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MRM-APPLICABLE ORTHOGONAL POLYNOMIALS FOR
CERTAIN HYPERGEOMETRIC FUNCTIONS
IZUMI KUBO* AND HUI-HSIUNG KUO
Abstract. The multiplicative renormalization method (MRM) is intorduced
to obtain generating functions of orthogonal polynomials of given probabil-
ity measures. Complete lists of MRM-applicable measures for MRM-factors
ℎ(푥) = 푒푥 and (1 − 푥)−휅 were obtained recently. On the other hand, it
is known that gamma distributions have at least two types of MRM-factors
ℎ(푥) = 0퐹1(−;휅;푥) and ℎ(푥) = 1퐹1(푐;휅;푥). The usual MRM-factor 푒푥 is
a special case of 1퐹1(푐;휅;푥) when 푐 = 휅. We ﬁrst determine all MRM-
applicable measures for ℎ(푥) = 0퐹1(−;휅;푥). Then we determine all possible
MRM-factors of gamma distributions.
1. MRM-applicability of Orthogonal Polynomials
A probability measure 휇 on ℝ with density 푓휇(푥) is said to be applicable to
the multiplicative renormalization method for ℎ(푥) (or simply MRM-applicable), if
there exists a suitable analytic function 휌(푡) around 푡 = 0 with 휌(0) = 0, 푟1 =
휌′(0) ∕= 0 such that
(푡, 푥) =
ℎ(휌(푡)푥)
휑(푡)
with 휑(푡) = 휃(휌(푡)), 휃(푡) =
∫
ℝ
ℎ(푡푥) 푑휇(푥) (1.1)
is a generating function of the orthogonal polynomials {푃푛(푥)} in 퐿2(휇) with
leading coeﬃcient of one. Then there exist Jacobi-Szego¨ parameters {훼푛, 휔푛}
satisfying the recursive relation
푃푛+1(푥) = (푥− 훼푛)푃푛(푥)− 휔푛푃푛−1(푥) (1.2)
with 휔0 = 1, 푃−1(푥) = 0. Eq. (1.2) is a necessary and suﬃcient condition for that
{푃푛(푥)} are orthogonal polynomials for some signed measure (see Shohat [18]). It
is known that
∥푃푛∥2 = 휆푛 = 휔0휔1 ⋅ ⋅ ⋅휔푛 for 푛 ≥ 0. (1.3)
By Favard’s Theorem [8], a set {푃푛} of polynomials with leading coeﬃcient 1
is orthogonal for a probability measure if and only if they satisfy the recursion
relation in Eq. (1.2) with 휔푛 > 0 for all 푛 ≥ 0 (see [1] and [5]).
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Let us suppose that
ℎ(푥) =
∞∑
푛=0
ℎ푛푥
푛, ℎ0 = 1, ℎ푛 ∕= 0, 푛 ≥ 1.
Then we have the expansion
(푡, 푥) =
∞∑
푛=0
푟푛1 ℎ푛푃푛(푥)푡
푛. (1.4)
In the previous papers [6] [12] [13] [14] [15], all MRM-applicable measures for
ℎ(푥) = 푒푥 and ℎ(푥) = (1− 푥)−휅 are determined.
A set of polynomials is said to be MRM-applicable for ℎ(푥), if they are orthogo-
nal for a probability measure and are given by the generating function in Eq. (1.1).
In this article, we discuss MRM-applicability for ℎ(푥) = 0퐹1(−;휅;푥). By Favard’s
Theorem, it is suﬃcient for the purpose to ﬁnd 휌- and 퐵-functions such that poly-
nomials given by the following generating function in Eq. (1.5) satisfy Eq. (1.2)
with 휔0 = 1 and 휔푛 > 0 for any 푛 ≥ 0. For convenience, we write a generating
function in the form
(푡, 푥) = 퐵(푡)ℎ(휌(푡)푥), (1.5)
where 퐵(푡) = 1휃(휌(푡)) . This function (푡, 푥) is called the Boas–Buck generating
function (see §6 of [17]).
2. Hypergeometric Functions as MRM-factors
Hypergeometric function 푝퐹푞(푎1, 푎2, . . . , 푎푝; 푏1, 푏2, . . . , 푏푞;푥) is deﬁned by
푝퐹푞(푎1, 푎2, . . . , 푎푝; 푏1, 푏2, . . . , 푏푞;푥) =
∞∑
푛=0
(푎1)푛(푎2)푛 ⋅ ⋅ ⋅ (푎푝)푛
(푏1)푛(푏2)푛 ⋅ ⋅ ⋅ (푏푞)푛푛!푥
푛,
where
(푎)푛 = 푎(푎+ 1)(푎+ 2) ⋅ ⋅ ⋅ (푎+ 푛− 1) = Γ(푎+ 푛)
Γ(푎)
.
In the special case of 푝 = 0 (or 푝 = 1, 푞 = 0), we denote as
0퐹푞(−; 푏1, 푏2, . . . , 푏푞;푥) (respectively, 1퐹0(푎1;−;푥)).
Let 휇휅 be the gamma distribution with the density
푓휅(푥) =
1
Γ(휅)
푥휅−1푒−푥, for 푥 ≥ 0. (2.1)
Laguerre polynomials
퐿휅−1푛 (푥) =
푛∑
푚=0
(−1)푚 Γ(휅+ 푛)
Γ(푚+ 휅)(푛−푚)!푚!푥
푚 (2.2)
are orthogonal for gamma distribution 휇휅 and their Jacobi-Szego¨ parameters are
훼푛 = 휅+ 2푛 and 휔푛 = 푛(푛+ 휅− 1), 휔0 = 1. (2.3)
A generating function is given as
(1 + 푡)−휅푒
푡
1+푡푥 =
∞∑
푛=0
(−1)푛퐿휅−1푛 (푥)푡푛 (2.4)
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(see (7) and (17) in §10.12 of [7].) There are other generating functions given by
hypergeometric functions as
푒−푡 0퐹1(−;휅; 푡푥) =
∞∑
푛=0
(−1)푛퐿
휅−1
푛 (푥)
(휅)푛
푡푛 (2.5)
(see Eq. (1) in §113 of [17] and Eq. (8) in §19.9 of [7]) and
1
(1 + 푡)푐
1퐹1
(
푐;휅;
푡
1 + 푡
푥
)
=
∞∑
푛=0
(푐)푛(−1)푛퐿(휅−1)푛 (푥)
(휅)푛
푡푛 for any 푐 > 0 (2.6)
(see Eq. (3) in §113 of [17]). Special choices of 푐 as 푐 = 1 and 푐 = 휅 give examples
1퐹1(1;휅;푥) =
∞∑
푛=0
Γ(휅)
Γ(휅+ 푛)
푥푛,
1퐹1(휅;휅;푥) =
∞∑
푛=0
1
푛!
푥푛 = 푒푥.
For convenience, we say that ℎ(푥) is anMRM-factor of 휇 if 휇 is MRM-applicable
for ℎ(푥). We have the following chart.
Gamma distribution 휇휅 and MRM-factor ℎ(푥)’s
휇 ℎ(푥) 휌(푡) 휑(푡) (푡, 푥)
휇휅 푒
푥 푡
1 + 푡
(1 + 푡)휅 (1 + 푡)−휅푒
푡푥
1+푡
휇휅 0퐹1(−;휅;푥) 푡 푒푡 푒−푡0퐹1(−;휅; 푡푥)
휇휅 1퐹1(푐;휅;푥)
푡
1 + 푡
(1 + 푡)푐 (1 + 푡)−푐1퐹1(푐;휅;
푡푥
1 + 푡
)
Our purpose of this article is to ﬁnd all possible probability measures (equiv-
alently Jacobi-Szego¨ parameters), which are MRM-applicable for hypergeometric
functions ℎ(푥) = 0퐹1(−;휅;푥). Of course, gamma distribution is one of them as
seen above.
Put
ℎ(푥) = 0퐹1(−;휅;푥) =
∞∑
푛=0
ℎ푛푥
푛, ℎ푛 =
1
푛!(휅)푛
, (2.7)
휌(푡) =
∞∑
푛=1
푟푛푡
푛, 푟1 = 1; 퐵(푡) =
∞∑
푛=0
푏푛푡
푛, 푏0 = 1. (2.8)
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Let {푃푛(푥)} be the polynomials given by
퐵(푡)ℎ(휌(푡)푥) =
∞∑
푛=0
ℎ푛푃푛(푥)푡
푛. (2.9)
If 푃푛’s satisfy Eq. (1.2), then parameters {ℎ푛, 푏푛, 푟푛, 훼푛, 휔푛} are related. We will
see relationships between them in §3. Moreover it is shown in §3 that Jacobi-
Szego¨ parameters {훼푛, 휔푛}, 퐵(푡) and 휌(푡) satisfying Eq. (1.2) are parametrized
by constants 푏1, 푏2, 푟2 and 푟3, which are not independent. We give below some
examples by using the results to be proved in §4.
We introduce a function 퐸(푎, 푏; 푡) deﬁned by
퐸(푎, 푏; 푡) =
∫ 푡
0
1√
푢(1 + 푏푢+ 푎푢2)
푑푢, (2.10)
which can be obtained by the elliptic integral of the ﬁrst kind. Here for 푢 with 푢(1+
푏푢 + 푎푢2) < 0, we use the convention
√
푢(1 + 푏푢+ 푎푢2) = 푖
√−푢(1 + 푏푢+ 푎푢2).
Then it is very important to see that the singularity of
(
퐸(푎, 푏; 푡)
)2
at 푡 = 0 is
removable and it can be regarded analytic in 푡 around 푡 = 0. In this sense, we say
that the function is analytic in 푡 around 푡 = 0 simply.
Example 2.1. If 푏2 = 푏
2
1, 푟2 = 0, 푟3 = 0, then
훼푛 = −푏1(2푛+ 휅), 휔푛 = 푏21푛(푛+ 휅− 1), 퐵(푡) = 푒푏1푡, 휌(푡) = 푡.
In particular, if 푏1 = −1, then this corresponds to Eq. (2.5).
Example 2.2. For the case of 휅 = 12 , we see
ℎ(푥) = 0퐹1(−; 1
2
;푥) =
{
cosh 2
√
푥, if 푥 ≥ 0,
cos 2
√−푥, if 푥 < 0.
By the convention
√
푥 = 푖
√−푥, ℎ(푥) is written as cosh√푥 for both cases and it is
analytic around 푥 = 0. If we take as 푏1 = − 14 , 푏2 = 18 , 푟2 = − 13 , 푟3 = 23120 , then
훼푛 =
1
8
(2푛+ 1)2, 휔푛 =
1
64
푛2(2푛− 1)(2푛+ 1),
퐵(푡) =
4
4 + 푡
, 휌(푡) = 4
(
tan−1
√
푡
2
)2
.
The corresponding generating function (푡, 푥) = 44+푡 cosh
(
4
√
푥 tan−1 12
√
푡
)
gives
Wilson polynomials {푃푛(푥) = (−1)
푛푛!
(2푛)! 푊푛
(
푥; 0, 12 ,
1
2 , 1
)}, which are orthogonal with
respect to the probability measure with the density 16휋
√
푥∣Γ(2푖푥)∣2 (cf. §3.8 of [1]).
In this case such a measure is not necessarily unique (see [19]).
Example 2.3. For the case of 휅 = 32 , we see
ℎ(푥) = 0퐹1(−; 3
2
;푥) =
⎧⎨⎩
1
2
√
푥
sinh 2
√
푥, if 푥 > 0,
1, if 푥 = 0,
1
2
√−푥 sin 2
√−푥, if 푥 < 0.
MRM-APPLICABLE ORTHOGONAL POLYNOMIALS 387
If we take as 푏1 = − 112 , 푏2 = 140 , 푟2 = − 13 , 푟3 = 23120 , then
훼푛 =
1
8
(2푛+ 1)2, 휔푛 =
1
64
푛2(2푛− 1)(2푛+ 1),
퐵(푡) =
2√
푡
tan−1
√
푡
2
, 휌(푡) = 4
(
tan−1
√
푡
2
)2
.
The corresponding generating function (푡, 푥) = 1
2
√
푡푥
sinh
(
4
√
푥 tan−1 12
√
푡
)
gives
the same Wilson polynomials 푃푛(푥) =
(−1)푛푛!
(2푛)! 푊푛
(
푥; 0, 12 ,
1
2 , 1
)
as in Example 2.2.
3. Lemmas
By Favard’s Theorem [8], a set {푃푛} of polynomials with leading coeﬃcient 1
satisﬁes the recursion relation in Eq. (1.2)
푃푛+1(푥) = (푥− 훼푛)푃푛(푥)− 휔푛푃푛−1(푥), 푛 ≥ 0,
with Jcobi-Szego¨ parameters {훼푛, 휔푛} satisfying 푃−1(푥) = 0, 훼−1 = 0, 휔0 = 1,
휔푛 > 0 for any 푛 ≥ 0, if and only if they are orthogonal polynomials with respect
to a probability measure 휇.
Through out this paper, we will assume that
ℎ(푥) =
∞∑
푛=0
ℎ푛푥
푛, 휌(푡) =
∞∑
푛=0
푟푛푡
푛, 퐵(푡) =
∞∑
푛=0
푏푛푡
푛. (3.1)
We may normalize these functions so that ℎ(0) = ℎ0 = 1, 퐵(0) = 푏0 = 1 휌(0) =
푟0 = 0, and 휌
′(0) = 푟1 = 1. For convenience, we put ℎ−1 = 푏−1 = 0. Suppose that
(푡, 푥) = 퐵(푡)ℎ(휌(푡)푥) is a generating function of {푃푛}, i.e.,
(푡, 푥) = 퐵(푡)ℎ(휌(푡)푥) =
∞∑
푛=0
ℎ푛푃푛(푥)푡
푛. (3.2)
Put
휃(푡) =
∫
ℝ
ℎ(푡푥) 푑휇(푥), 휑(푡) = 휃(휌(푡)).
Obviously, we have
퐵(푡) =
1
휑(푡)
. (3.3)
Deﬁne
푊푛(푥) = 푃푛(푥)− (푥− 훼푛−1)푃푛−1(푥) + 휔푛−1푃푛−2(푥) (3.4)
and let 푊푛,푚 be the 푚-th coeﬃcient of 푊푛(푥) for 푛 ≥ 푚 ≥ 0. Then
푊푛+1,푚 = 푐푛+1,푚 − 푐푛,푚−1 + 훼푛푐푛,푚 + 휔푛푐푛−1,푚 (3.5)
for 푛 ≥ 푚 ≥ 0. Since 푊푛(푥) = 0 must hold, all 푊푛,푚 must vanish. Let 퐵푚,푘 be
the coeﬃcient of 퐵(푡)휌푚(푡), 푚 ≥ 0. Then 퐵푚,푘 = 0 for 푚 > 푘. Hence
퐵(푡)휌푚(푡) =
∞∑
푘=0
퐵푚,푘푡
푘 =
∞∑
푘=푚
퐵푚,푘푡
푘. (3.6)
The following Lemmas 3.1, 3.2, and 3.3 are shown in [10].
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Lemma 3.1. The following equalities hold:
푊푛+1,0 =
푏푛+1
ℎ푛+1
+ 훼푛
푏푛
ℎ푛
+ 휔푛
푏푛−1
ℎ푛−1
,
푊푛+1,1 =
ℎ1
ℎ푛+1
푟푛+1 +
ℎ1
ℎ푛+1
푛∑
푘=1
푏푛+1−푘푟푘 − 푏푛
ℎ푛
+훼푛
ℎ1
ℎ푛
푛∑
푘=1
푏푛−푘푟푘 + 휔푛
ℎ1
ℎ푛−1
푛−1∑
푘=1
푏푛−1−푘푟푘,
푊푛+1,푚 =
ℎ푚
ℎ푛+1
퐵푚,푛+1 − ℎ푚−1
ℎ푛
퐵푚−1,푛 + 훼푛
ℎ푚
ℎ푛
퐵푚,푛 + 휔푛
ℎ푚
ℎ푛−1
퐵푚,푛−1,
푊푛+1,푛−1 =
ℎ푛−1
2ℎ푛+1
(2푏2 + 2(푛− 1)(푏1푟2 + 푟3) + (푛− 1)(푛− 2)푟22)
−ℎ푛−2
2ℎ푛
(
2푏2 + 2(푛− 2)(푏1푟2 + 푟3) + (푛− 2)(푛− 3)푟22
)
+
ℎ푛−1
ℎ푛
(푏1 + (푛− 1)푟2)훼푛 + 휔푛,
푊푛+1,푛 =
ℎ푛
ℎ푛+1
(푏1 + 푛푟2)− ℎ푛−1
ℎ푛
(푏1 + (푛− 1)푟2) + 훼푛.
Moreover, 휇 is MRM-applicable for ℎ(푥) if and only if 푊푛,푚 = 0 for all 푛 − 1 ≥
푚 ≥ 0 and 휔푛 > 0 for all 푛 ≥ 0.
Lemma 3.2. For given {훼푛, 휔푛} and {푏1, 푟2, 푟3}, the recursion formulas
ℎ푛+1 =
ℎ2푛(푏1 + 푛푟2)
ℎ푛−1
(
푏1 + (푛− 1)푟2
)− ℎ푛훼푛 ,
푏푛+1 = −ℎ푛+1
ℎ푛
훼푛푏푛 − ℎ푛+1
ℎ푛−1
휔푛푏푛−1,
푟푛+1 =
푏푛ℎ푛+1
ℎ1ℎ푛
−
푛∑
푚=1
푏푛+1−푚푟푚 − ℎ푛+1
ℎ푛
훼푛
푛∑
푚=1
푏푛−푚푟푚
−ℎ푛+1
ℎ푛−1
휔푛
푛−1∑
푚=1
푏푛−1−푚푟푚,
hold for 푛 ≥ 1 if ℎ푛−1
(
푏1 + (푛− 1)푟2
)− ℎ푛훼푛 ∕= 0 and ℎ1 = − 푏1훼0 if 훼0 ∕= 0.
Lemma 3.3. For given ℎ(푥) and ﬁxed {푏1, 푏2, 푟2, 푟3}, the Jacobi-Szego¨ parameters
are uniquely determined by
훼푛 = − ℎ푛
ℎ푛+1
(푏1 + 푛푟2) +
ℎ푛−1
ℎ푛
(
푏1 + (푛− 1)푟2
)
, 푛 ≥ 1,
휔푛 =
ℎ푛−1
2ℎ푛+1
(
2(푏21 − 푏2 + 푏1푟2) + 2(푛− 1)(푏1푟2 − 푟3) + (푛− 1)(푛+ 2)푟22
)
+
ℎ푛−2
2ℎ푛
(
2푏2 + 2(푛− 2)(푏1푟2 + 푟3) + (푛− 2)(푛− 3)푟22
)
−
(
ℎ푛−1
ℎ푛
(
푏1 + (푛− 1)푟2
))2
, 푛 ≥ 2,
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and 훼0 = − 푏1ℎ1 , 휔0 = 1, 휔1 =
푏21−푏2+푏1푟2
ℎ2
− 푏21
ℎ21
. Furthermore, the recursion formulas
for {푏푛, 푟푛} are given by
푏푛+1 = −ℎ푛+1
ℎ푛
훼푛푏푛 − ℎ푛+1
ℎ푛−1
휔푛푏푛−1, 푛 ≥ 2,
푟푛+1 =
푏푛ℎ푛+1
ℎ1ℎ푛
−
푛∑
푚=1
푏푛+1−푚푟푚 − ℎ푛+1
ℎ푛
훼푛
푛∑
푚=1
푏푛−푚푟푚
−ℎ푛+1
ℎ푛−1
휔푛
푛−1∑
푚=1
푏푛−1−푚푟푚, 푛 ≥ 2.
Lemma 3.4. Suppose 퐴푛 =
∑푛
푗=0 훼푗 ∕= 0 for all 푛 ≥ 0. Then for given {훼푛 휔푛}
and {푏1, 푟2, 푟3}, we have
ℎ푛+1
ℎ푛
= − 푏1 + 푛푟2∑푛
푗=0 훼푗
(3.7)
and
ℎ푛 = (−1)푛
푛−1∏
푘=0
푏1 + 푘푟2
퐴푘
, 푛 ≥ 1,
푏푛+1 =
푏1 + 푛푟2
퐴푛
훼푛푏푛 − (푏1 + 푛푟2)(푏1 + (푛− 1)푟2)
퐴푛−1퐴푛
휔푛푏푛−1, 푛 ≥ 1,
푟푛+1 =
푏1 + 푛푟2
ℎ1퐴푛
푏푛 −
푛∑
푚=1
푏푛+1−푚푟푚 +
푏1 + 푛푟2
퐴푛
훼푛
푛∑
푚=1
푏푛−푚푟푚
− (푏1 + 푛푟2)(푏1 + (푛− 1)푟2)
퐴푛−1퐴푛
휔푛
푛−1∑
푚=1
푏푛−1−푚푟푚, 푛 ≥ 2.
Proof. By Lemma 3.2, we have
(푏1 + 푛푟2)
ℎ푛
ℎ푛+1
=
(
푏1 + (푛− 1)푟2
)ℎ푛−1
ℎ푛
− 훼푛.
Since ℎ0ℎ1 푏1 = −훼0, we see that (푏1+푛푟2) ℎ푛ℎ푛+1 = −
∑푛
푗=0 훼푗 , which gives Eq. (3.7).
But ℎ0 = 1. Hence we have the formula for ℎ푛. By applying Eq. (3.7) to Lemma
3.2, we obtain the formulas for 푏푛+1 and 푟푛+1 as stated in the lemma. □
Lemma 3.5. If 훼푛 = 0 for all 푛 ≥ 0, then 푟2푛 = 0, 푏2푛+1 = 0 for all 푛 ≥ 0. For
given {훼푛 휔푛} and {ℎ1, 푏2, 푟3}, the following recursion formulas hold,
ℎ푛+1 =
(
푏2 + (푛− 1)푟3
)
ℎ푛−1ℎ푛(
푏2 + (푛− 2)푟3
)
ℎ푛−2 − ℎ푛휔푛
, 푛 ≥ 2
푏푛+1 = −ℎ푛+1
ℎ푛−1
휔푛푏푛−1, 푛 ≥ 2
푟푛+1 =
푏푛ℎ푛+1
ℎ1ℎ푛
−
푛∑
푚=1
푏푛+1−푚푟푚 − ℎ푛+1
ℎ푛−1
휔푛
푛−1∑
푚=1
푏푛−1−푚푟푚, 푛 ≥ 2.
Furthermore, let Ω푛 =
∑푛
푗=1 휔푗. Then for 푛 ≥ 1, we have
ℎ푛+1
ℎ푛−1
= −푏2 + (푛− 1)푟3
Ω푛
, (3.8)
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ℎ2푛 = (−1)푛
푛∏
푘=1
(
푏2 + 2(푘 − 1)푟3
)
Ω2푘−1
,
ℎ2푛+1 = (−1)푛ℎ1
푛∏
푘=1
(
푏2 + (2푘 − 1)푟3
)
Ω2푘
,
(3.9)
푏2푛 = (−1)푛ℎ2푛
푛∏
푘=1
휔2푘−1 =
푛∏
푘=1
휔2푘−1
(
푏2 + 2(푘 − 1)푟3
)
Ω2푘−1
, (3.10)
푟2푛+1 =
푛∏
푘=1
휔2푘−1
(
푏2 + (2푘 − 1)푟3
)
Ω2푘
−
푛∑
푚=1
푏2(푛+1−푚)푟2푚−1
+
휔2푛
(
푏2 + (2푛− 1)푟3
)
Ω2푛
푛∑
푚=1
푏2(푛−푚)푟2푚−1.
(3.11)
Proof. Suppose 훼푛 = 0 for all 푛 ≥ 0. Since 푊1,0 = 푏1ℎ1 = 0, we have 푏1 = 0. But
푊2,0 =
푏2+ℎ2휔1
ℎ2
= 0 and 푊2,1 =
ℎ1푟2
ℎ2
= 0. Hence 푟2 = 0 and ℎ2 = − 푏2휔1 . Solving
푊푛+1,푛−1 = 0 for ℎ푛+1, we obtain the ﬁrst recursion formula in the lemma for
ℎ푛+1. Then we can rewrite it as
ℎ푛−1
ℎ푛+1
(
푏2 + (푛− 1)푟3
)
=
ℎ푛−2
ℎ푛
(
푏2 + (푛− 2)푟3
)− 휔푛,
which yields the equality
ℎ푛−1
ℎ푛+1
(
푏2 + (푛− 1)푟3
)
= −
푛∑
푗=1
휔푗 .
Therefore we have Eq. (3.8). The other equalities are obtained from Lemma 3.2.
Since 푏1 = 0 and 푏푛+1 = −ℎ푛+1ℎ푛−1휔푛푏푛−1, we see that 푏2푛+1 = 0 for all 푛 ≥ 0.
Assume that 푟2푗 = 0 for 푛 ≥ 푗 ≥ 0, then
푟2푛+2 =
푏2푛+1ℎ2푛+2
ℎ1ℎ2푛+1
−
2푛+1∑
푚=1
푏2푛+2−푚푟푚 − ℎ2푛+2
ℎ2푛
휔2푛−1
2푛∑
푚=1
푏2푛−푚푟푚 = 0.
Thus by induction we have 푟2푛 = 0 for all 푛 ≥ 0. □
Remark 3.6. (i) We have normalized the constants so that
ℎ0 = 1, 푏0 = 1, 푟1 = 1. (3.9)
This does not impose essential restrictions. Since 휃(0) = ℎ(0), 퐵(0)ℎ(0) = 푏0ℎ0 =
1 holds. Suppose that (푡, 푥) = 퐵(푡)ℎ(휌(푡)푥) is a generating function for or-
thogonal polynomials. If ℎ0 ∕= 1, put ℎˆ(푥) = ℎ(푥)ℎ(0) and 퐵ˆ(푡) = ℎ(0)퐵(푡). Thenˆ(푡, 푥) = 퐵ˆ(푡)ℎˆ(휌(푡)푥) = (푡, 푥) is a generating function satisfying Eq. (3.9). On
the other hand, if 푟1 ∕= 1, then put 훼 = 1푟1 , 휌ˆ(푡) = 휌(훼푡) and 푏ˆ(푡) = 퐵(훼푡). Thenˆ(푡, 푥) = 퐵ˆ(푡)ℎ(휌ˆ(푡)푥) is a generating function satisfying Eq. (3.9).
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(ii) Suppose (푡, 푥) = 퐵(푡)ℎ(휌(푡)푥) is a generating function of {푃푛}. For given
ℎ˜1, 푟˜1 ∕= 0, the scaling transforms
ℎ˜(푥) = ℎ
( ℎ˜1
ℎ1
푥
)
, 휌˜(푡) =
ℎ1
ℎ˜1
휌
( ℎ˜1푟˜1
ℎ1푟1
푡
)
, 퐵˜(푡) = 퐵
( ℎ˜1푟˜1
ℎ1푟1
푡
)
, (3.10)
give a modiﬁed generating function
˜(푡, 푥) = 퐵˜(푡)ℎ˜(휌˜(푡)푥) = ( ℎ˜1푟˜1
ℎ1푟1
푡, 푥
)
satisfying ℎ˜′(0) = ℎ˜1 and 푟˜′(0) = 푟˜1.
Now let us apply the above lemmas to the case ℎ(푥) = 0퐹1(−;휅;푥), namely,
ℎ푛 =
1
푛!(휅)푛
to obtain the Jacobi-Szego¨ parameters {훼푛, 휔푛}.
Lemma 3.7. For ℎ푛 =
1
푛!(휅)푛
and given 푏1, 푏2, 푟2, 푟3, the Jacobi-Szego¨ parameters
{훼푛, 휔푛} are given by
훼푛 = −
(
3푟2푛
2 + (2푏1 + (2휅− 1)푟2)푛+ 휅푏1
)
, 푛 ≥ 0,
휔푛 = 푛(휅+ 푛− 1)
(
(8푟22 − 5푟3)푛2 +
(
2푏21 − 4푏2 + 6푏1푟2 + 2(2휅− 7)푟22
−3(휅− 3)푟3
)
푛+ 휅푏21 − 2(휅− 1)푏2 + 2(휅− 2)푏1푟2 − 2(2휅− 3)푟22
+(3휅− 4)푟3
)
, 푛 ≥ 2,
and 휔0 = 1, 휔1 = 휅
( − 2(휅 + 1)푏2 +(휅 + 2)푏21 + 2(휅 + 1)푏1푟2). Furthermore,
푊˜푛,푚 ≡ ℎ푛ℎ푚푛(푛+ 휅− 1)푊푛,푚 are given by
푊˜푛,푚 =
(
푛(푛− 1) + 휅푛)퐵푚,푛 −푚(푚+ 휅− 1)퐵푚−1,푛−1
−(3푟2(푛− 1)(푛− 2) + 2(푏1 + (휅+ 1)푟2)(푛− 1) + 휅푏1)퐵푚,푛−1
+
(
(8푟22 − 5푟3)(푛− 2)(푛− 3) +
(
2푏21 − 4푏2 + 6푏1푟2
+2(2휅+ 5)푟22 − 3(휅+ 2)푟3
)
(푛− 2)
(휅+ 2)푏21 − 2(휅+ 1)(푏2 − 푏1푟2)
)
퐵푚,푛−2.
4. Classiﬁcation by Using Diﬀerential Equations
Put 퐵푚(푡) = 퐵(푡)휌(푡)
푚, then by Eq. (3.6),
퐵푚(푡) =
∞∑
푛=푚
퐵푚,푛푡
푛. (4.1)
It is easily seen that
∞∑
푛=푚
푛푝퐵푚,푛−푞푡푛 = 푡푞
(
푡
푑
푑푡
+ 푞
)푝
퐵푚(푡)
and
∞∑
푛=푚
(푛− 푞)(푛− 푞 − 1) ⋅ ⋅ ⋅ (푛+ 1− 푞 − 푝)퐵푚,푛−푞푡푛 = 푡푞
(
푑
푑푡
)푝
퐵푚(푡) (4.2)
for non-negative integers 푝 and 푞.
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On the other hand, multiply 푛(푛 + 휅 − 1)푡푛 to 푊˜푛,푚 in Lemma 3.7 and take
the summation. Since 퐵푚,푛 = 0 for 푚 > 푛, we get
(i)
∞∑
푛=1
(
푛(푛− 1) + 휅푛)퐵푚,푛푡푛 = 푡2퐵′′푚(푡) + 휅푡퐵′푚(푡),
(ii)
∞∑
푛=1
푚(푚+ 휅− 1)퐵푚−1,푛−1푡푛 = 푚(푚+ 휅− 1)푡퐵푚−1(푡),
(iii)
∞∑
푛=1
(
3푟2(푛− 1)(푛− 2) + 2(푏1 + (휅+ 1)푟2)(푛− 1) + 휅푏1
)
퐵푚,푛−1푡푛
= 3푟2푡
3퐵′′푚(푡) + 2
(
푏1 + (휅+ 1)푟2
)
푡2퐵′푚(푡) + 휅푏1푡퐵푚(푡),
(iv)
∞∑
푛=2
(
(8푟22 − 5푟3)(푛− 2)(푛− 3) +
(
2푏21 − 4푏2 + 6푏1푟2 + 2(2휅+ 5)푟22
−3(휅+ 2)푟3
)
(푛− 2) + (휅+ 2)푏21 − 2(휅+ 1)(푏2 − 푏1푟2)
)
퐵푚,푛−2푡푛
= (8푟22 − 5푟3)푡4퐵′′푚(푡) +
(
2푏21 − 4푏2 + 6푏1푟2 + 2(2휅+ 5)푟22
−3(휅+ 2)푟3
)
푡3퐵′푚(푡) +
(
(휅+ 2)푏21 − 2(휅+ 1)(푏2 − 푏1푟2)
)
푡2퐵푚(푡).
Since 푊˜푛,푚 must vanish, we have a diﬀerential equation
−푚(푚+ 휅− 1)퐵푚−1(푡) +
(−휅푏1 + ((휅+ 2)푏21 − 2(휅+ 1)(푏2 − 푏1푟2))푡)퐵푚(푡)
+
(
휅− 2(푏1 + (휅+ 1)푟2)푡+ (2푏21 − 4푏2 + 6푏1푟2 + 2(2휅+ 5)푟22
−3(휅+ 2)푟3)푡2
)
퐵′푚(푡) + 푡
(
1− 3푟2푡+ (8푟22 − 5푟3)푡2
)
퐵′′푚(푡) = 0
by Lemma 3.3 and Eq. (4.2). Thus we have proved the next lemma.
Lemma 4.1. Let 푐푚 = −푚(푚+ 휅− 1) and
푝0(푡) = −휅푏1 +
(
(휅+ 2)푏21 − 2(휅+ 1)(푏2 − 푏1푟2)
)
푡,
푝1(푡) =
(
휅− 2(푏1 + (휅+ 1)푟2)푡+ (2푏21 − 4푏2 + 6푏1푟2 + 2(2휅+ 5)푟22
−3(휅+ 2)푟3)푡2
)
,
푝2(푡) = 푡
(
1− 3푟2푡+ (8푟22 − 5푟3)푡2
)
.
Then the diﬀerential equation
푝0(푡)퐵푚(푡) + 푝1(푡)퐵
′
푚(푡) + 푝2(푡)퐵
′′
푚(푡) + 푐푚퐵푚−1(푡) = 0 (4.3)
holds for all 푚 ≥ 0 if and only if 푊˜푛,푚 = 0 holds for all 푛 ≥ 푚 ≥ 0.
Now, we will ﬁrst obtain conditions on parameters 푏1, 푏2, 푟2 and 푟3 under which
all 푊˜푛,푚 vanish. ¿From Eq. (4.3), we have for 푚 = 0,
퐷0 = 푝0(푡)퐵(푡) + 푝1(푡)퐵
′(푡) + 푝2(푡)퐵′′(푡) = 0 (4.4)
and for 푚 = 1,
푝0(푡)퐵(푡)휌(푡) + 푝1(푡)(퐵(푡)휌(푡))
′ + 푝2(푡)(퐵(푡)휌(푡))′′ + 푐1퐵(푡) = 0.
Then we use Eq. (4.4) to show that
푝0(푡)퐵(푡)휌(푡) + 푝1(푡)(퐵(푡)휌(푡))
′ + 푝2(푡)(퐵(푡)휌(푡))′′
=
(
푝0(푡)퐵(푡) + 푝1(푡)퐵(푡)
′ + 푝2(푡)퐵′′(푡)
)
휌(푡)
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+
(
푝1(푡)퐵(푡) + 2푝2(푡)퐵
′(푡)
)
휌′(푡) + 푝2(푡)퐵(푡)휌′′(푡)
=
(
푝1(푡)퐵(푡) + 2푝2(푡)퐵
′(푡)
)
휌′(푡) + 푝2(푡)퐵(푡)휌′′(푡) + 푐1퐵(푡),
which implies that
퐷1 =
(
푝2(푡)휌
′′(푡) + 푝1(푡)휌′(푡)− 휅
)
퐵(푡) + 2푝2(푡)휌
′(푡)퐵′(푡) = 0. (4.5)
For 푚 = 2 in Eq. (4.3), we use Eqs. (4.4) and (4.5) and the fact that 푐2+2휅 = −2
to show that
푝0(푡)퐵(푡)휌
2(푡) + 푝1(푡)(퐵(푡)휌
2(푡))′ + 푝2(푡)(퐵(푡)휌2(푡))′′ + 푐2퐵(푡)휌(푡)
=
(
푝0(푡)퐵(푡) + 푝1(푡)퐵(푡)
′ + 푝2(푡)퐵′′(푡)
)
휌2(푡)
+2
((
푝2(푡)휌
′′(푡) + 푝1(푡)휌′(푡)− 휅
)
퐵(푡) + 2푝2(푡)푅
′(푡)퐵′(푡)
)
휌(푡)
+2푝2(푡)휌
′(푡)2퐵(푡) + (푐2 + 2휅)휌(푡)퐵(푡)
= 2
(
푝2(푡)휌
′(푡)2 − 휌(푡))퐵(푡).
Therefore
퐷2 = 푝2(푡)휌
′(푡)2 − 휌(푡) = 0. (4.6)
Since 휌(0) = 0, the solution 휌(푡) of Eq. (4.6) is given by
휌(푡) =
(
1
2
퐸(푝2; 푡)
)2
, 퐸(푝2; 푡) =
∫ 푡
0
푑푢√
푝2(푢)
, (4.7)
where 퐸(푝2; 푡) can be represented by using an elliptic integral. Note that 휌(푡) is
analytic around 푡 = 0 in view of Eq. (2.10). ¿From (4.6), we see that 1푝2(푡)휌′(푡) =
휌′(푡)
휌(푡) . Hence by Eq. (4.5),
퐵′(푡)
퐵(푡)
= −1
2
푝1(푡)
푝2(푡)
− 1
2
휌′′(푡)
휌′(푡)
+
휅
2
휌′(푡)
휌(푡)
.
Integrate both sides of this equation to obtain
퐵(푡) =
1√
휌′(푡)
휌(푡)휅/2 exp
[
− 1
2
∫
푝1(푡)
푝2(푡)
푑푡
]
= 2−휅+1/2푝2(푡)1/4퐸(푝2; 푡)휅−1/2 exp
[
− 1
2
∫
푝1(푡)
푝2(푡)
푑푡
]
. (4.8)
Here we have used Eq. (4.7) with a suitable integral constant satisfying 퐵(+0) = 1.
Thus 휌(푡) and 퐵(푡) are determined explicitly. However, it is not guaranteed that
퐵(푡) satisﬁes (4.4). We will discuss the conditions on parameters 푏1, 푏2, 푟2 and 푟3
later. Now we prove that the diﬀerential equations in Eq. (4.3) hold for all 푘 ≥ 0
if the three equations 퐷0 = 0, 퐷1 = 0, 퐷2 = 0 are satisﬁed.
Theorem 4.2. Assume that the following diﬀerential equations hold,
퐷0 = 푝0(푡)퐵(푡) + 푝1(푡)퐵
′(푡) + 푝2(푡)퐵′′(푡) = 0,
퐷1 =
(
푝2(푡)휌
′′(푡) + 푝1(푡)휌′(푡)− 휅
)
퐵(푡) + 2푝2(푡)휌
′(푡)퐵′(푡) = 0,
퐷2 = 푝2(푡)휌
′(푡)2 − 휌(푡) = 0.
Then
퐷˜푘 = 푝0(푡)퐵푘(푡) + 푝1(푡)퐵
′
푘(푡) + 푝2(푡)퐵
′′
푘 (푡) + 푐푘퐵푘−1(푡) = 0
holds for all 푘 ≥ 0.
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Proof. Observe the equalities
퐷˜푘 − 휌푘(푡)퐷0 − 푘휌푘−1(푡)퐷1
= 푝0(푡)휌
푘(푡)퐵(푡) + 푝1(푡)
(
휌푘(푡)퐵(푡)
)′
+ 푝2(푡)
(
휌푘(푡)퐵(푡)
)′′
+ 푐푘휌
푘−1(푡)퐵(푡)
−(푝0(푡)휌푘(푡)퐵(푡) + 푝1(푡)휌푘(푡)퐵′(푡) + 푝2(푡)휌푘(푡)퐵′′(푡))− 푘휌푘−1(푡)퐷1
=
(
푘푝1(푡)휌
푘−1(푡)휌′(푡)퐵(푡) + 2푘푝2(푡)휌푘−1(푡)휌′(푡)퐵′(푡)
+푘(푘 − 1)푝2(푡)휌푘−2(푡)휌′(푡)2퐵(푡) + 푘푝2(푡)휌푘−1(푡)휌′′(푡)퐵(푡)
)
−
(
푘푝2(푡)휌
푘−1(푡)휌′′(푡)퐵(푡) + 푘푝1(푡)휌푘−1(푡)휌′(푡)퐵(푡)
−푘휅휌푘−1(푡)퐵(푡) + 2푘푝2(푡)휌푘−1(푡)휌′(푡)퐵′(푡)
)
+ 푐푘휌
푘−1(푡)퐵(푡)
= 푘(푘 − 1)휌푘−1(푡)퐵(푡)(푝2(푡)휌′(푡)2 − 휌(푡))
= 푘(푘 − 1)휌푘−1(푡)퐵(푡)퐷2
= 0.
Hence we see the assertion. □
Note that
퐵′(푡) =

푝′2(푡)
4푝2(푡)
− 푝1(푡)
2푝2(푡)
+
2휅− 1
2
√
푝2(푡)퐸(푝2; 푡)
)
퐵(푡),
퐵′′(푡) =
푝′2(푡)
4푝2(푡)
− 푝1(푡)
2푝2(푡)
+
2휅− 1
2
√
푝2(푡)퐸(푝2; 푡)
)2
퐵(푡)
+
푝′′2(푡)푝2(푡)− 푝′2(푡)2
4푝2(푡)2
− 푝
′
1(푡)푝2(푡)− 푝1(푡)푝′2(푡)
2푝2(푡)2
− (2휅− 1)푝
′
2(푡)
4(
√
푝2(푡))3퐸(푝2; 푡)
− (2휅− 1)
2푝2(푡)퐸(푝2; 푡)2
)
퐵(푡),
Hence from Eqs. (4.4) and (4.8), we have
퐷0 =
1
16푝2(푡)퐸(푝2; 푡)2
4(2휅− 1)(2휅− 3)푝2(푡) +
(
− 4푝21(푡) + 16푝0(푡)푝2(푡)
−8푝2(푡)푝′1(푡) + 8푝1(푡)푝′2(푡)− 3푝′2(푡)2 + 4푝2(푡)푝′′2(푡)
)
퐸(푝2; 푡)
2
)
.
Since 푝0(푡), 푝1(푡), 푝2(푡) are polynomials in 푡, the condition 퐷0 = 0 is equivalent
to that both of (2휅− 1)(2휅− 3) = 0 and
−4푝21(푡) + 16푝0(푡)푝2(푡)− 8푝2(푡)푝′1(푡) + 푝1(푡)′2(푡)− 3푝22(푡) + 4푝2(푡)푝′′2(푡) = 0
hold if 퐸(푝2; 푡)
2 is not a polynomial in 푡. On the other hand, 퐸(푝2; 푡)
2 is a
polynomial if and only if 푝2(푡) = 푡. But the condition 푝2(푡) = 푡
(
1 + 3푟2푡 +
(8푟22 − 5푟3)푡2
)
= 푡 is equivalent to 푟2 = 푟3 = 0. Therefore, we have the following
classiﬁcation:
(I) 푟2 = 푟3 = 0.
Then 퐷0 = 0 implies that (푏
2
1 − 2푏2)((푏21 − 2푏2)푡 − 2푏1) = 0, which is
equivalent to 푏2 =
1
2푏
2
1.
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(II) 휅 = 12 .
Then 퐷0 = 0 implies that
4푏31 − 8푏1푏2 + 3푏21푟2 + 6푏2푟2 − 16푏1푟22 + 10푏1푟3 = 0,
2푏41 − 8푏21푏2 + 8푏22 + 12푏31푟2 − 24푏1푏2푟2 − 1421푟22 + 32푏2푟22 − 24푏1푟32
+(20푏21 − 20푏2 + 15푏1푟2)푟3 = 0.
If 푏1 ∕= 0, then
푟3 =
1
10푏1
(−4푏31 + 8푏1푏2 − 3푏21푟2 − 6푏2푟2 + 16푏1푟22),
(3푏21 − 2푏2)(2푏1 − 3푟2)(2푏21 − 4푏2 + 3푏1푟2) = 0.
Hence the case 휅 = 12 is classiﬁed as:
(1) 푏1 = 0.
Then 퐷0 = 0 implies that 푏2
(−3푟2+2(2푏2+8푟22−5푟3)푡) = 0. Hence
either 푏2 = 0 or 푟2 = 0, 푟3 =
2
5 (푏2 + 4푟
2
2) must hold. Therefore,
(i) 푏1 = 푏2 = 0,
(ii) 푏1 = 0, 푟2 = 0, 푟3 =
2
5 (푏2 + 4푟
2
2).
(2) 푟3 =
1
10푏1
(−4푏31 + 8푏1푏2 − 3푏21푟2 − 6푏2푟2 + 16푏1푟22).
Then 퐷0 = 0 implies that (3푏
2
1−2푏2)(2푏1−3푟2)(2푏21−4푏2+3푏1푟2) = 0.
Hence this case is classiﬁed as:
(i) 푏2 =
3푏21
2 ,
(ii) 푟2 =
2푏1
3 ,
(iii) 푟2 = − 2(푏
2
1−2푏2)
3푏1
.
(III) 휅 = 32 .
For this case, 퐷0 = 0 implies that
−4푏31 + 8푏1푏2 − 푏21푟2 − 10푏2푟2 + 24푏1푟22 − 12푟32 − 14푏1푟3 + 10푟2푟3 = 0,
2푏41 − 8푏21푏2 + 8푏22 + 12푏31푟2 − 24푏1푏2푟2 − 22푏21푟22 + 48푏2푟22 − 32푏1푟32
+24푟42 + 24푏
2
1푟3 − 28푏2푟3 + 17푏1푟2푟3 − 34푟22푟3 + 12푟23 = 0.
If 7푏1 − 5푟2 ∕= 0, then from the ﬁrst equation we have
푟3 =
1
2(7푏1 − 5푟2) (−4푏
3
1 + 8푏1푏2 − 푏21푟2 − 10푏2푟2 + 24푏1푟22 − 12푟32).
Thus this case is classiﬁed as:
(1) 푟2 =
7
5푏1.
Then 퐷0 = 0 implies that either
푏2 =
363
250
푏21, (11271푏
2
1 − 500푟3)(338푏21 − 125푟3) = 0
or
푏1 = 0, (푏2 − 3푟3)(2푏2 − 푟3) = 0.
Therefore, this case is classiﬁed as:
(i) 푏2 =
363
250푏
2
1, 푟3 =
1127
500 푏
2
1,
(ii) 푏2 =
363
250푏
2
1, 푟3 =
338
125푏
2
1,
(iii) 푏1 = 0, 푟3 = 2푏2,
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(iv) 푏1 = 0, 푟3 =
1
3푏2.
(2) 푟3 =
3
7푏1−5푟2 (−4푏31 + 8푎푏1푏2 − 푏21푟2 − 10푏2푟2 + 24푏1푟22 − 12푟32).
Then 퐷0 = 0 implies that
(푏1 − 2푟2)(2푏1 − 푟2)(10푏21 − 20푏2 + 15푏1푟2 − 푟22)
×(19푏21 − 10푏2 − 20푏1푟2 + 12푟22) = 0.
Hence this case is classiﬁed as:
(i) 푟2 =
푏1
2 ,
(ii) 푟2 = 2푏1,
(iii) 푏2 =
1
20 (10푏
2
1 + 15푏1푟2 − 푟22),
(iv) 푏2 =
1
10 (19푏
2
1 − 20푏1푟2 + 12푟22).
For each case, we can obtain Jacobi-Szego¨ parameters {훼푛, 휔푛} and 휌(푡), 퐵(푡)
by Lemma 3.3 and Eqs. (4.7) and (4.8). Applying Favard’s Theorem, we can
conclude the following theorems.
Theorem 4.3. For the case (I) 푟2 = 푟3 = 0, only the followings are MRM-
applicable, namely, we must have 푏2 = 푏
2
1 ∕= 0 and
훼푛 = −푏1(휅+ 2푛), 휔푛 = 푏21푛(휅− 1 + 푛),
휌(푡) = 푡, 퐵(푡) = 푒푏1푡, (푡, 푥) = 푒푏1푡0퐹1(−;휅, 푡푥).
Moreover, the corresponding measure is a deformation of the gamma distribution
(2.1) by the dilation 휏1/푏1 and the corresponding orthogonal polynomials are given
by {퐿휅−1푛 (푥/푏1)}.
Proof. Since 푝2(푡) = 푡 by 푟2 = 푟3 = 0, we have
퐸(푝2; 푡) =
∫ 푡
0
푑푢√
푝2(푢)
=
∫ 푡
0
푑푢√
푢
= 2
√
푡.
Hence 휌(푡) = 14퐸(푝2; 푡)
2 = 푡. Since 푝1(푡) = 휅−2푏1푡 and
∫ 푝1(푡)
푝2(푡)
푑푡 = −2푏1+휅 log 푡,
we have 퐵(푡) = 2−휅+1/2푡1/4(2
√
푡)휅−1/2푡−휅/2푒푏1푡 = 푒푏1푡. □
We have introduced the notation 퐸(푎, 푏; 푡) in (2.10) as
퐸(푎, 푏; 푡) =
∫ 푡
0
푑푢√
푢(1 + 푏푢+ 푎푢2)
= 퐸(푞; 푡), 푞(푡) = 푡(1 + 푏푡+ 푎푡2),
where 퐸(푞; 푡) is deﬁned by Eq. (4.7). Let us remark that
0퐹1(−; 1
2
;푥) = cosh(2
√
푥), 0퐹1(−; 3
2
;푥) =
1
2
√
푥
cosh(2
√
푥).
For the case 휅 = 12 , Eq. (4.8) can be rewritten as
퐵(푡) = exp
[1
2
∫ 푡
0
(
푝′2(푢)
2푝2(푢)
− 푝1(푢)
푝2(푢)
)
푑푢
]
. (4.9)
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Theorem 4.4. For the case (II) 휅 = 12 , only the followings are MRM-applicable:
(1) 푏1 = 0. In this case, we must have 푏2 < 0, 푟2 = 0, 푟3 =
2
5푏2, and
훼푛 = 0,
휔푛 = −푏2
2
푛2(2푛− 1)(2푛+ 1),
휌(푡) =
1
4
퐸(−2푏2, 0; 푡)2,
퐵(푡) =
1√
1− 2푏2푡2
,
(푡, 푥) =
1√
1− 2푏2푡2
cosh(퐸(−2푏2, 0; 푡)
√
푥).
(2) 푏1 ∕= 0, 푟3 = 110푏1 (−4푏31 +8푏1푏2 − 3푏21푟2 − 6푏2푟2 +16푏1푟22). In this case, we
have the following subcases:
(i) 푏2 =
3푏21
2 , 푟3 =
2
5 (2푏
2
1 − 3푏1푟2 + 4푟22) with 푏1(2푏1 − 3푟3) < 0 and
훼푛 = −1
2
(6푟2푛
2 + 4푏1푛+ 푏1),
휔푛 = −1
2
푏1(2푏1 − 3푟2)푛2(2푛− 1)2,
휌(푡) =
1
2
퐸(−4푏21 + 6푏1푟2,−3푟2; 푡)2,
퐵(푡) =
1√
1− 2푏1푡
,
(푡, 푥) =
cosh(퐸(−4푏21 + 6푏1푟2,−3푟2; 푡)
√
푥)√
1− 2푏1푡
.
(ii) 푟2 =
2
3푏1, 푟3 =
1
45 (5푏
2
1 + 18푏2) with 3푏
2
1 − 2푏2 > 0 and
훼푛 = −푏1
2
(2푛+ 1)2,
휔푛 =
1
4
(3푏21 − 2푏2)푛2(2푛− 1)(2푛+ 1),
휌(푡) =
1
4
퐸(3푏21 − 2푏2,−2푏1; 푡)2,
퐵(푡) =
1√
1− 2푏1푡+ (3푏21 − 2푏2)푡2
,
(푡, 푥) =
cosh(퐸(3푏1 − 푏2,−2푏1; 푡)
√
푥)√
1− 2푏1푡+ (3푏21 − 2푏2)푡2
.
(iii) 푟2 = − 2(푏
2
1−2푏2)
3푏1
, 푟3 =
23(푏21−2푏2)2
45푏21
with
푏21
6 > 푏2 > 0 and
훼푛 =
1
2푏1
(
4(푏21 − 2푏2)푛2 − 4푏21푛− 푏21)
)
,
휔푛 =
1
4푏21
푛(2푛− 1)(2(푏21 − 2푏2)푛− 3푏21 + 2푏2)
×((푏21 − 2푏2)푛− 2푏21 + 2푏2),
휌(푡) =
푏1
푏21 − 2푏2
(
tanh−1
(√
푏1 − 2푏2/푏1
√
푡
))2
,
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퐵(푡) =
(
1 +
푏21 − 2푏2
푏1
푡
) 푏21
푏21−2푏2
.
(푡, 푥) =
(
1 +
푏21 − 2푏2
푏1
푡
) 푏21
푏21−2푏2
× cosh 2
√
푏1
푏21 − 2푏2
푥 tanh−1
(√
푏1 − 2푏2/푏1
√
푡
))
.
Proof. The proof is similar to that of Theorem 4.3. □
For the case 휅 = 32 , Eq. (4.8) becomes
퐵(푡) =
퐸(푝2; 푡)
2
√
푡
exp
[1
2
∫ 푡
0
(
푝′2(푢)
2푝2(푢)
− 푝1(푢)
푝2(푢)
+
1
푢
)
푑푢
]
. (4.10)
Theorem 4.5. For the case (III) 휅 = 32 , only the followings are MRM-applicable:
(1) The case 푟2 =
7
5푏1. In this case, we have the following subcases:
(i) 푏2 =
363
250푏
2
1, 푟2 =
7
5푏1, 푟3 =
1127
500 푏
2
1 with 푏1 ∕= 0, and
훼푛 = − 3
10
푏1(14푛
2 + 16푛+ 5),
휔푛 =
9
400
푏21푛(2푛+ 1)(7푛+ 1)(14푛− 5),
휌(푡) =
10
21푏1
tan−1
(√21푏1
10
√
푡
))2
,
퐵(푡) =
109/14√
21푏1
√
푡(10− 21푏1푡)1/7
tan−1
(√21푏1
10
√
푡
)
,
(푡, 푥) =
1
2
√
10
√
푡
√
푥(10− 21푏1푡)1/7
× sinh
√
10
21푏1
√
푥 tan−1
(√21푏1
10
√
푡
))
.
(ii) 푏2 =
363
250푏
2
1, 푟2 =
7
5푏1, 푟3 =
338
125푏
2
1 with 푏1 ∕= 0, and
훼푛 = − 3
10
푏1(14푛
2 + 16푛+ 5),
휔푛 =
27
50
푏21푛
2(2푛+ 1)2,
휌(푡) =
1
4
퐸
(54
25
푏21,−
21
5
푏1; 푡
)2
,
퐵(푡) =
√
5
2
√
푡(5− 3푏1푡)
퐸
(54
25
푏21,−
21
5
푏1; 푡
)
,
(푡, 푥) =
√
5
2
√
푡(5− 3푏1푡)
√
푥
× sinh
(√
푥퐸
(54
25
푏21,−
21
5
푏1; 푡
))
.
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(iii) 푏1 = 0, 푟2 =
7
5푏1, 푟3 = 2푏2 with 푏2 < 0, and
훼푛 = 0,
휔푛 = −5푏2
2
푛2(2푛+ 1)(2푛− 1),
휌(푡) =
1
4
퐸
(− 10푏2, 0; 푡)2,
퐵(푡) =
1
2
√
푡
퐸
(− 10푏2, 0; 푡),
(푡, 푥) =
1
2
√
푡푥
sinh
(
퐸(−10푏2, 0; 푡)
√
푥
)
.
(iv) 푏1 = 0, 푟2 =
7
5푏1, 푟3 =
1
3푏2 with 푏2 < 0, and
훼푛 = 0,
휔푛 = −5푏2
12
푛(푛+ 1)(2푛+ 1)2,
휌(푡) =
1
4
퐸
(
− 5
12
, 0; 푡
)2
,
퐵(푡) =
1
2
√
푡
퐸
(
− 5
12
, 0; 푡
)
,
(푡, 푥) =
√
3
2
√
3− 5푏2푡2
√
푡푥
sinh
(
퐸(−10푏2, 0; 푡)
√
푥
)
.
(2) The case 푟3 =
−1
2(7푏1−5푟2) (4푏
3
1 − 8푏1푏2 + 푏21푟2 + 10푏2푟2 − 24푏1푟22 + 12푟32). In
this case, we have the following subcases:
(i) 푟2 =
푏1
2 , 푟3 =
푏2
3 with 6푏
2
1 − 5푏2 > 0, and
훼푛 = −3
2
푏1(푛+ 1)
2,
휔푛 =
1
12
(6푏21 − 5푏2)푛(푛+ 1)(2푛+ 1)2,
휌(푡) =
1
4
퐸
(12푏21 − 5푏2
6
,−3푏1
2
; 푡
)2
,
퐵(푡) =
√
3
√
2
√
푡
(
6− 9푏1푡+ (12푏21 − 5푏2)푡2
)
×퐸
(12푏21 − 5푏2
6
,−3푏1
2
; 푡
)
,
(푡, 푥) =
√
3
√
2
√
푥
√
푡
(
6− 9푏1푡+ (12푏21 − 10푏2)푡2
)
× sinh퐸
(12푏21 − 5푏2
6
,−3푏1
2
; 푡
)
.
(ii) 푟2 = 2푏1, 푟3 = 푏
2
1 + 2푏2 with 27푏
2
1 − 10푏2 > 0, and
훼푛 = −3
2
푏1(2푛+ 1)
2,
휔푛 =
1
4
(27푏21 − 10푏2)푛2(2푛− 1)(2푛+ 1),
휌(푡) =
1
4
퐸
(
27푏21 − 10푏2,−6푏1; 푡
)2
,
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퐵(푡) =
1
2
√
푡
퐸
(
27푏21 − 10푏2,−6푏1; 푡
)
,
(푡, 푥) =
1
2
√
푡
√
푥
sinh
(√
푥퐸
(
27푏21 − 10푏2,−6푏1; 푡
))
.
(iii) 푏2 =
1
20
(10푏21 + 15푏1푟2 − 푟22), 푟3 =
23
20
푟22 with 푟2(푏1 + 푟2) > 0, and
훼푛 = −1
2
(
6푟2푛
2 + 4(푏1 + 푟2)푛+ 3푏1
)
,
휔푛 =
1
16
푛(2푛+ 1)
(
3푟2푛+ 2푏1 − 푟2
)(
6푟2푛+ 4푏1 − 5푟2
)
,
휌(푡) =
1
4
퐸
(9
4
푏21,−3푟2; 푡
)2
,
퐵(푡) =
1
√
3푟2
√
푡(2− 3푟2푡)
2푏1−푟2
3푟2
퐸
(9
4
푏21,−3푟2; 푡
)
,
(푡, 푥) =
(2− 3푟2푡)
−2푏1+푟2
3푟2
4
√
푡
√
푥
sinh
√
푥퐸
(
9
4
푏21,−3푟2; 푡
)
.
(iv) 푏2 =
1
10 (19푏
2
1 − 20푏1푟2 + 12푟22), 푟3 = 25 (2푏21 − 5푏1푟2 + 6푟22) with (푏1 −
2푟2)(2푏1 − 푟2) < 0, and
훼푛 = −1
2
(
6푟2푛
2 + 4(푏1 + 푟2)푛+ 3푏1
)
,
휔푛 = −1
2
(푏1 − 2푟2)(2푏1 − 푟2)푛2(2푛+ 1)2,
휌(푡) =
1
4
퐸
(−(4푏21 − 10푏1푟2 + 4푟22),−3푟2; 푡)2 ,
퐵(푡) =
1
2
√
푡
√
1− (2푏1 + 푟2)푡
×퐸 (−(4푏21 − 10푏1푟2 + 4푟22),−3푟2; 푡) ,
(푡, 푥) =
1
2
√
푡
√
1− 2(2푏1 − 푟2)푡
√
푥
× sinh (√푥퐸 (−(4푏21 − 10푏1푟2 + 4푟22),−3푟2; 푡)) .
Proof. The proof is similar to that of Theorem 4.3. □
5. Wilson Polynomials and MRM-applicability
As seen from §4, the Jacobi-Szego¨ parameters of MRM-applicable orthogonal
polynomials satisfy the condition that 훼푛’s are at most second degree and 휔푛’s are
at most fourth degree in 푛. It is known that Jacobi-Szego¨ parameters of Wilson
polynomials are rational expressions in 푛. We are interested in MRM-applicable
Wilson polynomials for ℎ(푥) = 0퐹1(−;휅;푥).
Wilson polynomials {푊푛(푥; 푎, 푏, 푐, 푑)} (see [20], §3.8 of [1]) are deﬁned by
푊푛(푥
2; 푎, 푏, 푐, 푑) = (푎+ 푏)푛(푎+ 푐)푛(푎+ 푑)푛
× 4퐹3(−푛, 푛+푎+푏+푐+푑−1, 푎+ 푖푥+푎− 푖푥; 푎+푏, 푎+푐, 푎+푑; 1). (5.1)
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Their normalizing orthogonal polynomials are given by
푃푛(푥) = 푃푛(푥; 푎, 푏, 푐, 푑) = (−1)푛 푊푛(푥; 푎, 푏, 푐, 푑;푥)
(푛+ 푎+ 푏+ 푐+ 푑− 1)푛 . (5.2)
The density of the corresponding probability measure is
푓(푥; 푎, 푏, 푐, 푑) =
Γ(푎+ 푏+ 푐+ 푑)
4휋
√
푥Γ(푎+ 푏)Γ(푎+ 푐)Γ(푎+ 푑)Γ(푏+ 푐)Γ(푏+ 푑)Γ(푐+ 푑)
×
∣∣∣∣Γ(푎+ 푖√푥)Γ(푏+ 푖√푥)Γ(푐+ 푖√푥)Γ(푑+ 푖√푥)Γ(2푖√푥)
∣∣∣∣2 . (5.3)
The Jacobi-Szego¨ parameters are given by
훼푛 = 퐵푛 + 퐶푛 − 푎2, 휔푛 = 퐵푛−1퐶푛, (5.4)
where
퐵푛 =
(푛+ 푎+ 푏+ 푐+ 푑− 1)(푛+ 푎+ 푏)(푛+ 푎+ 푐)(푛+ 푎+ 푑)
(2푛+ 푎+ 푏+ 푐+ 푑− 1)(2푛+ 푎+ 푏+ 푐+ 푑) ,
퐶푛 =
푛(푛+ 푏+ 푐− 1)(푛+ 푏+ 푑− 1)(푛+ 푐+ 푑− 1)
(2푛+ 푎+ 푏+ 푐+ 푑− 2)(2푛+ 푎+ 푏+ 푐+ 푑− 1) .
The following is the list of parameters such that 훼푛’s and 휔푛’s are polynomials
of degrees 2 and 4, respectively, in 푛.
Proposition 5.1. The Jacobi-Szego¨ parameters of Wilson polynomials are poly-
nomials in 푛 only for the following cases:
(1) The set {푎, 푏, 푐, 푑} is of the form {푝, 푝− 12 , 푞, 푞 − 12}. Then
훼푛 =
1
4
(
2푛2 + 4(푝+ 푞 − 1)푛+ 4푝푞 − 푝− 푞),
휔푛 =
1
64
푛(2푛+ 4푝− 3)(2푛+ 4푞 − 3)(푛+ 2푝+ 2푞 − 3).
(2) The set {푎, 푏, 푐, 푑} is of the form {푝, 푝+ 12 , 푞, 푞 − 12}. Then
훼푛 =
1
8
(
4푛2 + 4(2푝+ 2푞 − 1)푛+ 8푝푞 − 2푝+ 2푞 − 1),
휔푛 =
1
64
푛(2푛+ 4푝− 1)(2푛+ 4푞 − 3)(푛+ 2푝+ 2푞 − 2).
(3) The set {푎, 푏, 푐, 푑} is of the form {푝, 푝+ 12 , 푞, 푞 + 12}. Then
훼푛 =
1
4
(
2푛2 + 4(푝+ 푞)푛+ 4푝푞 + 푝+ 푞
)
,
휔푛 =
1
64
푛(푛+ 2푝+ 2푞)(2푛+ 4푞 − 1)(푛+ 2푝+ 2푞 − 1).
(4) The set {푎, 푏, 푐, 푑} is of the form {푝, 12 − 푝, 푞, 12 − 푞}. Then
훼푛 =
1
4
(
2푛2 − 2푝2 − 2푞2 + 푝+ 푞),
휔푛 =
1
64
(2푛+ 2푝− 2푞 − 1)(2푛− 2푝+ 2푞 − 1)(푛− 푝− 푞)(푛+ 푝+ 푞 − 1).
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(5) The set {푎, 푏, 푐, 푑} is of the form {푝, 12 − 푝, 푞, 32 − 푞}. Then
훼푛 =
1
8
(
4푛2 + 4푛− 4푝2 − 4푞2 + 2푝+ 6푞 − 1),
휔푛 =
1
64
(2푛+ 2푝− 2푞 + 1)(2푛− 2푝+ 2푞 − 1)(푛+ 푝+ 푞 − 1)
×(푛− 푝− 푞 + 1).
(6) The set {푎, 푏, 푐, 푑} is of the form {푝, 32 − 푝, 푞, 32 − 푞}. Then
훼푛 =
1
4
(
2푛2 + 4푛− 2푝2 − 2푞2 + 3푝+ 3푞),
휔푛 =
1
64
(2푛+ 2푝− 2푞 + 1)(2푛− 2푝+ 2푞 + 1)(푛− 푝− 푞 + 2)
×(푛+ 푝+ 푞 − 1).
Proof. From Eq. (5.4), the remainder in deviding the numerator of 훼푛 by its
denominator is given by
(푎+ 푏− 푐− 푑)(푎− 푏+ 푐− 푑)(푎− 푏− 푐+ 푑)(−2 + 푎+ 푏+ 푐+ 푑).
Hence 푑 = 푎+ 푏− 푐, 푑 = 푎− 푏+ 푐, 푑 = −푎+ 푏+ 푐 or 푑 = 2− 푎− 푏− 푐 must hold.
If 푑 = 푎+ 푏− 푐, then
휔푛 =
푛(푛+ 2푎+ 2푏− 2)(푛+ 2푎+ 푏− 푐− 1)(푛+ 푎+ 2푏− 푐− 1)
×(푛+ 푎+ 푐− 1)(푛+ 푏+ 푐− 1)
4(2푛+ 2푎+ 2푏− 3)(2푛+ 2푎+ 2푏− 1)
with the remainder given by
−(4(푎− 푐)2 − 1)(4(푏− 푐)2 − 1)(2(푎+ 푏)− 3)(2(푎+ 푏)− 1)).
Thus 푎 − 푐 = ± 12 , 푏 − 푐 = ± 12 , 푎 + 푏 = 12 , or 푎 + 푏 = 32 . Hence possible sets of
parameters are(
푎, 푏, 푎− 1
2
, 푏+
1
2
)
,
(
푎, 푏, 푎+
1
2
, 푏− 1
2
)
,
(
푎, 푏, 푏− 1
2
, 푎+
1
2
)
,(
푎, 푏, 푏+
1
2
, 푎− 1
2
)
,
(
푎,
1
2
− 푎, 푐, 1
2
− 푐
)
,
(
푎,
3
2
− 푎, 푐, 3
2
− 푐
)
.
Other cases can be treated similarly. □
We have seen in §2 all possible cases on the MRM-applicability for the nor-
malized factor ℎ(푥) = 0퐹1(−;휅;푥). By comparing the function forms in 푛 of
Jacobi-Szego¨ parameters in Theorems 4.3, 4.4, and 4.5 with Proposition 5.1, we
see special Wilson polynomials, which can be obtained by the form in Eq. (2.9).
The next theorem provides a complete list of MRM-applicable Wilson polynomials
for ℎ(푥) = 0퐹1(−;휅;푥).
For convenience, we denote by (푎, 푏, 푐, 푑) ∼ (푎′, 푏′, 푐′, 푑′) that (푎, 푏, 푐, 푑) is a
permutation of (푎′, 푏′, 푐′, 푑′).
Theorem 5.2. The normalized Wilson polynomials {푃푛(푥; 푎, 푏, 푐, 푑)} deﬁned by
Eq. (5.1) are MRM-applicable if and only if either (푎, 푏, 푐, 푑) ∼ (푝, 푝+ 12 , 12 , 0) with
푝 > 0 or (푎, 푏, 푐, 푑) ∼ (푝, 푝+ 12 , 12 , 1) with 푝 ≥ 0.
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(1) The case (푎, 푏, 푐, 푑) ∼ (푝, 푝+ 12 , 12 , 0). In this case, we have
훼푛 =
1
4
(
2푛2 + 4푝푛+ 푝
)
,
휔푛 =
1
64
푛(2푛− 1)(2푛+ 4푝− 1)(푛+ 2푝− 1),
푃푛(푥; 푎, 푏, 푐, 푑) = (−16)−푛
(
4푝
)
2푛
× 4퐹3(−푛, 푛+ 2푝, 푝− 푖
√
푥, 푝+ 푖
√
푥; 푝, 푝+
1
2
, 2푝+
1
2
; 1),
푓(푎, 푏, 푐, 푑;푥) =
24푝∣Γ(2(푝+ 푖√푥))∣2
휋Γ(4푝)
√
푥
.
Moreover, we have the corresponding MRM-factor ℎ(푥), 휌-, 퐵- and -functions,
ℎ(푥) = 0퐹1(−; 1
2
;푥) = cosh 2
√
푥,
휌(푡) = 4
(
tan−1
√
푡
2
)2
,
퐵(푡) =
42푝
(4 + 푡)2푝
,
(푡, 푥) =
42푝
(4 + 푡)2푝
cosh
(
4
√
푥 tan−1
√
푡
2
)
.
(2) The case (푎, 푏, 푐, 푑) ∼ (푝, 푝+ 12 , 12 , 1). In this case, we have
훼푛 =
1
8
(
4푛2 + 4(2푝+ 1)푛+ 6푝+ 1
)
,
휔푛 =
1
64
푛(2푛+ 1)(2푛+ 4푝− 1)(푛+ 2푝),
푃푛(푥; 푎, 푏, 푐, 푑) = (−16)−푛
(
4푝+ 1
)
2푛
× 4퐹3(−푛, 푛+ 2푝+ 1, 푝− 푖
√
푥, 푝+ 푖
√
푥; 푝+
1
2
, 푝+ 1, 2푝+
1
2
; 1),
푓(푎, 푏, 푐, 푑;푥) =
24(푝+1)
√
푥∣Γ(2(푝+ 푖√푥))∣2
휋Γ(4푝+ 1)
.
Moreover, we have the corresponding MRM-factor ℎ(푥), 휌-, 퐵- and -functions,
ℎ(푥) = 0퐹1(−; 3
2
;푥) =
1
2
√
푥
sinh 2
√
푥,
휌(푡) = 4
(
tan−1
√
푡
2
)2
,
퐵(푡) =
2 ⋅ 42푝
(4 + 푡)2푝
√
푡
tan−1
√
푡
2
,
(푡, 푥) =
42푝
2(4 + 푡)2푝
√
푡푥
sinh
(
4
√
푥 tan−1
√
푡
2
)
.
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Finally, let us point out a special case of Theorem 5.2. For 푝 = 12 in Case (1),
we have (푎, 푏, 푐, 푑) ∼ (0, 12 , 12 , 1). On the other hand, for 푝 = 0 in Case (2), we also
have (푎, 푏, 푐, 푑) ∼ (0, 12 , 12 , 1). Then
훼푛 =
1
8
(2푛+ 1)2,
휔푛 =
1
64
푛2(2푛− 1)(2푛+ 1),
푃푛(푥; 푎, 푏, 푐, 푑) = (−1)푛 (2푛)!
24푛
4퐹3(−푛, 푛+ 1,−푖
√
푥, 푖
√
푥;
1
2
,
1
2
, 1; 1),
푓(푎, 푏, 푐, 푑;푥) =
24
√
푥
휋
∣Γ(2푖√푥))∣2.
This case is MRM-applicable for both functions 0퐹 (−; 12 ;푥) and 0퐹 (−; 32 ;푥). The
corresponding 휌-, 퐵- and -functions are stated in Examples 2.2 and 2.3.
6. MRM-factors for Given Measures
In §2, we saw that the gamma distribution 휇휅 is MRM-applicable for several
MRM-factors ℎ(푥). It is natural to ask the question whether there are other
MRM-factors. The answer is given by the next theorem.
Theorem 6.1. All MRM-factors of the gamma distribution 휇휅 are given by
0퐹1(−;휅;푥) and 1퐹1(푐;휅;푥) (푐 ∕= 0,−1,−2,−3, . . .) (6.1)
up to a scaling.
Proof. The orthogonal polynomials are Laguerre polynomials with Jacobi-Szego¨
parameters
훼푛 = −(휅+ 2푛), 푛 ≥ 0; 휔푛 = 푛(휅+ 푛− 1), 푛 ≥ 1, 휔0 = 1,
(see [3].) Therefore,
푛−1∑
푗=0
훼푗 = −
푛−1∑
푗=0
(휅+ 2푗) = −푛(휅+ 푛− 1) = −휔푛.
Applying Lemma 3.4, we get
ℎ푛 =
푛−1∏
푘=0
푏1 + 푘푟2
(푘 + 1)(휅+ 푘)
=
⎧⎨⎩
푏푛1
(휅)푛푛!
, if 푟2 = 0,
푟푛2
(
푏1
푟2
)
푛
(휅)푛푛!
, if 푟2 ∕= 0,
which yields that
ℎ(푥) =
∞∑
푛=0
ℎ푛푥
푛 =
⎧⎨⎩0퐹1(−;휅; 푏1푥), if 푟2 = 0,1퐹1( 푏1
푟2
;휅; 푟2푥), if 푟2 ∕= 0.
By the condition ℎ푛 ∕= 0, we obtain the condition on 푐. □
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We have obtained all MRM-applicable measures for ℎ(푥) = 푒푥. This leads to a
new problem of ﬁnding all possible MRM-factors of these measures. The following
answer will be proved in a forthcoming paper using Lemma 3.5. First, we mention
that 휌(푡) is an odd function and 퐵(푡) is an even function, if 휇 is symmetric or
equivalently if 훼푛 = 0 for all 푛 ≥ 0. Put
ℎe(푥) =
1
2
(ℎ(푥) + ℎ(−푥)), ℎo(푥) = 1
2
(ℎ(푥)− ℎ(−푥))
and let ℎ푐(푥) = ℎe(푥)+푐 ℎo(푥) for 푐 ∕= 0. Then the triple
(
(ℎ푐(푥), 휌(푡), 퐵(푡)
)
also
gives a generating function. As mentioned already, we have a freedom of scaling.
In the followings, we will state the assertion “up to a trivial deformation.”
Theorem 6.2. All MRM-factors of the standard Gaussian measure 푁(0, 1) are
given by
ℎ(푥) = 푒푥,
ℎ˜(푥) = 1퐹1(
푐
2
;
1
2
;−푥2) + 1퐹1( 푐
2
+
1
2
;
3
2
;−푥2)푥, 푐 ∕= 0,−1,−2,−3, . . .
up to a trivial deformation and the corresponding 휌 and 퐵-functions are given
respectively by
휌(푡) = 푡, 퐵(푡) = 푒−
1
2 푡
2
푎푛푑 휌˜(푡) =
푡√
1 + 2푡2
, 퐵˜(푡) = (1 + 2푡2)−
1
2훾 .
Theorem 6.3. Let 푀휅 be the Meixner distribution, whose characteristic function
is (cosh 푡)−휅 and let 푀휅,훽 be the 훽-shift of 푀휅. Then we have the following
assertions:
(i) All MRM-factors of 푀휅 are unique up to a trivial deformation for 휅 ∕= 2 and
ℎ(푥) = 푒푥, 휌(푡) = tan−1 푡, 퐵(푡) = (1 + 푡2)−
휅
2 .
(ii) There are only two MRM-factors of 푀2 up to a trivial deformation and
ℎ(푥) = 푒푥, 휌(푡) = tan−1 푡, 퐵(푡) = (1 + 푡2)−1,
ℎ˜(푥) =
1
푥
(푒푥 − 1) , 휌˜(푡) = tan−1 푡, 퐵˜(푡) = 1
푡
tan−1 푡.
Remark 6.4. The MRM-factors ℎ(푥) in the above theorems can be represented by
hypergeometric functions as follows:
푒푥 = 1퐹1(푐; 푐;푥),
푒푥 − 1
푥
= 1퐹1(1; 2;푥).
Our frame work can also be applied to probability measures having atoms with
inﬁnite supports. We can show that MRM-factor for the other probability mea-
sures with the MRM-factor ℎ(푥) = 푒푥 is unique. In the forthcoming paper [11],
improved versions of above theorems will be shown together with other cases.
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