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Abstract In the present paper a subclass of scalar Nevanlinna functions is studied,
whichcoincideswiththeclassofWeylfunctionsassociatedtoanonnegativesymmetric
operatorofdefectoneinaHilbertspace.ThisclassconsistsofallNevanlinnafunctions
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that are holomorphic on (−∞,0) and all those Nevanlinna functions that have one
negative pole a and are injective on (−∞,a) ∪ (a,0). These functions are charac-
terized via integral representations and special attention is paid to linear fractional
transformations which arise in extension and spectral problems of symmetric and
selfadjoint operators.
1 Introduction
The class of Nevanlinna functions is intimately connected with selfadjoint operators
and relations in Hilbert spaces, and therefore plays a key role in spectral analysis. For
instance, the Titchmarsh-Weyl coefﬁcients of real trace-normed 2 × 2 canonical sys-
temsonahalflinecoincidewiththeNevanlinnafunctions.Recallthatascalarfunction
Q issaidtobeaNevanlinna functionifitadmitsanintegralrepresentation oftheform
Q(λ) = α + βλ+
 
R
 
1
s − λ
−
s
s2 + 1
 
dσ(s), λ ∈ C\R,
where α ∈ R,β≥ 0, and σ is a nondecreasing function on R such that
 
R
dσ(s)
s2+1 <∞.
Various subclasses of Nevanlinna functions have been studied in the past, e.g., Kac,
Stieltjes, and inverse Stieltjes functions in connection with spectral problems for
strings; cf. [7,17–21,23,24] and [3,8–10,15].
In the present paper the subclass of Nevanlinna functions is studied which consists
of all Nevanlinna functions Q which are holomorphic on (−∞,0) and, in addition,
of all those Nevanlinna functions Q which have one pole at some point a on the neg-
ative halfline and map (−∞,a) ∪ (a,0) injectively into R. In terms of the (possibly
improper) limits Q(−∞) ∈[ − ∞ ,∞) and Q(0) ∈ (−∞,∞] these Nevanlinna func-
tionsaredividedintoﬁveseparatesubclassesI–Vwhichareequivalentlycharacterized
via integral representations. In particular, all Stieltjes and inverse Stieltjes functions,
as well as translations of those functions belong to the Nevanlinna subclasses I–V
under consideration.
Suppose now that Q is a Nevanlinna function of type I–V and consider linear
fractional transformations of the type
Qτ(λ) =
Q(λ) − τ
1 + τQ(λ)
,τ ∈ R ∪{ ∞ } ,λ ∈ C\R. (1.1)
It turns out that also the transformed function Qτ is a Nevanlinna function of type I–V
and in terms of the parameter τ and the limits Q(−∞) and Q(0) the precise type of
Qτ is determined. In particular, the function Q gives rise to an interval of R∪{∞}so
that for τ belonging to this interval or to its exterior the function Qτ in (1.1) has pre-
ciselyonepoleonthenegativehalfaxis.Whenτ tendstotheendpointsofthisinterval,
the function Qτ approximates in a certain sense the functions corresponding to the
endpoints of this interval. At these “exceptional” values of τ the spectral measures
of the functions Qτ have a behaviour different from all the other transformations in
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The above results are closely connected with extension theory. Let S be a closed
symmetric operator in a Hilbert space H with defect numbers (1,1). The selfadjoint
extensions of S can be described by a boundary triplet associated with S∗. All the
boundary triplets associated with S∗ can be parametrized via operators which are
unitary in a Kre˘ ın space sense. This parametrization gives rise to orbits of the Weyl
function of the original boundary triplet; cf. [5]. The linear fractional transformation
formula in (1.1) is just another form of this parametrization and the functions in (1.1)
actastheWeylfunctionsoftherelevantselfadjointextensions.TheclassofNevanlinna
functions is invariant under these transformations. If the closed symmetric operator S
is nonnegative, then the corresponding Weyl functions have special characterizations,
which are provided in this paper. It is shown that the Weyl functions corresponding to
S are Nevanlinna functions of type I–V, and that the set of all Nevanlinna functions of
typeI–Visinvariantundertheabovetransformations,althoughthesubsetsthemselves
are not. Moreover, each Nevanlinna function of type I–V can be obtained as a Weyl
function of a nonnegative operator. The “exceptional” values of the parameter τ in
(1.1) correspond to the Friedrichs and Krein-von Neumann extensions of S. Further-
more, stability results on the nonnegativity as well as a description of the possible
negative eigenvalue of the selfadjoint extensions are obtained via (1.1).
Here is an enumeration of the contents of the paper. Section 2 contains an introduc-
tion to subclasses of Nevanlinna functions and their integral representations. Linear
fractional transformations of these subclasses of Nevanlinna functions are studied in
Sect. 3. In Sect. 4 the functions which are exceptional with respect to the linear frac-
tional transformation are seen as limiting values of transformations with a pole on the
negativehalfaxis.Finallytheconnectionwiththeextensiontheoryofnonnegativesym-
metric operators in a Hilbert space with defect numbers (1,1) is explained in Sect. 5.
2 Some Classes of Nevanlinna Functions and Their Integral Representations
In this section Nevanlinna functions are introduced and various subclasses are consid-
ered. These subclasses are deﬁned by the requirement that the Nevanlinna function is
holomorphic on the negative halfaxis with the possible exception of one pole at some
point a,−∞ < a < 0, and that it maps (−∞,a) ∪ (a,0) injectively into R.
2.1 Nevanlinna Functions
The class N of Nevanlinna functions is the set of all scalar functions Q which are
holomorphic on C\R and which satisfy the symmetry and nonnegativity conditions:
Q(¯ λ) = Q(λ) and
Im Q(λ)
Imλ
≥ 0,λ ∈ C\R,
cf. [6], [19]. Equivalently, the function Q belongs to the class N if and only if there
exist α ∈ R,β≥ 0, and a nondecreasing function σ on R such that for λ ∈ C\R
Q(λ) = α + βλ+
 
R
 
1
s − λ
−
s
s2 + 1
 
dσ(s),
 
R
dσ(s)
1 + s2 < ∞. (2.1)334 J. Behrndt et al.
A direct calculation shows that α = Re Q(i) and that
β = lim
λ  →∞
Q(λ)
λ
and lim
λ  →c
(c − λ)Q(λ) = σ(c+) − σ(c−), c ∈ R, (2.2)
where   → stands for a non-tangential (sectorial) limit. The spectral function σ in the
integral representation of a function Q ∈ N is normalized by the condition
σ(s) =
σ(s + 0) + σ(s − 0)
2
and ﬁxed by σ(0) = 0, so that σ is uniquely determined. Under these circumstances
the Stieltjes inversion formula holds:
σ(s2) − σ(s1) = lim
ε↓0
1
π
s2  
s1
Im Q(λ + iε)dλ, s1 ≤ s2.
If Q is holomorphic on an interval (c,d) ⊂ R, i.e., if σ is constant on (c,d), then the
derivative Q  has the integral representation
Q (λ) = β +
 
R\(c,d)
dσ(s)
(s − λ)2, c <λ<d, (2.3)
cf. (2.1). Hence, Q is monotonically nondecreasing on any interval of the real line
where Q is holomorphic. In particular, if Q is holomorphic on (−∞,c) for some
c ∈ R, then Q has possibly improper limits for λ ↓− ∞and for λ ↑ c.
2.2 Kac, Stieltjes, and Inverse Stieltjes Functions
A Nevanlinna function Q with the integral representation (2.1) is said to belong to the
Kac class (at ∞)i f
β = 0 and
 
R
dσ(s)
1 +| s|
< ∞, (2.4)
or equivalently, if the integral representation (2.1)o fQ takes the form
Q(λ) = b +
 
R
dσ(s)
s − λ
,
 
R
dσ(s)
1 +| s|
< ∞, (2.5)
where by dominated convergence
b = lim
λ  →∞
Q(λ) = α −
 
R
s
1 + s2 dσ(s), (2.6)Linear Fractional Transformations 335
see [19]. Likewise, a Nevanlinna function Q is said to belong to the Kac class (at 0)
if the Nevanlinna function λ  →− Q(1/λ) belongs to the Kac class at ∞. It can be
shown that a Nevanlinna function Q with the integral representation (2.1) belongs to
the Kac class (at 0) if and only if,
1  
−1
dσ(s)
|s|
< ∞, (2.7)
cf. [9, Proposition 3.1]. In particular, this condition implies that
dσ({0}) = 0.
Moreover, the integral representation (2.1) takes the form
Q(λ) = βλ+ L +
 
R
 
1
s − λ
−
1
s
 
dσ(s), (2.8)
with
L = lim
y↓0
Q(iy) = α +
 
R
dσ(s)
s(s2 + 1)
.
The relevant integrability conditions for (2.8) can be rewritten as
 
R
dσ(s)
|s|(1 +| s|)
< ∞.
In the case that Q is holomorphic on an interval (−∞,c) for some c ∈ R,
the Kac class (at ∞) can also be characterized by a single limit (see e.g. [16,
Corollary 3.4]); here a direct proof is included for completeness. In the following
Q(∞) denotes the sectorial limit of Q(λ) for λ  →∞; it is equal to the limit value
Q(−∞) = limλ↓−∞ Q(λ)ontherealline,if Qisholomorphiconaninterval(−∞,c).
Proposition 2.1 Let Q ∈ N and assume that Q is holomorphic on (−∞,c). Then
lim
λ↓−∞
Q(λ) ∈ R
if and only if Q belongs to the Kac class (at ∞) or, equivalently, the integral repre-
sentation (2.1) of Q takes the form
Q(λ) = b +
 
[c,∞)
dσ(s)
s − λ
,
 
[c,∞)
dσ(s)
1 +| s|
< ∞,336 J. Behrndt et al.
where
b = lim
λ↓−∞
Q(λ) = α −
 
[c,∞)
s
s2 + 1
dσ(s). (2.9)
Proof Since Q is holomorphic on (−∞,c), it is monotonically nondecreasing on
(−∞,c);s e e( 2.3). Hence, Q(−∞) = limλ↓−∞ Q(λ) exists in R ∪{ − ∞ } .I f
limλ↓−∞ Q(λ) ∈ R, then necessarily β = 0; see (2.2). On the other hand, by let-
ting λ ↓− ∞in (2.1) (with λ<c) it follows by monotone convergence that the
equality in (2.9) holds and clearly b ∈ R if and only if
 
[c,∞)
s
s2+1dσ(s)<∞.
Therefore (2.4) follows, i.e. Q belongs to the Kac class (at ∞).
Conversely, if Q belongs to the Kac class (at ∞) then it follows from (2.5)( b y
dominated convergence) that limλ↓−∞ Q(λ) = limλ  →∞ Q(λ) ∈ R.    
Similarly, if Q is holomorphic on an interval (c,0) with c < 0, then the Kac class
(at 0) can be characterized by applying similar arguments as in the proof of Propo-
sition 2.1. In the following Q(0) denotes the sectorial limit Q(0) = limy↓0 Q(iy),
which is equal to Q(0) = limλ↑0 Q(λ) if Q is holomorphic on an interval (c,0) with
c < 0.
Proposition 2.2 Let Q ∈ N and suppose that Q is holomorphic on (c,0) for some
c < 0. Then
lim
λ↑0
Q(λ) ∈ R
if and only if Q belongs to the Kac class (at 0) or, equivalently, the integral represen-
tation (2.1) of Q takes the form
Q(λ) = βλ+ L +
 
R\(c,0]
 
1
s − λ
−
1
s
 
dσ(s),
 
R\(c,0]
dσ(s)
|s|(1 +| s|)
< ∞,
where
L = lim
λ↑0
Q(λ) = α +
 
R\(c,0]
dσ(s)
s(s2 + 1)
.
A combination of Propositions 2.1 and 2.2 gives also the following observation: if
Q ∈ N is holomorphic on (−∞,c) ∪ (d,0) for some c,d < 0, then
lim
λ↓−∞
Q(λ) ∈ R and lim
λ↑0
Q(λ) ∈ R ⇔
 
R
dσ(s)
|s|
< ∞,
equivalently, Q belongs to the Kac class, both at ∞ and 0.Linear Fractional Transformations 337
ParticularexamplesofKacfunctionswhichsatisfytheconditionsofPropositions2.1
and 2.2 are the so-called Stieltjes and inverse Stieltjes functions, respectively. Recall
that a Nevanlinna function Q is said to belong to the class of Stieltjes or inverse Stielt-
jes functions, denoted by S and S−1, if and only if Q is holomorphic on (−∞,0) and
Q is nonnegative or nonpositive on (−∞,0), respectively. As a consequence of Prop-
ositions 2.1 and 2.2 one obtains the well-known integral representations of Stieltjes
and inverse Stieltjes functions in [19].
Corollary 2.3 Let Q ∈ N be a Nevanlinna function. Then the following holds:
(i) Q belongs to the Stieltjes class S if and only if it has an integral representation
of the form
Q(λ) = b +
 
[0,∞)
dσ(s)
s − λ
,
 
[0,∞)
dσ(s)
1 + s
< ∞,
where 0 ≤ b = limλ↓−∞ Q(λ);
(ii) Q belongs to the inverse Stieltjes class S−1 if and only if it has an integral rep-
resentation of the form
Q(λ) = βλ+ L +
 
(0,∞)
 
1
s − λ
−
1
s
 
dσ(s),
 
(0,∞)
dσ(s)
s + s2 < ∞,
where 0 ≥ L = limλ↑0 Q(λ).
2.3 Nevanlinna Functions of Type I–V
The subclass of Nevanlinna functions introduced in the next definition plays the main
role in the present paper. In particular, the Stieltjes and inverse Stieltjes functions are
contained in the class in Definition 2.4 below. Recall ﬁrst that a Nevanlinna function
Q which is holomorphic on (−∞,0) with the possible exception of at most one point
a ∈ (−∞,0) admits possibly improper limits at −∞ and 0,
Q(−∞) := lim
λ↓−∞
Q(λ) ∈ R ∪{ − ∞ } and Q(0) := lim
λ↑0
Q(λ) ∈ R ∪{ + ∞ } ,
(2.10)
and that a is necessarily a pole if it is not a point of holomorphy of Q.I fa is a pole,
then Q has one-sided improper limits at a:
lim
λ↓a
Q(λ) =− ∞ and lim
λ↑a
Q(λ) =+ ∞ .
Deﬁnition 2.4 Let Q be a nonconstant Nevanlinna function. Then Q is said to be of
type
Ii fQ is holomorphic on C\[0,∞) with ﬁnite limits Q(−∞) ∈ R and Q(0) ∈ R;338 J. Behrndt et al.
II if Q isholomorphiconC\[0,∞)withaﬁnitelimit Q(−∞) ∈ Randtheimproper
limit Q(0) =+ ∞ ;
III if Q is holomorphic on C\[0,∞) with the improper limit Q(−∞) =− ∞and a
ﬁnite limit Q(0) ∈ R;
IV if Q is holomorphic on C\[0,∞) with the improper limits Q(−∞) =− ∞and
Q(0) =+ ∞ ;
Vi fQ is holomorphic on C\[0,∞) except for a pole a in (−∞,0) and Q maps
the set (−∞,a) ∪ (a,0) injectively into R.
Observe that a Nevanlinna function Q of type I–IV maps (−∞,0) injectively into
R, so that any Nevanlinna function of type I–V is injective on (−∞,0) or the union
(−∞,a) ∪ (a,0). Note also that for a Nevanlinna function Q of type V the limits
Q(−∞)and Q(0)areﬁnite, andthat Q(−∞) ≥ Q(0)holds. TheclassVwillbesplit
upintwodisjointsubclasses:AnonconstantNevanlinnafunction Q issaidtobeoftype
V  if Q is of type V and Q(−∞)>Q(0) holds;
V   if Q is of type V and Q(−∞) = Q(0) holds.
A simple characterization of Nevanlinna functions of type I–V is given in the next
lemma.
Lemma 2.5 Let Q be a Nevanlinna function which is holomorphic on (−∞,0) with
the possible exception of one pole on (−∞,0). Then Q is of type I–V if and only if
for each c ∈ R the shifted function Q + c has at most one zero in (−∞,0).
Next the Nevanlinna functions of type I–V are characterized by means of integral
representations.
Proposition 2.6 Let Q be a nonconstant Nevanlinna function which is holomorphic
on (−∞,0) with the possible exception of at most one point a ∈ (−∞,0), and let
Q(0) and Q(−∞) be as in (2.10). Then
(i) Q is of type I if and only if the integral representation of Q is of the form
Q(λ) = Q(−∞) +
 
(0,∞)
dσ(s)
s − λ
,
where Q(−∞) ∈ R and
 
(0,∞)
dσ(s)
s < ∞;
(ii) Q is of type II if and only if the integral representation of Q is of the form
Q(λ) = Q(−∞) +
 
[0,∞)
dσ(s)
s − λ
,
where Q(−∞) ∈ R,
 
[0,∞)
dσ(s)
1+s < ∞ and
 
[0,∞)
dσ(s)
s =∞ ;
(iii) Q is of type III if, and only if the integral representation of Q is of the form
Q(λ) = βλ+ Q(0) +
 
(0,∞)
 
1
s − λ
−
1
s
 
dσ(s),Linear Fractional Transformations 339
where Q(0) ∈ R,
 
(0,∞)
dσ(s)
s+s2 < ∞, and
β>0 or
 
(0,∞)
dσ(s)
1 + s
=∞ ;
(iv) Q is of type IV if and only if the integral representation of Q is of the form
Q(λ) = βλ+ α +
 
[0,∞)
 
1
s − λ
−
s
s2 + 1
 
dσ(s),
where
 
[0,∞)
dσ(s)
1+s2 < ∞,
 
[0,∞)
dσ(s)
s(1+s) =∞ , and
β>0 or
 
[0,∞)
dσ(s)
1 + s
=∞ ;
(v) Q is of type V if and only if the integral representation of Q is of the form
Q(λ) = Q(−∞) +
m
a − λ
+
 
(0,∞)
dσ(s)
s − λ
,
where m > 0,
 
[0,∞)
dσ(s)
s < ∞, and
Q(−∞) − Q(0) =−
⎛
⎜
⎝
m
a
+
 
(0,∞)
dσ(s)
s
⎞
⎟
⎠ ≥ 0, (2.11)
or equivalently,
m ≥− a
 
(0,∞)
dσ(s)
s
. (2.12)
Proof (i) For a Nevanlinna function Q of type I Proposition 2.1 implies that Q admits
an integral representation of the form
Q(λ) = Q(−∞) +
 
[0,∞)
dσ(s)
s − λ
, (2.13)
where Q(−∞) ∈ R and
 
[0,∞)
dσ(s)
1+s < ∞. Furthermore, by Proposition 2.2
 
(0,∞)
dσ(s)
s
< ∞ (2.14)340 J. Behrndt et al.
and, in particular, there is no point mass of σ at 0. This and the integral representation
(2.13)implytheintegralrepresentationof Q in(i).Conversely,if Q admitstheintegral
representation in (i), then limλ↑0 Q(λ) ∈ R follows from the monotone convergence
theorem. Together with Q(−∞) ∈ R one concludes that Q is a Nevanlinna function
of type I.
(ii), (iii), and (iv) can be shown with similar arguments by applying Proposition 2.1
and Proposition 2.2. The details are left to the reader.
(v)Supposethat Q isaNevanlinnafunctionoftypeV.Thenthelimitvalues Q(−∞)
and Q(0) are ﬁnite and the integral representation in Proposition 2.1 reduces to
Q(λ) = Q(−∞) +
m
a − λ
+
 
[0,∞)
dσ(s)
s − λ
, (2.15)
where Q(−∞) ∈ R,m > 0and
 
[0,∞)
dσ(s)
1+s < ∞.Moreover,Proposition2.2implies
the integrability condition (2.14), so that there is no point mass of σ at 0 and hence
(2.15) coincides with the integral representation in (v). Since Q maps the intervals
(−∞,a) and (a,0) injectively into R the inequality Q(−∞) ≥ Q(0) holds and the
formula (2.11)f o rQ(−∞) − Q(0) is obtained directly from the given integral rep-
resentation of Q. The condition (2.12) is equivalent to Q(−∞) − Q(0) ≥ 0, since
a < 0. Conversely, if Q admits the integral representation in (v) with the additional
properties, then it follows directly that Q is a Nevanlinna function of type V.    
Part (v) in Proposition 2.6 shows that a Nevanlinna function Q which is holomor-
phic on (−∞,0) with the exception of a pole at a is of the type V if and only if the
point mass m that is concentrated at the point a < 0 is sufﬁciently large, see (2.12);
an operator-theoretic interpretation of this is given in Sect. 5.
Remark 2.7 Observe from Proposition 2.6 that only the functions in classes I, II, and
V belong to the Kac class at ∞, whereas only the functions in classes I, III, and V
belong to the Kac class at 0; cf. (2.4) and (2.7).
3 Linear Fractional Transformations
For a nonconstant Nevanlinna function Q, the linear fractional transformation Qτ of
Q is deﬁned as
Qτ(λ) =
Q(λ) − τ
1 + τQ(λ)
=
1
τ
−
τ2 + 1
τ2
1
Q(λ) + 1/τ
,τ ∈ R ∪{ ∞ } , (3.1)
with the interpretation that Q∞(λ) =− 1/Q(λ). Clearly, each Qτ is a Nevanlinna
function. Notice that compositions of linear fractional transformations produce just a
linear fractional transformation of the original function:
(Qτ)σ(λ) = Q σ+τ
1−στ(λ), (3.2)Linear Fractional Transformations 341
where the index of Q should be properly understood; for further details, see Sect. 3.4
below. In the linear fractional transformation (3.1) there is continuity in the parameter
as shown in the next lemma.
Lemma 3.1 Let Q be a nonconstant Nevanlinna function and let the function Qτ be
deﬁned by (3.1). Then Qτ converges uniformly to Qρ on compact sets in C\R as τ
converges to ρ when τ,ρ ∈ R ∪{ ∞ } .
Proof Since Q is nonconstant, Q(λ) is nonreal if λ ∈ C\R, i.e. 1/(Q(λ) + a) is
bounded for all a ∈ R on compact sets in C\R. Therefore by (3.1)
Qτ(λ) − Qρ(λ) =
ρ − τ
τρ
Q(λ)2 + 1
(Q(λ) + 1/τ)(Q(λ) + 1/ρ)
,
whichshowsthat Qτ(λ)convergesuniformlyto Qρ(λ)oncompactsetsinC\R,when
τ,ρ ∈ R. The other cases are shown in a similar way.    
The linear fractional transformation (3.1) of a Kac function belongs to the same
class for all τ ∈ R ∪{ ∞ }with one exceptional value; see [9,10,12]. More precisely,
if Q is a function in the Kac class at ∞, then all functions Qτ in (3.1) belong to the
Kac class at ∞ with the exception of the value τ =− 1/Q(∞). Likewise, if Q is a
function in the Kac class at 0, then all functions Qτ in (3.1) belong to the Kac class at
0 with the exception of the value τ =− 1/Q(0).
In this section the linear fractional transformations Qτ of a Nevanlinna function Q
of type I–V will be investigated. The limit values of the function Q at −∞ and 0 play
a crucial role. Therefore, in what follows, the short-hand notations b and L denote
these possibly improper limits:
b := lim
λ↓−∞
Q(λ) ∈ R ∪{ − ∞ } and L := lim
λ↑0
Q(λ) ∈ R ∪{ + ∞ } . (3.3)
3.1 Poles and Zeros of Linear Fractional Transformations
Let Q beaNevanlinnafunctionoftypeI–Vandconsiderthelinearfractionaltransfor-
mations Qτ of Q in (3.1). The values that Q takes on the negative real line determine
the zeros and poles of the transformations Qτ on the interval (−∞,0). Observe that
for λ ∈ (−∞,0)
Qτ(λ) = 0 ⇔ Q(λ) = τ and (Qτ(λ))−1 = 0 ⇔ Q(λ) =− 1/τ. (3.4)
Lemma 3.2 Let Q beaNevanlinnafunctionofthetypeI–V.Thenthefollowingholds
for τ ∈ R ∪{ ∞ } :
(i) Qτ has a (necessarily unique) zero on (−∞,0) precisely when
 
b <τ<L, if Q is of type I–IV;
−∞ <τ<Lo rb <τ≤∞ , if Q is of type V;342 J. Behrndt et al.
(ii) Qτ has a (necessarily unique) pole on (−∞,0) precisely when
 
b < −1/τ < L, if Q is of type I–IV;
−∞ < −1/τ < Lo rb < −1/τ ≤∞ , if Q is of type V.
Proof Since the proof for the statements (i) and (ii) are similar, only (i) will be shown
here.
If Q is of type I–IV, then Q is monotonously increasing on (−∞,0) and hence Q
maps(−∞,0)bijectivelyontotheinterval(b, L).There Qτ hasa(necessarilyunique)
zeroforb <τ<L,see(3.4).If Q isoftypeVanda ∈ (−∞,0)isthepoleof Q,then
Q is monotonously increasing on (−∞,a) and (a,0), and the injectivity condition
in Definition 2.4 V implies that Q maps (−∞,a) ∪ (a,0) bijectively onto the set
(−∞, L)∪(b,+∞). Hence Qτ has a (necessarily unique) zero for −∞ <τ<L or
b <τ<∞ in this case. Furthermore, Q∞ =− 1/Q also has a zero, namely at a.    
Corollary 3.3 Let Q be a Nevanlinna function of the type V. Then the transformation
Qτ is holomorphic on (−∞,0) if and only if L ≤− 1/τ ≤ b. If, in particular, Q
is of type V  , i.e. L = b, then Qτ is holomorphic on (−∞,0) only for the value
τ =− 1/L =− 1/b.
Proposition 3.4 Let Q be a Nevanlinna function of the type I–V. Then
(i) if Q is of type I–IV, then Qτ has precisely one zero and one pole on
(−∞,0) if and only if
b <τ<−
1
L
≤ 0 or 0 ≤−
1
b
<τ<L;
(ii) if Q is of type V, then Qτ is holomorphic on (−∞,0) and has no zeros on
(−∞,0) if and only if
−∞ < L ≤ τ ≤−
1
b
< 0 or 0 < −
1
L
≤ τ ≤ b < ∞.
Proof (i) If Q is of type I–IV, then Q is holomorphic on (−∞,0) and hence b < L.
By Lemma 3.2 Qτ has one zero and one pole on (−∞,0) if and only if b <τ<L
and b < −1/τ < L. In this case, necessarily τ ∈ R\{0} and, moreover, −∞ ≤ b < 0
and 0 < L ≤∞ .N o w ,i fτ<0 then the four inequalities are equivalent to b <τ<
− 1
L ≤ 0, and if τ>0 then the four inequalities are equivalent to −1
b <τ<L.
(ii) If Q is of type V, then b, L ∈ R and L ≤ b. By Lemma 3.2 Qτ has no zeros
and no poles on (−∞,0) if and only if L ≤ τ ≤ b and L ≤− 1/τ ≤ b. Hence,
necessarily τ ∈ R\{0} and, moreover, −∞ < L < 0 and 0 < b < ∞.N o w ,i fτ<0
then the four inequalities are equivalent to L ≤ τ ≤− 1
b < 0, and if τ>0 then the
four inequalities are equivalent to 0 < − 1
L ≤ τ ≤ b.    Linear Fractional Transformations 343
3.2 Linear Fractional Transformations of Nevanlinna Functions of Type I–V
For the transformation Qτ,τ ∈ R ∪{ ∞ } ,o fQ introduce the notation
bτ = lim
λ↓−∞
Qτ(λ) and Lτ = lim
λ↑0
Qτ(λ),
so that b = b0 and L = L0. These limits exist as improper limits, bτ ∈ R ∪{ − ∞ }
and Lτ ∈ R ∪{ + ∞ } , since the transformations Qτ are Nevanlinna functions with at
most one isolated pole on (−∞,0); cf. Lemma 3.2.
It is clear from (3.1) that the following connections exist between b and bτ, and
between L and Lτ for τ ∈ (R\{0}) ∪{ ∞ } :
bτ =
⎧
⎨
⎩
b−τ
1+τb, b ∈ R, b  =− 1/τ;
−∞, b ∈ R, b =− 1/τ;
1/τ, b =− ∞ ;
Lτ =
⎧
⎨
⎩
L−τ
1+τL, L ∈ R, L  =− 1/τ;
+∞, L ∈ R, L =− 1/τ;
1/τ, L =+ ∞ .
(3.5)
Observe, that bτ = 0 if and only if τ = b and that bτ =− ∞if and only if τ =− 1/b;
forallothervaluesofτ ∈ R∪{∞}onehasbτ ∈ R\{0}.Clearly,thesameholdsfor Lτ.
These properties can be speciﬁed further for Nevanlinna functions of the type I–V.
First of all, as the following lemma shows the class of Nevanlinna functions of type
I–V is stable under the linear fractional transformations (3.1).
Lemma 3.5 Let Q be a Nevanlinna function of type I–V. Then for all τ ∈ R ∪{ ∞ }
the linear fractional transformation Qτ in (3.1) is a Nevanlinna function of type I–V,
too.
Proof Since each linear fractional transformation Qτ,τ ∈ R∪{∞}, is a nonconstant
Nevanlinna function it sufﬁces to verify that Qτ is holomorphic on (−∞,0) with the
possible exception of at most one pole aτ ∈ (−∞,0) in which case the injectivity
condition in V holds. Observe ﬁrst that by Lemma 3.2 Qτ is holomorphic on (−∞,0)
(and hence of the type I–IV) or Qτ has a unique pole aτ ∈ (−∞,0). In the latter case
Qτ maps (−∞,aτ) ∪ (aτ,0) injectively into R as otherwise (3.1) implies that Q is
not injective on (−∞,0) (if Q is of type I–IV) or (−∞,a)∪(a,0) (if Q is of type V
with pole a ∈ (−∞,0)).    
More precise information on the linear fractional transformations (3.1) of Nevan-
linna functions of the type I–V is summarized in the next proposition and corollary;
operator-theoretic interpretations appear in Corollaries 5.4 and 5.6.
Proposition 3.6 Let Q beaNevanlinnafunctionoftypeI–V,letQτ begivenby (3.1),
and let bτ and Lτ be as in (3.5) with τ ∈ R ∪{ ∞ } . Then the following cases can be
distinguished:
(i) Let Q be of type I–III. Then
–Q τ is of type I if −1/τ < bo r−1/τ > L;
–Q τ is of type II if τ =− 1/L;
–Q τ is of type III if τ =− 1/b;344 J. Behrndt et al.
–Q τ is of type V  if b < −1/τ < L.
(ii) Let Q be of type IV. Then
–Q τ is of the type IV for τ = 0;
–Q τ is of the type V   for all τ  = 0,τ ∈ R ∪{ ∞ } .
(i ) Let Q be of type V . Then
–Q τ is of type I if L < −1/τ < b;
–Q τ is of type II if τ =− 1/L;
–Q τ is of type III if τ =− 1/b;
–Q τ is of type V  if −1/τ < Lo r−1/τ > b.
(ii  ) Let Q be of type V  . Then
–Q τ is of type IV if τ =− 1/L =− 1/b;
–Q τ is of type V   for all τ  =− 1/L =− 1/b,τ ∈ R ∪{ ∞ } .
The following corollary generalizes Lemma 3.5. It shows that with respect to the
linearfractionaltransform (3.1)theNevanlinnafunctionsoftypeI–Vsplitupintotwo
mutually exclusive subclasses.
Corollary 3.7 If Q is a Nevanlinna function of type I–III or V , then the same holds
for Qτ,τ ∈ R ∪{ ∞ } . If Q is a Nevanlinna function of type IV or V  , then the same
holds for Qτ,τ ∈ R ∪{ ∞ } .
Proof of Proposition 3.6 First consider the case (ii). If Q is of type IV, then by
Lemma 3.2 Qτ has a (unique) pole on (−∞,0) for all τ  = 0,τ ∈ R ∪{ ∞ } , and
hence Qτ is of type V. Since b =− ∞and L =+ ∞ , the formulas in (3.5) show that
bτ = 1/τ ∈ R and Lτ = 1/τ ∈ R for τ  = 0. Therefore, the equality Lτ = bτ holds
for all τ  = 0, i.e. Qτ is of type V  .
Nextconsiderthecase(ii  ).If Q isoftypeV  ,thenbyCorollary3.3 Qτ isholomor-
phicon(−∞,0)ifandonlyifτ =− 1/L =− 1/b.Nowtheformulasin(3.5)showthat
for this value of τ one has bτ =− ∞and Lτ =+ ∞ . Hence, for τ =− 1/L =− 1/b
the transformation Qτ is of type IV. On the other hand, if τ  =− 1/L(=− 1/b), then
by Lemma 3.2 Qτ has a (unique) pole on (−∞,0). Moreover, since L = b it is clear
from (3.5) that Lτ = bτ holds, that is, Qτ is of type V  .
The statements in (i) and (i ) can be proved similarly by means of Lemma 3.2 and
the formulas in (3.5).    
3.3 Exceptional Linear Fractional Transformations of Nevanlinna Functions
of Type I–V
Recall that the Nevanlinna functions of type I, II, and V belong to the Kac class at ∞
andthattheNevanlinna functionsoftypeI,III,andVbelongtotheKacclassat0.The
results in Proposition 3.6 will now be discussed from the point of view of Kac classes
and the corresponding exceptional functions. The exceptional functions are related
to the Friedrichs and Kre˘ ın-von Neumann extensions of a nonnegative operator with
defect (1,1); see Sect. 5.
Let Q be a Nevanlinna function of type I (so that −∞ < b < L < ∞). The
behavior of the linear fractional transform Qτ is sketched in Fig. 1.I fb < L haveLinear Fractional Transformations 345
Fig. 1 Q in I; b < L have the same signs or opposite signs, respectively
Fig. 2 Q in V ;b > L have the same signs or opposite signs, respectively
the same sign, then the set −1/b <τ<−1/L is a bounded interval where bτ > Lτ
have opposite signs. If b < L have opposite signs, then the set −1/b <τ<−1/L is
the union of two unbounded intervals where bτ > Lτ have the same sign. The cases
b = 0 and L = 0 can be seen as limiting cases. The function Q is Kac at ∞ and at
0; hence the value τ =− 1/b is exceptional for the Kac property at ∞ and the value
τ =− 1/L is exceptional for the Kac property at 0.
The situation is completely similar when Q is a Nevanlinna function of type V 
(so that −∞ < L < b < ∞). The behavior of the linear fractional transform Qτ is
sketched in Fig. 2.I fb > L have the same sign, then the set −1/b <τ<−1/L is the
union of two unbounded intervals where bτ < Lτ have opposite signs. If b > L have
opposite signs, then the set −1/b <τ<−1/L is a bounded interval where bτ < Lτ
have the same sign. Note that if the Nevanlinna function Q is in I and, for instance,
b < L have the same signs then for −1/b <τ<−1/L, the functions Qτ belong
to V  and bτ > Lτ have opposite signs; hence the ﬁrst (second) situation in Fig. 1
corresponds to the second (ﬁrst) situation in Fig. 2.
Finally let the Nevanlinna function Q belong to the class V  . The behavior of the
linear fractional transform Qτ is sketched in Fig. 3. This case can be seen as a limiting
case of the earlier situations.
SofarthesituationhasbeensketchedforNevanlinnafunctionsoftypeIandV.If Q
isaNevanlinnafunctionoftypeII,then L =∞and−1/L = 0.Thefunction Q isKac
at ∞ and the value τ =− 1/b is exceptional for the Kac property at ∞. The function
Q is not Kac at 0. Similarly, if Q is a Nevanlinna function of type III, then b =− ∞
and −1/b = 0. The function Q is Kac at 0 and the value τ =− 1/L is exceptional for
the Kac property at 0. The function Q is not Kac at ∞.I fQ is a Nevanlinna function346 J. Behrndt et al.
Fig. 3 Q in V  
of type IV, then b =− ∞and L =+ ∞ , so that −1/b =− 1/L = 0. Such a function
is neither Kac at ∞ nor Kac at 0.
Note that when starting with a Nevanlinna function Q in I or V one obtains excep-
tional values of τ with corresponding functions in II, III, or IV. In the present context
it is possible to characterize these exceptional functions.
Corollary 3.8 Let P be a Nevanlinna function in II or III. Then there exists a Nevan-
linna function Q in I or V  such that P is the function corresponding to the excep-
tional value corresponding to Q. If P is a Nevanlinna function in IV, then there
exists a Nevanlinna function Q in V   such that P is the function corresponding to the
exceptional value corresponding to Q.
Proof Let P be a Nevanlinna function of type III, so that bP =− ∞and LP is
ﬁnite. Then, according to Proposition 3.6, the function Q deﬁned by Q = Pτ0 for any
τ0 ∈ R ∪{ ∞ }with −1/τ0 > LP is of type I and, clearly,
bQ =
bP − τ0
1 + τ0bP
=
1
τ0
, LQ =
LP − τ0
1 + τ0P
.
Nowobservethat,conversely, P canbewrittenasalinearfractionaltransformationof
Q (Q being of type I). In particular, observe that P = Q−τ0, where −τ0 =− 1/bQ.
The value −τ0 is the exceptional value corresponding to the function Q.    
3.4 Some Group Theoretic Aspects of Linear Fractional Transformations
of Nevanlinna Functions
In this subsection some of the facts appearing in the previous subsections are explored
by means of the action of the group which generates the linear fractional transforms
(3.1) of Nevanlinna functions.1 Recall that the automorphism group of the Riemann
sphere S2 consists of the Möbius transformations of the form
f (z) =
az + b
cz + d
, z ∈ C ∪{ ∞ }∼ = S2,
where a,b,c, and d are complex numbers such that ad − bc  = 0. These transforma-
tions are generated by 2 × 2 complex matrices
 
ab
cd
 
, ad − bc  = 0;
1 The algebraic interpretation of some facts in Sect. 3 on the transforms (3.1) via elements of the automor-
phism group of the Riemann sphere was suggested by an anonymous referee.Linear Fractional Transformations 347
two matrices yield the same Möbius transformation if and only if they differ by a
nonzero factor. Clearly, these matrices form a group under matrix multiplication; they
are usually called the projective linear transformations and the group is often denoted
by PGL2(C). The linear fractional transforms (3.1) correspond to the subgroup, say
F, of PGL2(C) consisting of complex matrices ±Fτ, where
Fτ =
1
√
1 + τ2
 
1 −τ
τ 1
 
,τ ∈ R,( J :=)F∞ =
 
0 −1
10
 
,τ =∞ . (3.6)
Note that F−1
τ = F−τ and that Fσ Fτ = sgn(1 − στ)F σ+τ
1−στ,i f1− στ  = 0, and
Fσ Fτ = sgn(τ + 1/τ)F∞,i f1− στ = 0; cf. (3.2). In fact, the matrices ±Fτ are
J-unitary, i.e., (±Fτ)∗J(±Fτ) = J, and the corresponding transforms (3.1)m a pt h e
(closed) upper halfplane into itself (see e.g. [14, Lemma 7.9]); in particular they map
R ∪{ ∞ }∼ = S1 bijectively into itself. The identity element of the subgroup corre-
sponds to τ = 0, i.e. F0 = I2, and the formulas for Fσ Fτ combined with (3.2) mean
that the linear fractional transforms (3.1) can be considered as the (left) group action
of the subgroup F of PGL2(C) on the set of Nevanlinna functions. It is well known
that the linear fractional transforms Qτ,τ ∈ R∪{∞}, of a (nonconstant) Nevanlinna
function Q determine all Q-functions of a symmetric operator S with defect numbers
(1,1); cf. Sect. 5. Using group action terminology they form the orbit of Q under the
action of F: FQ ={Qτ : τ ∈ R ∪{ ∞ }} . The action of the group F allows some
further interpretations and a more structural point of view for some statements given
in the previous subsections; these are formulated in the next remark.
Remark 3.9 2Since the transforms (3.1) map (the extended real line) R ∪{ ∞ }∼ = S1
bijectively into itself, it is clear that the collection of Nevanlinna functions Q of type
I–VisinvariantundertheactionofF;thisgivesaninterpretationandanotherprooffor
Lemma 3.5. In fact, these functions can be extended to analytic maps from C\[0,∞)
to the Riemann sphere S2 with the property that Q (−∞,0) is injective. The contents
of Corollary 3.7 is that under the action of F the collection of Nevanlinna functions
of type I–V is divided into two orbits, one of which consists of the types I–III and V ,
the other one of the types IV and V  . These orbits are invariant under the action of
F. On each orbit the action of a group is automatically transitive, i.e. for any Q and
  Q belonging to the same orbit there exists a transform Fτ ∈ F such that Fτ Q =   Q.
This observation combined with Proposition 3.6 explains from a group action point
of view in particular the contents of Corollary 3.8.
4 The Exceptional Linear Fractional Transformations
Let Q be a Nevanlinna function of type I–V with b = Q(−∞) and L = Q(0), and let
Qτ,τ ∈ R∪{∞}, be the linear fractional transformation deﬁned in (3.1). The aim of
this section is to show that the Nevanlinna functions Qτ of type II, III, and IV which
appear in Proposition 3.6 and correspond to the exceptional values τ =− 1/b and
2 The facts in this remark were communicated to the authors by an anonymous referee.348 J. Behrndt et al.
τ =− 1/L can be considered as limiting cases of functions Qτ of type V  and V   as
τ ↓− 1/b or τ ↑− 1/L, respectively. In particular, it will be shown that in the limit
the negative pole aτ of the approximating functions Qτ (which tends to −∞ or 0)
can be interpreted as a point mass or an integrability condition for the measure in the
integral representation of the limit function.
The following three cases can occur; cf. Proposition 3.6 and Figs. 1, 2, and 3.
(i) Q is of type I. Then Qτ is of type III if τ =− 1/b and Qτ is of type II if
τ =− 1/L. Moreover, Qτ is of type V  if b < −1/τ < L;
(ii) Q is of type V . Then Qτ is of type III if τ =− 1/b and Qτ is of type II if
τ =− 1/L. Moreover, Qτ is of type V  if −1/τ < L or −1/τ > b;
(iii) Q is of type V  . Then Qτ is of type IV if τ =− 1/b =− 1/L, and of type V  
otherwise.
Recall that by Proposition 2.6 a Nevanlinna function Q of type I, V ,o rV    admits the
integral representation
Q(λ) = Q(−∞) +
m
a − λ
+
 
(0,∞)
dσ(s)
s − λ
, (4.1)
where Q(−∞) ∈ R,
 
(0,∞)
dσ(s)
s < ∞,andm = 0ifQ isoftypeI,andm > 0,a < 0,
and
Q(−∞) − Q(0)
 
> 0i f Q is of type V ,
= 0i f Q is of type V  .
Observe that for m = 0( 4.1) reduces to the integral representation in Proposi-
tion 2.6 (i), and that in this sense the integral representations of the types V  and
V   can be seen as generalizations of type I.
4.1 The Approximating Functions
Inanyofthethreecases(i)–(iii)theNevanlinnafunctionsthatcorrespondtotheexcep-
tional values −1/b and −1/L will be approximated by functions Qτ of type V. The
functions Qτ of type V admit the integral representation
Qτ(λ) = Qτ(−∞) +
mτ
aτ − λ
+
 
(0,∞)
dστ(s)
s − λ
, (4.2)
where mτ > 0,aτ < 0,
 
(0,∞)
dστ(s)
s < ∞, and
Qτ(−∞) − Qτ(0) =−
⎛
⎜
⎝
mτ
aτ
+
 
(0,∞)
dστ(s)
s
⎞
⎟
⎠ ≥ 0; (4.3)Linear Fractional Transformations 349
cf. Proposition 2.6 (v). The next lemma is essential for the following considerations.
Lemma 4.1 Let Q be a Nevanlinna function as in (i)–(iii) and let Qτ be of type V
with integral representation (4.2) and (4.3). Then the negative pole aτ of Qτ satisﬁes
lim
τ↓−1/b
aτ =− ∞ and lim
τ↑−1/L
aτ = 0, (4.4)
and Qτ admits the integral representation
Qτ(λ) = Qτ(0) +
mτ
(aτ − λ)aτ
λ +
 
(0,∞)
 
1
s − λ
−
1
s
 
dστ(s), (4.5)
where
mτ =
τ2 + 1
τ2
1
Q (aτ)
. (4.6)
Proof Since the pole aτ of Qτ is the unique solution of Q(λ) =− 1/τ on (−∞,0),
it follows that (4.4) holds. The integral representation (4.5)o fQτ is a direct conse-
quence of (4.2) and (4.3). Moreover, −mτ in (4.2) is the corresponding residue of Qτ
at λ = aτ;s e e( 2.2). Clearly, in (4.4) one can assume that τ  = 0 and, therefore,
−mτ = lim
λ→aτ
(λ − aτ)Qτ(λ) = lim
λ→aτ
(λ − aτ)
Q(λ) − τ
1 + τQ(λ)
= lim
λ→aτ
Q(λ) − τ
τ
λ − aτ
Q(λ) + 1/τ
= lim
λ→aτ
Q(λ) − τ
τ
λ − aτ
Q(λ) − Q(aτ)
,
which leads to (4.6).    
4.2 Cases (i) and (ii) with τ =− 1/b
Let Q be of type I or type V  with corresponding integral representation (4.1).
For convenience the notation F =− 1/b will be used for subscripts. For τ ↓
−1/b the limiting function QF = Q−1/b belongs to the class III. According to
Proposition 2.6 (iii) the function QF admits the integral representation
QF(λ) = LF + βFλ +
 
(0,∞)
 
1
s − λ
−
1
s
 
dσF(s), (4.7)
where LF = QF(0) ∈ R,
 
(0,∞)
dσF(s)
s+s2 < ∞, and
βF > 0o r
 
(0,∞)
dσF(s)
s + 1
=∞ . (4.8)350 J. Behrndt et al.
Observe that the function QF is exceptional in the sense that for all other values
τ ∈ R ∪{ ∞ } ,τ  =− 1/b, one has bτ = Qτ(−∞) ∈ R, and hence
lim
λ→∞
Qτ(λ)
λ
= 0 and
∞  
0
dστ(s)
s + 1
< ∞.
From (2.2), (3.1), and the integral representation (4.1) one concludes
βF = lim
λ  →∞
QF(λ)
λ
= lim
λ  →∞
bQ(λ) + 1
(b − Q(λ))λ
= lim
λ→−∞
bQ(λ) + 1
λm
λ−a +
  ∞
0
λdσ(s)
λ−s
=
b2 + 1
m +
  ∞
0 dσ(s)
, (4.9)
whichalsoshowsthattheoccurenceorabsenceofthelineartermin (4.7)isequivalent
to
∞  
0
dσ(s)<∞ or
∞  
0
dσ(s) =∞ ,
respectively.
The next theorem states that the individual terms in (4.5) converge to the corre-
sponding terms in (4.7). In particular, the linear term in (4.7) can be seen as a limit in
the approximation procedure.
Theorem 4.2 Let Q beoftypeIortypeV  withcorrespondingintegralrepresentation
(4.1).F o rτ ↓− 1/b the individual terms in (4.5) converge as follows:
lim
τ↓−1/b
Qτ(0) = LF
 
=
1 + bL
b − L
∈ R
 
, (4.10)
and uniformly on compact subsets of C+ one has
lim
τ↓−1/b
mτ
(aτ − λ)aτ
λ = βFλ
 
=
b2 + 1
m +
  ∞
0 dσ(s)
λ
 
(4.11)
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lim
τ↓−1/b
 
(0,∞)
 
1
s − λ
−
1
s
 
dστ(s) =
 
(0,∞)
 
1
s − λ
−
1
s
 
dσF(s). (4.12)
Proof Consider the representation (4.5). The formula (4.10) is obtained directly from
the definition (3.1) and (3.5):
lim
τ→−1/b
Qτ(0) = lim
τ→−1/b
Q(0) − τ
1 + τQ(0)
=
Q(0) + 1/b
1 − Q(0)/b
= QF(0) = LF.
Since b, L = Q(0) ∈ R and b < L or L < b one has LF ∈ R. It follows from (4.6)
that
mτ
(aτ − λ)aτ
=
τ2 + 1
τ2
1
1 − λ
aτ
1
a2
τ Q (aτ)
holds. Due to (4.4), it follows that λ/aτ → 0a sτ ↓− 1/b uniformly on compact
subsets of C+. The expressions (2.3) and (4.1)f o rQ  and Q are used to determine the
following limit:
lim
τ↓−1/b
a2
τ Q (aτ) = lim
τ↓−1/b
⎛
⎝ ma2
τ
(a − aτ)2 +
∞  
0
 
aτ
s − aτ
 2
dσ(s)
⎞
⎠
= m +
∞  
0
dσ(s),
where the monotone convergence theorem has been used. Hence, in the limit one
obtains
lim
τ↓−1/b
mτ
(aτ − λ)aτ
=
b2 + 1
m +
  ∞
0 dσ(s)
uniformly on compact subsets of C+, and since the coefﬁcient βF in (4.7) is given by
(4.9), the statement in (4.11) follows. Finally, as Qτ → QF uniformly on compact
subsets of C+ for τ ↓− 1/b by Lemma 3.1, the formula (4.12) follows from (4.10)
and (4.11).    
The interpretation of the limit relation (4.11) is that for τ ↓− 1/b t h ej u m po fστ
at aτ produces the linear term in (4.7)i fβF > 0 (or, equivalently,
  ∞
0 dσ(s)<∞)
or leads to the condition
 
(0,∞)
dσF(s)
s + 1
=∞ ;
cf. (4.8).352 J. Behrndt et al.
4.3 Cases (i) and (ii) with τ =− 1/L
Let Q be of type I or type V  with corresponding integral representation (4.1).
For convenience the notation N =− 1/L will be used for subscripts. For τ ↓
−1/L the limiting function QN = Q−1/L belongs to the class II. According to
Proposition 2.6 (ii) the function QN admits the integral representation
QN(λ) = bN +
 
[0,∞)
dσN(s)
s − λ
, (4.13)
where
bN ∈ R,
 
[0,∞)
dσN(s)
1 + s
< ∞,
 
[0,1]
dσN(s)
s
=∞ ;
see Proposition 2.6 (ii). Note that QN is exceptional in the sense that for all other
values τ ∈ R ∪{ ∞ } ,τ  =− 1/L, one has Lτ = Qτ(0) ∈ R, and hence
 
[0,1]
dστ(s)
s
< ∞.
Observe, that if Q has the integral representation (4.1), then (cf. (4.5)):
lim
λ  →0
Q(λ) − Q(0)
λ
= lim
λ↑0
⎛
⎜
⎝
m
(a − λ)a
+
 
(0,∞)
dσ(s)
s(s − λ)
⎞
⎟
⎠
=
m
a2 +
 
(0,∞)
dσ(s)
s2 ≤∞ , (4.14)
where the monotone convergence theorem has been used. This implies that
lim
λ  →0
(0 − λ)QN(λ) = lim
λ  →0
−LQ(λ) − 1
(L − Q(λ))/λ
=
L2 + 1
m/a2 +
 
(0,∞) dσ(s)/s2, (4.15)
which shows that the occurrence or absence of a jump of σN at s = 0i n( 4.13)i s
equivalent to
 
[0,∞)
dσ(s)/s2 < ∞ or
 
[0,∞)
dσ(s)/s2 =∞ ,
respectively; cf. (2.2).
Next it will be shown that the individual terms in the integral representation (4.2)
of Qτ converge to the corresponding terms in (4.13).Linear Fractional Transformations 353
Theorem 4.3 Let Q beoftypeIortypeV  withcorrespondingintegralrepresentation
(4.1).F o rτ ↑− 1/L the individual terms in (4.2) converge as follows:
lim
τ↑−1/L
Qτ(−∞) = bN
 
=
1 + bL
L − b
∈ R
 
, (4.16)
and uniformly on compact subsets of C+ one has
lim
τ↑−1/L
mτ
aτ − λ
=
L2 + 1
m
a2 +
  ∞
0
dσ(s)
s2
 
−
1
λ
 
=
σN(0+) − σN(0−)
−λ
(4.17)
and
lim
τ↑−1/L
 
(0,∞)
dστ(s)
s − λ
=
 
(0,∞)
dσN(s)
s − λ
. (4.18)
Proof Consider the representation of Qτ in (4.2) and (4.3). The formula (4.16)i s
obtained from the definitions in (3.1) and (3.5):
lim
τ↑−1/L
Qτ(−∞) = lim
τ↑−1/L
Q(−∞) − τ
1 + τQ(−∞)
=
Q(−∞) + 1/L
1 − Q(−∞)/L
= QN(−∞) = bN.
Since b = Q(−∞), L ∈ R, and b < L or L < b one has bN ∈ R.
It follows from (4.6) that
mτ
aτ − λ
=
τ2 + 1
τ2
1
Q (aτ)
1
aτ − λ
holds. Due to (4.4), aτ −λ →− λ as τ ↑− 1/L uniformly on compact subsets of C+.
The expressions (2.3) and (4.1)f o rQ  and Q yield
lim
τ↑−1/L
Q (aτ) =
⎛
⎝ lim
τ→−1/L
m
(a − aτ)2 +
∞  
0
 
1
s − aτ
 2
dσ(s)
⎞
⎠
=
m
a2 +
∞  
0
dσ(s)
s2 ,
where the monotone convergence theorem has been used. Hence in the limit one
obtains the ﬁrst equality in (4.17) uniformly on compact subsets of C+ and the sec-
ond equality follows from (2.2) and (4.15). Since Qτ → QN uniformly on compact
subsets of C+ as τ ↑− 1/L by Lemma 3.1, the formula (4.18) follows from (4.16)
and (4.17).    354 J. Behrndt et al.
The interpretation of (4.17) and (4.18) is that the jump of at aτ < 0 produces the
possible jump of σN at 0, see (4.15) and the discussion after it. In fact, as is usual, the
jump of σN at 0 can be included in (4.18) and by combining the term mτ/(aτ − λ)
with the integral term of Qτ in (4.2) one concludes that together (4.17) and (4.18),
show that (for all aτ > −1), uniformly on compact subsets,
lim
τ↑−1/L
∞  
−1
dστ(s)
s − λ
=
 
[0,∞)
dσN(s)
s − λ
.
4.4 Case (iii)
Let Q be of type V   with corresponding integral representation (4.1). As b = L also
F =− 1/b =− 1/L = N and QF = QN belongs to the class IV. According to
Proposition 2.6 (iv) this function admits the integral representation
QF(λ) = βFλ + αF +
 
[0,∞)
 
1
s − λ
−
s
s2 + 1
 
dσF(s), (4.19)
where
 
[0,∞)
dσF(s)
1+s2 < ∞,
 
[0,∞)
dσF(s)
s(1+s) =∞ , and
βF > 0o r
 
[0,∞)
dσF(s)
1 + s
=∞ ;
The following variant of Theorems 4.2 and 4.3 holds for the convergence of the
individual terms in (4.5) and (4.2) to the corresponding terms in (4.19). The proof is
essentiallythesameastheproofofTheorems4.2and4.3andisthereforenotrepeated.
Theorem 4.4 Let Q be of type V   with corresponding integral representation (4.1)
and let QF = QN be as in (4.19). Then the following statements hold:
(F) For τ ↓− 1/b =− 1/L the individual terms in (4.5) converge as follows:
lim
τ↓−1/b
Qτ(0) =+ ∞
and uniformly on compact subsets of C+ one has
lim
τ↓−1/b
mτ
(aτ − λ)aτ
λ = βFλ
 
=
b2 + 1
m +
  ∞
0 dσ(s)
λ
 
and
lim
τ↓−1/b
⎛
⎜
⎝Qτ(0) +
 
(0,∞)
 
1
s − λ
−
1
s
 
dστ(s)
⎞
⎟
⎠ = QF(λ) − βFλ.Linear Fractional Transformations 355
(N) For τ ↑− 1/L =− 1/b the individual terms in (4.2) converge as follows:
lim
τ↑−1/L
Qτ(−∞) =− ∞ ,
and uniformly on compact subsets of C+ one has
lim
τ↑−1/L
mτ
aτ − λ
=
L2 + 1
m
a2 +
  ∞
0
dσ(s)
s2
 
−
1
λ
 
=
σN(0+) − σN(0−)
−λ
and
lim
τ↑−1/L
⎛
⎜
⎝Qτ(−∞) +
 
(0,∞)
dστ(s)
s − λ
⎞
⎟
⎠ = QN(λ) +
σN(0+) − σN(0−)
λ
.
5 Nonnegative Symmetric Operators and Their Weyl Functions
The aim of this section is to explain and interpret the function-theoretic results in
the previous sections in an operator-theoretical framework. It will be shown that the
Weyl function of a nonnegative symmetric operator S with defect numbers (1,1) is a
Nevanlinna function of type I–V, the selfadjoint extensions Aτ of S and their possible
negative eigenvalue will be described, and the connection of the exceptional values
τ =− 1/b and τ =− 1/L with the Friedrichs and Kre˘ ın-von Neumann extension of
S is explained.
5.1 Boundary Triplets, Weyl Functions, and Linear Fractional Transformations
The notions of boundary triplets and Weyl functions are efﬁcient tools for the descrip-
tion of the closed extensions of a symmetric operator or relation with equal defect
numbers. The reader is referred to, e.g., [4,5] for a detailed investigation of bound-
ary triplets and various applications in the extension theory of symmetric operators
and relations. In the following let S be a closed symmetric (not necessarily densely
deﬁned) operator with defect numbers (1,1) in a Hilbert space (H,(·,·)). The adjoint
S∗ is an operator if and only if the domain of S is dense in H, and a linear relation with
a one-dimensional multivalued part otherwise. For more details on linear relations the
reader is refered to [13].
Deﬁnition 5.1 A boundary triplet {C,  0,  1} for S∗ consists of two linear function-
als  0 and  1 deﬁned on S∗ such that ( 0,  1)  : S∗ → C2 is onto and the abstract
Lagrange or Green’s identity
( f  ,g) − ( f,g ) =  1 ˆ f  0 ˆ g −  0 ˆ f  1 ˆ g
holds for all ˆ f ={f, f  }, ˆ g ={ g,g }∈S∗.356 J. Behrndt et al.
Assume that {C,  0,  1} is a boundary triplet for S∗. Then the family of selfadjoint
extensions of S in H can be parameterized via
Aτ = ker ( 0 + τ 1), τ ∈ R ∪{ ∞ } ,
withtheinterpretation A∞ = ker  1.Recallthatifthesymmetricoperator S isdensely
deﬁned, then all selfadjoint extensions Aτ are densely deﬁned operators. However, if
the operator S is not densely deﬁned then for all but one τ ∈ R ∪{ ∞ }the selfadjoint
extensions Aτ are densely deﬁned and for precisely one τ ∈ R ∪{ ∞ }the selfadjoint
extension Aτ is a relation with a nontrivial multivalued part (dom S)⊥. Note that in
the case when S is a closed symmetric relation one may orthogonally split off the
selfadjoint purely-multivalued part of S to reduce to the case of a closed symmetric
operator.
In the following the restriction A0 = ker  0 will be regarded as a ﬁxed selfadjoint
extension of S.F o rλ ∈ C set
  Nλ(S∗) ={ {fλ,λfλ}: fλ ∈ ker (S∗ − λ)}. (5.1)
The Weyl function Q (or Q-function) associated to the boundary triplet {C,  0,  1}
is deﬁned on the resolvent set ρ(A0) of the selfadjoint operator A0 by
ρ(A0)   λ  → Q(λ) =
 1 ˆ fλ
 0 ˆ fλ
, ˆ fλ ={fλ,λfλ}∈  Nλ(S∗). (5.2)
The Weyl function Q is nonconstant, holomorphic on ρ(A0), and belongs to the
Nevanlinna class N.
The study of all selfadjoint extensions Aτ of S can be carried out by describing
boundary triplets {C, τ
0, τ
1} for S∗ such that Aτ = ker  τ
0. In the next proposition
a boundary triplet for S∗ is speciﬁed in such a way that the corresponding Weyl func-
tion coincides with the linear fractional transformation (3.1). The proof is based on
the description of all boundary triplets associated with S∗ via J-unitary operators in
(3.6); for a complete proof of the next statement, see for instance [3].
Proposition 5.2 Let {C,  0,  1} be a boundary triplet for S∗ and let Q be the corre-
sponding Weyl function. Then {C, τ
0, τ
1}, where
 τ
0 =
1
√
1 + τ2 ( 0 + τ 1) and  τ
1 =
1
√
1 + τ2 ( 1 − τ 0), τ ∈ R,
is a boundary triplet for S∗ with Aτ = ker  τ
0 and corresponding Weyl function
Qτ(λ) =
Q(λ) − τ
1 + τQ(λ)
,λ ∈ ρ(A0) ∩ ρ(Aτ).
Moreover, {C, ∞
0 , ∞
1 }, where  ∞
0 =  1 and  ∞
1 =−  0 is a boundary triplet for
S∗ with corresponding Weyl function Q∞(λ) =− Q(λ)−1,λ∈ ρ(A0) ∩ ρ(A∞).Linear Fractional Transformations 357
For spectral analysis, it is convenient to recall Kre˘ ın’s resolvent formula, which
connects the resolvents of A0 and Aτ via
(Aτ − λ)−1 = (A0 − λ)−1 − γ(λ)
 
Q(λ) + 1/τ
 −1γ(¯ λ)∗ (5.3)
forallλ ∈ ρ(A0)∩ρ(Aτ).HereQ istheWeylfunctionandthevectorvaluedmapping
γ(λ): C → H, the so-called γ-ﬁeld, is deﬁned by
γ(λ):= π1( 0    Nλ(S∗))−1,λ∈ ρ(A0),
where π1 denotes the projection onto the ﬁrst component of H × H. It follows from
Kre˘ ın’s resolvent formula that a point λ ∈ ρ(A0) is an eigenvalue of Aτ if and only if
Q(λ) =− 1/τ.
5.2 Weyl Functions for Nonnegative Operators
In this section it will be assumed that the closed symmetric (not necessarily densely
deﬁned) operator S with defect numbers (1,1) is nonnegative. Recall that such an
operator always admits (at least one) nonnegative selfadjoint extension which may be
multivalued, see also Sect. 5.3. The next proposition shows that in this situation the
corresponding Weyl functions are Nevanlinna functions of type I–V.
Proposition 5.3 Let S be a nonnegative operator in a Hilbert space H with defect
numbers (1,1). Let {C,  0,  1} be a boundary triplet for S∗ with corresponding Weyl
function Q. Then either A0 = ker  0 is nonnegative and Q is of type I–IV or the set
σ(A0)∩(−∞,0) consists of one eigenvalue with multiplicity one and Q is of type V.
Proof If A0 is nonnegative, then the Weyl function Q is a Nevanlinna function which
is holomorphic on (−∞,0). Therefore Q is of type I-IV in this situation.
If A0 is not nonnegative, then choose a nonnegative selfadjoint extension B of
S. According to Kre˘ ın’s formula (5.3) A0 can be written as a one-dimensional per-
turbation in resolvent sense of B. Hence σ(A0) ∩ (−∞,0) consists of one negative
eigenvalue a of multiplicity one and it follows from (5.3) that a is a pole of Q.I t
remains to verify that the injectivity condition in the definition of class V is satisﬁed.
Suppose this is not the case. Then there exists c ∈ R such that the function Q + c
has two negative zeros, cf. Lemma 2.5. Since the function −(Q + c)−1 is the Weyl
function corresponding to the boundary triplet {C,  1 + c 0,− 0} for S∗ this yields
that the selfadjoint extension D := ker ( 1 + c 0) has two negative eigenvalues. On
the other hand, D is a one dimensional perturbation in resolvent sense of the nonneg-
ative operator B, hence σ(D) ∩ (−∞,0) consists of at most one negative eigenvalue
of multiplicity one. This contradiction shows that Q belongs to V.    
The following corollary is an immediate consequence of Propositions 3.6 and
5.2. Recall that for a Nevanlinna function of type I–V the limits limλ↑0 Q(λ) and
limλ↓−∞ Q(λ) are denoted by L and b, respectively; cf. (3.3).
Corollary 5.4 Let S be a nonnegative operator in a Hilbert space H with defect num-
bers (1,1).358 J. Behrndt et al.
Let {C,  0,  1} be a boundary triplet for S∗ and let Q be the corresponding Weyl
function. Then the following statements holds for the selfadjoint extension Aτ =
ker ( 0 + τ 1),τ ∈ R ∪{ ∞ } :
(i) If Q is of type I–III, then
–A τ is nonnegative for −1/τ  ∈ (b, L);
–A τ has one negative eigenvalue for −1/τ ∈ (b, L).
(ii) If Q is of type IV, then
–A τ is nonnegative for τ = 0;
–A τ has one negative eigenvalue for τ  = 0.
(i’) If Q is of type V , then
–A τ is nonnegative for τ ∈[ − 1/L,−1/b];
–A τ has one negative eigenvalue for τ  ∈[ − 1/L,−1/b].
(ii’) If Q is of type V  , then
–A τ is nonnegative for τ =− 1/L =− 1/b;
–A τ has one negative eigenvalue for τ  =− 1/L =− 1/b.
In the cases where Aτ has a negative eigenvalue aτ, this eigenvalue is of multiplicity
one and its location is determined by Q(aτ) =− 1/τ.
Each nonconstant Nevanlinna function is the Weyl function of a closed symmetric
operator S. If the Nevanlinna function is holomorphic on (−∞,0), then the operator
S is clearly nonnegative. Now it follows from Proposition 3.6 that each function of
type I–V is the Weyl function of some nonnegative operator.
5.3 Friedrichs and Kre˘ ın-von Neumann Extension of a Nonnegative Operator
According to Kre˘ ın [22] a closed symmetric nonnegative operator S admits two non-
negative selfadjoint extensions AF (the Friedrichs extensions) and AN (the Kre˘ ın-von
Neumann extension) such that any nonnegative selfadjoint extension Aτ in H of S
satisﬁes
(AF − λ)−1 ≤ (Aτ − λ)−1 ≤ (AN − λ)−1,λ < 0, (5.4)
and, conversely, if Aτ is a selfadjoint operator whose resolvent satisﬁes (5.4) then Aτ
is a nonnegative selfadjoint extension of S;c f .[ 11]. In this sense, the resolvents of all
nonnegative selfadjoint extensions of S form an operator interval
[(AF − λ)−1,(AN − λ)−1],λ < 0.
This interval can collapse to a single point, i.e. (AF − λ)−1 = (AN − λ)−1, which
means that there is only one nonnegative selfadjoint extension, namely AN = AF.
Assumenow,asintheprevioussubsection,that S isaclosedsymmetric(notneces-
sarilydenselydeﬁned)nonnegative operatorwithdefectnumbers(1,1)andlet Q bea
Weyl function. Recall that if S is not densely deﬁned, then the Friedrichs extension is
the only selfadjoint extension of S which is not an operator. The next corollary shows
thattheexceptionalvaluesτ =− 1/b andτ =− 1/L correspondtotheFriedrichsandLinear Fractional Transformations 359
Kre˘ ın-von Neumann extension; cf. [5, Proposition 4.2]. A short direct proof based on
(5.3) and Corollary 5.4 is included.
Corollary 5.5 Let {C,  0,  1} be a boundary triplet for S∗ and let Q be the corre-
sponding Weyl function. Then
AF = A−1/b and AN = A−1/L.
Proof Assumethat Q isoftypeI-III.If Q isoftypeIVorVasimilarreasoningapplies.
In order to prove that A−1/b coincides with the Friedrich extension AF observe that
for λ ∈ ρ(A0) ∩ ρ(Aτ) ∩ ρ(A−1/b) ∩ R the resolvent formula (5.3) implies
(Aτ − λ)−1 −
 
A−1/b − λ
 −1 = γ(λ)  Q(λ)γ(λ)∗, (5.5)
where
  Q(λ) =
1
Q(λ) − b
−
1
Q(λ) + 1/τ
. (5.6)
Suppose now that Aτ is a nonnegative selfadjoint extension of S. Then by Corol-
lary 5.4 (i) either −1/τ ≤ b or −1/τ ≥ L.F o rλ ∈ (−∞,0) it follows from
b < Q(λ) < L that
0 < Q(λ) − b ≤ Q(λ) + 1/τ, if − 1/τ ≤ b,
and
Q(λ) + 1/τ ≤ Q(λ) − L < 0, if − 1/τ ≥ L,
hold. Therefore, the function   Q in (5.6) is nonnegative on (−∞,0). Together with
(5.5) this implies
 
A−1/b − λ
 −1 ≤ (Aτ − λ)−1
for all λ ∈ ρ(A0) ∩ ρ(Aτ) ∩ ρ(A−1/b) ∩ R, where Aτ is an arbitrary nonnegative
selfadjoint extension of S. This proves AF = A−1/b. An analogous argument can be
used to show AN = A−1/L.    
Corollary 5.6 Let {C,  0,  1} be a boundary triplet for S∗ and let Q be the corre-
sponding Weyl function. Then AF = AN if and only if Q is of type IV or V  .
Note also that if Q in Corollary 5.6 is of type IV, then AF = AN = A0, and if Q
is of type V  , then AF = AN = A−1/b = A−1/L.
The following simple model example illustrates the situation in Corollary 5.6.360 J. Behrndt et al.
Example 5.7 The Nevanlinna function Q(λ) = λ − 1/λ is of type IV; it has poles
at 0 and ∞. The underlying (minimal) symmetric operator S acts in C2 and the cor-
responding selfadjoint extension A0 of S has eigenvalues at 0 and ∞, i.e., A0 is a
selfadjoint relation extension of S given by
A0 ={ { φ,0}⊕{ 0,ψ}:φ,ψ ∈ C}.
In this case A0 is nonnegative, and it is the unique nonnegative selfadjoint extension
of S, i.e., A0 = AF = AN. By Theorem 5.4 all the other selfadjoint extensions Aτ of
S have one negative eigenvalue.
Let S be a nonnegative operator in a Hilbert space H and let the eigenspace
  Nλ(S∗),λ ∈ C, be deﬁned as in (5.1). Then it is well-known that
A(x) = S   +   Nx(S∗), x < 0, (5.7)
isaselfadjointextensionof S;here   + denotesacomponentwisesum(i.e.linearspan)
of the corresponding graphs.
Assumeinadditionthat S hasdefectnumbers(1,1)andlet{C,  0,  1}beabound-
ary triplet for S∗ with corresponding Weyl function Q. The selfadjoint extensions in
(5.7) can now be parametrized in the following way.
Lemma 5.8 For τ(x) =− 1/Q(x),x < 0, one has
A(x) = Aτ(x) = ker ( 0 + τ(x) 1). (5.8)
Proof With τ(x) =− 1/Q(x) it follows directly from (5.2) that
A(x) = S   +   Nx(S∗) ⊂ ker ( 0 + τ(x) 1).
Since A(x) and ker ( 0 +τ(x) 1) are both selfadjoint extensions of S, it follows that
(5.8) holds for all x < 0.    
From the form of this parametrization it is clear that
τ(x) ↓− 1/b ⇔ x ↓− ∞ and τ(x) ↑− 1/L ⇔ x ↑ 0.
In terms of the boundary triplet {C,  0,  1} the Weyl function for the selfadjoint
extension A(x) is given by the linear fractional transformation Qτ(x):
Qτ(x)(λ) =
Q(λ) − τ(x)
1 + τ(x)Q(λ)
=
1 + Q(λ)Q(x)
Q(x) − Q(λ)
,
with a pole for λ = x (< 0).I fQ is of type I or V  then Theorems 4.2 and 4.3 show
the convergence of the individual terms in the integral representation of Qτ(x) for
τ(x) ↓− 1/b (that is, x ↓− ∞ ) and τ(x) ↑− 1/L (that is, x ↑ 0). If Q is of type V  
then Theorem 4.4 applies.Linear Fractional Transformations 361
The following result in the case that the Friedrichs and the Kre˘ ın-von Neumann
extensions exist as densely deﬁned selfadjoint operators goes back to [1]; see also
[2,5,11]. Proposition 5.9 is the operator-theoretic counterpart to the results in Sec-
tion 4, where the convergence of the associated Weyl functions Qτ is described with
a pole on (−∞,0) moving to the endpoints of this interval.
Proposition 5.9 Let S beaclosed,notnecessarilydenselydeﬁned,nonnegativeoper-
ator in a Hilbert space H with defect numbers (1,1). The strong resolvent limits of the
selfadjointextensions A(x)in(5.7)as x ↑ 0and x ↓− ∞aretheKre˘ ın-vonNeumann
extension AN and the Friedrichs extension AF of S, respectively:
(AN − λ)−1h = lim
x↑0
(A(x) − λ)−1h,
(AF − λ)−1h = lim
x↓−∞
(A(x) − λ)−1h, for allh ∈ H.
Note that the difference of the resolvents of AN and A(x), and AF and A(x) can be
expressedviaKre˘ ın’sresolventformula(5.3)andthefunctions QN and Qτ(x),and QF
and Qτ(x), respectively. Hence the convergence of the resolvents in Proposition 5.9
also yields convergence results for Qτ(x) to QN and QF for x ↑ 0 and x ↓− ∞ ,
respectively.
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