In this paper we consider multivariate Hawkes processes with baseline hazard and kernel functions that depend on time. This defines a class of locally stationary processes. We discuss estimation of the time-dependent baseline hazard and kernel functions based on a localized criterion. Theory on stationary Hawkes processes is extended to develop asymptotic theory for the estimator in the locally stationary model.
Introduction
A stationary mulitvariate Hawkes process is defined by the specification of a vector of baseline hazards and a matrix valued kernel function that model the input of recent jumps on the hazard. In this paper we generalize this to the case that baseline hazard and kernel function depend on time. We will use a locally stationary specification where the process can be applied by stationary Hawkes process, see [8] for a general discussion of locally stationary processes. We will propose nonparametric estimators for baseline hazard and kernel function and we will develop asymptotic theory for these estimators.
There is by now a rich literature on statistical inference for Hawkes processes. Hawkes processes have been applied in a grewing number of fields, including crime analysis, see [15] , in statistical modeling of e-mail networks, see [10] , and in genome analysis, see [20] . A major number of applications is coming from finance, for an overview see [2] . A growing part of literature is concerned with nonparametric inference for Hawkes processes. For stationary nonparametric multivariate Hawkes processes, [1] estimates the kernel of a multivariate nonparametric Hawkes process by estimating the jumps correlation matrix and using spectral methods. In [3] estimates of kernels of multivariate Hawkes processes are discussed that are based on solving empirical integral equations with estimated average intensity vectors and estimated conditional laws. This approach is used in [17] for the study of order book dynamics. The papers [13] and [14] relate Hawkes processes to integer valued autoregressive processes of infinite order INAR(∞). They approximate these processes by integer valued autoregressive processes of finite order p < ∞, INAR(p), and use methods from statistical inference for INAR(p) processes. In [9] a nonparametric estimator of kernels is proposed for multivariate Hawkes processes based on discretisations of the process. Its consistency is shown and the estimator is used for causal inference. The paper [4] discusses observations of n independent Hawkes processes with constant baseline hazard and nonparametric kernel. The paper shows rates of convergence for a nonparametric maximum likelihood sieve estimator and it proves asymptotic normality for the parametric estimator of the baseline hazard. The papers [11] and [20] develop deep theory for Hawkes processes and apply it for an asymptotic analysis of adaptive and LASSO-estimation of Hawkes processes. There are some attempts to allow for nonstationary models. The papers [5] and [6] allow for a varying baseline hazard. They study estimates in an asymptotic framework where the baseline hazard is multiplied by a factor that converges to infinity. In the asymptotics the time horizont is kept fixed. The papers discuss models with parametric kernels and they allow for parametric and nonparametric specifications of the baseline hazard. In [16] a Bayesian approach for models with time varying background rate is developed. The paper [7] considers parametric Hawkes processes with parameters depending on time. In [22] , [23] a new class of locally stationary multi-dimensional Hawkes processes is proposed. Nonparametric estimation is discussed that is based on local Bartlett spectrums. The approach allows to compute approximations of first and second order moments.
In this paper we will consider a model for multivariate Hawkes processes
⊺ where the intensity function is defined by
for l = 1, ..., d, or in vector notation:
We denote the true parameter functions by ν 0 = (ν . We will use an asymptotic framework where T → ∞. We do not indicate in our notation that the process N depends on T .
In an alternative model one could consider that in (1) the term µ (l,m) (t−s;
. Estimators and an asymptotic theory for this model could be developed by the same approch as used in this paper for the model (1) . In this paper we only will discuss the specification (1) that as we expect is better motivated in more applications. In this paper we will develop theory for estimation of the parameter ν x 0 ∈ (0, 1) and for a fixed value of l. Without loss of generality we choose l = 1 and we write ν *
We also write t 0 = x 0 T . Note that this value depends on T . We assume that the Hawkes process is observed on an interval [0, T ]. To simplify discussions we assume that the observed process has the intensity function (1) for (−∞, T ]. All counting processes considered in this paper are normed to be equal to 0 for t = 0. Our estimation strategy will be introduced in the next section. Asymptotic theory will be developed in Section 3. Proofs are deferred to Section 4.
Estimation strategy
We now come to the definition of our estimator. It is based on B-spline fits with accuracy measured by a local criterion function that is localized around x 0 . The estimator (ν * ,μ * (·)) of (ν for 1 ≤ l ≤ J and whereθ 0,1 ,θ 1,1 , ...,θ J,1 are defined as follows.
is minimized for θ =θ. The function K is a kernel function, i.e. a probability density function. Furthermore,
Note that
..,τ 0K ,τ 11 , ...,τ JK ) ⊺ and where
as long as ∆ is invertible.
Asymptotic analysis
We make the following assumptions:
(A1) The support of the functions µ (A5) There exist θ * j,k for k = 1, .., K and j = 0, ..., J, depending on J such that
for some sequence ε T → 0 and for u ∈ [0, A] and |x − x 0 | ≤ h.
Theorem 1. Make Assumptions (A1) -(A5). It holds that
By using some simplifications in our proofs one gets the following result for a stationary Hawkes process N t with intensity function
for some constants ν (l) and functions
In the stationary case we get the following result: (s)ds. Furthermore, we assume that
Up to an additional log factor this result can also be proved along the lines of arguments used in [11] . There an additional log factor appears because adaptive LASSO estimation is considered.
Proofs
In our proofs the quantities C, C * , C 1 , ... are positive constants that are chosen large enough and c, c * , c 1 , ... are strictly positve constants that are chosen small enough. The same value names will be used for different constants, also in the same formula. For simplicity we assume that K = 1. All arguments go through for K > 0 at the cost of a more complex notation. Then, our estimator (ν
where forβ = (β 0 , ...,β J ) ⊺ with some bandwidth h → 0 and basis dimension
and, whereτ = (τ 1 ,τ 2 ) ⊺ witĥ
Our proofs make use of the cluster representations of Hawkes processes, see [12] and [19] . This representation has also been used in the statistical analysis of nonparametric estimators of stationary Hawkes processes in [11] and of locally stationary Hawkes processes in [22] , [23] whereas the definition of locally stationary Hawkes processes introduced in [22] , [23] differs from the notion studied here. We now define a cluster representation for our non-stationary inhomogeneous process N. The cluster representation for our Hawkes process (1) is given by the following independent random variables: . In the construction we made use of the fact that with probability 1 no two individuals are born at the same date. This follows because our intensity measures are assumed to have Lebesgue densities. In particular, for this reason none of the variables P
is used twice or more times in the construction, with probability equal to 1.
The cluster construction allows to compare the process N with the homogeneous Hawkes processN that has intensity function At this point we would also like to add another result that follows from the theory of homogeneous Hawkes processes and that will be used in the local mathematical analysis of our estimatorθ. Denote by T * e,t the last birth date of all types inside all families whose ancestor was born before t and put T e,t = T * e,t − t. This is also called extinction time. For the homogeneous processN the distribution of T e,t does not depend on t and it holds that
ρ l E e ρ l W l e −ρ l s , see the proof of Proposition 3 in [11] .
Again using the above strong approximation, we can carry over this result to our inhomogeneous Hawkes process and we get the following lemma.
Lemma 2. Make the assumptions of Theorem 1. We have for some constants
for t ≤ T and s ≥ 0.
For the study of the terms δ and ∆ we will use that these quantities can be approximated by sums of independent random variables. For this aim we will use a construction that also has been used in [11] and [19] for the study of homogeneous Hawkes processes. For x * , x fixed, suppose that N q,n (q ∈ N, n ∈ Z) are independent Hawkes processes with intensity function 
for 1 ≤ l ≤ d. Furthermore, it holds that the processes N q (q ≥ 1) are independent. We now put for a, x fixed with 0 < a < x
These are independent processes for q ∈ N. With the same arguments as in Section 3.1 of [19] for one-dimensional homogeneous Hawkes processes one gets that
where (6) has been used. In particular, we have that for measurable sets A
By a small extension of the arguments one gets the following lemma. Hawkes processes N q for q ∈ I with intensity function (7) such that for the processes M
for some q ∈ I] ≤ 2C|I|e −ρ * (x−a) . (9) We will use the following lemma for the calculation of second order moments of linear statistics of Hawkes processes of the form (1). This lemma generalises results obtained in [1] for stationary homogeneous Hawkes processes.
Lemma 4. For a Hawkes processes N t of the form (1) that fulfils Assumption (A1), it holds for Λ(t/T ) = E [λ(t)] that:
where
for k ≥ 2, and where M t is the martingale defined by dM t = dN t − λ(t)dt.
Finally, we have that
E [dN t dN ⊺ t ′ ] = Λ t T Λ t ′ T ⊺ + Σ t/T δ t−t ′ + χ t − t ′ , t T Σ t ′ /T (12) +Σ t/T χ t ′ − t, t ′ T ⊺ + χ t − s, t T Σ s/T χ t ′ − s, t ′ T ⊺ ds dtdt ′ ,
where Σ t/T is a diagonal matrix with diagonal elements Λ i (t/T ).
Proof. Using the hazard defined in (3) we can construct a stationary homogeneous processN t with the property that all jumps of N t are also jumps of N t . In particular, this implies existence of N t . Note that
for k ≥ 1. Because λ and µ ( * l) are positive and can be bounded byλ andμ
whereμ ( * l) is defined as µ ( * l) but with N t replaced byN t we can conclude that the right hand side of the last equation converges in L 2 to
Thus λ(t) is equal to this expression and we conclude (10) by taking the expectation of this expression. This also implies (11) . For the proof of (12) one proceeds similarly as in the proof of Proposition 2 in [1] . Note that:
This shows equation (12) .
By application of the last lemma we get the following result.
Lemma 5. Make the assumptions of Theorem 1. For functions
for some constant c > 0 where
We will use this lemma to prove the following result. 
for some constant c > 0.
In particular, it holds that the smallest eigen value of E[∆] is bounded from below and that, thus, the matrix E[∆] is invertible.
Proof. For the lemma it suffices to show that
for c 1 > 0 small enough, where
with µ * ,( * 1) 0
Here, we used (A1) to get the last inequality. This shows (15) and concludes the proof of the lemma.
We now consider the variables δ, ∆ * ,τ 1 andτ 2 . With the help of Lemma 3
with a = A we can approximate these variables by the sum of two terms where each term is the sum of independent variables. Such a splitting device has also been used in [19] to prove Hoeffding and Bernstein inequalities for averages of flows induced by stationary Hawkes processes. We start by discussing ∆ * .
With G(t) = (G jk (t)) 1≤j,k≤d where
we get that
where x * = t 0 −hT and where x is a value that depends on T and that we will choose below. Furthermore, Q is the smallest integer larger than hT /x − 1. Note that ∆ * 1 has the same distribution as ∆ . From Lemma 3 with a = A we get that with probability ≥ 1 − CQ exp(−ρ * (x − A))
The variables η q are mean zero independent random d × d matrices. Furthermore, they are bounded as follows. Denote the jump points of the components of M 
≤ CJ k,l≥1 r,r ′ ≥1
where τ 
x * +2qx k≥1 r≥1
The first term on the right hand side of (17) can be bounded by
with Z q,i = k≥1 r≥1 I (|t q k +τ r j −x * −2qx−Ci/J|≤2C/J) and where I is of order xJ. Note that for 1 ≤ q ≤ Q the variables Z q,1 , Z q,3 , Z q,5 , ... and the variables Z q,2 , Z q,4 , Z q,6 , ... are independent Poisson random variables with parameter of order log T /J. We now use that with X j = (Z 2 q,2j − E[Z 2 q,2j ]) and with constants C k depending on k we have that E[X 2k j ] ≤ C k log T /J. By application of Rosenthals inequality, see [21] , we have that
Here we assume that I is even.
This gives that P( for v > 0.
We will use these considerations for the proof of the following lemma. This follows by application of (18) with x = T ǫ and with k > 0 large enough.
In particular, one gets from (18) for all x ∈ R J+1 with probability tending to one.
Proof. By application of Bernstein's inequality we get that for all ǫ, κ * > 0 with C, C * > 0 large enough that for 1 ≤ j, j
