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Recently,he auhorproposed a new leaFning algorithm lEBPl derived algёbraic ly
which is composed of the error back prepagatiOn to g?c a fi titious te cher tO each
hidden layeF and the update rule of each cOnneCtions, trhe recurrent type Of the
algorithn has aleadァbeen examined foF XOR problem by using an Orhonormaliza・
tion methodi
Two algoritllms are proposed in his paper for two layered neural network and are
examined their effectittness for lalajority ttnctions.
Sottie discussiOns of logic functions are also presented to give an anoher per.spec‐
tive of nonlnear unit of a neural network








応用 3)も議論 されている。 ところでBP法にも多 くの
問題点が指摘 されてお り、一つはネ ッ トヮークの構成
を如何にするかに、他の一つはBP法の改良にその努
力が払われている。 しか しなが ら、学習アルゴ リズム







ら順 に決定す る(誤差逆伝搬法 )。
3)与え られた仮の教師信号(出力層は真の教師信号 )
を零 とす るように重みパラメータを(入力層か ら順に)
決定する(重み修正法 )。
A)の手順は、BP法が微分係数の逆伝搬であるのに







1)各ステ ップで入力 した結果得 られるデータのみを
利用可能 とす る方法。これは従来の逐次修正法 と対応
してお り、その学習速度は もっとも遅い。
2)各ステ ップで得 られるデータのみでな く過去のデ














いま、重みがW,_,=(w。,_I.w ip l,..,W NP l)T、
であるとき、p番目の学習データbpに対する応答を
c,=f(z,).  zP=wp―lTb, (1)
とする。また、学習データb,に対応する教師信号を
d「とする。ここにWOはしきい値であ り、対応する入
力 b。は b。=1とする。 この入 出カデータを重み一定
のままM組一括するために以下の記号を導入す る。





















必w,i=B,(B,TB,)le,T       (8)
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示 している。 これ らの交点をすへて調べ上げれば、必
ず解の一つに到達するか らである。





































z=wOb。十wibi+w2b2+Wab3   (13b)




Table l : Initial State of Majority function of N==Э
wO=1.0,  wi=10,  w2=3 1.0
d f f d)―z
-2 0722-3.9722























Table 2-1 :N=3、 Algorithm l
Table 2-2=3、 algOrithn l、
wO=-6.59166,  Wi=w2=w3=4.39444




-2 9722 -2 9722
1.0 2 2 9722






3 29583 9722 0986=0
09860 -2 9722 0986
0986 -2.9722 0986
0986 -2.9722 0986
.0086 2. 9722 0086
.0986 2.9722 0986
1.0 .0986 2, 9722 0986




























と定 め る と、
寸と簸










1.0 -2.9722 2. 97224,39444
-2.9722 2.97224.30444




























































切下げ型 -10 98614 39444
3値型 -4.394442.19722










(0+1+1+1)w tt w O=f~1(0.9)=+2.19722(22b)
3値型に対 し























4 l多数決関数 :この とき















と,0 9722 2. 9722


































NNにたい し示 し、多数決関数に応用 した結果を示 し
た。多層NNにたい しては別に報告する。また、 2層
NNによる論理関数の実現を、非線形関数の工夫によ
り可能であることを示 した。ただ し、これ らの非線形
トワークの一括学習アルゴリズム
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