Abstract-In this article, representativity between two multidimensional acoustical spaces of vowel has been formulated based on the geometric mean of correlation of average directional vector, variance-covariance matrices, and Mahalanobis distance.
I. INTRODUCTION
Vowel sound is produced from glottal pulse modulated by quasi-stationary vocal-tract and dynamic modulation of vocal-tract around its quasi-stationary shape extends the acoustic features from vowel to generate consonantal sounds [1, 2] . In consequence of dynamic modulation, information is injected to the speech. As the vowels are supporting the information content consonants, vowels are considered as the crankshaft of language. For these reasons, a lot of researches have been conducted on vowel perception and these have given rise to new conceptions of perception as mapping of acoustic features with auditory cortex [3, 4] . In auditory cortex, receptive fields are defined as cortical circuits involving small clusters of neurons ordered topographically according to the tuning characteristics of cochlea and the clustered neurons as well as cortical circuit becoming active with specific acoustic features. But, the acoustical features of vowels consist not only specific linguistic information but also perturbed acoustical features which are generated during vowel production due to the differences of vocaltract size, shape and physical conditions of speakers [5, 6] . Moreover, the environmental noises also contaminate the acoustical features of vowels. Despite these perturbed acoustical features, human auditory system can recognize the vowel perfectly as human auditory system has an elegant neural network to accurately detect the right acoustical features from the perturbed acoustical features [7, 8] . Due to the excellent recognition features of human auditory system, researchers are trying to design human auditory inspired robust speech recognition system [9, 10] . But, the invariant or representative acoustical features which activate the specific cortical circuit are still unknown [11] . Beside auditory model of vowel perception, vowel recognition for different languages are still improving by different non-auditory based techniques [12, 13, 14, 15] . Among these techniques, determination of representative acoustical features of vowels and using these in perception purpose is a better technique as it can identify the key acoustical features of perception [15, 16, 17, 18] . So, in both auditory and nonauditory models based speech perception, the representative acoustical features of vowel are important and a number of researches have already been conducted for searching the representative acoustical features for vowel perception [14, 19, 20, 21, 22, 23] .
According to the article [19] , fundamental frequency 0 () f and first three formant frequencies ( 1 2 3) F F F ， ， contain sufficient information for vowel perception. In another report, Walden and his group proposed fundamental frequency 0 () f , age, and voice-quality based vowel perceptual space to evaluate the similarity of male and female voices [20] . Beside the above mentioned acoustical features, jitter and shimmer are also considered as perceptual space members with fundamental 0 () f and formant frequencies () F by Kreiman et. al. in [21] . As formant dispersions or transitions affect on vowel perception process, these are also included in perceptual space in reports [22, 23] [14] . Here, "D" refers dispersion of formant frequencies and the vector is frequently called "multidimensional acoustical vector". So, the above mentioned vowel perceptual spaces are formed by different combinations of acoustical features and representativities of these should be evaluated numerically with an appropriate method to identify the prominent acoustical features. However, representativity is well described with the direction of data sets, variancecovariance matrices and the distance between data sets centroids in article [24] . So, determination of representativity of vowel perceptual space considering these three factors will be an interesting report in psychoacoustic research community. In this articles, we will determine and compare the representativities of different Bangla vowel perceptual spaces as Bangla is the seventh spoken language in the world with 215 million speakers [25] . The rest of the article is organized as follows: in section II, related works have been discussed. The representativity of vowel perceptual spaces have been modeled with principal components and shown in section III. Bangla vowel-sounds collection process is described in section IV. Representativity of Bangla vowel perceptual space is evaluated numerically in Section V. Finally, in section VI, important points are summarized.
II. RELATED WORKS
For evaluating representativity of vowel perceptual space, synthesized vowels are presented to listeners and their categorized response are utilized to develop formant based likelihood function which is considered as a representative scale [16] . Comparing to synthesized vowels, representative model of natural vowels are more complicated as these consist of perturbed acoustical features and noises. Based on the natural vowels, representativities of first and second formant based perceptual spaces have been reported for English, German, Dutch, French, and Spanish languages in the articles [15, 16, 17, 18] and these reports mainly used probability density function as a performance evaluating scale. Probability density function or likelihood function is a member of representivity of multidimensional data sets, but except these, other members such as direction of data sets, variance-covariance matrices and the distance between data sets centroids are better representativity measuring scales. Although these three factors can describe representativity more accurately, but to the best of our knowledge, the representativity of perceptual space considering these has not been reported yet.
III. MATHEMATICAL MODEL OF PERCEPTUAL SPACE REPRESENTATIVITY
Vowel perceptual vectors are the multidimensional variables which represent vowels in recognizable form and matrix formed by tabulating these vectors defines vowel perceptual space. For the rest of the article, V is 
where ,  and q are eigenvector, eigen-value and the number of principal components (PCs) are considered respectively. However, the mathematical relation of the eigen-value and eigenvector can be written as Ru u 
where, 1 V , 2 V are mean column vectors of the two perceptual spaces. Another term in (4) is critical Mahalanobis distance which is defined as 1) (2
where F is the F-distriution value for 95% samples with q and 1) (2   q n degree of freedom. Therefore, the representativity between two vowel perceptual spaces is formulated by the geometric mean of the statistics , PC and M as 3 = PCM R
where, R is the representativity. Fig. 1 . Sensitive condenser type microphone, RODE NT2-A with Scarlett2i2 interface was used for recording the sounds at sampling rate 44100 Hz. 
From the perceptual spaces defined in (8), eigen-values and eigenvectors of PCs are evaluated using "prcomp" function of statistical software R [27] . Also normalized eigen-values,  of perceptual spaces for nine speakers are calculated as Table 1 . According to Table 1 , first PC of model-I consists of 80.58% of average eigen-value of the vowel perceptual space and the first PC is sufficient to represent the perceptual space as the eigen-value limit is 80.00% for representing the multidimensional space [28] . For model-II, first PC is not sufficient to represent the perceptual space which consists of 76.81% of eigen-value; first two PCs are required to represent and their eigen-value summation is 92.24%. In addition to first eigen-values, first eigenvectors are also necessary as these reveal the contributions of perceptual space members in dominating first PCs. Then, first eigenvectors of nine perceptual spaces are also shown in Fig. 3 with respect to perceptual space members for both models. Like the eigenvalue distributions shown in Fig. 2 , first eigenvector profiles are also overlap one another as the main component of the nine perceptual spaces is same linguistic information. Herein, the contributions of 2 F and 3 F are comparatively higher than others and the variances of 2 F and 3 F are 0.03415 and 0.03417 respectively for model-I and 0.05826 and 0.03066 for model-II. So, more consistency of the dominating perceptual member, 2
F is found in model-I comparing with -II. On the other hand, inconsistent contributions are found in 5 F and ( 2) DF . However, the contributions of 0, 1, 4 F F F and ( 1) DF are not significant in vowel perceptual space. Beside the first PC, the contributions of perceptual space members of second PCs are also evaluated and dispersive nature is found with respect to first PCs. Using first and second PCs, the ADVs are calculated according to (2) and shown in Fig. 4 which shows the dispersive members are present in model-II. In Fig. 4 , it is also found that the contributions of 2 F and 3 F are prominent comparing with others. Furthermore, the dispersions of perceptual space members of first PC, second PC, and ADV are shown in Table 2 and the variance of first PC is always lower than the second PC. As the first PC contains of more invariant lingusitic information with respect to second PC, the variances of first PC members are lower than second PC. The average variances of perceptual space members in first PC, second PC and ADV are 0.0372, 0.1492, and 0.0176 respectively for model-I and 0.04883, 0.16508 and 0.0205 for model-II. From the above numerical comparisons, it is found that model-I is more consistent than model-II.
Correlation coefficients defined in (1), ( , ;1 9,1 9)
are calculated and shown in Fig. 5 for both models. Among these coefficients, minimum and average values are 0.5800 and 0.8704 (without considering the diagonal elements) respectively for model-I; therefore, the average angular deviation is Variance-covariance comparison scale, ( , ;1 9,1 9)
and Mahalanobis distance based scale ( , ;1 9,1 9)
representativity are also evaluated using (3 and 4) and shown in Fig. 6 and Fig. 7 
