Some solvability conditions of periodic and subharmonic solutions are obtained for a class of subquadratic nonautonomous second-order Hamiltonian systems by the minimax methods in critical point theory.
Introduction and main results

Consider the second-order Hamiltonian systems
−ü(t) = ∇F t, u(t) a.e. t ∈ R,
where F : R × R N → R is T -periodic in its first variable with T > 0 and satisfies the following assumption:
(A) F (t, x) is measurable in t for all x ∈ R N , continuously differentiable in x for a.e. t ∈ [0, T ], and there exist a ∈ C(R + , R + ) and b ∈ L 1 (0, T ; R + ) such that
F (t, x) a |x| b(t), ∇F (t, x) a |x| b(t)
for all x ∈ R N and a.e. t ∈ [0, T ].
It has been proved that problem (1) has infinitely distinct subharmonic solutions under suitable conditions (see [1, 3, [6] [7] [8] [9] [10] [11] [13] [14] [15] 18, 19] ). After Rabinowitz [14] consider the subquadratic potential second-order Hamiltonian systems, [1, 6] consider the superquadratic second-order Hamiltonian systems with a changing sign potential. The convex potentials (see [3, 8, 19] ), the even potentials (see [18] ), the subquadratic potential (see [9] [10] [11] 13, 15] ) were also considered. In 1980, Rabinowitz [14] obtained the following result.
Theorem A. [14] Suppose that F ∈ C 1 (R × R N , R) is T -periodic in its first variable with T > 0 and satisfies the following conditions:
Then problem (1) possesses an unbounded sequence of solutions u k with u k having period kT for every positive integer k.
Recently, Tang and Wu [17] have obtained the existence of periodic solution for problem (1) under the subquadratic condition: there exist 0 < μ < 2 and L > 0 such that
for all |x| L and t ∈ [0, T ] and the coercive condition
Motivated by the results of [14, 17] , in this paper, we will obtain the existence of subharmonic solutions for problem (1) under the subquadratic condition. A contribution in this direction is [5] , where the authors use the subquadratic condition to study the quasilinear boundary-value problems by variational method.
Furthermore, under the subquadratic condition, periodic solution of problem (1) is obtained. Let us point out that, for the subquadratic condition, periodic solution has been studied in [12, 13, 16, 17] . Our main results are the following theorems: Theorem 1. Suppose that F satisfies assumption (A) and the following conditions:
Then problem (1) has kT -periodic solution u k ∈ H 1 kT for every positive integer k such that u ∞ → ∞ as k → ∞, where
is a Hilbert space with the norm
Remark 1. Theorem 1 greatly generalizes Theorem A (see [14] ). Obviously, conditions (F1) and (F2) are more stronger than those of (2) and (3). What is more, there are functions F satisfying our Theorem 1 and not satisfying the corresponding results in [1, 3, [6] [7] [8] [9] [10] [11] [13] [14] [15] 18, 19] . For example, let
for all x ∈ R N and t ∈ R, where e is T -periodic and e ∈ L ∞ (R; R N ). For elliptic equation, the corresponding condition (2) is due to D.G. Costa and C.A. Magalhaes [4] .
Theorem 2. Suppose that F satisfies assumption (A) and the following conditions:
where
Remark 2. Theorem 2 generalizes Theorem 1 in [17] . There are functions F satisfying Theorem 2 and not satisfying the corresponding results in [5, 13, 16, 17] . For example, let
for all x ∈ R N and t
Proofs of theorems
Let k be a positive integer. For u ∈ H 1 kT , let
It is easy to know thatH 1 kT is a subset of H 1 kT , and
It follows from assumption (A) that the functional ϕ k given by
is continuously differentiable on H 1 kT (see [13] ). Moreover, one has
where (·,·) and | · | are the usual inner product and norm of R N . It is well known that the kT -periodic solutions of problem (1) correspond to the critical points of the functional ϕ k . In order to prove our theorems, we need the following result. (2) and (3) hold. Then function ϕ k satisfies condition (C), i.e., for every constant c and sequence
More precisely, we have
Now we prove {u n } is bounded by contradiction. If {u n } is unbounded, without loss of generality, we may assume that
, we have z n = 1. Going to a subsequence if necessary, we may assume that: z n z weakly in H 1 kT , z n → z strongly in L 2 (0, kT ) and z n (t) → z(t) for a.e. t ∈ [0, kT ]. By (3) and the T -periodicity of F (t, x) in the first variable, we get, for every ε > 0, there exists δ > 0 such that
for all |x| δ and a.e. t ∈ R.
Without loss of generality, we may assume that the function b in assumption (A) is T -periodic and assumption (A) holds for all t ∈ R by the T -periodicity of F (t, x) in the first variable.
By assumption (A), it is easy to know that
for all |x| δ and a.e. t ∈ R. Hence, we obtain
for all x ∈ R N and a.e. t ∈ R. By (8), we have
Passing to the limit in the inequality, by using ϕ k (u n ) → c as n → ∞, we obtain
which implies that z = 0. Now by (2), there exists δ 0 > 0 such that
for all |x| δ 0 and a.e. t ∈ [0, T ], and by assumption (A) we have
∇F (t, x), x − 2F (t, x) c 2 b(t)
for all |x| δ 0 and a.e. t ∈ [0, T ], where
(s). So we get
∇F (t, x), x − 2F (t, x) c 2 b(t)
for all x ∈ R N and a.e. t ∈ R by the T -periodicity of F (t, x) in the first variable. Hence, we get
An application of Fatou's lemma yields
which is a contradiction to (7) . In a similar way to Proposition 4.3 in [13] , we can prove that {u n } has a convergent subsequence. Thus, the proof of Lemma 1 is complete. 2
Now we give the proof of the main results.
Proof of Theorem 1. From Lemma 1 we obtain that ϕ k ∈ C 1 (H 1 kT , R) satisfies condition (C). We know that a deformation lemma can be proved with the weaker condition (C) replacing the usual condition (PS), and the Saddle Point Theorem holds true under condition (C). Set
for all t ∈ R and some x 0 ∈ R N with |x 0 | = 1. By the Saddle Point Theorem (see Theorem 4.6 in [13] ), we only need to prove
We first prove (l 1 ). By (6) and (8), we have
By (2) and the T -periodicity of F (t, x) in the first variable, we obtain, for every β > 0, there exists δ 1 > 0 such that x · ∇F (t, x) − 2F (t, x) −2β for all |x| δ 1 and a.e. t ∈ R.
Let s 1, using (9) and integrating the relation d ds
Therefore, since lim S→∞
, we obtain
for all |x| δ 1 and a.e. t ∈ R. That is,
Then also by assumption (A), there is a constant c 3 > 0 such that
for all x ∈ R N and a.e. t ∈ R. Since e k (t) = k(cos k −1 ωt)x 0 , we havė e k (t) = −ω sin k −1 ωt x 0 for all t ∈ R, which implies that
Hence, one has
for all x ∈ R N . It follows from (10) that
for all |x| δ 1 + k, which implies that
by the arbitrariness of β. So there exists a critical point u k ∈ H 1 kT for ϕ k such that −∞ < inf
For fixed x ∈ R N , set
Then we have meas A k kT /2
for all large k, which follows from the fact that
where A = [0, (10) and (11), we get
for every x ∈ R N and all large k. Hence, one has
for all large k, which implies that lim sup
By the arbitrariness of β, we obtain lim sup
Now we prove that u k ∞ → ∞ as k → ∞. If not, going to a subsequence if necessary, we may assume that
for all k ∈ N and some positive constant c 4 . Hence, we have
It follows that lim inf
which is a contradiction to (12) . Therefore Theorem 1 holds. 
for all x ∈ R N and a.e. t ∈ [0, T ]. Moreover, in a way similar to the proof of Theorem 1, it shows that conditions (4) and (5) 
In a way similar to the proof of Lemma 1, we can easily prove that ϕ satisfies condition (C) by (13) . As the same as in the proof of Theorem 1, we only need to prove By (13) , (l 3 ) holds as the same as the proof of Theorem 1 and (l 4 ) follows directly from (14) . Hence, Theorem 2 holds. 2
