It is known that when the multicollinearity exists in the logistic regression model, variance of maximum likelihood estimator is unstable. As a remedy, in the context of biased shrinkage ridge estimation, Chang (2015) introduced an almost unbiased Liu estimator in the logistic regression model. Making use of his approach, when some prior knowledge in the form of linear restrictions are also available, we introduce a restricted almost unbiased Liu estimator in the logistic regression model. Statistical properties of this newly defined estimator are derived and some comparison result are also provided in the form of theorems. A Monte Carlo simulation study along with a real data example are given to investigate the performance of this estimator.
Introduction
Consider the following logistic regression model
where
is the expectation of y i when the ith value of the dependent variable is Bernoulli with parameter π i , β = (β 0 , β 1 , . . . , β p ) ′ denotes the unknown (p + 1)-vector of regression coefficients, x i = (1, x 1i , x 2i , . . . , x pi ) ′ denotes the ith row of X, the n × (p + 1) data matrix, and ε i s are independent random errors, each having zero mean and variance w i = π i (1 − π i ).
In the estimation process of coefficient β, one often uses the maximum likelihood (ML) approach. Making use of the iteratively weighted least squares algorithm, the MLE is obtained asβ
where Z = (Z 1 , . . . , Z n ) ′ , with Z i = log(π i ) +
In the context of linear regression model, when the multicollinearity exists, the ordinary least squares (OLS) estimator is no longer an efficient estimator. To overcome the problem of multicollinearity, new biased shrinkage estimators have been proposed. As such, Liu (1993) proposed the Liu estimator, the almost unbiased Liu estimator proposed by Akdeniz and Kaçıranlar (1995) , the restricted Liu estimator proposed by Kaçıranlar et al. (1999) , the restricted almost unbiased Liu estimator introduced by Xu and Yang (2011a,b) and more recently developed a two-parameter restricted Liu estimator.
In the logistic regression model, when the explanatory variables are highly correlated, the variance of the MLE becomes inflated. Dealing with such a problem, some estimators are proposed. One of them is the ridge estimator of Schaefer et al. (1984) . When some prior information, in the form of restrictions on regression coefficients, are available, Duffy and Santner (1989) suggested to use the restricted MLE (RMLE). Now, suppose we are provided with some prior information about β in the form of linear restrictions
where H is a q × (p + 1) (q ≤ p + 1) known matrix and h denotes a q × 1 vector of pre-specified known constants. Considering such a case, Duffy and Santner (1989) defined the RMLE given bŷ
where C = X ′Ŵ X. 
where 0 < d < 1 is the biasing parameter. Şiray et al. (2015) combined the LE and RMLE, to introduce a restricted Liu estimator (RLE) in the logistic regression model as followŝ
where 0 < d < 1 is the biasing parameter. In order to reduce the bias of LE, Chang (2015) proposed an almost unbiased Liu estimator (AULE) which has form
In this paper, using the latter result, a restricted almost unbiased Liu estimator will be exhibited in the logistic regression model when both multicollinearity and restrictions are present. We organize the paper as follows: Section 2 contains the introduction of the new estimator along with some preliminary lemmas. Comparisons between this estimator with other existing ones are considered in section 3, while a numerical example is conducted in section 4. The work is concluded in section 5.
Proposed Estimator
In the same fashion as in Şiray et al. (2015) , the AULE and RLE will be combined to obtain a new estimator namely restricted almost unbiased Liu estimator (RAULE) with formβ
where C = X ′Ŵ X and 0 < d < 1 is the biasing parameter.
, the RAULE can be expressed aŝ
For comparison sake and in order to derive characteristics of the RAULE, we need the following lemmas. Lemma 2.1. (Shi, 2001 ) Under the assumptions of section 1, the following matrix is nonnegative definite and has rank p + 1 − q.
Lemma 2.2. (Baksalary and Kala, 1983) Suppose that M be a nonnegative definite matrix and α be a vector, then
where M + denotes the Moore-Penrose inverse of M. Lemma 2.3. (Wang, 1994) Suppose that M be a positive definite matrix and N be a nonnegative definite matrix, then
Lemma 2.4. (Wang, 1994) Suppose that both M and N are nonnegative definite matrices, then
where λ max (NM − ) ≤ 1 is invariant of the choice of M − , and M − stands for the generalized inverse of M.
In the forthcoming section, we will be deriving some properties of the proposed estimator and compare it with some existing competitors.
Properties & Comparison
Letθ be an estimator of the parameter θ. The matrix mean squared error (MMSE) ofθ is defined by
where Cov(·) is the covariance matrix and
The scalar mean squared error (MSE) ofθ is defined as
For two given estimatorsθ 1 andθ 2 of θ, the estimatorθ 2 is said to be superior to estimatorθ 1 in the sense of MMSE criterion, if and only if
Now, we derive the MMSE of the new estimator (RAULE). Proposition 3.1. Under the assumptions of the logistic regression model (1), when the restrictions (4) hold, the MMSE of the new estimator is given by
. Proof: Using Eq. (9), the covariance and bias of the new estimator are respectively evaluated as
Then we obtain
Lemma 3.2. Under the assumptions of the logistic regression model (1), MMSE of the MLE, AULE and RMLE are respectively given by
In the following result, we will be presenting the necessary and sufficient conditions for the new estimator to be superior to the RMLE in the MMSE sense. Theorem 3.3. Under the assumptions of the logistic regression model (1), assume
Then, the RAULE is superior to the RMLE in the MMSE sense if and only if
The difference in MMSE is given by
Since ACA ≥ 0 and
Then, the result follows by applying Lemma 2.2. Now, necessary and sufficient conditions for the new estimator to be superior to the RMLE in the MSE sense, will be given.
Theorem 3.4. Under the assumptions of the logistic regression model (1), the RAULE is superior to the RMLE in the MSE sense, if the biasing parameter d satisfies the following inequality
where λ 1 ≥ . . . ≥ λ p+1 are the ordered eigenvalues of C, a ii ≥ 0 is the ith diagonal element of the matrix T ′ AT and α i is the ith elements of β ′ T for the orthogonal matrix T . Proof. Consider the MSE difference
Differentiating ∆ 2 with respect to d, gives
The result follows whenever
Now, we give comparison result between the RAULE and MLE in the MMSE sense. Theorem 3.5. Under the assumptions of the logistic regression model (1), when
RAULE is superior to the MLE in the MMSE sense if and only if
Proof. The difference in MMSE is given by
Since
Then the result follows applying Lemma 2.2. Theorem 3.6. Under the assumptions of the logistic regression model (1), when
the RAULE is superior to MLE in the sense of MSE criterion. Proof. Consider the MSE difference given by
Finally we present the comparison between the RAULE and AULE in the MMSE sense. Theorem 3.7. Under the assumptions of the logistic regression model (1), the RAULE is always superior to AULE in the MMSE sense. Proof. Consider the following difference in MMSE
Making use of Lemma 2.1,
Corollary 3.1. The RAULE is always superior to the AULE in the MSE sense.
Monte Carlo Simulation

The design of the simulation
In this section, we conduct a Monte Carlo simulation to compare the performances of the MLE, AULE, RMLE and RAULE under different scenarios. Since we want to compare the estimators when there multicollinearity is present, the main factor of the simulation is the degree of correlation (ρ 2 ) among the explanatory variables. Hence, following Gibbons (1981) and Kibria (2003) , we use the following formula to generate correlated variables:
where z ij s are independent standard normal pseudo-random numbers. We consider three different values of the degree of correlation corresponding to 0.9, 0.99 and 0.999. The number of n observations is generated using the Bernoulli distribution with parameter π i such that
for the dependent variable. We fit logistic regression models having p = 4 and p = 8 explanatory variables. We consider the sample sizes 50, 100 and 200. The parameter values of β are chosen so that β ′ β = 1. Following Månsson et al. (2015) , we use different restriction matrices, to capture the effect of imposing restrictions on estimators, as follows:
The simulation is replicated 2000 times and estimated MSE is evaluated using
whereβ r is any estimator considered in this study, in the rth repetition. Table 2 : The estimated MSE values for different d when n = 100 and p = 4 
Results of the simulation
We summarized the estimated MSE values of the estimators in Tables 1-6 . It can be observed that an increase in the degree of correlation affects the MSE values of the estimators negatively. It is also observed that MSE has the worst performance (having the most MSE values) in all of the situations considered. The RMLE has always less MSE than that of MLE.
The performances of the AULE and RAULE depend on the parameter d. The smaller the value of d, the better performance. The RMLE has lesser MSE value than AULE when d > 0.4 in almost all cases.
Moreover, it can be deduced that our new estimator RAULE has always the least MSE value. Especially, the RAULE is the most robust option against the correlation when the value of d is small.
From tables, it is realized that an increase in the sample size causes a decrease in the MSE values. Increasing the number of explanatory variables also affects the performances of the estimator negatively. Again the newly proposed RAULE is the most robust option for this situation. Table 4 : The estimated MSE values for different d when n = 50 and p = 8 Table 5 : The estimated MSE values for different d when n = 100 and p = 8 
Application
In this section, we present a real data application in order to show the benefit of using the newly proposed RAULE. For our purpose, we used a data set available at an official web page of Statistics Sweden (http://www.scb.se/). The observations are 83 municipalities which are the urban regions belonging to the functional analysis regions Stockholm, Malmo and Goteborg. Asar and Genc (2015) and Mansson et al. (2012) also analyzed similar data sets. We model the data using a binary logistic regression model such that the dependent variable is coded as 1 if there is an increase in the pupation and 0 if there is a decrease. The dependent variable is explained by the following explanatory variables:
X1: The population, X2: The number of unemployed people, X3: The number of newly constructed buildings, X4: The number of bankrupt firms. The correlation matrix of this data set is given in Table 7 . It is observed from Table  7 that all the bivariate correlations between the explanatory variables are larger than 0.95. The condition number, being a measure of the degree of multicollinearity, is computed according to κ = λ max /λ min which shows that there exists a severe multicollinearity problem.
We computed the estimated theoretical MSE values along with the coefficients of the estimators. The MSE of MLE is 1894.398 which is the largest among others. Tables 8  and 9 respectively for different biasing parameter d varying from zero to one.
According to Tables 8-9 , the RAULE has the least MSE value for all values of the parameter d. When d = 1, the MSE of RAULE becomes equal to that of RMLE as expected. The MSE of AULE is lower than that of RMLE when d < 0.12. We also provided the plot of the MSE versus d in Figure 1 . According to Figure 1 , the RAULE has the best performance among other estimators.
Conclusions
In this paper, we proposed a restricted almost unbiased Liu estimator in the logistic regression model. Then, its performance compared with other competitors including the MLE, AULE, RMLE in the logistic regression model through providing some theorems, a Monte Carlo simulation as well as a real example. We concluded that our proposed estimator is superior compared to all others in the sense of having smaller MSE value.
