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Zusammenfassung
Nanostaub ist in vielen natürlichen und technischen Plasmen vorhanden und lädt sich
darin je nach den dominierenden Mechanismen positiv oder negativ auf. Wenn Ionen
durch eine solche Staubwolke strömen, werden Staubdichtewellen (engl. dust-density
waves, DDW) angeregt. Mit herkömmlichen Diagnostiken wie elektrostatischen Sonden
oder Emissionsspektroskopie können die Plasmaparameter eines solchen nanostaubigen
Plasmas nicht oder nur eingeschränkt bestimmt werden. Diese Dissertation führt eine
Diagnostik ein, die dust-density wave diagnostic (DDW-D), mit der diese Parameter aus
Wellenzahl und -frequenz der DDW ortsaufgelöst ermittelt werden können. Hierzu wer-
den Wellen in einem nanostaubigen Plasma beobachtet und analysiert, dessen Staubpar-
tikel zuvor in einem Argon-Acetylen Plasma gewachsen sind.
Mithilfe eines hydrodynamischen Modells des komplexen Plasmas aus Staub, Ionen,
Elektronen und Neutralen können die beobachteten Wellen mit einer theoretischen Dis-
persionsrelation verglichen werden. Im Experiment findet sich eine große Variation von
Wellenzahl und -frequenz. In Übereinstimmung mit früheren Untersuchungen deutet
dies darauf hin, dass die Welle ihre Eigenschaften an die lokal instabilste Mode anpasst,
welche durch die Plasmaparameter bestimmt ist.
Die Dominanz der lokal instabilsten Mode verknüpft die im Experiment beobachteten
Moden mit den im Modell vorhandenen Plasmaparametern, auf die somit ortsaufgelöst
zurückgeschlossen werden kann. Allerdings ist dies erst möglich, wenn ausreichend vie-
le Unbekannte des Modells im Experiment ebenfalls ortsaufgelöst bestimmt werden:
Der Staubradius wird durch Messung des Polarisationszustandes von am Staub gestreu-
tem Laserlicht ermittelt. Außerdem werden Transmissionsbilder der Staubwolke aufge-
nommen, aus denen mit der inversen Abel-Transformation die ortsaufgelöste Staubdich-
teverteilung berechnet werden kann.
Durch Anwendung der DDW-D auf das nanostaubige Plasma wird gezeigt, dass die
Staubladung durch eine Elektronenverarmung des Plasmas (Havnes-Effekt) nur einige
zehn Elementarladungen beträgt. Das Ionendichteprofil weicht von dem sonst beobach-
teten Glockenprofil ab. Die Elektronendichte folgt in dem Modell nur indirekt und ist um
das 100-fache kleiner als die Ionendichte.
Mit den ortsaufgelösten Systemparametern wird es möglich, die Amplitude der Welle
mit hydrodynamischer Theorie zu vergleichen. Es konnten die von Theoretikern gefun-
denen Trends bestätigt werden: Die DDW erhöht ihre Amplitude mit steigender Ionen-
dichte, sinkender Staubladung und sinkender Staubdichte.
Die DDW-D lässt sich auch auf staubige magnetisierte Plasmen anwenden. Dies ist ein
neues Gebiet, in dem verschiedene Ansätze verfolgt werden, stabile Bedingungen für
Untersuchungen herzustellen. Hier zeigt die DDW-D in Übereinstimmung mit Sonden-
messungen im staubfreien Plasma, wie die Ionendichte am Rand der im Magnetfeld ein-
geschlossenen Plasmasäule abfällt und das elektrische Feld zunimmt. Außerdem wurde
beobachtet, dass die Staubwolke ihr Dichtemaximum im magnetisierten Plasma nach
außen verschiebt. Dies lässt darauf schließen, dass die Nanostaubwolke im Magnetfeld
rotiert, wie es auch schon bei Mikrostaub in magnetisierten Plasmen beobachtet wurde.
Die vorgestellte Methode der DDW-D bietet vielfältige Anwendungsmöglichkeiten für




Nanodust can be found in many natural and technical plasmas and attains a charge de-
pending on the charging mechanisms. If ions flow through a cloud of such dust par-
ticles, dust-density waves (DDWs) are excited. Common plasma diagnostic techniques
like electrostatic probes or emission spectroscopy are inapplicable or are having strong
limitations in nanodusty plasmas. This dissertation introduces the dust-density wave
diagnostic (DDW-D), which allows to determine the plasma parameters and the dust
charge with spatial resolution from the wave frequency and wave number. The waves
are observed and analyzed in a nanodusty plasma after the dust has grown in a reactive
argon-acetylene plasma.
Using a hydrodynamic model of the complex plasma consisting of dust, ions, electrons,
and neutrals, the observed waves can be compared to a theoretical dispersion relation. It
is found that the frequency and wave number have strong spatial gradients. In agreement
with earlier studies, this indicates that the wave adapts its properties to the local most
unstable mode, which is determined by the plasma parameters.
The dominance of the local most unstable mode links the experimentally-observed
modes with the plasma parameters in the model, which can be retrieved with spatial
resolution. This requires that enough system parameters are measured with spatial
resolution in the experiment to reduce the number of unknowns in the model:
The dust radius is found by measuring the polarization state of scattered light from the
dust. Additionally, transmission images of the dust cloud are taken that allow to calculate
the spatially-resolved dust-density distribution with the inverse Abel transform.
The analysis of the wave data shows that the dust charge is only ten to fifty elementary
charges due to electron depletion in the plasma (Havnes effect). The ion density profile
deviates from the commonly observed bell-shape profile. The electron density is only
indirectly included in the model and is found to be a hundred times smaller than the ion
density.
With the spatially-resolved system parameters it becomes possible to compare the am-
plitude of the wave to hydrodynamic theory. The trends predicted by this model could
be confirmed for the first time: The DDW increases its amplitude with increasing ion
density and decreasing dust charge and dust density.
The DDW-D can also be applied to dusty magnetized plasmas. This is a new research
area, where different approaches to realize stable conditions for experiments are pursued.
Here, the DDW-D shows in agreement with probe measurements in the dust-free plasma
that the ion density decreases clearly towards the edge of the confined plasma column
and that the electric field increases towards this edge. The dust-density distribution shifts
its maximum towards the edge of the plasma column if a magnetic field is present. It is
concluded that this is a consequence of a rotation of the dust cloud, which was found for
micron-sized dust particles in similar situations.
The new diagnostic DDW-D can be applied to many different applications, ranging from
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The physics of dusty plasmas originates from astrophysics [1] and has gained increased
interest since the early 1980s. Image data of Saturn’s rings provided by Voyager-2 [2]
showed that spokes in the rings appear dark in backward scattering direction and bright
in forward direction. Such behavior indicated that the particles in the spokes must be
in the MIE scattering size regime, which meant they must be micron or submicron in
diameter [3].
Some years later, G. SELWYN discovered clouds of dust particles levitating in the sheath
of rf plasmas used for etching of semiconductor wafers [4]. At roughly the same time,
density waves and the COULOMB crystallization in confined particle clouds were pre-
dicted theoretically [5, 6]. The predictions could be verified in laboratory experiments
in the mid-1990s [7–10], crystallized 3-dimensional systems could be realized a decade
later [11]. A variety of different effects have been studied in strongly coupled dusty plas-
mas, such as the structure of plasma crystals [12], lattice waves [13–15], normal modes in
2D clusters [16, 17], phase transitions [18–21], the influence of a screened potential [22,
23] – to name only a few. In these examples, the dusty plasma is utilized as a model
system for solid matter. Its behavior has a certain generality, is simple to observe using
digital cameras, and it is easily manipulated with lasers, electric fields, and gas flows.
There is a variety of optical diagnostics for the observation and characterization of the
dust, such as scattering [24] of polarized light at dust particles to determine properties
like size, refractive index, and density of the dust. Holography was used to study the 3D
arrangement of particles in a crystal [25] and tomography to resolve the density distribu-
tion [26]. The theoretical foundations of dusty plasmas have been summarized in various
textbooks [27–33] and review articles [34–42].
From the early stage of laboratory dusty plasma physics, the system itself and its proper-
ties have been studied extensively. The dust particle charge was determined with various
methods [43–48]. The momentum transfer from ions to dust, the ion drag force, was ex-
amined with different theoretical [49–52] and experimental approaches [53, 54]. The ion
drag is responsible for the existence of dust-free regions or voids [37, 55–60] and as a
force acting on the particles it influences the particle dynamics.
Dusty plasmas have strong impact on technological applications [61]. Reactive plasmas
form particles in the gas phase and deposit material on the wall. This allows the creation
1
2 1 INTRODUCTION
Fig. 1.1: Experimental setup with electrodes at top and bottom. The mid-plane of a 3D dust cloud
is illuminated by a laser fan. A reflection of the illuminated plane is visible in the upper electrode
surface. Typical properties like a dust-free void in the center and dust-density waves (DDWs) in
the cloud volume are clearly visible. [B.4] Additional photos of this geometry are included in the
Appendix, Sec. 8.3.
of nanoparticles with special surface properties and the coating of materials with thin
films, which are used for many different purposes [62]. In fusion research, transport and
control of dust within the fusion device is studied to realize certain plasma conditions
despite of an inevitable presence of dust [63–65].
In the following, a plasma whose volume is mainly filled with a significant amount of
particles, which are less than 500 nm in diameter, will be called a nanodusty plasma.
Basic dusty plasma research is performed in both radio frequency (rf) and direct cur-
rent (dc) discharges, but usually in a low-temperature plasma environment. Often, it is
intended to study the dusty plasma in the absence of gravity. If gravity is too strong, the
plasma cannot trap the particles in its bulk. Therefore, dusty plasmas are realized under
zero or microgravity conditions on parabolic flights [66, 67], the International Space Sta-
tion (ISS) [68–70], or in the laboratory. To observe phenomena independent from gravity
in a laboratory environment, nanodust particles can be used. Micron-sized particles can
be levitated with a thermophoretic force [71, 72].
The dust-density wave (DDW) was first described by RAO et al. [6]. Its theoretical model
has been refined since [73]. It is a longitudinal wave that emerges if ions drift through
a cloud of negatively-charged dust particles. Even the first observation of DDWs in a
SiH4/O2/Ar discharge [74] was analyzed by matching the observed phase velocity with
the theoretical one [75] to determine the dust charge. KORTSHAGEN proposed to use
the DDW in plasma-enhanced chemical vapor deposition plasmas to estimate the size of
nanoparticles [76]. DDWs in copper [77] and melamin formaldehyde [78] particle clouds
trapped inside a plasma have been studied to estimate the particle charge. This allowed
to find the reduction of the particle charge as a consequence of charge-exchange collisions
of ions with neutrals [45, 51, 79].
In nanodusty plasmas, there is a lack of plasma diagnostic methods. Microwave cavity
resonance as well as microwave interferometry can provide the electron density. In prin-
ciple, the cavity method can provide spatial resolution, but there is a complex weighting
3function that averages the measured density. The microwave interferometer averages
over its line of sight and has a detection limit. Both methods have been applied to nan-
odusty plasmas [80–82]. LANGMUIR probes suffer from contamination with dust. Ad-
ditionally, they are a substantial perturbation to the system. There are only few studies
with such probe measurements in dusty plasmas [57, 80, 83, 84]. Emission spectroscopy
is difficult to interpret because there is only line-of-sight averaged spatial resolution. Ad-
ditionally, the dust particles scatter the emitted light as a function of its wavelength.
As diagnostics for the nanodusty plasma are rare, but applications are multifaceted, there
are many open questions considering the nanodusty rf discharge: What is the ion density
profile like in a dense dust cloud? What is the particle charge and how is the charge dis-
tributed within the cloud? How do the dust particles arrange themselves in the plasma?
In nanodusty plasmas, dust-density waves as in Fig. 1.1 emerge self-excitedly. The wave
is characterized by frequency, wave number, and amplitude. From Fig. 1.1 it becomes
clear that these parameters are inhomogeneous in the wave field. The propagating wave
adapts its parameters to the local plasma conditions. This thesis aims at providing a new
diagnostic, the DDW-D, to retrieve the plasma parameters from the wave number and
frequency. With a combination of the observed waves, some additional optical diagnos-
tics, and plasma theory these questions can be approached.
Confinement, charging, and transport of dust in magnetized plasmas are topics that have
come up in recent years [85–88]. The DDW shows modified properties, if it propagates
through a magnetized plasma [89]. By extending the DDW-D to the case of a magnetized
plasma, the transition from the unmagnetized to the magnetized setup can be monitored.
In similar systems with micron-sized particles in the sheath of an rf discharge, an entan-
gled rotation of the particles with the neutral gas was found [85].
The basic physics of dusty plasmas is laid out in chapter 2 and the theory of the DDW
in chapter 3. An overview of the experimental setup is given in chapter 4. A dedicated
description of the newly-developed method DDW-D and its application to the nanodusty
plasma can be found in chapter 5. Finally, the preparation of a nanodusty plasma for use
in a magnetic field as well as the characterization of this situation with the DDW-D is
done in chapter 6, until the conclusions will be discussed in chapter 7.

2 | Fundamentals of Dusty Plasmas
The basic concepts of dusty plasma physics including collective effects, charging, and
forces acting on dust particles will be introduced in this chapter. Beyond the scope of text
books covering this field it is intended to include some advanced aspects and to classify
them w.r.t. the experiments presented in the following chapters.
The orbital motion limited theory of dust charging is often not sufficient for a decent
calculation of the charge. Additional effects must be considered: There is an increase
of the charge as a consequence of an ion flow and a decrease following from charge-
exchange collisions of ions with neutrals. If the particle number density is large, then the
plasma cannot provide the free-space OML charge to every particle leading to a reduced
particle charge.
If the charge can be calculated, this is the foundation for an understanding of the con-
finement of dust particles in plasmas. The relevant forces will be reviewed. Some rule-
of-thumb calculations have been included to illustrate the significance of the presented
models for my studies. Two systems have been chosen for these calculations which are
representative for a large range of experiments in dusty plasmas: a dusty plasma con-
taining micron-sized particles at low number density and the nanodusty plasma with a
high number density of particles.
2.1 Some Collective Effects in Complex (Dusty) Plasmas
A plasma is a system consisting of charged objects. Due to their charge, there is an in-
teraction of every particle with all others. Therefore, the system responds collectively to
external and internal perturbations.
Pristine plasmas contain singly and multiply ionized positive ions of a single species,
electrons, and neutrals. Complex plasmas can have different kinds of positive and neg-
ative ions. Often, this is realized with chemically reactive neutral gases that produce
different molecules.
A dusty plasma can be described as a complex plasma with the dust taking the role of a
heavy ion species. Thus, a dusty plasma is consisting of electrons (e), ions (i), neutrals,
and charged dust particles (d). Generally, the charge of the dust depends on the mecha-
nisms of charging, e.g., photoemission, secondary emission, charging currents from ions
5




















Fig. 2.1: Sketch of a single dust par-
ticle in a plasma. The particle is
screened by electrons and ions on
the scale of the DEBYE length. The
charged particles are embedded in
a neutral gas having much higher
density than all other species. The
trajectories of electrons and ions are
bent increasing or decreasing their
time-averaged density in the DEBYE
sphere. This effect decreases with
increasing temperature as seen from
Eq. (2.3). In a dusty plasma, the DE-
BYE spheres of neighbouring parti-
cles can be overlapping.
and electrons. In this chapter, the characteristics of dusty plasmas with singly charged
positive ions of one species, electrons, one type of neutrals and one type of negatively
charged dust particles will be discussed. The plasma parameters are such that there are
no quantum effects and the dust dynamics follow mostly from classical mechanics.
2.1.1 DEBYE Shielding
In dusty plasmas, electrons, ions, and dust perform thermal motion. They have a kinetic
energy as atoms in a gas and collide with neutrals. A dust particle will attract ions in
its local neighborhood and it will reject electrons as depicted in Fig. 2.1. This leads to a
screening effect called DEBYE shielding. As a consequence, the potential around the dust





with the linearized DEBYE shielding length λD. Here, it is assumed that the DEBYE length
is much larger than the particle radius. The YUKAWA potential is only an approximative
(“linearized”) solution of the POISSON equation assuming that the charged object pro-
duces only a small potential perturbation. This means that in comparison to a charged
particle in empty space, whose potential is of the COULOMB type, the potential around a
particle in a plasma converges faster to the undisturbed (plasma) potential. As electrons
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In a plasma with the electron and ion gas at rest, the DEBYE length of a single species






In low-temperature plasmas, the electron temperature is much higher than the ion tem-
perature. Therefore, the DEBYE length of electrons is much larger than the DEBYE length
of ions. In those situations, the DEBYE length is determined by the ion DEBYE length.
Flowing ions in a plasma contribute inefficiently to shielding. The DEBYE length is then
approximately given by [90, 91]: 1
λ2D ≈
λ2De
1+ kBTe/(kBTi + 1/2 miv2i )
. (2.4)
In plasmas containing only a few dust particles, e.g., some micron-sized particles in an rf
discharge, Fig. 2.1 is a good representative of the situation. In contrast, nanodusty plas-
mas have very high particle densities and the DEBYE spheres of neighbouring particles
can overlap. As the potential between the particles cannot equilibrate to the plasma po-
tential, the plasma properties are significantly influenced by the dust. This distinguishes
a dusty plasma from a plasma containing only a few dust particles.
2.1.2 Quasineutrality
As described before, the plasma around a charged object is not neutral as ions are at-
tracted and electrons are repelled. These violations of the neutrality appear only in a
sphere with the radius of a DEBYE length. Any uncompensated charge will produce
strong electric fields, which lead to the reduction of the local violation of charge neutral-




Complex plasmas in general may consist of multiply charged positive and negative ions
and electrons. In the present investigation, a low-temperature dusty plasma is used
with singly-charged positive ions, negatively-charged electrons, and highly negatively-
charged dust particles. Then, the quasineutrality condition takes the form
ni = ne + Zdnd . (2.6)
The dust charge qd is represented by the number of elementary charges Zd residing on a
particle. In the dust-free plasma, the ion density ni equals the electron density ne whereas
1This formula applies if ni = ne. If that is not the case, the increase of the ion DEBYE length can be included
by replacing kBTi in Eq. (2.3) with kBTi + 1/2 miv2i .
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in dusty plasmas the contribution from dust particles may influence this relationship.
From Eq. (2.6) one can see that this will only happen if Zdnd becomes comparable to ni.
2.1.3 Thermal Energy in a Plasma: Coupling and Ambipolar Diffusion
Each plasma component can be in the solid, fluid, or gaseous state. The interaction of
charged objects favors high coupling whereas the thermal energy in the system reduces











where (a) is mean thermal speed in a gas with MAXWELLIAN velocity distribution and (b)
is the standard deviation of this distribution in one space direction. The MAXWELLIAN













Often, the electron velocity distribution function deviates from MAXWELLIAN because
high energy electrons contribute to excitation and ionization of atoms and molecules re-
sulting in a distribution function with a depletion of higher energy states compared to a
MAXWELLIAN.
The ratio of potential to kinetic thermal energy determines the state of the particle system






with the WIGNER-SEITZ radius aWS = (4pin/3)−1/3. To incorporate the effect of shield-
ing, the screening parameter κ = aWS/λD for this situation has to be accounted for [92]:
ΓY = Γ(1+ κ + κ2/2) exp (−κ) . (2.10)
Using this parameter to characterize the dust one-component plasma, crystallization ap-
pears [93, 94] at roughly ΓY = 175.
In low-temperature argon plasmas, electrons usually have a temperature2 kBTe ranging
from 2 eV to 4 eV. The electrons do not thermalize with the neutral gas because their
mass is much smaller than that of the neutral gas atoms. Therefore, momentum trans-
fer in collisions of the electrons with neutral gas atoms is inefficient. Ions stay at room
temperature or close to it. Consequently, the ion thermal speed is much smaller than the
electron thermal speed. This effect is amplified by the ion-to-electron mass ratio.
2 In this section, the calculations are performed with kBTe = 2.6 eV matching Te/Ti = 100 and kBTi =
26 meV, which is room temperature.
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bc
Fig. 2.2: Critical impact parameter
of an ion orbiting about a dust par-
ticle. An ion of same energy but
smaller impact parameter would
reach the dust surface.
The plasma in a vessel, which is generated by ionization in the plasma volume, has its
density maximum in its center and vanishes at the wall. In such a situation with complete
neutrality of the plasma, the free electron diffusion towards the wall is larger than the free
ion diffusion. This leads to a charge separation with a slightly positive plasma center and
a negative vessel wall. The outward directed electric field arising from this effect is called
the ambipolar electric field. This field increases the ion flow and decreases the electron
flow towards the wall resulting in equal ambipolar ion and electron flows. The ion flow
from the center to the wall is the cause of self-excited dust-density waves.
2.1.4 Coupling and Shielding
There is a relation between coupling and shielding. It can be derived with the number of










Thus, any plasma species with Γ < 1/3 has ND > 1.
2.2 Charging of Dust Particles
Charging is the sum of different mechanisms. In astrophysical situations, dust particles
are often subjected to UV radiation or high-energy particle beams. By photo- or sec-
ondary emission these particles can attain a positive charge. In most laboratory plasmas,
charge collection from the surrounding plasma is the dominating effect leading to nega-
tively charged particles. In the following, the charging currents of electrons and ions will
be introduced for the laboratory situation.
2.2.1 Orbital Motion Limited Theory
In laboratory plasmas, the high thermal velocity of electrons compared with the ions
yields a net negative charge on a spherical particle injected into a plasma. The collection
cross section of a point charge with velocity v for impact on a dust particle of attracting
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potential Φ is given by






with a being the dust particle radius and bc the critical impact parameter for collection
of the point charge. See Fig. 2.2 for a visualization. This is a well known result from the
Orbital Motion Limited (OML) theory of spherical LANGMUIR probes [95, 96]. Eq. (2.13)
states that – depending on the potential of the dust particle – the critical impact parameter
gets larger/smaller than the actual particle radius a.
Using the MAXWELLIAN velocity distribution function from Eq. (2.8) one can calculate
the charging current for a repelling potential Φ with qΦ > 0. The minimum velocity of
contributing particles is v0 =
√
2qΦ/m:
Irep = q ·
∞∫
v0










which is an exponential function. In the case of a negatively floating dust particle,
Eq. (2.14) would be the correct description of the electron current towards the dust
surface.
For an attractive potential one has qΦ < 0. In this case, there is no minimum velocity to
overcome the potential barrier:
Iattr = q ·
∞∫
0









In a simple model this is used to calculate the ion current on a dust particle.
Even in the bulk of a laboratory low-temperature plasma, the ambipolar electric field
causes an ion flow, which is usually in the range of or even faster than the thermal velocity
of the ions. Therefore, one has to include the effect of the ion flow on the ion charging
current onto a dust particle in many situations. The following formula from Ref. [97] can

























The drift velocity of the ion flow is introduced as vi and the ion thermal velocity as vTi =√
2kBTi/mi. A discussion of the strength of this effect will be given at the end of this
section.
2.2.2 Floating Condition and Dust as a Spherical Capacitor
The ion and electron currents towards a dust particle in a plasma must cancel as the
particle reaches its equilibrium charge. This is the floating condition and it determines
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the particle potential. It is therefore called the floating potential. Using the Eqs. (2.14)
and (2.15) for electrons and ions, the requirement Ii + Ie = 0 leads to
(µτ)−1/2 (1+ ηflτ)− exp(−ηfl) = 0 (2.17)







, ηfl = − eΦflkBTe . (2.18)
This equation allows to calculate the dust particle floating potentialΦfl. Nevertheless, for
the calculation of the dust particle charge one needs a model describing the connection
between potential and charge.
The net negative charge on the dust particle is counterbalanced by a positive charge sit-
uated in the plasma around the dust particle. Most of this charge is located within the
DEBYE sphere. As an approximation one can consider the dust particle in the plasma
as a spherical capacitor with the inner electrode being the particle surface and the outer




R2 − R1 ≈ 4pie0R1 , R1  R2 . (2.19)
If the counter electrode is very far away, the capacitance becomes independent of R2.
This approximation can be applied as the DEBYE length is of the order of tens of mi-
crons whereas the dust particles considered here have radii ranging from hundreds of
nanometers to a few microns. Then the dust particle charge is given by
qd = 4pie0aΦfl . (2.20)
The linear relation between charge and particle size was experimentally confirmed [98].
The equations presented so far allow to calculate the charge of single particles in a
plasma. Extensions to this model must be made to include the effect of very dense
dust clouds and to cover the influence of collisions that ions might undergo on their
trajectories about the dust particle.
2.2.3 Charge Reduction in Dense Dust Clouds (HAVNES-Effect)
The floating condition Eq. (2.17) is independent of the dust particle density nd because
electron and ion densities cancelled assuming they were equal. From the quasineutrality
condition in Eq. (2.6) it becomes clear that this assumption is violated if Zdnd is in the
same range as ni. As a consequence, the plasma is unable to provide all dust particles
with their free-space charge. The electron density is reduced resulting in smaller charging
currents and in smaller dust particle charges. This effect was first discussed for Saturn’s
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Fig. 2.3: Solution of quasineutrality
and floating condition for the Boltz-
mann ion density model (BIM, dot-
dashed lines) and the constant ion
density model (CIM, solid lines).
The dust-floating potential is shown
in blue whereas the cloud floating
potential is shown in black.
ring system [3, 99–101], but it was also demonstrated experimentally [83, 102]. It will be
pointed out later that the same effect is present in laboratory nanodusty plasmas.
The original works on the HAVNES effect consider a dust cloud which is embedded in a
large plasma. In such a situation, the dust cloud is floating in the surrounding plasma
environment at a potential Φc, attracting ions and repelling electrons. The individual
BOLTZMANN distributions of ion and electron densities w.r.t. the floating dust cloud have
to be accounted for [100]:










= n0 exp(−ηc) . (2.21)
The plasma density n0 refers to the unperturbed electron and ion density outside the dust
cloud. In the following, this model will be called the BOLTZMANN ion density model
(BIM). The naming convention goes back to Ref. [83]. For the charging mechanism of the
dust, the respective densities inside the dust cloud determine the charging currents. The
floating condition for this situation is modified:
(µτ)−1/2 (1+ (ηfl − ηc)τ)− exp(−ηfl − τηc) = 0 . (2.22)
The enhanced ion density and reduced electron density in the dust cloud in the presence
of the negatively-charged dust must be connected by the quasineutrality condition:




Floating and quasineutrality condition describe a self-consistent solution for ηfl and ηc
if fixed values of µ, τ, and P are given. Here, a typical low-temperature argon plasma
is considered with µ = 72,800 and τ = 100. The values of ηfl and ηc for variable P are
given in Fig. 2.3. For small P, the cloud potential vanishes and the floating potential is
constant. As P gets larger, the normalized floating potential starts to decrease and the
normalized cloud potential increases. The small values of the cloud potential already
have a large influence on the ion density: At P = 10 in the BIM, the normalized cloud
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potential is roughly 2× 10−2. Thus, the ion density in the cloud is exp(2× 10−2 · 100) ≈ 7
times higher than outside the cloud. Such a high multiplicator for the complete volume
of the dust cloud is unrealistic for a laboratory low-temperature plasma that is almost
completely filled with dust. To resolve this issue, a HAVNES model without the reference
to an external plasma will be introduced below. A comparison to that “local” model




= exp(ηc − ηcτ) , η′fl = ηfl − ηc (2.24)
instead of the floating and cloud potential ηc, ηfl. For the charging of the dust, only η′fl is
relevant.
As a next step, the ion density will be kept constant outside and inside the dust cloud and
only the electron density responds to the cloud potential [31]. In this case, the floating
and quasineutrality conditions are:
(µτ)−1/2 (1+ (ηfl − ηc)τ)− exp(−ηfl) = 0 (2.25)
exp (−ηc)− 1+ P(ηfl − ηc) = 0 . (2.26)
The solution for this constant ion density model (CIM) is included in Fig. 2.3. Compared
with the BIM, the normalized cloud potential increases a lot more. Electrons are more
repelled from the cloud. The dust charge is lower at the same values of P.
In a laboratory nanodusty plasma, there is no environment from which additional ions
could be attracted. This is why the model equations will now be changed to include only
the local electron and ion densities in the dust cloud. In the naming convention, this
can be called a LIM (local ion density model). This is equivalent to the assumptions of
the CIM. The equivalence is shown in the Appendix, Sec. 8.1. Another reason for the
choice of the LIM against the BIM is that in this thesis the DDW will be analyzed locally.
Therefore, the parameters provided must only fulfill a local quasineutrality condition.
In the following notation, the cloud potential ηc does not exist because the floating po-
tential ηfl is already referenced to the cloud environment. The floating condition for this
situation is:
(µτ)−1/2 (1+ ηflτ)− ζ · exp(−ηfl) = 0 , ζ = neni . (2.27)
Now, the ratio of electron and ion density ζ appears in the floating condition. This equa-
tion contains two unknown variables, namely ζ and ηfl instead of ηc and ηfl in the original
model. Inserting the unitless quantities from Eq. (2.18) in the quasineutrality condition
Eq. (2.6) yields
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Fig. 2.4: Solution of BIM as dot-
dashed lines as well as solution of
the local HAVNES effect (LIM) as
solid lines w.r.t. the HAVNES para-
meter P. The unitless quantities
µ = 72,800 and τ = 100 were
chosen to resemble a typical situ-
ation in a low-temperature argon
plasma. The value 2.41 for ηfl in the
limit P → 0 is a standard result for
the floating potential of a spherical
probe.
This HAVNES parameter P is not referenced to the plasma density outside the dust cloud
any more, but to the ion density inside the dust cloud. The Eqs. (2.27) and (2.28) form a
closed set of equations that determine ζ and ηfl depending on the values of P, µ, and τ.
In Fig. 2.4, the results for ζ and ηfl for the same values of µ and τ as above are shown. If
P = 0, then ζ = 1 follows directly from Eq. (2.28). In this case, Eq. (2.27) reduces to the
standard floating condition as in Eq. (2.17) and the dust charge is only determined by the
charging currents. For larger P, the electron density begins to fall and converges to zero.
The same applies for the floating potential and the dust charge. These effects are called
electron depletion and charge reduction. In the regime P  1, the dust charge is only
characterized by the quasineutrality condition and can be calculated as Zd = ni/nd.
Comparing the BIM with the LIM, it becomes evident that electron depletion and charge
reduction appear at much higher values of P in the BIM than in the LIM. This can be at-
tributed to the fact that the BIM allows to pull ions from outside into the cloud. Therefore,
the dust charge remains higher in the BIM.
An interesting feature caused by the nonlinearity of the underlying equations is that at
the same value of P the electron depletion is quantitatively stronger than the charge re-
duction. A characteristic location in Fig. 2.4 is at P = 1 in the LIM. Here, the electron
density is already under 10 % of the ion density whereas ηfl is still 40 % of its maximum
value.
The HAVNES effect is the dominating process that determines the dust charge in a nan-
odusty plasma. The ratio ζ = ne/ni introduced in this model stresses that the local
densities in the dust cloud are dominating the dust charge.
2.2.4 Charge-Exchange Collisions
With the charging model discussed so far, single dust particles and dense dust clouds can
be described and their equilibrium charge can be calculated. The theory of dust charging
is closely linked to the theory of a floating LANGMUIR probe. The influence of collisions
on the ion current has been a long-standing issue for probes [103–105].
2.2 Charging of Dust Particles 15
The problem arises from charge-exchange collisions of orbiting ions with neutrals. An
ion hitting a neutral can transmit its charge without exchange of momentum. In the case
of charge transfer, the neutral loses an electron becoming an ion and its velocity will be
a random sample from the velocity distribution function of the neutrals. If an incoming
untrapped ion undergoes a charge-exchange collision, it can be replaced by a slow ion
that is trapped in the potential well of the dust particle. The ions created from such
events will not be able to escape from the potential well unless they are so far away that
the thermal energy kBTn is large enough to overcome the attractive potential Φ. This
defines a sphere about the dust particle of radius R0 with the following properties [106]:








Ions that enter the sphere with radius R0 and suffer a charge-exchange collision will prob-
ably contribute to the ion current on the dust particle. These events can substantially
increase the ion current to the dust particle above the OML value introduced in Eq. (2.15)
because R0 is usually large compared with the DEBYE length.
The probability of a charge-exchange collision is approximately R0/λmfp [107] assuming
a weakly collisional plasma with R0  λmfp. The exact probability can be derived to be
(4/3)R0/λmfp [108]. Weighting the ion current into the sphere with the probability of a














The OML current was subtracted as the ions in the OML term will reach the dust surface
anyway, regardless of whether they experience a charge-exchange collision. Since the
OML current multiplied with the probability of a collision can be neglected, the corrected














KHRAPAK et al. [106] have shown that the solution for R0 can approximately be written














β is called the thermal scattering parameter. H is only a weak function of β and is ap-
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Microdust Nanodust
a / nm 3,000 150




ne / m−3 2.3× 1014 5.6× 1012
Γ 7,800 3
Tab. 2.1: Typical parameters of
dusty plasmas with micron-sized
and nanodust. Shown are the re-
spective values of the dust den-
sity nd, HAVNES Parameter P, and
electron density ne. The dust charge
is presented for the case of isolated
particles in an otherwise dust-free
plasma as qd0 as well as in a cloud
with the given dust density nd us-
ing the LIM HAVNES model as qd.
In the latter case, the coupling para-
meter Γ is calculated.
The effect of charge-exchange collisions was picked up in the discussion of dust charging
after dust charges determined from the observation of dust-density waves [45, 78, 79]
were a factor of 2 smaller than expected. Since then, this is an established model which
has to be considered when calculating the dust charge. The influence of charge-exchange
collisions in the plasma sheath is discussed in Ref. [108].
2.2.5 Example Calculations of the Dust Charge
To illustrate the considerations so far, the dust charge is now calculated for some typical
situations that can be realized in low-temperature dusty plasma experiments. Therefore,
we assume an ambient argon plasma with an ion density ni = 1015 m−3 and an electron
temperature of kBTe = 2.6 eV as well as an ion temperature of kBTi = 25 meV. Start-
ing with a stationary plasma, there are no flows or drifts and the simple OML theory
presented in Sec. 2.2.1 applies.
Two situations are compared: First, a plasma with injected micron-sized dust particles,
which have a radius of 3 microns, is considered. Due to their size, these particles are
usually too heavy to be confined in the bulk plasma. Therefore, experiments with dust
clouds are often realized under weightless conditions, e.g., on the ISS or on parabolic
flights. Typical values of such a system are presented in the left column of Tab. 2.1. Sec-
ond, the same setup is filled with in-situ grown nanodust particles. The chosen size of
150 nm leads to a mass ratio of the two kinds of dust of 203 = 8,000. The respective
parameters of the nanodusty system can be found in the right column of Tab. 2.1.
Comparing the two situations, it is found that the dust charge in the nanodusty plasma is
much more reduced than in a cloud of micron-sized dust particles. As there is currently
no method to realize the high densities of nanodusty systems in clouds of micron-sized
particles, the strong reduction of the charge in a cloud of nanodust particles is an exclu-
sive property of this system affecting the electron density, which is almost unchanged
between the dusty and the dust-free situation.
Now, extensions to the OML current theory should be included. Tab. 2.1 represents four
situations for which the ion currents in the OML frame have been calculated. In an ex-
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tended model with charge-exchange collisions the ratio of the collision-induced to the
OML ion current determines whether collisions have to be accounted for. For an ex-
ample calculation, a neutral pressure of pn = 11.5 Pa is set. The cross section σcx for
the charge exchange process Ar+ + Ar −−→ Ar + Ar+ is energy-dependent. Here, ions
with 50− 100 meV are considered. A comparison of experimental results for σcx can be
found in Ref. [109]. For low-energy ions, the data from Ref. [110] point out that there
is not much variation in σcx for the energy range under scrutiny. Therefore, a constant
σcx ≈ 6× 10−19 m2 is a good approximation. In the dust-free plasma, the ion current
from ion-neutral collisions is always significant. For the micron-sized particle, it is about
28 % of the OML ion current, for the nanoparticle it is even 270 %. In the dusty situation
with micron-sized dust, this ratio of currents is almost unchanged whereas in the nan-
odusty plasma the ratio is decreased to less than 3 %. This means that – out of the four
considered situations – the effect of charge-exchange collisions can only be neglected in
a dense nanodust cloud. In all cases the sphere radius R0 is significantly smaller than the
interparticle distance.
Another effect is the flow of ions through the dust cloud. A typical drift velocity of argon
ions in the bulk plasma is 25 % of the ion sound (BOHM) velocity vB =
√
kBTe/mi. At
such a flow velocity the ion current is reduced to only half of its OML value in all cases
but the nanodusty plasma. In the nanodusty situation, the ion current is only decreased
to 60 % of its OML value. The resulting charge of the nanodust particle will not change
because it is mainly determined by the quasineutrality condition, not by the charging
currents. But since the charging currents must be equal and now the ion current is lower,
the resulting electron density will be even smaller than shown in Tab. 2.1.
2.3 Forces on Dust Particles
For the setup of a dusty plasma experiment, the confinement of dust particles in the
plasma is essential. The basic forces that provide the particle confinement are discussed
here. For a description of the complete confinement situation, practically all system pa-
rameters must be included whose quantities cannot be determined fully from the experi-
ment. Therefore, a broad overview is preferred over a detailed discussion of confinement.
In Fig. 2.5, the confining forces acting on the dust particles are sketched for the situation
of a dust cloud being trapped in a plasma between two electrodes.
2.3.1 Gravity




pia3ρ g . (2.34)











Fig. 2.5: Sketch of the confinement
situation of dust (green circles) in
the parallel-plate rf plasma. The
dust particles experience the gravi-
tational (FG), the ion drag (Fi), and
electrostatic forces (FE). The motion
of the particles is damped by col-
lisions with neutrals. These forces
trap the dust into the plasma bulk
(pink area). The sheath in front of
the electrodes and the central vol-
ume, the void, remain dust-free.
This restricts experiments with micrometer-sized dust particles because the confining
forces in the plasma bulk are much smaller than gravity. Therefore, many experiments
were performed on parabolic flights, on the ISS, on a sounding rocket, or in a falling
setup. Particles below the micrometer size range can be confined within the plasma even
in presence of gravity. A typical result for the mass density3 of hydrogenated carbona-
ceous (a-C:H) material is ρ ≈ 1,300 kg m−3. It is assumed here that this constant applies
to the plasma-grown dust particles as well.
2.3.2 Electrostatic Force
The ambipolar electrostatic field in the bulk plasma is directed towards the wall of the
chamber and therefore pulls the negatively-charged dust particles into the discharge cen-
ter. In the plasma bulk, the electric field is much weaker than in the sheath in front of the
wall or the electrode. It depends on the particle mass whether the electrostatic force can
balance gravity in the plasma bulk or in the sheath.
FE = qd · E ∝ a (2.35)
If the HAVNES parameter is small, the electrostatic force scales linearly with the particle
radius. In nanodusty plasmas, the strength of the electrostatic force depends mostly on
the dust density because of the HAVNES effect.
2.3.3 Friction with Neutral Gas
A relative motion between dust particles and neutral background gas produces a fric-
tional force that reduces the relative motion:








This is called EPSTEIN friction [112]. The coefficient δ has a value of 1.44 in the case of gas
atoms that are reflected from heavy dust particles, which was confirmed experimentally
3 The value used here can be found in Tab. I of Ref. [111]. It was determined for a layer of a-C:H material
created with plasma-enhanced chemical vapor deposition (PECVD).
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for different gases [B.1]. In experiments with dusty plasmas, a flow of the neutral gas can
be present to renew the gas or it can be a consequence of the magnetization of the plasma.
If there is a temperature gradient in the neutral gas, then the gas will flow against the
gradient and transfer momentum on the dust particles. This force is called the ther-






The ion drag force appears if there is a relative motion between the ions and the dust
particles. Ions impinging on the surface of the dust particle transfer their complete mo-
mentum to the dust particle. The resulting force is called collection force FC. An ion
whose trajectory is deflected by the YUKAWA potential of the dust particle also transmits
momentum to the dust because it changes its direction. The force from scattering of ions
is called orbit force. The ion drag force is the sum of the collection force and of the orbit
force:
Fi = Fc + Fo . (2.38)
Beginning with the collection force and assuming a monoenergetic ion beam, the collec-
tion force is simply given by the product of the OML cross section and the momentum
flow of ions arriving at that cross section:







In general, the flowing ions in a plasma are not monoenergetic but have a MAXWELLIAN
velocity distribution function. To account for this distribution, BARNES et al. replaced the












The two-term structure in Eq. (2.40) shows the transition from low to high ion flow ve-
locities: The influence of the distribution function becomes important when the ion flow
velocity is small. Eq. (2.40) is not the mathematical solution to average the OML mo-
mentum transfer with a shifted MAXWELLIAN but it is rather a heuristic ansatz. The













































Fig. 2.6: Ion drag force for the
micron-sized dust particle (left col-
umn of Tab. 2.1) using the formu-
las from BARNES [49]. At small drift
velocities, the orbit force is domi-
nating, at large drift velocities the




2kBTi/mi as in Eq. (2.16). u denotes the relative ion flow velocity u = vi/vTi.
The calculation of the orbit force is a well-known problem if the interaction between the
particles is of the COULOMB type. In the collisionless limit, this is the RUTHERFORD scat-
tering problem. Drifting ions in a plasma can be considered collisionless while passing
the dust particle, if the pressure is not too high. But the interaction is of the YUKAWA
type. To solve this problem, it is usually assumed that this interaction can be reproduced
by integrating the momentum transfer in the COULOMB case over all ions that have im-
pact parameters between the critical collection impact parameter and one DEBYE length.
This is called the cut-off approximation. The orbit force can be obtained by integration of
the momentum transfer for every differential scattering cross section over all scattering
angles that apply for ions that have impact parameters between bc and λD. In the BARNES
model, this yields:







, rC = − eqd4pie0miv2i
(2.42)
with rC being the COULOMB scattering parameter and bc being defined in Eq. (2.13). The
logarithm in this equation is called COULOMB logarithm, often shortened as lnΛ. There
are many refinements of this theory, especially by integration of the ion velocity distri-
bution [50, 51] and by applying PIC simulations [91]. The most important analytical







This expression is obtained when the cut-off is extended to all ions whose maximum
distance from the dust particle during their orbit is one DEBYE length.
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To take into account the velocity distribution function of the ions in the orbit force, the




a28piG(u) ln(Λ) , (2.44)
G(u) =
[
erf(u)− 2u exp (−u2) /√pi] / (2u2) (2.45)
with the above-mentioned refined COULOMB logarithm. HUTCHINSON extended this
theory further in order to match this formula with PIC computation results [91]. These
are only valid for micron-sized dust particles and therefore not considered here.
Obviously, the correct choice of the DEBYE length is crucial because it determines the
upper limit of the integration and has therefore a significant influence on the results.
Usually, a drift-modified shielding length is applied, e.g., as in Eq. (2.4).
The separation of the ion drag force into orbit and collection force is illustrated in Fig. 2.6
for the micron-sized dust particle. The force is calculated as a function of the ion drift
velocity. For low drift velocity, there is a distinct maximum of the orbit force. At larger
flow velocities, the ion trajectories straighten and the orbit force gets smaller. At very
large drift velocities, the collection force determines the overall ion drag force.
2.3.5 Interparticle Force
The interparticle force follows from the YUKAWA potential by derivation:














The interparticle distance is given by r12. The repulsion of two neighbouring dust parti-
cles in a dust cloud provides the spatial extent of the dust cloud.
2.3.6 Comparison of Forces
The forces that have been introduced determine the confinement of the dust particles in a
dusty plasma. A closer discussion of Fig. 2.5 is now possible. The confinement depends
strongly on the actual situation with its parameters. Here, the examples given above
with micron-sized and nano-sized particles in a low-temperature rf plasma are pursued.
For the two systems in Tab. 2.1 the typical forces have been calculated and collected in
Tab. 2.2.
Beginning with the gravitational force that scales ∝ a3, the micron-sized dust particles
cannot be levitated by the ambipolar electric field. Therefore, such particles drop into the
plasma sheath in front of the electrode where a much stronger electric field is able to com-
pensate the gravitational force. In this system, spatially-extended dust clouds in the bulk
plasma are created under zero- or microgravity conditions or using a thermophoretic
force. In the nanodusty system, the electrostatic confinement excels gravity roughly by a
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ion drag 0.4 2
Tab. 2.2: Typical values of forces
for the two considered systems
in Tab. 2.1. Mass density ρ =
1,300 kg m−3 and an ambipolar elec-
tric field E = 300 V m−1 have been
assumed. For the calculations, the
reduced charge |qd| was used.
factor of ten. The system is therefore only weakly affected by gravity and the dust stays
in the bulk plasma.
In both systems, the interparticle forces are typically smaller than the confining forces
and the ion drag is usually smaller than the electrostatic force because otherwise an equi-
librium position inside the dust cloud would not be possible. In the plasma sheath, the
electrostatic force is even stronger than in the plasma bulk. Therefore, the dust cloud
cannot extend into the sheath and remains trapped in the bulk plasma.
In most 3D dusty plasmas, a small central volume remains dust-free or void. This volume
is characterized by a high ion density and a low ion flow velocity. This behavior becomes
clear from the ion drag and electrostatic force as a function of the ion flow velocity in
Fig. 2.7. Ion drag and electrostatic force are pointing in opposite directions. These forces
are laid out for a micron-sized particle in Fig. 2.7 (a): At low ion drift velocity, the ion
drag force excels the electrostatic force. The particles are pushed outside. With increasing
distance from the plasma center, the drift velocity gets larger and the electrostatic force
excels the ion drag force. At the intersection of the two curves, there is a stable position,
at least in the HUTCHINSON model. Since the dust cannot move into the plasma center
where the small ion drift velocity leads to large ion drag, the central volume is dust-free
(void) and the dust cloud arranges itself “above” the void edge, the position of vanishing
net force.
The difference between the two models can be attributed to the influence of the ion ve-
locity distribution. If the flow velocity is comparable to the ion thermal velocity vTi, there
is an effect of the velocity distribution function on the ion drag. This is included correctly
in the HUTCHINSON model. At larger drift velocities, there is no difference between the
models.
In the nanodusty situation [Fig. 2.7 (b)], the BARNES model predicts a high peak of the
orbit force, which is not reproduced by the HUTCHINSON formula. At larger drift veloc-
ities, both models agree well. For nanodust particles, the ion drag is poorly investigated
and the presented calculations must be handled with care: The nanodust particles have
interparticle distances that are in the same range than the DEBYE length. Therefore, ions
can be influenced by more than one dust particle during the orbital transit. This is a
conditon for which a correct model is not yet available.
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Fig. 2.7: Example calculation of the ion drag force and the electrostatic force as a function of the
ion drift velocity. The underlying parameters are those from Tab. 2.1, mainly an argon ion density
of 1× 1015 m−3, a neutral pressure of 11.5 Pa, and a dust charge of (a) 7,700 elementary charges
for the micron-sized particle and (b) 33 elementary charges for the nano-sized particle.
Electrostatic and ion drag force do not scale identically with the particle size. This is why
dusty plasmas demix particles of different size. If a force equilibrium is given for a certain
particle group, particles that are larger or smaller, cannot be in force equilibrium at the
same position. It is observed that mixtures of different particle sizes separate spatially in
a diffusion process [67, 113]. When one group of particles penetrates another, lane for-
mation was observed [114] during the demixing of the groups. In the nanodusty plasma,
shells of different particle sizes could be observed [115].
Concluding this chapter, it can be stated that the basic models must be applied to each
system individually. The nanodusty plasma with its unique properties like low particle
charge, low coupling parameter, and high number density differs from the more widely
investigated microdusty plasma in many ways, which makes it interesting for further
studies.

3 | Theory of Dust-Density Waves
The dust-density wave (DDW) is – compared to other plasma modes, e.g., the ion-
acoustic wave – a low-frequency wave due to the inertia of the dust particles. The
excitation of the wave is a consequence of the relative motion of the dust and the ions in
the plasma. Therefore, the DDW is a BUNEMAN-type instability [116, 117], also called an
ion-dust streaming instability [118].
It is often referred to as a dust-acoustic wave (DAW). In the following, dust-density wave
will be the preferred name. After an historical overview of the past 25 years of DDW
research, the underlying mechanism will be derived in the fluid model, for the general
case of a magnetized plasma. The unmagnetized limit will follow as a simplified case.
The kinetic model and the most unstable mode as well as their importance for the ex-
periments will be discussed. This chapter will be completed by the presentation of some
example dispersion relations and their interplay with the plasma parameters.
3.1 Historical Remarks
The DDW was first discussed in the frame of fluid/hydrodynamic theory by RAO et
al. [6]. A first observation was made in an in-situ grown dust cloud of a SiH4/O2/Ar
plasma [74], which was later interpreted as a dust-acoustic wave [75].
Since the mid-1990s many laboratory investigations of DDWs have been performed, e.g.,
with dust particles in anodic plasmas [10, 119]. The dispersion relation was measured
experimentally by applying a modulation signal to the anode potential [120, 121]. Ex-
periments under microgravity conditions with parallel-plate discharges were carried out
with a modulation of the electrode potential [122–124]. This allowed the estimation of
particle charges by comparison with fluid theory. Oblique propagation of the wave with
respect to the ion flow direction was theoretically considered and found in clouds of
micron-sized dust particles under microgravity conditions [125, 126]. The synchroniza-
tion behavior of DDWs with external modulation was put under scrutiny [127–129]. Spa-
tial frequency clustering with similarities to the VAN DER POL oscillator was found [130].
Many experiments were focused on measuring the spatial growth rate of the DDW am-
plitude [131–134], and on quantifying nonlinearity effects if the amplitude saturates like
the generation of harmonics [135–137], sawtooth-like and shock waves [138, 139].
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Micron-sized dust particles can be observed on the kinetic level, which allows to inves-
tigate the wave-particle interaction in the nonlinear regime. Using this method, it was
found that the wave is kinetically heating the dust population [140–145]. By reducing the
neutral pressure, the wave field could be driven to turbulent behavior [137, 146]. At high
amplitudes, it was possible to observe a dust-dust streaming instability within a wave
trough [139]. Under certain circumstances, the wave can provide enough kinetic energy
to even overcome the repelling forces of the dust particles leading to sticking events [147,
148]. Another type of experiments covered the modification of the DDW due to strong
coupling [149–151].
3.2 The Governing Equations
A plasma can be described by the MAXWELL equations, the law of continuity, and the
momentum transfer equation. Such a fluid description of the dust system is justified
for weakly coupled dust. The experiments conducted here only facilitate low-density
low-temperature plasmas. Thus, plasma-induced magnetic fields and currents can be




+∇ · (njvj) (3.1)
with j representing one of the plasma constituents ions (i), electrons (e), and dust (d), the
POISSON equation




















with the magnetic induction B, the friction rate νjn, and the thermal velocity vTj =√
kBTj/mj. Without loss of generality, it will be assumed that the magnetic field is aligned
with the z-axis of the system. The given equations are valid for all species j and the mo-
mentum transfer equation has 3 dimensions, so this totals to a system of 13 equations.
So far, two simplifications have been made: The continuity equation assumes that ion-
ization and neutralization in the plasma reach an equilibrium. The hydrodynamic/fluid
approach does not take into account a distribution function of the velocities. Apart from
that, these equations fully describe the system dynamics.
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3.3 Perturbation Analysis and Dispersion Relation
A perturbation analysis of the governing equations yields the stable and unstable modes
of the system. Therefore, a plane wave is assumed with fluctuating velocities, densities
and potential:
vj = v0j + v˜j exp(i(k · r−ωt)) , (3.4)
nj = n0j + n˜j exp(i(k · r−ωt)) , (3.5)
Φ = −E0 · r +Φ0 + Φ˜ exp(i(k · r−ωt)) . (3.6)
The offsets v0j and n0j are independent of space and time. Insertion in the continuity




, Ω1j = ω− k · v0j . (3.7)
The density perturbation depends on the DOPPLER-shifted wave frequency Ω1j. Doing
the same with the POISSON equation and inserting the quasineutrality condition, the
density and potential modulations are linked:
0 = 1+ ∑
j=e,i,d




χj is the susceptibility, e.g., 1 represents the vacuum susceptibility, and k is the absolute
value of k. Finally, the plane wave ansatz is inserted into the momentum transfer equa-
tion. Again, second-order products are neglected. Then, two sorts of contributions in the
equation must be distinguished: oscillating terms determine the wave behavior whereas
non-oscillating terms determine the force equilibrium. The non-oscillating terms must
cancel each other because otherwise the system would not stay in place. This yields a
drift of the corresponding plasma species that consumes the momentum from the electric
field into neutral friction. With this additional condition, the mobility tensor M follows
in general
v0j = ME0 = µ

(1+ µ2B2)−1 µB(1+ µ2B2)−1 0
−µB(1+ µ2B2)−1 (1+ µ2B2)−1 0
0 0 1
 E0 . (3.9)
The four entries in the upper left corner form a sub-matrix, which describes the motion
in the plane perpendicular to the magnetic field direction. For a strong magnetic field,
the non-diagonal elements of the submatrix are dominating. Then, the particle motion is
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At intermediate magnetic inductions, B = 1/µ, the diagonal and the non-diagonal ele-
ments are equal. Therefore, the current parallel (PEDERSEN current) and perpendicular
(HALL current) to the electric field are equal. For low magnetic inductions, the entries on
the diagonal are dominating. In the unmagnetized case, this simplifies to:
v0j = µE0 , µ = qj/(mjνjn) (3.11)
with µ being the mobility of the unmagnetized species. These equations are important for
a description of ions in ambipolar electric fields. Their mobility µ has a weak dependence
on the strength of the electric field [152]. The electrostatic force in Fig. 2.6 shows a light
upward bending because the ion mobility depends on the electric field.
The solution of v0j determines the state of the system, e.g., a constant flow of ions is
present that can excite the DDW. For the dust, such a flow does not have to be present
because the uncompensated forces from the confinement situation cancel with the inter-
particle interaction.
Next, the oscillating part in the momentum transfer Eq. (3.3) is considered. The solution
for v˜j from the momentum transfer equation together with the solution for n˜j from the
continuity equation and the POISSON Eq. (3.8) determine the dispersion relation of the
DDW in the hydrodynamic/fluid model:
0 = 1+ ∑
j=e,i,d








where some useful abbreviations have been introduced:
Ω1j = ω− k · v0j , Ω2j = ω− k · v0j + iνjn ,
Ω21cj = Ω
2
2j −ω2cj cos2 θ , Ω22cj = Ω22j −ω2cj (3.13)
with θ being the angle between B and k, the plasma frequencies ωpj = qj
√
nj/e0mj,
and thermal velocities vTj =
√
kBTj/mj. Here, the cyclotron frequencies ωcj = qjB/mj
are introduced. Ω2j is the DOPPLER-shifted frequency Ω1j with the addition of neutral
friction. Ω2j enters the dispersion relation by the momentum transfer equation. The
frequencies Ω1cj, Ω2cj represent the influence of the magnetic field, which is strongest if
the wave propagates perpendicularly to the magnetic field. The term k2v2Tj is included
due to the thermal pressure in the momentum transfer equation and will therefore be
named thermal pressure term below. An equivalent expression to Eq. (3.12), though for
the cold plasma limit T→ 0, was given in Ref. [153].
In general, the wave propagates with an oblique orientation towards the magnetic field
and the ion flow direction. The wave frequency ω can be interpreted as a complex num-
ber. Its real and imaginary parts are each a function of the wave vector k. The real part
represents the actual oscillation frequency and the imaginary part represents the growth
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rate. A negative growth rate means that the mode is damped. Those modes cannot sur-
vive in the system and will not be observed. The growing modes are of interest.
Most dusty plasma experiments are conducted in the absence of a magnetic field. In the
unmagnetized limit of Eq. (3.12) the dispersion relation follows directly:
e(ω, k) = 0 = 1+ ∑
j=e,i,d




The dispersion relation in the electrostatic case is given by the dielectric function e(ω, k).
In my experimental situation the unstable waves have reached saturation. In this equilib-
rium state, all modes experience additional damping, which is not included in the linear
dispersion theory. Such stabilizing mechanisms are wave-particle interaction, heating,
trapping, mode coupling with the harmonics, and turbulence. These effects have been
studied in the context of the BUNEMAN instability. The nonlinear development after the
initial linear stage yields saturation of the most unstable mode, which is still dominating
the saturated system [154–156].
The linear perturbation theory does not only predict the self-excitation mechanism by
finding the growing modes, it is also able to describe the spatial growth of the wave
when an ion beam enters the dust cloud. Such a situation is given at the void edge in
my experiment. For this purpose, the wave number k can be assumed to be complex in
the dispersion relation Eq. (3.12) and the real and imaginary part of k are determined as a
function of ω. The validity of these spatial growth rates is also limited to a small region,
in which saturation does not occur.
3.4 Kinetic Model
The influence of the velocity distribution function is modeled by using the momentum
transfer equation as a differential equation for the distribution function. Assuming a










with ζ j = Ω2j/(
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t− ζ dt , (3.16)
which is computed with a PADÉ approximation [158].
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3.5 The Temperature of Flowing Ions
Due to the self-consistent ambipolar electric field in the plasma, the ions are flowing from
the center towards the wall. As they experience collisions with neutrals, their kinetic en-
ergy is translated into their thermal motion. This effect increases the ion temperature sig-
nificantly above room temperature and has been discussed by TROTTENBERG et al. [119]
using the mean ion energy from Refs. [159, 160]:




The increase in the ion temperature due to the second term on the right-hand side is
usually equal to or larger than the temperature of neutrals.
3.6 Some Practical Simplifications
The DDW frequency is very low due to the high mass of the dust particles in situations
with micron-sized particles or due to the low charge of the nano-sized particles. In math-
ematical terms, this is a consequence of the low dust plasma frequency:
Re(ω), Im(ω) ∼ ωpd ≈ 100 . . . 2,000 rad s−1 . (3.18)
DDWs show typical wave numbers k ∼ 104 rad m−1 and are excited at ion flow velocities
of vi ∼ 103 m/s. For the calculation of the wave dispersion relation in the unmagnetized
case, Eq. (3.14) must be solved for all values of k. A lot of input variables are needed for
this, but many are already defined in the preceding sections. The electron friction rate
can be derived with the total electron-neutral collision cross section σen as well as neutral





The cross section for electron-neutral collisions is roughly 5× 10−20 m2. A complete table
of energy-dependent cross sections can be found in Ref. [161]. Additionally, the electron
flow velocity can be found from the equality of electron and ion currents. This require-
ment yields ve = (ni/ne)vi. The dust is assumed to be non-drifting.
In the following, the contributions to the susceptibility of each plasma component will
be discussed.
3.6.1 Dust Susceptibility
The DDW frequency is the main quantity and dominating against thermal pressure of
the dust population (cold dust). This might not hold true if it is assumed that the dust
is heated by wave activity. But as there is no way to probe the single-particle motion
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in a nanodust cloud, this remains the assumption of choice. The imaginary part of the
susceptibility is given by the wave frequency and the dust-neutral friction rate. The dust
particles have no net flow and experience no DOPPLER shift of the wave frequency. This
means that the dust susceptibility is almost independent of the wave number. The dust-
neutral friction rate can be calculated using the EPSTEIN formula in Eq. (2.36).
3.6.2 Ion Susceptibility
The ion plasma frequency is three orders of magnitude larger than the dust plasma fre-
quency. The same applies for the DOPPLER shift frequency kv0i that appears due to the
ion flow velocity. The wave frequency is three orders of magnitude smaller than the
ion-neutral friction rate. Consequently, the ion susceptibility can be considered as being
completely independent of the wave frequency. This was demonstrated for the micro-
dusty situation in Ref. [126] and applies here, too. The thermal pressure term kvTi and
the DOPPLER shift are only separated by usually less than an order of magnitude. Hence,
the ion temperature cannot be neglected. The complex part of the ion susceptibility is
introduced completely due to the ion-neutral collisions.
3.6.3 Electron Susceptibility
The electron contribution to the DDW is different from ions and dust in many ways. The
overall susceptibility of electrons is almost two orders of magnitude smaller than the dust
and the ion susceptibility. Neglecting electrons completely would therefore introduce an
error of only a few percent. Nevertheless, a correct model of the electron gas can be
kept even with strong simplifications. The wave frequency is six orders of magnitude,
the electron-neutral friction rate two orders of magnitude, and the electron DOPPLER
shift one order of magnitude smaller than the thermal pressure frequency for electrons at
typical conditions (kBTe = 2.6 eV, pn = 11.5 Pa). Therefore, the electron susceptibility is
considered independent of the electron current, wave frequency, and neutral friction.
3.6.4 Approximative Solutions






















1+ χe + χi
, (3.21)
1 The index “0” is dropped, since the perturbed quantities do not appear any more in the dispersion rela-
tion.






k2v2Ti + k · vi(−k · vi + iνin)
. (3.22)
If the solution of ω needs to be calculated for many values of k, this analytical form
saves much cpu time. It is important to note that Eq. (3.22) can be replaced with the
susceptibilities derived in the kinetic model Eq. (3.15) to retain the effect of LANDAU
damping. Then, ω = 0 has to be inserted which is a justified approximation as proven
above. This is important for ions because the phase velocity of the DDW is comparable
to the thermal velocity in the moving frame of reference of the flowing ions.
With Eq. (3.21) a very simple form of the dispersion relation can be reached by making
some rough approximations. Assuming that the friction rates vanish, the dust is cold,







This is equivalent to Eq. (7) in Ref. [6], thus it is the original result of RAO. He called
the respective instability “dust-acoustic waves” (DAW) because the dispersion relation
becomes linear for small values of k. Therefore, this model will be referred to as the DAW
model in contrast to the fluid description above, which also includes neutral friction rates








Even if these formulas follow from approximations that do not apply directly to the ex-
periments, they show the basic properties of the DDW/DAW. Since Ti/Te → 0, one can
see that the phase velocity is mainly determined by the dust charge and the ratio of dust
to ion density. The dust mass limits the phase velocity. The parameters of the electrons
are almost irrelevant for the behavior of the wave.
3.7 Comparison of the Models
All plasma constituents participate in the dust-density wave. Therefore, a correct de-
scription of the susceptibilities in terms of the kinetic model would be desirable for all
plasma species. Solving the dispersion relation numerically is time-consuming. If the
kinetic model was applied to electrons, ions, and dust, this effort is inevitable.
The speed-up given by the analytical solution of Eq. (3.21) is tremendous, but it requires
that the fluid/hydrodynamic description is applied to the dust. Since the susceptibilites
of a plasma species are independent entries of the POISSON equation, different models
can be applied to form some kind of hybrid dispersion relation.


































Fig. 3.1: Dispersion relations for
the nanodusty situation depicted
in the right column of Tab. 2.1.
The frequencies have been nor-
malized to the dust plasma fre-
quency and the wave lengths
are normalized to the ion DEBYE
length. The dispersion is sep-
arated into (a) the real part of
the frequency and (b) the imag-
inary part or growth rate. The
depicted models are: the fluid
model, the hybrid model of fluid
description for dust and elec-
trons and kinetic description of
ions as well as the DAW model
of Eq. (3.23). The most unstable
mode is marked with a vertical
dashed line in the fluid model.
The most unstable mode of the
hybrid model is only slightly
shifted to the left and therefore
not shown.
As stated above, the dust thermal velocity is far below the wave phase velocity and
therefore, it cannot be expected that the velocity distribution of the dust interacts with
the wave. A fluid description of the dust particles is fully justified. For the ions, this is
not the case. They experience the DOPPLER shifted phase velocity of the wave due to
their drift motion. In the preceding chapter, it was discussed that at typical conditions
in the plasma bulk, the ion thermal velocity is comparable to the ion drift velocity. This
made it necessary to correctly integrate over the velocity distribution function in order
to get a decent estimate of the ion drag force. The same applies for the ion susceptibility.
The slowly drifting ions in the plasma bulk have a thermal velocity comparable to the
DOPPLER-shifted phase velocity of the wave. The velocity distribution function of the
ions contributes to the excitation of the wave by inverse LANDAU damping. Therefore,
the ion velocity distribution must be taken into account and a kinetic model for the ions
improves the quality of the complete model significantly. Since the electron susceptibility
is not important for the overall wave properties, the electrons can be modelled with the
fluid ansatz given above.
A comparison of the resulting dispersion relation for the fluid model, the hybrid model,
and the DAW model is shown in Fig. 3.1. In agreement with the arguments given above,
the fluid and the hybrid description of the system are similar, but they do not provide
identical results. A typical behavior of the fluid model is that the real part of ω rises far
above the dust plasma frequency in a kind of overshoot. With the kinetic description of
ions, this behavior is suppressed.
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The DAW model provides completely different frequencies. It should be noted that this
model cannot be used for the experimentally observed waves since it does not take into
account the ion drift and the friction rates. The growth rate given by the DAW model is
zero. It does not predict self-excited waves. The self-excitation mechanism is due to a
balance of energy provided by the ion flow that gets lost in friction of dust and ions with
neutrals.
The dispersion relation calculated with the fluid or hybrid model is a complex-valued
function. The imaginary part of the frequency denotes the growth rate of the wave. A
general constraint for the existence of the wave is that the growth rate must be positive
or zero. If all modes are damped, the wave cannot emerge self-excitedly. It could still
be driven by external modulation, of course. In those situations where the wave is un-
stable, usually a wide range of modes is unstable at the same time. In the linear stage
of the wave growth, the fastest growing (most unstable) mode dominates the amplitude
spectrum. All other modes need more time to develop. In the nonlinear growth stage,
the amplitude saturates and all modes are stabilized. The waves in the experiment have
grown to this saturated amplitude. Therefore, the observed wave has a growth rate of
zero for its resulting mode. It is assumed (and plausible) that this surviving mode is sim-
ilar – if not equal – to the fastest growing or most unstable mode from the model. This
assumption is supported by simulations of the BUNEMAN instability in Ref. [162] where
it was shown that the energy spectrum of the saturated wave remains centered about the
most unstable mode from linear theory. The most unstable mode is marked by a vertical
dashed line in Fig. 3.1 (b).
The most unstable mode is at almost the same value of the wave number in the fluid and
the hybrid model. The respective frequencies differ only by a few percent. For very small
wave numbers, the models coincide. At intermediate wave numbers, the hybrid model
predicts smaller growth rates and at large wave numbers larger growth rates than the
fluid model.
3.8 Oblique Modes – An Example of the Most Unstable Mode
In the subsequent chapters, the experimentally observed modes will be identified with
the most unstable modes in the model. This concept has already been applied to the dust-
density wave propagating through a cloud of micron-sized particles under microgravity
conditions [125, 126].
The experimental finding was that the wave propagates aligned with the ion flow in the
plasma bulk, but as it approaches the sheath, it changes its direction to almost perpen-
dicular propagation. The bending of the wave fronts was directly observed [126]. The
new wave mode was named “obliquely propagating dust-density wave” (OPDDW). Its
existence was also predicted for the magnetized plasma [89, 163].
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Fig. 3.2: Dispersion relations for the microdusty situation in the left column of Tab. 2.1 calculated
with the hybrid model. The angle between ion flow and wave vector is varied (different colors).
The dispersions are calculated for (a, b) a flow velocity of 25 % and (c, d) a flow velocity of 100 %
of the BOHM velocity. The upper panel (a, c) denotes the real part and the lower panel (b, d)
denotes the imaginary part or growth rate of the wave.
The concept of an oblique mode can be introduced by setting an angle between k and
vi. The dot product of k and vi, which is included in the dispersion relation, produces
the term kvi cos(ϑ). This means that the complete dispersion relation depends on ϑ, the
angle between k and vi. In Fig. 3.2, dispersion relations for the microdusty configuration
that was introduced in the left column of Tab. 2.1 are shown for different values of ϑ.
If the ion flow velocity is low as in Fig. 3.2 (a, b), the dispersion of the wave is influenced
by ϑ: For higher values of ϑ, the dispersion curve gets shifted towards larger wave num-
bers. The most unstable mode is realized for ϑ = 0◦, since Im(ω) decreases at larger ϑ.
A different behavior can be found at larger ion drift velocity, as depicted in Fig. 3.2 (c, d).
The most unstable mode is found for ϑ = 60◦ and has a much larger growth rate than
for ϑ = 0◦. This is why – from the model of the system – it can be expected that oblique
propagation towards the ion flow will be favored over parallel propagation of the wave.
In this thesis, the dust-density wave will only be analyzed in the midplane of the plasma
bulk. Oblique propagation of the wave can be excluded due to the symmetry in this
location of the plasma. The ion flow is slow so that the oblique mode would not be
expected to appear.
The good agreement between model and experiment concerning the dominance of the
most unstable mode for the example of oblique wave propagation helps to evaluate the
significance of the model equations introduced above. A change in the properties of the
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most unstable mode that emerges from the local plasma conditions is directly imposed
on the wave during its propagation through the inhomogeneous dusty plasma. A change
in the ion flow velocity leads to a variation of ϑ. This is the foundation for the applica-
bility of the model for the experiments presented in the coming chapters. If the wave
adapts its parameters to the local conditions, then it allows direct conclusions about the
plasma parameters. Therefore, the finding of the oblique mode in the experiment and its
locality is of great importance for the applicability of the dust-density wave as a plasma
diagnostic technique.
The observed dominance of the most unstable mode in every location of the experiment
leads to an interpretation of the equations above: The perturbation analysis in terms of
a FOURIER plane wave ansatz describes a spatially unlimited homogeneous plasma. In
the experiment, there are strong gradients of the plasma parameters so that they change
drastically on only a few wavelengths. The complex plasma on the propagation path of
the wave can be interpreted as a chain of small plasma cells. In each of the cells the unsta-
ble mode is comparable to the most unstable mode from the infinite model system and
it prevails against the incoming wave mode. In this way the plasma on the propagation
path forces the incoming wave to overtake the properties of its most unstable mode.
This finding has some similarity to the WKB approximation in quantum mechanics. One
assumes that the parameters, e.g., the potential in the case of WKB, change slowly so that
the resulting wave can be determined without the direct inclusion of gradients in the
model. Instead, the system is supposed to have constant parameters on a length scale,
which is large enough that the solution does not collapse. In the case of the propagating
DDW, the oblique mode has proven that the interpretation of the system as a sequence
of complex plasma cells, in which the parameters are assumed to be constant, is quite
successful.
3.9 Sensitivity of the DDW to the System Parameters
From the preceding section it can be seen that the propagation direction of the dust-
density wave is sensitive to the ion flow velocity in a microdusty plasma.
Now, the sensitivity of the wave to the plasma parameters in the nanodusty situation will
be considered. An example calculation of the dispersion relation for different values of
the ion density can be found in Fig. 3.3. It is found that the dispersions are very different
in the three considered cases.
Since the experiments are performed in a regime with very high dust number density,
the dust charge depends directly on the ion density: Zd = ni/nd. Hence, a modification
of the ion density leads not only to a variation of the ion plasma frequency, but also to a
variation of the dust plasma frequency. The frequency of the wave is completely ruled
by the dust plasma frequency since in the frame of the moving ions, the wave fronts are
“frozen” or moving much slower than the ions drift. Therefore, the wave frequency is ir-



































Fig. 3.3: Dispersion relations for
the nanodusty situation in the
right column of Tab. 2.1 at dif-
ferent values of the ion density.
(a) Real and (b) imaginary part
of ω. Here, not only the ion den-
sity is varied, but the dust charge
is calculated for the different ion
densities self-consistently using
the LIM HAVNES model. Note
that the frequencies are almost
one order of magnitude larger
than those in Fig. 3.2, which be-
long to the microdusty situation,
while the excited wave numbers
are almost equal.
relevant to the ions and is only determined by the dust charge, dust number density, and
the dust mass. For very different dust parameters, e.g., a nanodusty versus a microdusty
plasma, one yields very different frequencies. If the dust plasma frequency increases,
then the complete dispersion is shifted to larger frequencies.
Another aspect of the increased ion density is that the ion plasma frequency gets larger.
The DDW is unstable if the DOPPLER shift frequency of the flowing ions is close to the
ion plasma frequency. This condition is independent from the dust parameters. Since the
flow velocity is kept constant in Fig. 3.3, an increased ion plasma frequency leads to a
larger wave number of the most unstable mode.
Both effects are visualized in Fig. 3.3. For the larger ion densities, the dispersion curve
shifts to higher frequencies and to higher wave numbers. The same applies for the re-
spective growth rates. The most unstable mode shifts to larger wave numbers.
Comparing Fig. 3.3, which shows the dispersion relations for the nanodusty situation,
with the dispersion curves in Fig. 3.2 for the microdusty situation, two statements can be
made: The frequencies differ by almost one order of magnitude while the excited wave
numbers are in the same range. An example is the blue curve in Fig. 3.3 and the black
curve in Fig. 3.2 (b): The wave number from the most unstable mode is almost identical.
The microdusty and the nanodusty situation differ only by the dust component.
The influence of the ion flow velocity can now easily be found and was already included
in Fig. 3.2. At larger ion flow velocity, the most unstable mode appears at much lower
wave numbers. The frequency of the most unstable mode is almost conserved.
Summarizing these thoughts, it is found that the ion flow velocity is mainly influencing
the wave number, while the dust plasma frequency determines the wave frequency. Ad-
ditionally, in the nanodusty situation the ion density and the dust plasma frequency are
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connected by the HAVNES effect. From the considered example calculations, it becomes
clear that the DDW is very sensitive to the ion flow velocity, the ion density, and the dust
plasma frequency. Further, it can be concluded that the dust-density wave is an excellent
indicator for these parameters.
4 | Experimental Setup
Experiments have been performed using an rf plasma in a stainless steel chamber, which
has a cylindrical volume with a height of 20 cm and a diameter of 15 cm. Using an admix-
ture of a reactive gas, plasma-chemical reactions lead to the formation of dust particles.
By suspending the reactive admixture, a pristine dusty plasma is provided whose dust
particles stay constant in size. The plasma chamber resides in the DUSTWHEEL, a mag-
netic solenoid. By variation of the neutral gas flow through the chamber, the neutral
pressure can be set in a wide range. Using optical diagnostics positioned around the
plasma chamber to image the propagation of density waves and the optical properties of
the dust particles, the system can be fully probed.
In this chapter, a basic experimental outline is given. Each diagnostic will be explained
in detail.
4.1 Plasma Source
The plasma chamber is a stainless steel vessel, in which electrodes are inserted from top
and bottom. The electrodes have a diameter of 58 (setup A) or 50 mm (setup B)1 and have
a radial FARADAY shield, which is grounded. The electrodes are electrically contacted
through a grounded tube. The inside of the tube is at atmospheric pressure to prevent
parasitic discharges. The plasma chamber has four observation windows. At the top and
at the bottom, symmetrically around the electrodes are the inlet of gas and the connection
to the pumping system, see Fig. 4.1 (a). Differing from this figure, the gas inlet was
installed via two flanges in the upper chamber cap in setup A.2
The electrodes are placed in parallel and driven in push-pull mode. The plasma is gener-
ated using a DRESSLER LPGC 133 at 13.56 MHz and a PALSTAR AT4K matching “T” net-
work. The rf generator output is connected to a balun via a matching network (MB).3 The
matching network reduces the reflected power coming back to the generator to zero. The
balun is a 1 : 1 transformer used to drive electrodes in push-pull mode. The secondary
1The two different setups that were used for the conduction of experiments are shown in Fig. 4.5 and
Fig. 4.11 and will be reviewed below. The electrode radius was reduced in setup B to enhance the visibility
of the edge regions of the dust cloud through the windows.
2See Fig. 1 in Ref. [A.1].
3MB abbreviates matchbox.
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Fig. 4.1: (a) Side view section sketch through the plasma chamber and electrodes. Windows
are displayed in blue. Neutral gas flow goes from top to bottom through the chamber entering
symmetrically around the electrode pipe. Grounding of the chamber, the electrode shield, and
the center tap of the secondary coil of the balun is realized with copper bands. The rf signal
is provided to the electrodes via a matching network (MB). (b) 3D visualization of the plasma
chamber without electrodes, windows, and the upper cap.
coil of the transformer has a center tap, which was grounded in all experiments. This
means that the signal at both electrodes is symmetric w.r.t. ground. Typical forwarded rf
power from the generator was 8 (setup A) or 12 W (setup B).
The gas flow is depicted in Fig. 4.2. A vacuum is produced with a turbomolecular pump
and a rotary vane pump providing the fore-vacuum. It can also be used directly by-
passing the turbomolecular pump. Bypassing becomes necessary when the reactive gas
acetylene is used because its compression can cause explosions. The rotary vane pump
prevents this behavior with its gas ballast function. The pumping power is much lower
for the rotary vane pump resulting in a higher residence time for the acetylene, which is
supportive for dust production. With a throttle valve the pumping power of the turbo-
molecular pump can be reduced in very small steps. Therefore, it is possible to switch be-
tween the turbomolecular and rotary vane pump without changing the pumping power
or the pressure. Afterwards, by slowly opening the throttle valve, the pressure can be
set to much lower values without disturbing the dusty plasma. In this configuration, a
reactive plasma can be realized securely and low pressure can be reached for the pristine
argon plasma.
The two pumping modes can be set one after another because acetylene is only used in
the beginning to grow dust particles to a certain size. If this size is reached, the acetylene
flow is stopped, and there is no need for a gas ballast any more. Base pressure of the














Fig. 4.2: Gas flow concept. Argon and acety-
lene are supplied via two MKS mass flow con-
trollers. The pressure is measured with a PFEIF-
FER PKR-251 (1). The valves (2,3) (dis-)connect
the chamber and the pumps. (2) is a spin valve
and (3) is an electronic throttle valve of the type
MKS T3Bi. The latter can be opened continu-
ously between 0 and 100 %. The gas is pumped
with a turbomolecular pump (4), which is a
PFEIFFER TSH 261, and a rotary vane pump (5)
from EDWARDS of the type RV5F. The latter has
a gas ballast valve (6). If valve (2) is opened
and (3) closed, the turbomolecular pump is by-
passed. In the opposite case, the chamber is
evacuated to its base pressure.
system is 3× 10−3 Pa. The gas flow is controlled using two MKS mass flow controller,
one for argon, one for acetylene. Both gases are mixed before the chamber inlet, i.e., the
input gas composition can be altered dynamically during the conduction of experiments.
4.2 Dust Particle Formation
Acetylene (C2H2) is used as a precursor gas for synthesis of dust particles. One industrial
application of acetylene plasmas is to generate diamond-like thin films. These can be
used for tribological purposes. They can be very hard and are transparent in the IR [62,
164, 165]. The plasma-polymerised dust and its IR spectrum can serve as a model system
for interstellar dust [166]. The Cassini-Huygens mass spectrometer has revealed that
acetylene and methane are present in the atmosphere of Saturn’s moon Titan [167].
In the conducted experiments, an argon plasma is used to provide electrons that have
activation energy for chemical reactions and serve as partners in these reactions with
acetylene. There are too many primary reactions to list them all here. An overview can
be found in Ref. [168]. After the primary reactions, there are reaction pathways that lead
up to very large molecules. This process is called polymerisation. There are three main
pathways:
• ionization
C2H2 + e– −−→ C2H2+ + 2 e–
C2H2+ + C2H2 −−→ C4H2+ + H2
. . .




































Fig. 4.3: Dust particle formation as a three-step process according to BOUCHOULE and
BOUFENDI [172]. The visualization idea goes back to KOVACˇEVIC´ et al. [173]. The chemical nota-
tion of the dust material is a-C:H, amorphous hydrogenated carbon.
• attachment
C2H2 + e– −−→ C2H– + H
C2nH– + C2H2 −−→ C2n+2H– + H2
• dissociation
C2H2 + e– −−→ C2H + e– + H
C2nH2 + C2H −−→ C2n+2H2 + H .
Such molecules can be found with mass spectrometric methods in acetylene plasmas [169,
170]. In the plasma, the molecules behave w.r.t. their charge. Neutrals have no spatial
preference, they are equally distributed in the chamber volume whereas ions, positive
and negative, are influenced by the ambipolar plasma potential. Negative ions are pulled
in the discharge, positive ions are repelled. Negative ions are confined into the plasma
bulk and supposed to be the dust particle precursors. Experiments with pulsed acety-
lene plasmas showed that dust formation can be suppressed at low pulse frequencies,
probably due to the loss of negative ions in the plasma-off time [171].
The transition from chemical reactions to dust formation is modeled as a three-step pro-
cess [172] and is visualized in Fig. 4.3. If a sufficient density of clustered molecules with
fluctuating charges is present in the plasma, coagulation appears suddenly. Although co-
agulation can also be observed in neutral gases, the alternating charges of the clusters are
supposed to enhance the coagulation due to the mutual attraction of the clusters [174].
They have a size of up to 10 nm and have not been found to be spherical [172].4 The
coagulation phase ends abruptly when the aggregates are large enough to attain a net
negative charge from the plasma that prevents further collision events. During the coag-
ulation step, the dust particle density decreases by more than an order of magnitude [172,
4This finding corresponds to silane plasmas. When two dust particles merge, this could only lead to spher-
ical shape if the colliding particles both have the shape of hemispheres, regardless of the chemical com-
position of the particles. Therefore, it can be expected that the particles are not spehrical right after the
coagulation phase.
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175]. The resulting dust particles grow further as they attract positive ions. Neutrals and
radicals from the precursor gas can stick to their surface. This process is called accretion
or surface growth. In the accretion step, the particles are spherical [B.2, 172], monodis-
perse [176], and their size increases linearly with time [177] since the mass flow to the












∝ n = const . (4.2)
This argument is restricted to neutrals and radicals. For ions, the situation is more dif-
ficult because they are repelled or attracted w.r.t. the dust charge, which changes during
the process. The maximum particle size depends on the confinement strength provided
by the plasma. For the specific experiments of this thesis, the upper particle radius varied
between 400 nm and more than a micron. If gravity and ion drag exceed the confining
forces, the particles are removed from the plasma. In principle, micron sized particles
can be generated by increasing the confinement, e.g., by placing a metallic ring on the
electrode, which produces a particle trap in the plasma sheath [179].
Surface growth can be stopped if no more sticking neutrals or positive ions are available.
This is realized by stopping the acetylene supply to the chamber. It takes a short time of
a few seconds to refill the complete chamber volume with argon. This can be calculated
as the ratio of chamber volume to volume flow rate: In the experiments with setup A,
the mass flow controller was always set to a flow of s = 8 sccm at a pressure of pn =
24 Pa during the surface growth of dust particles. With a chamber volume of about V =
3.5× 10−3 m3, this results in a lifetime of neutrals in the chamber τn:




≈ 6.2× 10−4 m3 s−1 , τn = V/s′ ≈ 6 s . (4.3)
The index S denotes standard conditions (pS = 101,325 Pa, TS = 273.15 K). It takes the
system six seconds to renew the neutral gas volume. The actual time for this might be
slightly larger because the window openings and the supply line enlarge the effective
volume, but not significantly. Remaining positive ions are then pushed out of the plasma
bulk by the ambipolar electric field. Removal of the negative ion species in the plasma
is a requirement for the analysis of density waves in the subsequent chapters because
every additional plasma species would alter the wave dispersion relation. Therefore, the
experiments are aimed at generating a pristine dusty argon plasma without any carbon
ion species. The main loss channel for negative ions in the plasma is the ion-ion mutual
neutralization reaction for which an approximative rate coefficient formula is given in
Refs. [180, 181]:
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Fig. 4.4: DUSTWHEEL with opti-
cal breadboards to the front and
to the sides. The plasma chamber
can be inserted into the central bore
of the coils. The gap between the
two groups of copper coils is visible
at the height of the optical bread-
boards. The wheel has an outer di-
ameter of 2 m.
with the electron affinity EA of the anion in eV, the reduced mass of the anion-cation
pair µ in atomic mass units, and the temperature Tgas in KELVIN. The negative ion with
highest density in acetylene plasmas is C2H– . Its electron affinity is 2.9 eV [182]. The time
constant for the depletion of C2H– via C2H– + Ar+ −−→ C2H + Ar with an Ar+ density




≈ 11.2 ms . (4.5)
This is much smaller than the lifetime of neutrals in the chamber (τi  τn). It can be
assumed that negative ions – not just C2H– – are depleted as soon as the gas has been
completely renewed. This means that it is possible to change between a chemically re-
active and a non-reactive plasma within just a few seconds. Additionally, the growth of
dust particles can be stopped in order to have constant conditions for observation and
time-consuming diagnostics.
4.3 DUSTWHEEL – A Tiltable Magnet
The complete experiment is placed inside the DUSTWHEEL, which is a water-cooled
copper-coil magnet, depicted in Fig. 4.4. Before this work with nanodust was started,
it had been used for experiments with long magnetized plasma columns to study the
effect of negative ions on drift waves [183, 184].
DUSTWHEEL consists of 24 water-cooled coils, which are grouped in two sets of each
12 coils. The two groups are separated by a gap of 10.5 cm. Inside of the coils, there is
a central bore of 30 cm diameter. The plasma chamber can be placed there using a crane
so that the chamber windows are directly accessible in the observation gap between the
coils. In this way, DUSTWHEEL provides a good environment for observation of dynamics
in dusty plasmas.

























Fig. 4.5: Top view sketch of the optical diagnostics in setup A. Each diagnostic is operated at its
own wavelength. A linearly polarized vertical green laser line illuminates the central plane of
the dust cloud. Density wave propagation is observed using the Bonito CL400-B (DDW camera)
whereas the q parameter distribution inside the dust cloud is examined with the I-Mie cameras.
Optical depth τ is measured with photodiodes before and after a red (He-Ne) laser beam has
passed the cloud. This laser enters the system at a distance of 25 mm from the central vertical axis.
A second red laser is sent through the polarizer and the polarization state of the scattered light is
measured by an ellipsometer. The cameras and the ellipsometer are protected with interference
filters for their respective laser wavelength. [A.3]
The wheel has an outer diameter of 2 m and a width of 0.65 m. To the left and to the right
of the magnet, there is an optical breadboard inserted into the wheel, which allows to
install optical diagnostics, even with a multitude of components like mirrors, cameras,
lasers, lenses, and so on. On the front of DUSTWHEEL there is an additional table with
a third big optical breadboard. DUSTWHEEL is placed on a roller block to tilt the com-
plete experiment including the chamber. The experiments of KNIST et al. [183] have been
conducted in horizontal orientation whereas all experiments presented here have been
conducted in vertical orientation.
The maximum power consumption of DUSTWHEEL is 500 A× 700 V = 350 kW, which
results in a maximum magnetic induction of 0.5 T in the original setup of the device. Due
to a limited pressure in the water supply, the maximum induction in the presented work
was 0.4 T. Within the observation gap, the magnetic induction is homogeneous.
4.4 Optical Diagnostics
Two slightly differing optical setups have been used, which are referred to as setup A
and setup B. Both setups consist of diagnostics to follow the DDW dynamics with digital
cameras, determine the dust particle size by polarization measurements of scattered laser
light and the dust particle density by extinction measurements. All three objectives can be
realized with imaging techniques. Due to the limited access to the experiment provided
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Fig. 4.6: Inverted image of the
DDWs with sketched electrodes in
gray and FARADAY shield in black.
A dashed rectangle marks the field
of view (FoV) and a straight line
marks the line of interest (LoI), from
which data are analyzed. [A.2]
by the chamber windows, not all of these techniques can be applied at the same time. A
well-considered selection has to be made. The discussion starts with setup A as in Fig. 4.5.
4.4.1 Video Recordings of Dust-Density Waves
The key diagnostic is the measurement of DDWs. The central vertical plane of the dust
cloud is illuminated with a laser sheet. Therefore, a 532 nm laser spot is directed on a
POWELL lens, which is located in the focal point of a cylinder lens.5 The POWELL lens
serves as a laser-line generator. The laser line is collimated by the cylinder lens. It is
directed over two mirrors into the dust cloud. A fast camera, the AVT Bonito CL400-B
in conjunction with a ZEISS Makroplanar T*2/100 mm, is used to capture DDW propa-
gation in the illuminated vertical sheet with a reproduction scale of 5.7 : 1 (setup A) or
5.2 : 1 (setup B). The frame rate was set to 2,000 fps at an exposure time of 0.48 ms. This
camera system will be referenced as the DDW camera. In setup A, a 200 mW laser was
used, which was later replaced by a 1,000 mW laser in setup B to account for the short
exposure time. In setup A, the laser line is also used for a spatially-resolved polarization
measurement. Therefore, a polarizer is inserted right before the chamber window.
The camera settings lead to a large output rate of video data. Even with the Camera Link
interface it is not possible to transmit the complete image of the dust cloud at the chosen
settings. Therefore, only a small field of view (FoV) is recorded, see Fig. 4.6. The DDW
properties will be examined along the line of interest (LoI).
4.4.2 Extinction Measurements with a Laser Spot
Scattering and absorption of light by spherical particles leads to a decrease of the trans-
mitted laser light [185]. The ratio of transmitted and incoming intensity of light is given






5 See the two objects in the dashed rectangle in Fig. 4.5.


















Fig. 4.7: Dust density profile ob-
tained from the medium intensity
of 1,024 images taken by the DDW
camera. Calibration to absolute val-
ues of the density is performed us-
ing the measurement of the opti-
cal depth τ. Horizontal axis is
referenced to the radial center of
the plasma chamber. The profile
is taken along the LoI defined in
Fig. 4.6. The sectioning in three re-
gions will be discussed in the next
chapter. [A.3]
with Qext being the extinction efficiency, which depends on the particle size and the re-
fractive index. The extinction efficiency is the ratio of effective to geometric scattering
cross section [185]. The integral in the exponent is called optical depth τ = − log(I/I0).
Its measurement allows to determine a medium dust density if particle radius and refrac-
tive index are known.
The incident and transmitted intensities I0, I are measured with two photodiodes be-
cause the laser intensity is not temporally constant. The Texas Instruments OPT101-type
photodiode was used for this purpose. To calibrate the photodiodes, the intensity ratio
without the presence of a dust cloud was measured before dust operation.
If the particle cloud is assumed to be optically thin and monodisperse, then the averaged
(oscillation-free) profile of scattered light, visible with the DDW camera, is the dust den-
sity profile in arbitrary units. The calibration factor can be determined by measuring τ
and calculating the calibration factor with Eq. (4.6). Therefore, the zero-dimensional ex-
tinction measurement can be used together with an image of the dust cloud to calculate
a one-dimensional dust density profile. Results are shown in Fig. 4.7.
4.4.3 Rotating Compensator Ellipsometer
Knowledge about the optical particle properties is indispensable for the work with in-situ
grown dust particles. A very important prerequisite of the analysis of DDWs is the dust
particle size. There have been preceding works by H. KETELSEN [186], F. GREINER [176],
and S. GROTH [B.2] that deal with the in-situ size diagnostic of growing dust particles.
These methods have been used extensively here because the particle size is necessary
for the calculation of the particle mass, which influences the dust plasma frequency and
the size is also an input to calculate the dust-neutral friction rate. Finally, it is an input
parameter for the charging theory presented before. Here, the size of the dust particles is
indirectly determined by analysis of the polarization state of scattered laser light. In the
experiments, the size parameter x = 2pia/λ is of the order of unity. The scattering of the
polarized light can be described with the MIE theory.











Fig. 4.8: Electric wave vector E for
elliptically-polarized light. The el-
lipse can be described with the el-
lipsometric angles Ψ and ∆. Ψ de-
notes the amplitude ratio of the os-
cillation in parallel and perpendic-
ular direction, E0‖ and E0⊥: Ψ =
arctan(E0‖/E0⊥). ∆ is the phase
shift between the EM oscillation in
parallel and perpendicular direc-
tion.
The polarization of light describes preferred oscillation directions of the electrostatic vec-
tor of an electromagnetic (EM) wave. The general case of polarization is elliptically polar-
ized light where the electric field vector runs along the points on an ellipse, see Fig. 4.8.
The polarization state of light can be described with the STOKES formalism. Light inten-
sities behind ideal linear polarizers with an angle of 0 (I‖), pi/2 (I⊥), pi/4 (Ipi/4), −pi/4
(I−pi/4) as well as behind an ideal right-circular (IR) and left-circular (IL) polarizers are


























These intensities can be related to the ellipsometric angles ∆ and Ψ, which are defined in
Fig. 4.8. The degree of polarization (DOP) denotes the ratio of polarized light intensity
to the full intensity: DOP = Ip/I0. Normalization of Q, U, and V to Ip results in the
normalized STOKES vector (1/DOP, q, u, v)ᵀ. The incident light in the performed exper-
iments is fully polarized with an angle of 45◦ w.r.t. the horizontal plane. Scattering at
single particles does not alter the DOP. The amount of polarized intensity Ip depends on
the number density of particles nd and is therefore not a clear size indicator. From the
STOKES vector of the scattered light, Ψ and ∆ can be directly connected to the particle size
and refractive index. The scattering process as well as any other polarization-changing
process can be described by multiplication of a MÜLLER matrix with the STOKES vector.
The 16 elements of the 4× 4 matrix can be determined for any optical part of a setup. In
the case that light passes several optical elements, the STOKES vector ss of the transmit-
ted light follows from consecutive application of all respective MÜLLER matrices on the
incident STOKES vector si:
ss = Mn · · ·M2 ·M1 · si. (4.8)



































Fig. 4.9: (a) Ellipsometric angles ∆ over Ψ for the pre-measurement, fit result (CRAS-MIE), and
main measurement. During growth of particles data points propagate from top left to bottom
right. Every point on the synthetic curve (black) corresponds to a radius so that data (circles and
rectangles) can be mapped to dust particle size. (b) Temporal dust size evolution calculated from
CRAS-MIE. After a short time of linear growth, the radius saturates when the acetylene supply to
the chamber is closed. The gap in the data results from a manual operation in the setup, during
which the laser did not enter the cloud. [A.3]
In both setups a commercial rotating compensator ellipsometer (RCE) from THORLABS,
the PAN5710VIS, measures the polarization state of scattered light by the particles. An
imaging lens is placed between the chamber and the RCE to collect enough light increas-
ing the signal-to-noise ratio in the ellipsometer. With the RCE data, a time-resolved ∆(Ψ)
evolution is provided. These data can be compared with theoretical values of the MIE
function [187], which has been implemented for MATLABTM by MÄTZLER [188]. Inter-
nally, this function determines the MÜLLER matrix of the dust for light scattering into a
certain direction. It takes as inputs the polarization state of incident light, observation
angle, wavelength, refractive index of particle material, and the particle size. It outputs
the STOKES vector of the scattered light, for which Ψ and ∆ can be calculated. Repeat-
ing this call to the MIE function from MÄTZLER with growing particle sizes, a synthetic
∆(Ψ) data set can be generated. The CRAS-MIE algorithm6 by S. GROTH [B.2] calculates
such synthetic data sets and determines the time resolved radius evolution by appointing
every measured ∆(Ψ) to the point in the data set with the smallest distance in the Ψ-∆
plane. The remaining summed squared distances are the error sum, which is minimized
by variation of the refractive index m. This procedure yields the optimal refractive index
m = mr + imi and its corresponding temporal size evolution.
When it comes to the application of this method to lab experiments, some refinements
had to be made to increase the sensitivity of the method. First, the error in the refractive
index gets smaller if a larger part of the particle growth history over time is known. For
the study of dust clouds with DDWs, small particles were favored because they are not
as much affected by gravity compared with larger particles. But if the growth of the
6 CRAS-MIE abbreviates Constant Refractive Index but Arbitrary Size using MIE theory.
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particles was stopped too early, the obtained data might not allow to determine a valid
refractive index. To resolve this conflict, the reproducibility of the particle formation
process is utilized. A pre-measurement with a longer growth phase is introduced, for
which the refractive index is determined. The plasma is turned off, the cloud vanishes
from the chamber, and the plasma is turned on again. Now, the main measurement starts
with the growth of new particles. This time, the particle growth is stopped early enough
to obtain small particles. Their refractive index is already known with high accuracy
from the pre-measurement. With this knowledge, the size evolution can be determined
directly without a prior minimization of an error sum. This method is demonstrated in
Fig. 4.9 for a measurement run, which will be discussed in the next chapter. Fig. 4.9 (b)
shows a radius development, which is typical for the chosen experimental situation. The
dust particles grow linearly in the initial phase of the experiment. Then, after closing the
acetylene supply, the radius saturates to a value of 183 nm. At this point, the extinction
efficiency from Eq. (4.6) equals Qext = 1.54.
The application of CRAS-MIE requires two assumptions. First, the model only provides
the scattering process for a single spherical particle. In the experiment, a laser is sent into
a dust cloud with billions of particles. The signal in the sensor is a sum of the scattered
photons from many particles. This is not an issue as long as photons do not scatter twice
or more times before they reach the sensor. Second, the growth process is assumed to in-
crease the particle size while keeping the refractive index constant. Advanced effects like
core-shell structures of the particles, particle size distribution functions or a distribution
of particle shapes cannot be handled by the method. However, the considered system is
demixing [67, 114, 115, 189], i.e., particles of different sizes should separate into different
shells or droplets. The influence of a distribution function can be neglected as long as the
observed volume is not too large. The particle shape has been studied with SEM [B.2]
and found to be spherical. The assumption of single scattering can be violated if the
optical depth becomes too large. In that case, multiple scattering events start to change
the measurement results and have to be taken into account. Radiative transport simu-
lations of the used system with MONTE-CARLO-type algorithms have been performed
recently [190]. There, larger particles have been grown on purpose to provoke a situa-
tion with significant multiple scattering effects. Direct comparison of radiative transfer
in theory and experiment is a promising field for application of codes originally devised
for astrophysical situations where the optical depth can be much larger than unity. Addi-
tionally, these codes could help extend CRAS-MIE to optically thick particle clouds [191].
4.4.4 Imaging MIE
Because the RCE consists of a photodiode behind a rotating quarter wave plate and a
linear polarizer, the analysis of these data yields the particle size only in one observa-
tion spot. The assumption of a particle cloud, which is homogeneous in particle size






















t = 240 s
Fig. 4.10: Resulting size map of the
dust particles at t = 240 s. For every
pixel, the calculated q′ (see Eq. (4.9))
is mapped to a particle size with
a function obtained from the RCE
and CRAS-MIE data. The image is
taken from the same measurement
that led to the data in Fig. 4.9. [A.3]
(monodisperse), needs to be verified, at least for a single run of the experiment. For
this purpose, the imaging MIE device, introduced by GREINER et al. [176], is included in
setup A (Fig. 4.5).
This technique measures the amount of parallel and perpendicular polarized light, I‖
and I⊥. These quantities are determined by splitting the images from a CANON lens with
a polarizing cube and taking these images with two Prosilica GE680 cameras. Finally, the





For fully polarized light, the parameter q′ equals the second entry in the STOKES vector.
In the measurements, the DOP was roughly 70 %. From the RCE data, q′ can be calculated
and mapped to the resulting radius curve. The underlying assumption here is that the
DOP has a global development, which is independent from the observed location. By
applying this mapping function to the I-MIE obtained q′ data, a spatially and temporally
resolved size map can be computed. Such an image is shown in Fig. 4.10. This shows
that the assumption of a monodisperse dust cloud is justified but there is a central shell
of distinctively smaller particles surrounding the void. The shell configuration was also
found in similar experiments [113, 115, 192].
4.4.5 Comparison of the Setups
For the study of the system without a magnetic field, setup A proved to be very effec-
tive. Particle size, density, and wave properties could be determined synchronously and
allowed to examine the internal structure of the system without intrusive methods.
The biggest disadvantage of setup A is that the dust density is determined with a rough
approximation: It is assumed that the incoming laser light is not attenuated in the first
half of the cloud. The calibration of the scattered light profile to absolute density allows to
determine the dust density only along one central line of the system because the incident























laser 1 laser 2
Fig. 4.11: Top view sketch of the optical diagnostics in setup B. In comparison with setup A in
Fig. 4.5 only 532 nm lasers and a green LED panel are used. The ellipsometer was switched to the
other side and a telecentric lens camera system was added to take extinction images of the dust
cloud. c© 2018 American Physical Society [A.4]
laser line is not homogeneous. These issues had to be resolved for the study of dusty
plasmas in an external magnetic field because the spatial distribution of dust particles
changes at different magnetic inductions. Therefore, setup B was developed with the aim
of providing a 2D density map, see Fig. 4.11. KILLER et al. have realized such a system
before [B.3, 26, 193]. With an LED illumination panel and a telecentric lens they recorded
extinction images of the dust cloud, which appears as a dark shadow in front of the bright
LED panel.
The introduction of such a measurement system creates an additional restriction to the
MIE technique. All optical properties of the dust material depend on the wavelength.
Therefore, the LED panel and the laser used for the MIE scattering measurements must
be at the same wavelength. For the illumination panel, it was appreciated to choose
green because most camera chips are optimized for the middle of the visible spectrum.
Consequently, the red laser used in setup A for the laser-light scattering measurements is
replaced with a green laser in setup B. In contrast to setup A where all illumination sources
could run synchronously, the use of the same wavelength now demands that every di-
agnostic can only be used one after another. This restriction is not a strong limitation for
the measurement process because the lasers as well as the LED panel can be switched on
and off on the millisecond time scale.
4.4.6 Inverse ABEL Transform
Using setup B, extinction images as in Fig. 4.12 (a) are available. The dust cloud has
a cylindrical symmetry in the magnetized and in the unmagnetized situation. The ex-
tinction image originates from a line-of-sight integration through the dust cloud and the
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real-space dust-density distribution follows by the inverse transform of this integration.












r2 − y2 dr (4.10)
and the backward transform the inverse ABEL transform








y2 − r2 . (4.11)
Application of this equation to noisy measurement data will obviously result in large
errors as the derivative has to be calculated as well as a fraction of this derivative with
infinitely small numbers at y −→ r. KILLER et al. used an indirect method by representing
f (r) with a cosine series whose coefficients are determined by minimizing the deviation
between the modelled F(y) against the measured one [26, 194]. This method, originally
devised by PRETZLER [195], tends to oscillatory solutions. In this work, the solution was
computed by calculating the derivative of the data with first-order polynomes on small
30-point windows around the current position and inserting the resulting derivative data
in Eq. (4.11). Unfortunately, this is still numerically unstable for every position r because
the integration starts at y = r where the denominator in the integral is zero. This problem
is avoided by a simple coordinate transform of the form y =
√
t2 + r2. Then, Eq. (4.11)
takes the form











The derivative at the shifted positions
√
t2 + r2 is found by linear interpolation. This
solution is only unstable for r −→ 0 whereas Eq. (4.11) would be numerically unstable
for all values of r.
In the experiment, the ABEL transformed quantity f is the argument of the integral in
Eq. (4.6). Therefore, the inverse ABEL transform yields
f (r) = Qextpia2nd . (4.13)
Note that this equation is valid for every cylindrically symmetric distribution of Qext,
a, and nd. It is not limited to the considered case of a monodisperse dust cloud. As
stated above, the extinction efficiency Qext for the wavelength of the illumination panel
has to be known, which is why the illumination laser for MIE scattering needs to have
the same wavelength. Otherwise, this equation could not be solved for the dust density
nd. Applying this method to experimental data, images like the ones shown in Fig. 4.12
can be obtained.
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Fig. 4.12: (a) Optical depth τ measured with setup B. (b) Dust density calculated with Eq. (4.12).
Since the transform is unstable for r −→ 0, the density cannot be obtained at x = 0 mm. c© 2018
American Physical Society [A.4]
Given this extended set of optical diagnostics, it is possible to examine the particle size,
the cloud density distribution, and the DDW properties almost synchronously. These are
requirements for the comparison of experiment and theory that will be given in the next
chapter.
5 | Dust-Density Waves as a
Diagnostic Tool
The dust-density wave (DDW) can be used in different ways to determine parameters of
the plasma and the dust. The core idea is to compare (hydrodynamic) theory as presented
in chapter 3 with video recordings of DDWs in the experiment.
In published works, three methods of DDW diagnostics can be identified: The first one
uses the phase velocity, which can be obtained by tracking wave fronts in subsequent
video frames. For comparison with theory, the plasma parameters are usually known
from other plasma diagnostic techniques. Only one parameter, usually the dust charge,
is varied in order to align the measured and predicted phase velocity. Thus, the dust
charge can be determined [10].
A second method is to control the frequency of the DDW by modulation of the electrode
bias voltage or the input power. By variation of ω, the dispersion relation can be mea-
sured [120]. Matching with theory can then be achieved by finding the correct system
parameters that result in the measured curve [122, 123, 127, 142, 196–199].
In a third method, the naturally-occurring DDW is directly compared to theory. From the
hydrodynamic approach a complete solution of ω over k can be derived. The imaginary
part of ω, the growth rate, is calculated and its maximum determines the most unstable
mode. It is assumed that this mode is the dominant contribution to the wave field and
will be observed in the experiment [45, 78, 79, 106, 122]. The parameters in the model
are varied to find a solution, for which the most unstable mode is equal to the observed
mode.
The last method has several advantages over the others: The naturally-occurring mode
can be observed without influencing the plasma. Modulation of the system is a global
intervention, which can be avoided. In comparison with the first method, twice as much
information is obtained because the most unstable mode is characterized by k and ω
whereas the phase velocity yields only the ratio of ω and k. Therefore, the third method
will be expanded to an algorithm, the dust-density wave diagnostic (DDW-D). It will
be applied and demonstrated with data obtained from the experiment presented in the
preceding chapter.
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Fig. 5.1: Timing diagram of the ex-
periment. At t1 = 15 s the acetylene
flow is opened and closed again at
t2 = 100 s. After giving the sys-
tem some time to rearrange, the
flow is reduced from 8 to 2 sccm
at t3 = 120 s. When the pressure
has reached a stable value, video
recording of the DDW starts at t4 =
300 s. (a) Optical depth of the
particle cloud measured with the
photodiodes and the He-Ne laser.
(b) Dust particle size obtained from
CRAS-MIE. (c) Pressure measured
by a full range gauge. The data
between t1 and t2 are uncertain
because the gauge is gas-type de-
pendent. (d) Relative peak-to-peak
voltage measured between the two
electrodes. [A.3]
5.1 Experiment Schedule
The experiment described in this chapter was conducted with setup A. For the study
of DDWs, a distinct schedule was designed. It is discussed w.r.t. Fig. 5.1 where the time
stamps tj are defined. All diagnostics have been initialized at t = 0. At this time, a plasma
has been present for some minutes at a pressure of pn = 24 Pa and a forwarded power
from the rf generator of 8 W. The gas flow amounts to 8 sccm argon and is bypassed to
the rotary vane pump.
In the time before t1, reference data in the absence of dust has been obtained. Then,
acetylene is admixed to the argon gas flow. The flow is kept constant at 8 sccm and
acetylene amounts for 20 % of the flow. This initiates the growth of dust particles, which
can be observed in all diagnostics depicted in Fig. 5.1. The first indicator for the growth
of dust particles is the change in the peak-to-peak voltage [200]. This is also found in the
given data depicted in Fig. 5.1 (d).
At t2 the acetylene flow is shut down so that the dust particle size and the optical depth
saturate after some time. At t3 the gas flow is reduced and the pressure begins to de-
crease. The optical depth data become noisy after the closure of the acetylene supply
(t2) and even more when reducing the pressure (t3). This is due to the onset of DDWs,
which are not fully averaged out on the line-of-sight of the extinction measurement. Af-












Fig. 5.2: Local phase from the
HILBERT transform for a video of
the FoV depicted in Fig. 4.6. Note
that the HILBERT transform was ap-
plied on every pixel independently.
The x- and z-axis are centered at the
void center. [A.2]
ter some time, all monitored parameters in Fig. 5.1 have stabilized and video recording of
the DDW starts at t4. The following results are based on a recording of 0.512 s duration.
5.2 Characterization of the Wave Field
5.2.1 HILBERT Transform
For the extraction of wave parameters from the videos, the HILBERT transform is used.
In the following, the quantity I˜(t) = I(t)− I¯ denotes the average-free fluctuation of the







t− τ dτ . (5.1)
The HILBERT transform is a convolution with (pit)−1. In FOURIER space, the convolution
equals a multiplication of the FOURIER transformed multiplicants. The FOURIER repre-








exp(ipi/2 sgn(ω)) . (5.2)
This demonstrates the qualitative behavior of the HILBERT transform. It shifts the phasor
of any periodic signal by pi/2. Therefore, it can be utilized to construct the analytic signal:
A(t) = I˜(t) + i · H[ I˜(t)] = E(t) · exp(i · ϕ(t)) . (5.3)
The polar form of the analytic signal provides the instantaneous amplitude E and the
instantaneous phase ϕ as the absolute value and the argument of the polar form. For any
kind of wave, frequency and wave number are defined as:
ω = −∂ϕ
∂t
, k = ∇ϕ . (5.4)
Therefore, the local phase of the wave obtained from the analytic signal allows to deter-
mine the wave parameters with spatial and temporal resolution.
5.2.2 Frequency and Wave Number
Using setup A, the instantaneous phase map obtained for a video taken from the FoV is
given in Fig. 5.2. In this example, the video was taken at 2,000 fps and the number of











































Fig. 5.3: (a) Wave frequency and
wave number as obtained with the
HILBERT transform. The horizontal
axis is referenced to the center of the
void, see Fig. 5.2 for clarification. It
is sectioned into three regions with
characteristic properties. Error bars
are in the same range as the size of
the points. (b) Phase velocity ω/k.
In the observed area, the phase ve-
locity is rather constant. For clarity,
the original density of data points
has been reduced by a factor of 30.
The same applies for the subsequent
Figs. 5.10, 5.11, and 5.12. [A.2, A.3]
frames was 1,024. This ensures that many wave periods in every location are included,
which is important for the HILBERT transform to converge. The images have each been
blurred with a GAUSSIAN filter before the HILBERT transform was applied.1 This reduces
the influence of uncorrelated noise on the camera chip. The filter options were a window
length of 4 pixels and a sigma of 2 pixels. The maximum (minimum) wave number
measured in the wave field is roughly k = 11.5 rad mm−1 (2 rad mm−1). A pure sine
wave experiences a 15 % (0.5 %) amplitude damping effect by this filter. Since the larger
wave numbers are only measured in a small area close to the void, the amplitude error
introduced by the filter is only a few percent for most of the recorded data.
The resulting phase ϕ has no absolute reference, the respective values are between −pi
and +pi. The discontinuities in Fig. 5.2 have to be removed by “unwrapping” the phase
information in time. A continuous phase is required to calculate the derivatives in time
and space, which provide the frequency and the wave number.
The analysis of the wave is done on the Line of Interest (LoI) introduced in Fig. 4.6. The
wave fronts are intersecting this line perpendicularly. From LANGMUIR probe measure-
ments, see Fig. 6.2 in the next chapter, it is known that the ion flow is aligned with k
on the LoI. A non-zero angle between k and vi would be an additional parameter in the
dispersion relation. Due to the symmetry of the system, oblique modes cannot appear on
the LoI. Except for the LoI everywhere else the slope of ϕ would have to be calculated in
two directions to calculate the wave vector.
The LoI is chosen for the analysis because it passes through the bulk plasma. Here, the
drift velocity of the ions is low and the plasma density high compared to the area that is
closer to the electrodes and to the plasma sheath. The waves can travel a long way with
smooth variations of the plasma parameters. In the other directions, the parameters vary
with larger gradients. Therefore, the complete analysis will be performed on the LoI.
1The “imfilter” function in MATLABTM was used for this.
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Over the time of the video, a large number of instantaneous frequencies can be calculated
on every pixel by determining the slope of the phase evolution in small parts of the video.
Here, eleven subsequent frames (time steps) have been used to calculate the frequency
for a distinct time and position. This leads to a distribution of frequencies whose average
is treated as the wave frequency at that position. The same method was applied to the
wave number. It follows from straight line fits in the phase data over a small window
around each pixel. A window length of thirteen pixels has been used. This is done for
every time step leading to a distribution of wave numbers. Here again, the average of
the distribution is taken as the result for a location. At the same time, the distribution of
instantaneous parameters provides a measure for the error. It is assumed that the error
is given by the standard deviation of the mean. These errors are propagated into the
consequent quantities by generating synthetic data sets with this standard deviation and
repeating the data analysis to get a distribution of results and their standard deviation.
With this procedure, the wave number and wave frequency, as shown in Fig. 5.3 (a), are
obtained. Several features become visible in this figure. First, the wave frequency and the
wave number are almost aligned. This means that the phase velocity ω/k is constant. It
has a value of about 175 mm s−1 [Fig. 5.3 (b)]. The constancy of the DDW phase velocity in
this nanodusty experiment stands in contrast to observations in microdusty plasmas [128,
201]. The reason for this behavior is not clear yet. Further, it can be seen that both ω
and k are monotonically decreasing, with large slope in region I, a diminishing slope in
region II, and they are approximately constant from the center of region II throughout
region III. The local constancy of ω and k will be an important requirement for the model
used in Sec. 5.5.
The gradient in ω and k in region I and II shows that the wave is forced to adapt its
parameters to the local plasma environment. The development of ω and k is smooth and
shows no discrete jumps. Such discrete transitions of the frequency have been observed
in a microdusty plasma [130] due to a local synchronization of neighbouring regions to
one frequency. Such a region of fixed frequency is called a cluster. The absence of such
clusters confirms the dominance of the local most unstable mode, which was discussed
in Sec. 3.8.
The changing ω as in Fig. 5.3 (a) is a paradoxical behavior for a wave. If a wave passes
points A and B one after another and has a lower frequency in B than in A, then more
wave fronts enter the region between A and B than leave. Consequently, the number of
wave fronts in this region increases. To resolve this problem, the gradient in ω makes
it necessary to merge wavefronts. The merging position is called a phase defect. At
the defect position, the wave amplitude is zero and the phase is undefined [202]. The
appearance of defects will be discussed below.
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Fig. 5.4: (a) Fluctuation intensity I˜(t) = I(t) − I¯ along the LoI. The zero-line is drawn in gray.
(b) The fluctuation intensity over the same spatial dimension as in (a), but shown in color-coding
and with time information on the vertical axis. This is a 100 ms long selection from a 512 ms
video. The oscillations in (a) can be identified at t = 403 ms, which is marked with a horizontal
dot-dashed line. Both subfigures share the same horizontal axis. The regions, which have been
introduced in Fig. 5.3, are marked with vertical dashed lines. (c) A zoom into subfigure (b) sharing
the same color legend.
5.2.3 Fluctuation Intensity
From the preceding subsection, the wave properties are available via the HILBERT trans-
form. This method will be the main tool for the comparison with plasma theory in the
next section, but it lacks some properties of the wave field, which can be better described
by taking a look at the actual fluctuation of the wave.
In Fig. 5.4 (a), the fluctuation is shown along the LoI. On the very left, there is almost
no deviation from the zero line. Starting at roughly x = 15 mm, very small waves can
be found. Going outward, larger wave crests and troughs can be identified. In region II,
the amplitude of the oscillations reaches its maximum. The fluctuation reaches twice as
high values at the crests compared with the troughs. In region III, the amplitude of the
oscillations gets smaller again. The waves are asymmetric w.r.t. the zero line. The right
side of the crests is steeper than the left side. Additionally, the troughs become elongated
and contain small-scale oscillations.
To show the dynamic features of the oscillations in Fig. 5.4 (a), the fluctuation from the
LoI is transposed to a color axis and the time dimension introduced on the vertical axis
in Fig. 5.4 (b). Now it can be seen that the onset of the waves on the left is not stationary,
but is shifting its position between x = 13 mm and 17 mm. In contrast to Refs. [130, 201],
the waves are not triggered at the void edge, but emerge somewhere in the dust cloud.
While the waves travel towards region II, their wavelength increases and wavefronts











































Fig. 5.5: (a) Zoom into the fluctuation intensity in Fig. 5.4 (b). A merging event of two wave
crests is depicted. (b) Histogram of merging events (defects) over the LoI for the complete video.
merge. Many of those merging events can be identified in region I, some also in region II.
No such event can be found in region III.
The defect positions for the complete video have been manually detected and registered
into a histogram over the spatial axis. This is shown in Fig. 5.5 (b). In the given situation,
every defect is a merger of wave fronts, splitting is not observed. From the distribution, it
can be seen that defects appear where the wave changes its frequency ω, which is mainly
the case in region I and II. In region III, the wave keeps its parameters constant and there
are almost no defects. This is in accordance with the considerations above: a changing
frequency requires the existence of defects. The distribution of the defects is continuous.
MENZEL et al. found that the DDW shows frequency clusters [130]. These become visi-
ble by discrete jumps of the frequency on the spatial scale. Defects appear at the cluster
boundaries. Therefore, the defect positions accumulated at these positions [201, 203]. In
the present situation, the wave adapts its frequency smoothly, which makes it necessary
to merge wave fronts with a continuous statistical distribution. If the defects accumulated
in fixed positions, that would mean that the local most unstable mode is superimposed
by the frequency synchronization within a cluster. Since the defect is a discrete synchro-
nization process, a video of the DDW must be long enough to average out the discrete
synchronization events. The life time of a cluster is usually some oscillation periods. With
the given duration of the video recordings, at least 40 oscillations are captured on every
pixel, which is sufficiently more than the life time of a cluster.
In region II and III, curved wave fronts can be identified in the t-x diagram [Fig. 5.13 (b,
c)]. On the inward side of a wave crest, a group of particles separates from the crest
forming a low-amplitude wave front. For a short time, this wave travels with the pri-
mary wave, but then gets slower, even stops in the laboratory frame. Finally, it changes
direction and accelerates into the subsequent primary wave front, which peaks its am-
plitude during the collision. A zoom on such an event is depicted in Fig. 5.4 (c). Many
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Fig. 5.6: Phase-resolved fluctuation degree for the positions (a) x ≈ 19 mm in region I and (b)
x ≈ 39 mm in region III on the LoI. The data points are distributed on discrete levels because
the oscillation amplitude is close to the camera bit resolution. The smoothed fit (dashed) is just a
spline following the trend of the data points. The model function (solid) is E¯ · cos(ϕ) with E¯ being
the medium amplitude from the complete time series.
of these events can be found in region II, some also in region III. This behavior indicates
that the wave in region II and III is already in the nonlinear regime and shows effects,
which are not included in the linear model of the DDW.
In the literature, many advanced phenomena in nonlinear DDWs have been explored
yet: The group of MERLINO introduced two types of additional oscillations in the fluid
model. It was shown that at high amplitude, second-order terms in the governing equa-
tions lead to higher harmonics in the wave field [204]. They also found that in the high-
amplitude wave counter-streaming dust populations can excite a dust-dust instability,
the secondary DDW [205]. Other groups identified the trapping and detrapping of parti-
cles in wave crests [140, 206, 207].
In my experiments, the single-particle trajectories are not accessible and it remains un-
clear what exactly causes the curved trajectories in the t-x diagram. It should be noted
that nonlinearity in waves, which is clearly present in the experiment, is a long-standing
subject of mathematics [208, 209].
5.2.4 Phase-Resolved Fluctuation Degree
The asymmetry of the oscillation intensity requires some discussion. The HILBERT trans-
form assigns a phase ϕ for every pixel and time step of the recorded video. In Fig. 5.6 the
relative fluctuation intensity for two representative positions in the wave field are plot-
ted w.r.t. the phase information. In subplot (a) the data points are widely distributed, but
reproduce a cosine curve quite well. This shows that the low amplitude waves in region I
are well-suited for the planar wave ansatz. The amplitude calculated from the analytic
signal is a good measure for the amplitude of the actual DDW.
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In Fig. 5.6 (b) the relative amplitude is larger, but the data points at ϕ = 0 are farther away
from the zero line than those at ±pi. The model function following from the medium
oscillation properties is not symmetric in the data points, which becomes visible in the
deviation of the model function from the smoothed fit. The wave-induced crests are up
to 150 % over the medium density while the troughs are only up to 70 % under this value.
This asymmetric shape is due to the fact that the dust density cannot be negative. The
amplitude from the analytic signal averages the crests and the troughs. As this work
limits its considerations to linear theory, one has to keep in mind that the wave in the
experiment is not fully represented by the assumed model functions.
R. MERLINO showed that the asymmetric shape of the DDW in its nonlinear state as in
Fig. 5.6 (b) follows from the second-order terms in the governing equations [204]. This
shape can be reproduced as the sum of two cosines that represent the fundamental wave
and its first harmonic.
5.3 Dust-Density Wave Diagnostic
The dust-density wave diagnostic (DDW-D) examines the naturally-occurring DDW. Ex-
perimental observations of the DDW provide its frequency, wave number, and ampli-
tude. Hydrodynamic theory is independent of the amplitude. Thus, the diagnostic must
handle all plasma and dust parameters while the experiment has an output of only two
parameters from which everything else is determined. Therefore, it is necessary to em-
ploy all internal dependencies of the plasma, e.g., quasineutrality and charging, use ex-
ternal measurements—apart from the DDW itself—only where they have high accuracy,
and require estimated parameters if their uncertainty introduces only a small error to the
results. These were the requirements for the design of the DDW-D, which was published
in Ref. [A.2] and further used in Refs. [A.3, A.4].
5.3.1 Reduction of Free Parameters in the Model Equations
Some of the parameters in the dispersion relation are known. By measurement of the
neutral gas pressure, the ion-neutral, the dust-neutral, and the electron-neutral friction
rate can be obtained. The dust particle size is given by CRAS-Mie, so the particle mass
can be determined. The dust density is available with high spatial resolution by the
method described in Sec. 4.4.2. The dust charge, electron and ion density, and the ion drift
velocity are unknown. Ions and dust are at room temperature, for electrons a temperature
of kBTe = 5 eV is estimated [84]. It is assumed that the dust is non-drifting because even
small drifts would suppress wave activity [210]. The simplifications discussed in Sec. 3.6
are applied.
With the four unknown parameters that have to be determined and only two measured
parameters from the wave (k, ω) the problem is underdetermined. Two restrictions from
plasma theory are applied: The floating and the quasineutrality conditions Eqs. (2.27)





















Fig. 5.7: Example dispersion rela-
tion for the nanodusty situation dis-
cussed in Tab. 2.1. The imaginary
part of ω has a distinct maximum.
This mode grows faster than all oth-
ers. It is called most unstable mode
or fastest growing mode.
and (2.28). These equations couple the ion density, the electron density, and the dust
charge. For a given ion density, these equations determine the electron density and the
dust charge. Thus, the inherent physical dependencies reduce the number of unknown
parameters from four to two. By setting one pair of ni and vi one can calculate all para-
meters necessary for the dispersion relation.
In the dispersion relation, the local plasma parameters are present. From the HAVNES
models in Sec. 2.2.3 only the local ion density model (LIM) includes the local ion density
as a parameter. The HAVNES parameter in the BIM does not contain the local ion density,
but the plasma density of the surrounding non-local plasma. Therefore, the choice of the
HAVNES model can be justified by the fact that the dispersion relation contains only local
plasma parameters and leads to a locally present mode of the wave.
Additionally, the ion mobility relates the electric field and the ion drift velocity, see
Eq. (3.11). Solving Eq. (3.11), one is able to calculate the ion-neutral friction rate as
νin = e/(miµ). From the ion flow velocity the ion temperature follows with Eq. (3.17).
Given these prerequisites, a minimization method allows to find all unknown parame-
ters at once. Starting with a certain set of parameters (ni0, vi0), the most unstable mode
(km, ωm) can be determined by finding the maximum of the imaginary part of ω. The in-
dex m denotes the most unstable mode from the model. An example dispersion relation
with real and imaginary part of ω is shown in Fig. 5.7. The deviation vector
(∆k, ∆ω) = (km(ni, vi)− ke, ωm(ni, vi)−ωe) (5.5)
can be defined with the wave properties from the experiment (ke, ωe). Assuming that the
most unstable mode is realized in the experiment, a root finding method can determine
the (ni, vi) for which the deviation vector vanishes. It can be helpful to minimize the
absolute value of this vector and to introduce reference values kr, ωr, nir, and vir to make
sure the root search is exploring both dimensions with equal weight:
∆ =
∣∣∣∣(∆kkr , ∆ωωr
)∣∣∣∣ = ∣∣∣∣( km − kekr , ωm −ωeωr
)∣∣∣∣ . (5.6)
































Fig. 5.8: Relative deviation ∆ as
in Eq. (5.6) for an example sit-
uation with ωe = 1,600 rad s−1,
ke = 10 rad mm−1. The refer-
ence wave parameters are ωr =
600 rad s−1, kr = 5 rad mm−1.
The dispersion relation is cal-
culated with all parameters as
given for the nanodusty situa-
tion in Tab. 2.1 and for a neutral
pressure of pn = 11.5 Pa. The de-
viation shows a clear root, which
is marked by a plus (+).
The deviation ∆ shows a global minimum, which can be found using standard root find-
ing algorithms. An example situation is shown in Fig. 5.8. The function ∆ = ∆(ni, vi)
originates from the dispersion relation, which is only implicitly given. From the disper-
sion relation only the most unstable mode is needed, which can be found with a max-
imum search algorithm. This utilizes the numerical solution of the dispersion relation.
The accuracy of the maximum search algorithm produces a small-scale noise on the oth-
erwise continuous behavior of ∆. Some measures must be undertaken to assure the root
finding mechanism does not get stuck in minima created by numerical noise. The com-
plete calculation of the deviations in the ni-vi plane takes one night of cpu time. In my
programs, two solutions to this problem have been established. If the position of the
global minimum is completely unknown and standard downhill methods fail to find it,
simulated annealing algorithms will definitely reach a satisfying result. Unfortunately,
they are very time-consuming but the only ones that can handle arbitrary configurations.
An option that helped to keep the downhill minimum search from getting stuck in local
minima is to set a minimum step width for the search.2
5.3.2 Discussion of the Method
By applying the described method on every point of Fig. 5.3, the DDW-D can map plasma
parameters to the found wave parameters. Due to the spatial information that is attached
to the wave parameters, the DDW-D provides spatially resolved plasma parameters, see
Fig. 5.9. This is a big advantage compared to many other diagnostic methods like optical
emission spectroscopy or microwave cavity methods. The dispersion of the wave in the
experiment is acoustic. In the inhomogeneous medium only those waves are excited
which correspond to the same phase velocity, see Fig. 5.9. From the current state of the
literature [211] this effect cannot be fully explained yet. In the microdusty plasma, the
phase velocity changes while the wave propagates [130].
2 This was realized with the DiffMinChange option of fsolve in MATLABTM, version 9.2 (R2017a).































Fig. 5.9: Experimentally determined points in the k-ω-plane (black circles). The DDW-D deter-
mines the optimum fit by variation of ion density and flow velocity until the maximum growth
rate (dashed lines) appears at the measured k and ω. Here, this is demonstrated for two differ-
ent spots on the LoI (colored cross and plus in the inlay). The corresponding plasma parameters
are ni = 2.6× 1014 m−3 and vi = 0.27vB at a dust density of nd = 1.6× 1013 m−3 for the blue
curve and ni = 2.3× 1015 m−3 and vi = 0.22vB at a dust density of nd = 4.3× 1013 m−3 for the
red curve. Other parameters are listed in Tab. 5.1. The data points fulfill a linear relation. This
corresponds to a constant phase velocity over the LoI. [A.2]
The following restrictions come with the presented method: The hydrodynamic theory
assumes full periodicity in the system. This would be realized in a homogeneous, large
plasma. In the considered case of a small inhomogeneous plasma, the wave is forced to
change its parameters during its propagation through the medium.
In analogy to the WKB approximation for the solution of the SCHRÖDINGER equation, it
is assumed that within a small cell of the plasma, the parameters can be considered as
constant. This cell represents the unlimited model system of the hydrodynamic model.
The incoming wave has parameters close to the most unstable mode of each cell. There-
fore, the wave has to adapt its parameters in the cell only slightly. The complete system
is then given by a chain of such cells, which are placed one after another on the LoI.
The wave parameters are obtained by averaging the instantaneous frequency and wave
number over many oscillation periods. Therefore, the most unstable mode for each cell
is known with high accuracy.
In the derivation of the electrostatic dispersion relation, it was assumed that second-order
terms can be neglected. For low amplitudes of the DDW this assumption holds true,
while for the larger amplitude further effects can be seen as discussed in Sec. 5.2.3. The
model does not include saturation of the wave, predicting a temporal growth rate, which
is independent of the wave amplitude. Of course, the observed waves are in equilibrium
and do not change the amplitude with time. Some effects in the dispersion have not been
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Fixed parameters Value
Electron temperature 5 eV
Dust temperature 0.025 eV
Dust density see Fig. 4.7
Dust radius 183 nm
Dust mass 3.34× 10−17 kg
Neutral gas temperature 0.025 eV
Ion temperature Eq. (3.17)
Neutral gas pressure 11.5 Pa
Free parameters
Ion density matched with experiment
Ion drift velocity matched with experiment
Dependent parameters
Electron density Eqs. (2.27) and (2.28)
Electric field Eq. (3.11) with µ from Ref. [152]
Ion-neutral friction Eq. (3.11)
Dust charge Eqs. (2.27) and (2.28)
Tab. 5.1: Input parameters used for the calculation of dispersion relations which are used to match
experiment and model. Note that the assumed electron temperature for the nanodusty plasma is
higher than in a dust-free plasma.
taken into account. These are deviations from a MAXWELLIAN velocity distribution and
charge fluctuations [212]. An overview how to compose a dispersion relation for a given
situation, can be found in Ref. [213].
5.4 Application of the DDW-D to an Unmagnetized Plasma
Now, the presented method is applied to experimental data. The results are published
in Ref. [A.2] and Ref. [A.3]. A summary of the parameters is given in Tab. 5.1. Some
values are different from the ones in the publication due to a refined implementation
of CRAS-Mie, which provides a slightly different radius and consequently a different
particle mass. For the deviation function ∆, the dispersion relation is explicitly given by
Eq. (3.22) where the kinetic ion susceptibility from Eq. (3.15) is inserted with ω = 0.
5.4.1 Ion Density and Dust Charge
With the method introduced in the preceding section, it is intended to determine the ac-
tual dust charge and ion density distribution in the nanodusty plasma. From the number
density of dust, a significant deviation from the OML dust charge can be expected. Dust
charge and ion density are depicted in Fig. 5.10 (a).
The ion density shows a monotonous decrease from the center of the plasma towards the
wall. The ion density decrease is steep in region I, whereas it flattens in region II and III.











































Fig. 5.10: (a) Ion density ni and dust charge qd along the LoI. In the following, the results will
be discussed w.r.t. the three regions I, II, and III. (b) Theoretical ion density profile for a dust-free
plasma in a long cylindrical tube with radius R and constant ionization rate in the volume. [A.2,
A.3]
The absolute value of the ion density, about 1015 m−3, is typical for the low-temperature
rf plasma.
Comparing the experimentally observed ion density with the profile which is usually
found with probe measurements in dust-free plasmas, a difference in curvature can be
found here. The density profile for a plasma that has a constant ionization rate in the
whole volume obtains a BESSEL-like profile [27] as in Fig. 5.10 (b):
n(x) = ni0 × J0(2.405x) (5.7)
with ni0 being the maximum density in the center and x being the relative radial coordi-
nate. This formula leads to a negative curvature whereas the ion density profile obtained
with the DDW-D has a positive curvature. Such a difference between a dusty and a
dust-free plasma has also been found in a microdusty plasma under microgravity condi-
tions [57]. Assuming that the ionization rate in the dusty volume is over-compensated by
neutralization at the dust surface, a modification of the density profile seems plausible.
The dust charge shows a more complex behavior. In region I, the dust charge is aligned
with the ion density and decreases fast. Here, the dust number density is constant, so the
dust charge scales completely with the ion density. In region II, the dust charge reaches a
minimum and separates considerably from the ion density. Further, in region III the dust
charge even increases again where the ion density is still slowly dropping. Throughout
regions II and III, nd decreases, in region III even faster than ni.
It is found that in region III, the dust charge rises although the ion density falls. This effect
can be attributed to the confinement of the dust cloud. Since the cloud is trapped inside
the plasma, its density (see Fig. 4.7) must drop faster than the ion density at the cloud













Fig. 5.11: Ion flow velocity in
units of the BOHM velocity vB =√
kBTe/pimi. Horizontal axis is
equal to Fig. 5.10. Flow velocities
of roughly 1/3 of the BOHM velocity
are common for low-temperature rf
bulk plasmas. [A.2]
edge. This leads to an increase of the ion to dust density ratio. This ratio determines the
dust charge in this regime where almost all electrons are depleted from the plasma.
The overall dust charge is very low, ranging from 15 to 50 elementary charges. This
value can be compared with the OML charge of an isolated dust particle in a plasma,
which would be 1,500 elementary charges. The low value found by the DDW-D can be
explained by the high dust density which leads to electron depletion in the plasma. The
low electron density results in low charging currents to the dust. This emphasizes that
the dust charge is completely regulated by the ratio of dust to ion density and can only
be correctly determined by including the HAVNES effect. The DDW properties indicate
a strong reduction of the charge. To my knowledge, this is the first spatially-resolved
charge measurement inside a dense nanodust cloud.
5.4.2 Drift Velocity and Electric Field
The flowing ions experience a DOPPLER-shifted wave frequency. The resonance between
the flowing ions and the spatial dust density modulation is the cause for the onset of
DDWs. Therefore, the DDW is sensitive to the ion flow velocity, which is shown in
Fig. 5.11. The ion flow velocities found here are common for the used low-temperature
rf plasma. It increases in region I, stays constant in region II and decreases again in re-
gion III.
For reasons of symmetry the ion flow must vanish in the plasma center. The development
of this flow velocity with distance from the center depends on the considered direction.
In the z direction, the ion flow reaches BOHM velocity at the sheath edge. Here, the flow
velocity is resolved in the x direction, which is given by the LoI.
The results found with the DDW-D in Fig. 5.11 show a low flow velocity in the center.
The ion flow velocity increases towards a maximum, which is right above the electrode
edge. Behind this edge, it decreases again. Similar results have been found in Ref. [A.1]
for the unmagnetized system, which are reviewed in the next chapter, see Fig. 6.2.
The results in Fig. 5.10 and in Fig. 5.11 correspond to the same solution of the wave
model to the experiment data. The ion temperature resulting from this solution, based
on Eq. (3.17) is in the range of 0.1 eV. The electric field strength is about 1,000 V m−1. The


































Fig. 5.12: HAVNES parameter P and electron density ne along the LoI. Both quantities follow di-
rectly from the Eqs. (2.28) and (2.27) The HAVNES parameter is referenced to the local ion density
(LIM) instead of the plasma density of the surrounding plasma (BIM). [A.2]
ion-neutral friction rate is about 3.5× 106 s−1 and the dust-neutral friction rate is 450 s−1.
Electron-neutral friction can be neglected in the dispersion relation.
5.4.3 HAVNES Parameter and Electron Density
Finally, it is of high interest to quantify the strength of charge reduction in terms of the
HAVNES parameter. This parameter is gained when solving the charging and quasineu-
trality equations.
Following the results from Fig. 5.12, the sectioning of the results becomes quite clear
again. The HAVNES parameter starts at a value of 10 and increases throghout region I.
Within region II it peaks at 50 and drops again throughout region III.
The electron density drops rapidly in region I and is in the order of 1012 m−3. Here, it
must be noted that the absolute value of the electron density depends strongly on the
assumption of the electron temperature Te which is only an estimate. Additionally, the
electron density depends on the exact form of the charging current model. A modified
equation for the ion current or the electron current will lead to a quite different value of
the electron density.
Qualitatively, the ne results from Fig. 5.12 can still be interpreted. The electron density is
roughly two to three orders of magnitude smaller than the ion density. Diagnostics using
microwave interferometry or microwave cavity resonance usually find a decrease of the
electron density in the presence of nanodust by a factor of 5 to 10 [214, 215]. In another
experiment, the electron density fell below the detection limit with the presence of dust,
which makes it impossible to name an exact ratio [81].
It should be noted that microwave cavity resonance methods provide spatially averaged
data with a complex spatial weighting function. A microwave interferometer averages
over the line of sight. In the dust-free void, ne is equal to ni and there are high values
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of ni. Averaging over a vanishingly low electron density in the cloud and a high den-
sity in the void would result in a reduced ratio ni/ne. Therefore, it can be argued that
the different results for ne provided by the DDW-D compared to reported values of the
electron density [80, 215, 216] might arise from the averaging of experimental methods
to determine ne.
5.5 Amplitude Evolution of Dust-Density Waves in an
Inhomogeneous Plasma
The wave amplitude quantifies the effect that the wave has on the dust population. A
high amplitude can introduce a heating mechanism [217]. It can provoke secondary
waves [205], shocks [138], and even agglomeration of dust particles [147, 210, 218]. If
it is known how the plasma parameters influence the amplitude, possibilities for manip-
ulation become available. Therefore, it is of interest to study which parameters determine
the amplitude.
The amplitude of the wave has been neglected so far. The linear model introduced in
chapter 3 considers a wave that has a vanishing amplitude. In this way, all second-
order terms are small compared to the first-order terms. The perturbation analysis shows
whether modes grow or shrink. The actual growth rate is only valid for the medium in
which the amplitude is zero. After a very short time, the amplitude saturates. This phe-
nomenon cannot be observed in the experiment because the waves are self-excited and
there is no preparable initial state without waves.
For the measurement of growth rates, the linear model can be used to determine the spa-
tial growth of the wave. This means that the frequency becomes the independent variable
in the dispersion relation and the wave number can be considered as complex. Then, the
temporal growth is assumed to be zero—which is exactly the experimental situation—
and the wave number has a real and an imaginary part. Theory and experiment deviate
where the wave amplitude saturates due to effects which are not included in the model.
The imaginary part of k has been measured in different experimental environments [119,
131, 133, 219, 220].
Here, the focus is on the evolution of the amplitude due to the inhomogeneity in the
system. As there is no wave activity in the region next to the void, exponential ampli-
tude growth can be found on the first few millimeters behind the point where the waves
originate. The saturated wave evolves its amplitude due to the repelling interaction of
the particles. From this principle, the behavior of the wave amplitude can be derived:
The repelling interaction forces get stronger for increasing dust density and dust charge.
It can be expected that an increased dust charge or density decreases the wave ampli-
tude, because they increase the repelling interparticle forces. The wave is excited by the
drifting ions. Therefore, its amplitude should increase with the ion density.
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With the results from the preceding section, which include ion density, dust charge, and
dust density, the amplitude evolution can be examined w.r.t. these parameters. The rel-
ative amplitude from the experiment is provided by the HILBERT transform. With the
absolute dust-density measurement, the relative amplitude can be converted into abso-
lute units.
Microdusty plasmas are well-suited for tracing single particles [218, 221, 222]. This al-
lowed to find trapping of particles in the wave field [140, 146, 223], also in simula-
tions [206]. Two-peaked velocity distribution functions were found [145, 217].
In the nanodusty DDW, single-particle trajectories are not accessible, but the dust density
is high enough to provoke charge reduction and thus provide a charge gradient in the
system. This allows to study the influence of a charge gradient on the amplitude.
5.5.1 Model for the Amplitude Evolution
The governing equations contain gradient operators. A variation in the wave amplitude
due to variable system parameters can only be included by assuming that the system
parameters are functions of the position. Inclusion of spatially varying parameters com-
plicates the perturbation analysis from chapter 3.
In Ref. [224], gradients in qd, nd, ni, n˜d, Φ˜, v˜d, and ne are allowed in the modelling of
the system. An external driving mechanism of the wave is assumed which has a single
frequency ω and wave number k. In the experiments, this mechanism is internal and
self-excited.
The authors, SINGH and RAO, have utilized such an ansatz first without the charge in-
homogeneity [225]. They do not incorporate friction with neutrals in their completely
analytical model. From the governing equations, only the dust continuity and equation
of motion are employed together with the POISSON equation. This finally leads to the
amplitude function:




, σei = Te/Ti , (5.8)
where C is an arbitrary constant. In the given nanodusty plasma, the electron density
is irrelevant because it is vanishingly low and the ratio σei is quite large. Therefore, a
modified version of this equation applies for the experiments:





The wave increases its amplitude with the ion density and decreases it with increasing
dust charge and dust density as argued above. The authors of Ref. [224] derived the
exponents in Eq. (5.8) also for the nonlinear DDW and found them to be slightly different.
In that case, the amplitude scales like n3/4i × q−1d × n−1/4d , but this will not be considered
here.
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Fig. 5.13: (a) Image of the dust
cloud as seen by the DDW camera.
(b) Fluctuation degree of the DDW
along the LoI. The values are calcu-
lated as the amplitude given from
the HILBERT transform divided by
the mean density. For clarity, the
density of points is reduced by a fac-
tor of ten. [A.3]
5.5.2 Relative Amplitudes in the Experiment
The exponents in Eq. (5.8) could be determined independently if the experiment provided
a possibility to prepare spatial gradients in one parameter while the others stay constant.
Instead, the nanodusty plasma in the experiment has inhomogeneous profiles of nearly
all parameters. Therefore, it is intended to compare the model function Eq. (5.8) using
the parameters determined with the DDW-D to the measured amplitudes.
The HILBERT transform provides only the relative amplitude as long as the scattered
light intensity is not calibrated to dust density. A profile of the relative amplitude is
shown in Fig. 5.13. In the region very close to the void (x < 15 mm), no waves are
observed. The HILBERT transform picks up camera noise and attributes an amplitude
which has no physical meaning. Within region I, the wave emerges and the amplitude
increases on a short scale. The fluctuation degree reaches 40 % at the border to region II.
Beyond region I, the wave becomes a large perturbation to the system and has effects of
nonlinearity. In this example, the relative wave amplitude increases throughout region II
with a maximum of roughly 70 %. The form of the wave gets non-sinusoidal with very
sharp wave crests. Towards region III, the form of the wave becomes flat again with
decreasing fluctuation degree.
5.5.3 Comparison of Model and Experiment
By multiplication of the relative amplitude in Fig. 5.13 with the absolute dust density
information in Fig. 4.7 one obtains the absolute DDW amplitude. This quantity is de-
picted in Fig. 5.14 and allows direct comparison to Eq. (5.8), which will be discussed in
the following.
Starting in region I, the wave emerges from noise and shows exponential growth on the
first few millimeters of its way. This strong spatial growth is not depicted by the model
curve. Rather, it predicts a finite amplitude from the beginning. The underlying parame-
ters that lead to this behavior are the decreasing dust charge and ion density. They result
in a smooth increase of the amplitude. The deviations between theory and experiment in




















Fig. 5.14: Absolute DDW amplitude
(circles) and model curve according
to Eq. (5.9). For clarity, the den-
sity of points is reduced by a fac-
tor of ten. Ion density, dust charge,
and dust density are inserted as
given in Figs. 5.10 and 4.7. The free
constant C˜ has been manually se-
lected to match model and exper-
iment. Compared with Fig. 5.13,
the absolute amplitude has its max-
imum in the middle of region II
instead of the border between re-
gion II and III. [A.3]
region I can be attributed to the self-excitation mechanism of the DDW. The wave is ex-
cited from the noise level in the region around the void and performs exponential growth
as predicted by hydrodynamic theory. When the wave reaches its saturated amplitude
at the border to region II, the model and the observed amplitude begin to coincide. An
additional flaw to the applicability of the presented model to the experiment in region I
is the fact that the wave parameters ω and k vary strongly in the experiment (see Fig. 5.3)
and are assumed to be constant in theory.
In the middle of region II, the absolute amplitude has a maximum. This is a difference
to the relative amplitude shown in Fig. 5.13. The maximum in the amplitude coincides
with the minimum in the dust charge, see Fig. 5.10 (a). From Fig. 5.14 it can be seen that
the observed and the predicted maximum are at the same position. The dust charge min-
imum is slightly shifted against this position to the right. Even this shift can be explained
using the model function Eq. (5.8). The ion density is monotonously decreasing through-
out all regions. Therefore, the decrease of ni over the minimum of qd leads to a shift of
the amplitude maximum to the left.
From the maximum of the amplitude onward, the dust charge increases again, ion den-
sity and dust density decrease. The latter effect promotes an increasing amplitude, the
first two effects support a decrease of the amplitude. Experiment and model show con-
sistently that the behavior of ni and qd outweigh the decrease of nd in regions II and III.
Altogether, a comparison of the experiment with the theory from SINGH and RAO shows
good agreement in regions II and III and an understandable deviation in region I but still
with matching trends. Especially for the right half of the data set it can be confirmed that
the wave decreases its amplitude as it travels into a region of increasing dust charge. This
is one of the main statements of Ref. [224] and has been confirmed here for the first time.
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5.6 Conclusion
If the wave field can be measured with high resolution in space and time, the DDW-D
allows to determine the profiles of plasma density and dust charge. A requirement is the
knowledge of the mean dust density and the neutral pressure. The DDW-D utilizes some
assumptions, the most important being the dominance of the most unstable mode from
hydrodynamic theory.
The absence of frequency clusters and the smooth variation of ω and k on the LoI indicate
that the local most unstable mode in every location is able to prevail against synchroniza-
tion with the incoming wave.
The application of this method to DDWs observed in a nanodusty plasma results in plau-
sible plasma parameters which show similar absolute values as comparable measure-
ments in dust-free plasmas. The general change in the profile of the ion density was also
found in microdusty plasmas.
The dust charge is found to be very low due to the high dust number density. The spatial
distribution of the charge with an increase towards the cloud edge is beneficial for the
confinement of the dust cloud.
The availability of the plasma parameters inside a dense dust cloud with gradients not
only in the ion and dust density but also in the dust charge allows to study the interaction
between these system parameters and the DDW amplitude experimentally, which was
not possible before. Comparison with hydrodynamic theory with a static driver of a
wave instead of self-excitation shows good agreement where the wave parameters are
only slowly varying. The applicability of this model has implications for the prediction
of the wave behavior in inhomogeneous systems. It explains why and where the wave is
driven to nonlinear behavior and improves the design of nanodusty plasma reactors in
research and technology w.r.t. the occurrence and strength of DDWs. It allows to choose
parameters in a way that dampens the amplitude if DDWs are unwanted or to enhance
it if they are appreciated.
The DDW-D is a diagnostic for the dusty plasma comparable to the LANGMUIR probe for
the dust-free plasma. The quantitative influence of any input parameter on any output
parameter can be determined. Examples are the influence of pressure, input power, bias
voltage, dust density, dust size or any other parameter influencing the system. The ef-
fects can then be seen in the resulting ion density, drift velocity, and dust charge. There
remains a large variety of applications for the DDW-D, not just in nanodusty plasmas,
but in any dusty plasma that excites DDWs on its own.

6 | Probing a Dusty Magnetized
Plasma
Magnetized plasmas have been studied for a long time due to the confinement of the
plasma, which is provided by the magnetic field. This is the core idea of magnetic fields
in fusion-related devices. A strong magnetic field is needed to prevent contact between
the hot plasma and the cold wall. In astrophysical situations magnetic fields that are
orders of magnitude smaller have a strong influence on the plasma behavior due to the
absence of friction [226].
In contrast to these classical situations, which have been under scrutiny for decades, the
dusty plasma that is exposed to a magnetic field was only rarely studied although its ap-
pearance in processing plasmas is not unusual. An example is the magnetron sputtering
plasma, which can be operated in a parameter range that favors the onset of DDWs [227].
There are some difficulties in producing a magnetized plasma that traps dust particles.
Growing dust in a reactive plasma under the exposure of a magnetic field results in a
hollow profile of negative ions preventing the creation of dust [A.1, 183, 228]. The deflec-
tion of ions in the magnetic field sets the dust cloud into rotation [85]. The centrifugal
forces can overcome the confinement potential of the plasma [46]. In dusty plasmas, the
appearance of filaments, regions of enhanced light emission and propably enhanced ion
density elongated along the magnetic field line, disturb the dust cloud [229–231].
Magnetized dusty plasmas promise insights into the charging mechanism of dust un-
der the influence of the magnetic field [232], the dynamics of dust in the magnetized
plasma [230, 231, 233, 234], and the behavior of a magnetized plasma component if the
dust can be magnetized [86, 88]. Additionally, waves [41, 196, 235] and modes [236] can
be fundamentally different in the magnetized plasma environment.
In the following, a certain schedule for the conduction of experiments in the DUSTWHEEL
is proposed that allowed to overcome the problem of filamentation and dust confinement
in a certain regime of magnetic inductions. The DDW-D and all optical diagnostics are
applied on the system while it is exposed to a vertical magnetic field. This is how the
magnetized plasma inside the dust cloud is probed.
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Fig. 6.1: Relative ion density profile w.r.t. the maximum value of each meaurement. Only the area
between z = −13 mm and z = 13 mm is measured because probe theory is not applicable in the
sheath. The densities have been determined with a LANGMUIR probe in the dust-free discharge
by measuring the ion saturation current on a grid with a spacing of 2 mm. The data have been
obtained for the lower quadrant and mirrored into the upper quadrant. The measurement has
been performed twice, (a) in the unmagnetized and (b) in the magnetized case with B = 400 mT.
The FARADAY shield of the electrodes is drawn in black. [A.1]
6.1 Comparison of Magnetized and Unmagnetized Plasma
6.1.1 LANGMUIR Probe Measurements
The LANGMUIR probe is the most common diagnostic in plasma physics, ranging from
cold thin plasmas to dense hot fusion plasmas. For dusty plasmas its application is often
impossible as it destroys the fragile force equilibrium that keeps the dust in place [237].
Although sophisticated experiments were able to use the LANGMUIR probe for this pur-
pose [83, 84, 238], this is not intended here.
Instead, the plasma is studied with the probe in the absence of dust. In this configuration,
the general plasma properties become visible whereas the actual situation with dust must
be considered with the DDW-D. Therefore, a negatively biased probe was moved through
the central plane of the plasma at pn = 24 Pa and an rf power of 8 W with a spatial
resolution of 2 mm in both directions. These studies have been conducted in setup A
where the electrode diameter was still 58 mm. All other material presented in this chapter
was obtained with setup B using 50 mm electrodes.
The motivation of the probe measurements was to distinguish the influence of the vertical
magnetic field on the plasma. The 0 and the 400 mT cases are compared. The respective
data are presented in Fig. 6.1. In the unmagnetized case, see Fig. 6.1 (a), the plasma has
its maximum density in the bulk center, it drops towards the electrodes, and is rather
diffuse in the direction towards the chamber wall. The influence of the electrode shield
is visible since the plasma density is reduced close to the shield position.
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Fig. 6.2: Ion flow velocity calculated from the measured floating potential distribution. The vec-
tors are only representing the local directions of the ion flow. The absolute strength of the ion
flow velocity is given in color coding in units of the BOHM velocity assuming that the electron
temperature is 3 eV over the whole space. [A.1]
This situation is contrasted by the magnetized case in Fig. 6.1 (b). Here, the profile to-
wards the plasma sheath is steeper. The plasma is limited at the vertical connection line
between the two shields. Beyond this line, the plasma density is quite low.
Beside the density distribution, the ion flow map should be determined since the ion
flow is the source of energy for the DDW. It follows from the ambipolar electric field or
the plasma potential distribution. Measuring the plasma potential itself with a probe is an
ambiguous task. As a simplification, only the floating potential distribution is measured
assuming that the electron temperature is relatively constant in the observed area. This
was confirmed by measuring probe I-V-curves in representative locations. Therefore, a
floating potential map is obtained that should have nearly the same gradients than the
actual plasma potential.
From the potential distribution, the electric field can be calculated with E = −∇Φ. The
ion flow vector follows generally from Eq. (3.9). This operation requires only the con-
stancy of the electron temperature on distances that are as long as the grid size of the
probe measurement. The effect of a field-dependent ion mobility must be taken into ac-
count especially for strong electric fields. Therefore, Eq. (6.4), which will be introduced
below, was used.
This results in the vector field in Fig. 6.2. Along the LoI the flow velocity increases coming
from the center towards a maximum at about x = 30 mm and decreases again towards
the wall. This is exactly the behavior found by the DDW-D, e.g., the data in Fig. 5.11.
Close to the sheath, the flow velocity approaches BOHM velocity.
In the magnetized case depicted in Fig. 6.2 (b), the flow velocity is lower in the central
part of the discharge and increased at the connection line between the two shields. There,
the ion flow velocity is about 0.5× vB. This increased ion flow velocity is a consequence
of a clearly increased electric field at the electrode edge. A stronger electric field increases
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Fig. 6.3: Photo of the central vertical plane illuminated by a laser sheet. The images have been
inverted. The electrodes with their respective shielding are visible at the top and bottom. In
the unmagnetized case (left) the dust density drops smoothly in the radial direction. With the
presence of a magnetic field (right), the dust cloud forms a sharp edge at the electrode shield. [A.1]
the confining force on the dust cloud. This effect can directly be seen in the arrangement
of the dust cloud. A dust cloud that has just grown and is now subjected to a magnetic
field is depicted in Fig. 6.3 before and after a magnetic induction is turned on. While
the dust dilutes into the volume of the plasma chamber for the unmagnetized case, it is
confined into a cylinder between the electrodes when a magnetic field is present.
6.1.2 Stability of the Dust Cloud
In a first attempt to create a dusty magnetized plasma, I added acetylene to the magne-
tized argon plasma. In Fig. 6.4 a dust cloud can be seen that is grown in this setup. The
particles do not fill the bulk plasma. In accordance with earlier studies in Refs. [183, 228]
the growth in the reactive magnetized plasma is inhibited due to a hollow profile of neg-
ative ions. Therefore, the dusty magnetized plasma can only be produced by preparation
of the dust cloud in the unmagnetized reactive plasma. When the particles have reached
a sufficient size, the acetylene supply is closed and the plasma switches back to a pristine
argon plasma. After some seconds, the acetylene has left the plasma chamber and the
DUSTWHEEL can be ramped to its maximum magnetic induction within seconds. The
previously grown dust cloud stays in the plasma bulk even during this ramping proce-
dure. It takes a few minutes to acquire the data to study the dust cloud in the magnetized
Fig. 6.4: Inverted Photo of
the central vertical plane
of a dust cloud grown
in a magnetized argon-
acetylene plasma at 50 mT.
The central volume remains
dust-free. [A.1]
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Fig. 6.5: Optical depth τ (upper panels) and particle radius (lower panels) for a long-time mea-
surement. Dust is grown using acetylene and slowly disappears after the acetylene supply has
been closed at t = 0. (a) In the unmagnetized situation, a two-stage process appears where the
cloud is firstly losing particles and secondly the particles decrease in size. (b) In the magnetized
situation with a magnetic induction of 400 mT, there is also a two-stage process, but the second
stage is introduced by the appearance of filaments. The onset of filaments is marked by a vertical
dot-dashed line. They become visible as vertical elongated voids in the central illuminated plane
of the cloud. As an example, an inverted photo of such filaments in the central plane is included
as an inlay. There is a gap in the data set of the lower panel in (b) because the optical depth was
too high for the application of CRAS-MIE. [A.1]
plasma. However, it is important to check whether the cloud is stable for this amount of
time.
Therefore, the optical depth τ and the polarization state of the scattered light from the
particles were measured for the dust cloud in Fig. 6.3 in an unmagnetized and a magne-
tized configuration. The respective data are presented in Fig. 6.5. Using CRAS-MIE, the
polarization data have been translated into a time-resolved radius development [B.2].
The long-term behavior of τ shows in both cases that the cloud disappears within 30 min.
From the development of τ it can be inferred that the decay of the dust cloud happens
in two stages. In the first minutes, the dust cloud is losing particles resulting in a de-
creased dust density. The particle size reduces only slowly during this first stage. After
some time, the particle loss is accompanied by a dropping particle size, which marks the
beginning of stage two. In the unmagnetized case, this transition between the two stages
is at roughly t = 24 min. It is clearly visible that the optical depth accelerates its decrease
at the beginning of the second stage.
A difference between the two cases is the dynamics of the dust cloud. In the magnetized
case, the dust cloud shows filaments at roughly t = 14 min. This filamentation becomes
visible in the dust cloud as vertical voids. A photo of them is included as an inlay in
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Fig. 6.6: Timing diagram. At t1 =
16 s the acetylene flow is opened,
which is closed again at t2 = 67 s.
At t3 = 102 s the valve is opened
to 40 %. The argon flow is reduced
from 8 to 3 sccm at t4 = 181 s. The
plasma is turned off at t5 = 455 s.
(a) Magnetic induction. (b) On-
times of the illumination sources.
Every time the LED panel is on, it
is used to make an extinction im-
age of the cloud. Laser 1 is in op-
eration when making a DDW video
and laser 2 is active when measur-
ing the polarization state of the scat-
tered laser light. (c) Relative peak-
to-peak voltage measured between
the two electrodes. (d) Pressure
from the combivac. The data be-
tween t1 and t2 are uncertain be-
cause the gauge is gas-type depen-
dent.
Fig. 6.5 (b). Repeating this experiment with a horizontal instead of a vertical laser sheet
showed that these column-shaped voids perform a rotational motion. Comparing the
size development of the two cases, it is found that the particle size drops faster in the
magnetized case. The transition to the second stage of the decay process coincides with
the appearance of the filaments.
The decreasing particle size during plasma exposition is an effect that has been observed
in many different situations [113, 239, 240]. In the following, the complete study will be
concentrated on the first stage, which means that the particle density drops during the
conduction of the experiment, but the particle size is constant.
6.2 Experiment Schedule
The setup to study the magnetized situation was altered as discussed in Sec. 4.4.5. The
conduction of the experiment will be discussed w.r.t. Fig. 6.6.
A dust cloud is prepared as before by adding acetylene to the neutral gas flow through
the chamber. After about 50 s the acetylene supply is closed again. The appearance of
the dust is clearly visible in the rf voltage [Fig. 6.6 (c)] as the plasma impedance changes.
During the growth of particles the turbomolecular pump is bypassed. Here, the exper-
iments with a magnetic field are intended to be at low pressure to enhance the onset of
DDWs. Therefore, the bypass is closed and the throttle valve to the turbomolecular pump
opened slightly so that the system pressure remains constant while changing the pump.
Afterwards, the valve is opened to 40 % at t = t3. Consequently, the pressure in the sys-








































Fig. 6.7: Polarization state of the
scattered light represented by el-
lipsometric angles Ψ and ∆. The
colored circles (meas. 1) are mea-
sured polarization states of a com-
plete growth process before the
main measurement is initiated. The
black curve represents the CRAS-
MIE fit to these data. The red plus
marks the average signal measured
right before ramping the magnetic
induction in the main measurement
(meas. 2). c© 2018 American Physi-
cal Society [A.4]
tem falls [Fig. 6.6 (d)]. When it has reached a stable value, the flow is reduced to 3 sccm
at t = t4 so that the pressure falls to 4 Pa.
The system in this state is of interest for the following experiments with magnetic fields.
Now, the timing of the diagnostics must be adjusted to each other because all optical
diagnostics use light of nearly the same wavelength. In Fig. 6.6 (b) the on-times of the
different light sources are displayed. First, the size of the dust particles is determined by
turning on laser 2, which allows to measure the polarization state of the scattered laser
light on the RCE and the optical depth with the photodiodes. This is repeated at the end
to ensure that the dust particles have not significantly changed in size during operation of
the experiment. During the growth phase of the dust particles, the laser was off to make
sure that it does not disturb the growth process. The complete growth history of the
particles is needed to determine the refractive index. Therefore, the growth of particles
was recorded with a measurement run right before this experiment was conducted.
Next, the DUSTWHEEL is turned on to 100 mT [Fig. 6.6 (a)]. The following schedule is
repeated at 50, 20, 10, and 0 mT. The telecentric cam takes an image of the plasma and
the DDW cam a dark image. The LED panel is turned on and the telecentric cam takes an
extinction image of the dust cloud, which will later allow to determine the dust-density
distribution. It is turned off, laser 1 is switched on, and the DDW cam records a video of
DDWs with high temporal resolution.
The analysis and results from these data will be the main part of this chapter.
6.3 Characterization of the Dust Particles
For the experiments with a magnetic induction, the dust needs to be characterized us-
ing the laser-light scattering measurement depicted in Fig. 6.7 in order to determine a
particle size and extinction efficiency. This is organized in two steps: First, a complete
growth history is measured (meas. 1 in Fig. 6.7). The plasma is turned off, the particles
are removed with the gas flow, and the main measurement is started as described in the
preceding section.


















Fig. 6.8: Dust density along the
LoI. Here, the density is obtained
by absolute calibration of the inten-
sity profile of the scattered light.
The non-zero density in the cen-
ter can be explained as the con-
tribution from multiple-scattering
events. c© 2018 American Physical
Society [A.4]
When the new dust cloud is grown, but the magnetic induction is not yet switched on,
laser 2 is active for a couple of seconds and the polarization state of the scattered light
from the particles is measured (red cross, meas. 2 in Fig. 6.7). The CRAS-MIE analysis
of the ∆(Ψ) data results in a refractive index of 1.74 + 0.07i. The dust particle radius of
the experiment particles in the main measurement (meas. 2) is found to be a = 152 nm
and their extinction efficiency is Qext = 2.906. As the optical properties of the particles
are available, the intensity profile on the LoI can be translated into an actual density as
described in Sec. 4.4.2.
This provides an insight into the structure of the dust cloud at different magnetic induc-
tions, which will be completed by the 2D density measurement with an LED panel and
telecentric lens. The density distribution along the LoI is shown in Fig. 6.8. In the se-
quence of events the 100 mT case was the first. A central void formed, from which the
density increases towards a peak at x = 24 mm. From there, the dust density decreases
to zero. Decreasing the magnetic induction, the excentric density maximum goes to the
center and is finally located at the void edge. When the magnetic induction is decreased
to zero, the dust cloud loses its sharp edge and extends itself into the chamber volume.
The excentric density maximum at B = 100 mT is a surprising result. From the probe
measurements, it can be assumed that the electric field at the electrode edge is much
stronger than in the unmagnetized setup. This explains the sharp edge of the dust cloud,
but it does not explain why the dust density reaches a maximum right before this edge.
A simple guess would be that there is a new potential maximum before the edge. The
DDW is propagating from the center to the wall, trespassing the density maximum. From
this observation, it can be ruled out that the plasma potential has an additional local
maximum on the LoI other than in the center. The slope of the potential distribution
influences the propagation direction of the DDW since the ions excite the DDW in their
flowing direction [241].
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6.4 Dust-Density Waves in the Magnetized Discharge
The magnetization of a plasma depends on the influence that the magnetic field has on
the plasma components. A magnetic field blocks the diffusion perpendicular to the mag-
netic field lines. The HALL parameter H, the ratio of cyclotron frequency to neutral colli-
sion rate, decides whether collisions or the magnetic field are dominating the motion of
the particles. In the context of waves, another parameter is even more important for the
magnetization, the ratio of cyclotron to plasma frequency. This ratio determines whether








SATO et al. have introduced a classification for the magnetization of dusty plasmas [242].
They called the magnetic field weak if only the electrons were magnetized (He, βe > 1).
A strong magnetic field also leads to Hi, βi > 1 and an ultrastrong magnetic field even
magnetizes the dust particles.
At the given experimental conditions, electrons get magnetized at roughly 1 mT, ions at
3 T and dust at 8,000 T. The exact conditions for this calculation can be found in the Ap-
pendix, Sec. 8.2. In the following, a magnetic induction of 100 mT is applied. So electrons
get magnetized while ions are weakly influenced by the magnetic field. The dust mo-
tion is not influenced by the magnetic induction. This means that the DDW-D under the
given circumstances resolves the changes in the system due to electron magnetization. To
stress that the magnetic field has no direct effects on the dust particles, the chapter title
introduces “dusty magnetized plasma” instead of a “magnetized dusty plasma”.
6.4.1 Wave Parameters
The wave properties can now be determined as in the unmagnetized case using the
HILBERT transform. The resulting wave parameters are given in Fig. 6.9. In the mag-
netized cases, ω and k decrease towards zero right behind the electrode edge. In the
intermediate case of B = 20 mT the frequency and wave number are already equalling
the 0 mT case in the center but reduce to zero at the electrode edge. In the unmagnetized
case, these parameters are monotonously decreasing but they reach a constant value, far
beyond the electrode edge.
It has not been observed before that a DDW reduces its frequency and wave number to
almost zero as it approaches the plasma and cloud edge. This is a unique property of a
dusty plasma, which experiences very strong confinement.
6.4.2 Applicability of the DDW-D
So far, the DDW-D has been applied only in the case of an unmagnetized system. With
the presence of a magnetic field, the ion flow gets deflected. Additionally, the ion mo-



































Fig. 6.9: DDW wave properties.
(a) Wave frequency ω and (b) wave
number k. Error bars are smaller
than the circle diameter and there-
fore not shown. c© 2018 American
Physical Society [A.4]
bility and its dependence on the electric field should be taken into account. The original





with a, µ0, and p0 in the case of argon
a = 0.0352 Pa m V−1 , µ0 = 0.146 m2 V−1 s−1 , p0 = 133 Pa . (6.3)
KONOPKA et al. have introduced a modification to FROST’s empirical formula. Assum-
ing that the transition to an equation of motion with a magnetic field can be seen as a




1+ a(|E + vi × B|/pn)
(E + vi × B) . (6.4)
The experiments here have been conducted at pn = 4 Pa. This means that the angle with
which the ions are deflected against the radial direction at 100 mT is roughly 14◦. If the
wave propagates with this angle, the error in determining the wavelength when using a
vertical laser sheet is (cos(14◦)−1 − 1) ≈ 3 %, which is acceptable.
Another aspect to consider is the influence of the magnetic field on the dispersion relation
itself. As discussed above, the electron contribution to the dielectric function is negligible,
so it remains to check if the magnetic induction has an influence on the ion or the dust
susceptibility. Starting from the dispersion relation in the form Eq. (3.12), one gains a
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System frequencies Symbol Value
ion-cyclotron frequency ωci 2.4× 105 rad/s
ion-plasma frequency ωpi 2.1− 6.6× 106 rad/s
ion-neutral friction ratea νin 9.4× 105 rad/s
Doppler shift frequency kvi 3.5− 7× 106 rad/s
Basic parameters
ion density ni 1014 − 1015 m−3
pressure p 4 Pa
wave number k 2− 10 krad/m
ion drift velocity vi 1800− 700 m/s
aReference [152].
Tab. 6.1: Parameters characterizing the magnetization of the plasma at 100 mT. These parameters
comply with Eq. (6.5). The HALL parameter for ions Hi = ωci/νin is 0.25 and βi = ωci/ωpi ≈ 0.1.
simple condition for the validity of the unmagnetized dispersion relation:
ω2cj  (Re(ω)−~k ·~vj)2 − (Im(ω) + νjn)2 , (6.5)
which is valid for the case of a wave propagating perpendicularly to the direction of
the magnetic field. Waves propagating in alignment with the magnetic field show the
unmagnetized dispersion.
The dust-cyclotron frequency will certainly fulfill this condition, but for the ion-cyclotron
frequency this is unsure. The wave frequency can be neglected. The DOPPLER shift and
the friction rate are of importance. From Tab. 6.1 it can be seen that in the given situation,
Eq. (6.5) is fulfilled by three orders of magnitude and the ions can be considered to be
unmagnetized w.r.t. their susceptibility. The dispersion would be significantly altered by
the magnetic field at an induction of about 2 T. Then, the squared ion-cyclotron frequency
and the squared DOPPLER shift frequency would be equal.
As a demonstration how the increased magnetic induction changes the dispersion rela-
tion, calculations with Eq. (3.12) have been performed assuming parameters as in the
right column of Tab. 2.1. The neutral pressure was set to pn = 4 Pa. Fig. 6.10 shows no
difference of Re(ω) and Im(ω) between 0 and 100 mT whereas for 2 or 3 T, the dispersion
relation is significantly influenced.
An additional aspect of the applicability is the correct modelling of the charging currents
in the magnetic field. This is important for the electron charging current since the elec-
trons are significantly magnetized. In the given situation, only dense dust clouds are con-
sidered where the HAVNES parameter is much larger than unity. Therefore, the particle
charge is determined by the ratio of ion to dust density. The exact formula of the charging




































Fig. 6.10: Dispersion relations for
different values of the magnetic in-
duction for a wave propagating per-
pendicularly to the magnetic field
direction and aligned with the ion
flow. Depicted are (a) the real part
of the frequency and (b) the imag-
inary part or the growth rate. The
parameters are as in the right col-
umn of Tab. 2.1. A pressure of pn =
4 Pa is set.
currents has only a weak influence on the particle charge. Therefore, in the experiments
presented below the unmagnetized DDW-D can be used without modification.
6.4.3 Results of the DDW-D
Since it is allowed to apply the DDW-D in its original form to the data obtained in the
magnetized configuration, the results will be considered. The input parameters are sum-
marized in Tab. 6.2. The following remarks will be given about the ion density, ion flow
velocity, and the dust charge, see Fig. 6.11. The ion density is in the same range as found
for the unmagnetized case in the previous chapter. The total values are slightly smaller,
probably because the experiment has been conducted at a much lower pressure, which
commonly results in a reduced plasma density.
Fixed parameters Value
Electron temperature 5 eV
Dust temperature 0.025 eV
Ion temperature 0.025 eV
Neutral gas temperature 0.025 eV
Dust density see Fig. 6.8
Dust radius 152 nm
Dust mass 1.91× 10−17 kg
Neutral gas pressure 4 Pa
Tab. 6.2: Input parameters for the DDW-D.


































Fig. 6.11: Results of the DDW-D.
(a) Ion density ni, (b) ion flow ve-




estimated electron temperature of
kBTe = 5 eV, and (c) the dust
charge qd in units of the elementary
charge. The error bars are calcu-
lated by error propagation of the er-
rors in k and ω that follow directly
from the distribution of the instan-
taneous wave properties. c© 2018
American Physical Society [A.4]
The ion density reaches its maximum in the plasma center and not within the part of
the dust cloud where the DDW can be analyzed. This is in contrast to the dust-density
distribution, which has its maximum at about x = 24 mm. It is a plausible result for a
magnetized plasma that its density drops at the electrode edge since it is horizontally con-
fined by the magnetic field. This was confirmed by the LANGMUIR probe measurements
[Fig. 6.1]. In the 20 mT and the 100 mT case, the ion density drops significantly below the
values of the unmagnetized situation. At the plasma edge, there is no difference between
the two magnetized cases, which shows that this effect can be seen as a consequence of
the electron magnetization. The errors of the method for the ion density are generally
small. The relative error increases at the electrode edge because the ion density becomes
small there.
The differences between the magnetized and the unmagnetized situation also become
visible in the ion flow velocity [Fig. 6.11 (b)]. In the unmagnetized case, the ions are
drifting with about 0.2× vB. Their velocity increases slightly, beginning at values below
0.2 × vB in the center and increasing to 0.25 × vB. With a magnetic field, the drift ve-
locity has similar low values in the center, but increases higher towards the cloud edge.
This effect is stronger with higher magnetic inductions. Here, the errors of the method
are larger than in the unmagnetized situation. This can be attributed to the fact that
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the waves close to the cloud edge have fluctuating properties. They propagate through
a steep dust-density gradient and into a region with high electric fields. The instanta-
neous properties of the waves have a wide distribution and the DDW-D translates this
uncertainty into a larger error of the wave parameters. The DDW-D is in good agree-
ment with the LANGMUIR probe results in Fig. 6.2 (b) where it was found that the drift
velocity increases significantly at the cloud edge if a magnetic field is present. The higher
drift velocity can be attributed to an increased electric field, which explains why the dust
cloud shows this strong confinement in the magnetized situations compared with the
unmagnetized situation.
Finally, the resulting dust charges are considered [Fig. 6.11 (c)]. At first glance, it appears
that the dust charge increases as the magnetic induction decreases. Since the ion den-
sity is similar in the plasma center for all considered cases, this cannot be the complete
explanation. The ion density decreases at the cloud edge due to the increased plasma
confinement. The dust density is increased there. Combining these two effects, a de-
crease of the dust charge as a consequence of the presence of the magnetic field is likely.
But closer to the center, where the ion densities are almost equal in the three shown situ-
ations, the difference in the dust charge is a consequence of the timing of the experiment.
In the following section, it will be shown that—as the magnetic inductions are set one
after another, beginning at the largest magnetic induction—the system is losing particles.
As less and less dust particles divide up the available electrons from the plasma, each
single particle gets a higher charge.
Additionally, a general behavior of the dust charge becomes visible again: The dust
charge is highest at the borders of the dust cloud. Over the spatial axis, it decreases
reaching a minimum and then increases again. This behavior improves the confinement
of the cloud as the particles being at the outside experience a stronger electric field force
with their increased charge.
6.5 The Dust-Density Distribution
The dust-density distribution is recorded using a system of an LED illumination panel
and a camera mounted with a telecentric lens. In order to calculate the 2D optical depth
with this setup, it is necessary to take a dark image when all light sources are off. Addi-
tionally, one has to take an image of the LED panel without the presence of dust or plasma
glow (reference image), one of the plasma glow without LED panel (plasma image), and
one transmission image of the dust cloud (dust image). The plasma image must be taken
because the telecentric lens is not protected with an intereference filter. Stray light from
the laboratory can enter the chamber through the windows, which makes it necessary to
take a reference image. Finally, the optical depth follows as:
τ(x, z) = − ln
(
dust image− plasma image
reference image− dark image
)
. (6.6)





































Fig. 6.12: Optical depth of the
dust cloud in (a) the unmagne-
tized case. The dust cloud is
extended over the field of view
(FoV) of the telecentric lens. The
data right of the vertical dashed
line are extrapolated. (b) In
the magnetized case, the parti-
cles are confined within the FoV,
extrapolation is not necessary.
c© 2018 American Physical Soci-
ety [A.4]
This rule is applied for every pixel. The optical depth τ of the dust cloud for two situa-
tions w/o a magnetic field is depicted in Fig. 6.12. The data of τ are not always sufficient
to determine the density distribution of dust particles. This can happen when the dust
cloud is extended over the FoV of the telecentric lens. In this case it becomes necessary to
extrapolate the profile of τ. Here, this is done using an exponentially decaying function
f (x) = a exp(−bx) + c . (6.7)
The constants a, b, and c can then be determined by requiring that τ is continuously
differentiable at the vertical dashed line in Fig. 6.12 and that it reaches zero at a position
determined roughly from the DDW cam.
Application of the inverse ABEL transform leads to a 2D map of the dust-density dis-
tribution in Fig. 6.13. These data show that for the magnetized situation, depicted in
Fig. 6.13 (a), the dust density has its maximum in front of the electrode edge. Towards
the center, there is a gradual decrease of the density. The void is surrounded by a den-
sity minimum. The existence of a void points to an ion density maximum in the plasma
center as it was found by the DDW-D. When the magnetic induction is decreased, the
density maximum is shifted back from the electrode edge towards the void edge. The
density maximum around the void is sometimes called a “cusp” and has been reported
in Refs. [26, 71, 244]. While the magnetic induction is reduced, the dust cloud loses par-
ticles. The overall number of particles starts at 3 billion and drops to 1.4 billion particles.
The equilibrium of forces that creates this situation is difficult to explore due to the lack of
diagnostics for the single particle behavior in this nanodusty situation. From earlier work
with magnetized dusty plasmas, it is known that dust particles in magnetized plasmas
are usually in rotation, either in a rotation about filaments [229] or about the central axis
of the experiment [121, 233, 242, 243, 245–247]. This motion is driven by the deflection of
the ions in the magnetic field or by momentum transfer from ions to the neutral gas [85].
In that case, the dust is swept with the rotating neutral gas.
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Fig. 6.13: Dust-density distribution for different values of the magnetic induction. By integration
of the density in the complete volume, the total number of dust particles ND can be calculated.
The results are: (a) B = 100 mT, ND = 3× 109, (b) B = 50 mT, ND = 1.9× 109, (c) B = 20 mT,
ND = 1.6× 109, (d) B = 10 mT, ND = 1.6× 109, and (e) B = 0 mT, ND = 1.4× 109. c© 2018
American Physical Society [A.4]
Due to the unusual density distribution of the dust, it is proposed that the nanodust
particles are set into rotation by the rotating neutral gas. The rotation would impose a
centrifugal force on the dust particles that could shift the density distribution to the edge
of the electrode where the strong electric field balances this additional force. The direct
momentum transfer by the ion drag on the dust is too small to create a significant rotation
of the dust particles since the charge on the single particle is low. As we have much
information about the system with the particle charges and the electric field strength
from the DDW-D, it can be estimated, which rotation frequency would be necessary to
cause the system to change its density distribution like this. This requires the centrifugal
force to be at least 10 % of the confinement force FE.
In the density maximum [Fig. 6.13 (a)], the single particle charge is roughly 10 elementary
charges at an electric field of 450 V m−1. With the above-mentioned condition, this would





≈ 2 Hz . (6.8)
This rotation frequency seems high compared with rotation frequencies reported else-
where, which are below 1 Hz [242, 247] or even below 0.1 Hz [243]. But these experiments
have been performed at much higher pressure, e.g., Refs. [242, 243] or much lower mag-
netic induction [243]. With the low pressure and high magnetic induction given here,
such a rotation frequency is realistic. The rotation of a dust cloud was also conjectured
by observation of a plasma glow rotation [248]. But a direct proof of such a particle flow
can only be provided by additional methods. This could be realized with laser DOPPLER




Within the scope of this work, a dense cloud of nanodust particles was confined in a
magnetized plasma. The shape of the cloud is not conserved, but changes due to the
modified plasma density and potential profile. The dust cloud was stable, i.e., there were
no filamentary voids as observed in Fig. 6.5 (b) that disturb the system.
The dust cloud attains a hollow density profile when a magnetic field is present. It is
proposed that the reason for this behavior is a rotation of the dust cloud that creates
an outward-directed centrifugal force. The confining forces must be able to balance the
centrifugal forces that appear when the cloud rotates. This is a limitation of the parameter
space that is accessible in experiments. In the setup developed here, the confinement was
strong due to the grounding of the FARADAY shield of the electrodes. The prospects of
the results presented here go further.
The parameter space can probably be extended to even higher magnetic inductions if
the particle confinement can be improved, e.g., by biasing the FARADAY shield. Here,
the dust clouds were stable for 14 min. In superconducting magnets, this time would be
needed to ramp the magnetic induction.
At a magnetic induction of about 2 T, the ion-cyclotron frequency starts to influence the
DDW dispersion relation. Since large-scale magnetic devices can only be mounted on
ground, not in space or on parabola flights, the preparation of nanodust clouds that are
free of gravitational effects will be important for the understanding of the magnetized
dusty plasma in future experiments.

7 | Summary and Conclusions
In this thesis, I presented a new diagnostic method to determine the plasma parameters
ion density, ion flow velocity, and dust charge in a dusty plasma with high spatial reso-
lution by observation of self-excited dust-density waves (DDWs). This method fills a gap
because classical diagnostics, e.g., electrostatic probes or emission spectroscopy, are not
working in an environment with high dust density or they only provide this information
with poor spatial resolution.
A reactive plasma is generated in a mixture of argon and acetylene to create a dust cloud,
in which these DDWs can emerge. In this reactive environment almost monodisperse
clouds with dust particles of radii between 150 and 200 nm were created resulting in a
nanodusty plasma. By closure of the acetylene supply at different stages of the growth
mechanism, the particle size can be chosen on purpose. The dust cloud in the pristine
plasma exists for more than half an hour, which is enough time to study its properties.
The experimental setup provides the dust size and number density in-situ by measure-
ment of the polarization state of the scattered laser light and the extinction by the dust
cloud. A camera records the wave activity in the central plane of the system.
The wave frequency and wave number change drastically over the observed area, since
the wave adapts its properties to the local most unstable mode determined by the lo-
cal plasma parameters. By combining the input parameters from the experiment with a
hydrodynamic approach to model the system, the frequency and wave number in exper-
iment and model can be matched by fitting the model parameters. This new method is
named dust-density wave diagnostic (DDW-D). Its application to the nanodusty plasma
led to the finding of low dust charges, while the ion density and the ion flow velocity are
in a range common for low-temperature rf plasmas. Beside the considered nanodusty
plasma, the DDW-D can be applied to many other dusty plasma situations.
Another configuration in which the DDW-D could be applied is a dusty magnetized
plasma. Here, it was found that the dust-density distribution changes its center-peaked
distribution to a hollow profile with an excentric peak. The DDW still propagates from
the center to the outside revealing a center-peaked plasma potential. The DDW-D shows
that the plasma keeps its center-peaked density profile in accordance with LANGMUIR
probe measurements in the dust-free magnetized plasma.
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The following conclusions can be drawn:
If the dust-density wave is unstable in a dusty plasma, its properties allow to deter-
mine the plasma parameters.
The DDW is a BUNEMAN-type instability, which is mainly excited by the interplay of dust
inertia and ion flow [6]. The dispersion relation of the wave in a hydrodynamic model
depends on all plasma parameters, but mainly on the dust plasma frequency, the ion flow
velocity, and the ion density. The electron contribution can be neglected. Quasineutral-
ity of the plasma and the floating condition of the dust reduce the number of unknown
parameters in the dispersion relation. DDW frequency and wave number can be deter-
mined by application of the HILBERT transform to video data of the wave. For a dust
cloud with known size and number density they allow to find a set of system parame-
ters, ion density, ion flow velocity, and dust charge, that reproduces a dispersion relation
with the most unstable mode being equal to the mode observed in the experiment.
The dust-density wave frequency and wave number are adapted to the local plasma
parameters during the propagation of the wave.
The most unstable mode varies with the plasma parameters. Due to the self-excited na-
ture of the DDW, the inhomogeneities in the plasma force the wave to change its proper-
ties during propagation. Earlier studies showed the dominance of the local most unsta-
ble mode by observing how the wave changes its propagation direction (oblique mode)
while travelling into an area with increased ion flow velocity [125, 126]. Here, it was
found that the wave parameters in the horizontal mid-plane of the experiment show
strong gradients close to the void edge and they are almost constant far away from the
void. The changing wave frequency means that wave crests have to disappear during
the propagation of the wave. In accordance with the studies of MENZEL et al. [130] it
was observed that this is organized with the merging of wave fronts, which becomes vis-
ible as defects in the wave field. The positions of the defects show a continuous spatial
distribution. This behavior suggests that in the given situation the local most unstable
mode defined by the local plasma parameters is dominating the wave properties. The
system behaves like a chain of independent plasma cells, in which the parameters can be
considered as constant.
The ion density profile in a nanodusty plasma is different from the dust-free plasma.
The ion-density profile for an unmagnetized low-temperature plasma usually has a nega-
tive curvature. The solution of the ambipolar diffusion problem in a system with spatially
constant ionization rate is a bell shape. The DDW-D shows that in the nanodusty plasma
the ion density profile has a positive curvature if enough dust is present. This finding is
in accordance with Ref. [57] where the ion density profile was determined using a LANG-
MUIR probe in a microdusty plasma under microgravity conditions.
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In a nanodusty plasma the dust charge of a single particle is reduced to a small fraction
of its value in a dust-free plasma.
Nanodusty plasmas can easily produce dust number densities of 1013 m−3. This is only
two orders of magnitude lower than the ion density in a low-temperature rf plasma. Even
if the complete positive ion charge was balanced by the negative dust charge, each dust
particle could carry no more than 100 elementary charges. The DDW-D showed that even
lower dust charges between 15 and 60 elementary charges reside on a single particle in
the nanodusty plasma. The free-space OML value for the same situation would be 1,500
elementary charges for each dust particle. This HAVNES effect [100, 101, 249] is very
strong in the nanodusty experiment whereas it is absent in most microdusty plasmas.
Using a self-consistent model that takes into account the local floating condition of the
dust particles, it follows that the free electron density in the plasma becomes two orders
of magnitude smaller than the ion density. The electron charging current is reduced and
so is the equilibrium dust charge.
The DDW amplitude increases when the wave propagates into a region of decreasing
dust charge, dust density, and increasing ion density.
The considered system has the advantage that the inhomogeneous ion density leads to
an inhomogeneous dust charge and dust-density distribution. The DDW propagates
through the area with these varying parameters and adapts not only the frequency and
the wave number, but also its amplitude. The DDW-D allows to follow the amplitude
evolution w.r.t. the plasma parameters. The model function from Ref. [224] proved to
represent the amplitude evolution in the experiment well. A deviation was only found in
the area where the wave emerges from noise and changes its properties on a short spatial
scale.
Dust clouds are better confined in a magnetized pristine plasma than in a magnetized
reactive plasma.
Earlier studies have shown that reactive magnetized plasmas develop a hollow profile of
negative ions [228]. With the experimental setup it was not possible to grow dust in the
plasma bulk of the magnetized discharge. Therefore, an experiment schedule was created
that utilizes the reactive plasma for dust production without a magnetic field. If it is en-
sured that the reactive species is completely removed before the magnetic field is turned
on, then the dust stays in the plasma volume even when the magnetic field penetrates
the system. Such a dust cloud stayed in the plasma for about 15 min, before the particles
started to diminish in radius and the cloud became unstable due to the appearance of
filaments in the plasma.
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In magnetized plasmas, the dust-density distribution is changed due to a modified ion
density and plasma potential distribution and probably due to the rotational motion
of the dust cloud.
A vertical magnetic field improves the plasma confinement in the experiment. The DDW-
D showed in agreement with LANGMUIR probe measurements in the dust-free discharge
that the dust cloud can be trapped into the plasma cylinder by strong electric fields at the
cylinder edge. The border of the cloud is comparable to the sheath edge. Outside of the
inter-electrode space, the plasma density is low. The dust density is no longer peaked
around the void but becomes hollow. A simple estimate of the centrifugal force leading
to a shift of the density requires a rotation frequency in the range of 2 Hz. Such a rotation
despite of the low single-particle charge can only be initiated by a rotation of the neutral
gas [85]. The ion drag would not be strong enough for this effect.
8 | Appendices
8.1 Equivalence of HAVNES Models
The equivalence of the CIM with the local HAVNES model can easily be seen. The particle
floating potential can be rewritten as
ηfl. = ηf − ηc , (8.1)
where ηf depicts the floating potential of the dust and ηc the plasma potential within the
dust cloud. The electron density inside the cloud is given by
ne = ni · exp(−ηc) =⇒ ζ = neni = exp(−ηc) . (8.2)
Note that the electron and ion densities are equal outside of the dust cloud. Substituting
with Eqs. (8.1) and (8.2) in Eq. (2.27), one obtains
(µτ)−1/2[1+ τ(ηf − ηc)]− exp(−ηf) = 0 , (8.3)
which is equivalent to Eq. (2.25). Additionally, insertion in Eq. (2.28) leads to
exp(−ηc)− 1+ P · (ηf − ηc) = 0 , (8.4)
which is equivalent to Eq. (2.26). Thus, the presented model is mathematically equivalent
to the assumption of a constant ion density inside and outside the dust cloud.
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8.2 Example Calculations for Magnetization of Plasma
Components
The calculation of H and β requires some assumptions, which are adapted to the pa-
rameters at which experiments were conducted. The most important one is a neutral
pressure of 4 Pa. The respective friction rates are 46× 106 Hz (electrons), 9.4× 105 Hz
(ions), and 189 Hz (dust). For the dust, a mass of 1.9× 10−17 kg and a charge of 33 ele-
mentary charges are assumed. For the plasma constituents, the following densities are
used: 5.6× 1012 m−3 (electrons), 1× 1015 m−3 (ions), and 3× 1013 m−3 (dust). Given these
example values, the magnetic induction at which H or β reaches unity can be calculated.
These are depicted in Tab. 8.1.
Species BH Bβ
Electrons 0.3 mT 0.8 mT
Ions 390 mT 2.7 T
Dust 680 T 8,000 T
Tab. 8.1: Magnetic inductions at which the respective plasma component gets magnetized in
terms of H or β reaching unity. For a definition of H and β, see Eq. (6.1).
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