Abstract. Scalar relativistic corrections to atomization energies of 1st-and 2nd-row molecules can be rationalized in terms of a simple additive model, linear in changes in atomic s populations. In a sample of 200 first-and second-row molecules, such a model can account for over 98% of the variance (99% for the first-row subset). The remaining error can be halved again by adding a term involving the change in atomic p populations: those coefficients need not be fitted but can be fixed from atomic electron affinity calculations. This model allows a fairly accurate a priori estimate for the importance of scalar relativistic corrections on a reaction energy, at essentially zero computational cost. While this is not a substitute for explicit calculation of Douglas-Kroll-Hess (DKH) or exact two-component (X2C) relativistic corrections, the model offers an interpretative tool for the chemical analysis of scalar relativistic contributions to reaction energies.
INTRODUCTION
The importance of relativistic effects in the chemistry of heavy elements is fairly universally known among theoretical chemists: for recent reviews, see Pyykkö 1, 2 (see also these older reviews 3, 4 as well as two textbooks on relativistic quantum chemistry 5, 6 ). Less commonly appreciated is that, for accurate thermochemistry, relativistic effects need to be accounted for even in the first two rows of the Periodic Table. For instance, in 1999, it was shown 7 that scalar relativistic effects reduce the atomization energy of BF3 -a key species for fixing the heat of formation of gaseous boron 8, 9 -by 0.7 kcal/mol. Perhaps the first convincing evidence that such corrections could affect light elements was the pioneering work by Garcia de la Vega on atomic electron affinities at the Hartree-Fock level 10, 11 -extended later 12 through basis set limit full CI extrapolation, and shown there unambiguously to be the 'missing link' in achieving millielectronvolt accuracy. (See also Ref. 13 .)
In the computational thermochemistry community -particularly when 1 kJ/mol (0.24 kcal/mol) accuracy is aimed for -the inclusion of scalar relativistic corrections has since become common. We cite here such standardized protocols as the Weizmann-n approaches [14] [15] [16] W1, W2, and W4 17, 18 developed at the Weizmann Institute, their explicitly correlated Wn-F12 variants, [19] [20] [21] [22] the HEAT protocols developed by an international consortium around John F. Stanton, [23] [24] [25] and the ccCA approach of Wilson. [26] [27] [28] Likewise, in the more general FPD approach, [29] [30] [31] [32] [33] scalar relativistic corrections are a standard step.
Our recent W4-17 benchmark 34 -itself an expanded version of the earlier W4-11 dataset 35 -offers an energy decomposition of 200 accurate total atomization energies as Table S-2 in its supporting information. The scalar relativistic components, specifically, were evaluated using the second order Douglas-Kroll approach (DKH2) [36] [37] [38] at the CCSD(T)/AV(Q+d)Z level. Some individual cases exceed 2 kcal/mol -such as SF6 (-3.19 kcal/mol), HClO4 (-2.72 kcal/mol), and PF5 (-2.60 kcal/mol). Moreover, benzene, N2O4, and beta-lactim are just a few of the first-row molecules for which corrections reach or exceed -1 kcal/mol. A box-and-whiskers plot of the data distribution is given in Figure 1 . FIGURE 1. Box plot of DKH2-CCSD(T)/aug-cc-pV(Q+d)Z scalar relativistic corrections (kcal/mol) to the total atomization energies in the 200-molecule W4-17 dataset, as well as for first-row and second-row subsets. The outer fences encompass the middle 95% of the distribution, the inner fences 80%, the box 50%.
Accounting for these contributions is computationally relatively inexpensive, as DKH2 is sufficient in this accuracy range for the first two rows of the Periodic Table. But as the saying attributed to Eugene P. Wigner goes, "It is nice to know that the computer understands the problem. But I would like to understand it too."
From considering the solutions of the Dirac equation for the hydrogen-like atom, it is clear that relativistic corrections are largest for s orbitals, followed by p1/2 spinors. It has hence been received wisdom in the relativistic quantum chemical community (see, e.g., Fröman 39, 40 for an early example) that changes in s orbital population drive many relativistic effects. For instance, the following statement in Dyall et al. 41 comes to mind:
"The central atom in each of [BF3, AlF3, and GaF3] has a sizeable change in the s populations from the atom to the molecule, and hence an appreciable scalar relativistic contribution to the atomization energy." (Compare also p. 458 of Dyall and Faegri, 5 and Section 16.1 of Reiher and Wolf. 6 ) It occurred to us that it would be helpful to verify this conjecture for a significantly-sized sample of molecular data. We will use here the W4-17 dataset, and we will show that not only is there a clear statistical link with the atomic s populations, but that a simple additive model based on computed changes in s populations can account for over 98% of the variance in the dataset, and over 99% for first-row molecules. By adding correction terms for p populations, 99% of the variance in the dataset can be recovered for both first-and second-row molecules.
There has been at least one past attempt to construct a simple model for scalar relativistic corrections (and corevalence corrections) [Ref. 42 , eq. (11) and Table V there]: It was based on bond orders and simple multipliers. The present model has more flexibility and predictive power, while requiring a similar number of adjustable parameters.
COMPUTATIONAL METHODS
Nearly all calculations were performed using the MOLPRO 2015.1 program system 43 running on the Faculty of Chemistry HPC facility. Population analyses were obtained using Gaussian 09, 44 on the same platform. All reference geometries were taken from the ESI of Ref. 34 Scalar relativistic corrections were recalculated at the CCSD(T) level, 45, 46 i.e., coupled cluster 47 with all single and double substitutions plus a quasiperturbative account for connected triple excitations, using the 2 nd -order Douglas-Kroll-Hess (DKH2) approach, [36] [37] [38] as well as using the "exact two-component" (X2C) approach, 48 using the aug′-cc-pV(Q+d)Z basis set [49] [50] [51] [52] for the nonrelativistic energy and de Jong et al.'s relativistic recontraction 53 of this basis set for the relativistic energy. † As additional data, we calculated the 1st-order mass-velocity and Darwin corrections 54, 55 as expectation values at the AQCC (averaged quadratic coupled cluster 56 ) level, and compared them with both DKH2 and X2C corrections at the same level of theory. Hartree-Fock level corrections were obtained as by-products.
We used two different approaches to assess the occupation of atomic s, p, and (for 2nd-row atoms in high oxidation states) d orbitals in the molecules. (Both were obtained from PBE0 densities 57, 58 using the aug-cc-pV(T+d)Z basis set.
52 ) The first is the widely used NPA (natural population analysis 59 ) of Weinhold and coworkers, as implemented in the NBO 6 program 60 (although this specific feature is also available in the older NBO 3, which is built into many electronic structure programs). The second is "minimal basis set projected Mulliken" (MBS-Mulliken) as proposed by Montgomery et al. 61 in an attempt to eliminate the pathological basis set dependence of the original Mulliken population analysis. In MBS-Mulliken, the converged orbitals are first projected to an STO-3G(*) basis set (the star refers to the addition of 3d functions on 2nd-row atoms), and a Mulliken population analysis is carried out on those orbitals. The resulting populations are only weakly dependent on the original basis set, and thus satisfy Cioslowski and Surjan's weakened observability criterion. 62 Multivariate linear regression was carried out using the RegressIt plugin for Microsoft Excel 2016 (http://www.regressit.com, Macintosh version) as well as using the built-in Solver functionality of Excel. Table 1 presents the parameters and statistics of various models fit to the data. We consider statistics both for the 129 first-row only molecules, and for the complete set of 200.
RESULTS AND DISCUSSION
First, we consider the DKH2 correction at the Hartree-Fock level and the simple model ΔREL = ∑ , Δ ( ) in which the sum of partial charge changes for a given element Z and angular momentum l is given by:
Despite its simplistic nature, it recovers an astonishing 99.7% of the sum of squares (SSQ) of the first-row data, whether using NPA or MBS-Mulliken charges. These numbers deteriorate somewhat upon the introduction of electron correlation -this is not unexpected for molecules with significant static correlation, where some of the prominent excited determinants may have charge distributions very different from the Hartree-Fock ground state. Yet still over 99% of the SSQ is being described, which is no mean feat considering the primitive nature of the model and its having just six adjustable parameters (one per element H, B-F).
While the fitted parameters for NPA and MBS-Mulliken charges differ, the quality of the fits is comparable. † In the process, we found that the W4-17 dataset contains a typo: the DKH2 scalar relativistic correction for PF5 in the ESI of Ref. 34 should read -2.57 kcal/mol rather than -3.52 kcal/mol (which was obtained using a smaller basis set). We thank Prof. Amir Karton (U. of Western Australia) for clarifying this. It is perhaps not surprising that the fits would deteriorate somewhat when we broaden our scope to 2nd-row compounds, i.e., to the full 200-molecule set. Somewhat more intriguingly, however, a rift opens between the NPA and MBS-Mulliken based models. Using MBS-Mulliken charges, 98.2% of SSQ is still recovered, compared to just 95.2% for NPA charges. The latter value can be improved to 97.5% by eliminating two severe outliers, namely, the pseudohypervalent compounds HClO4 and SF6. No similar outliers are seen in the MBS-Mulliken case.
The fitted parameters for H and B-F, both for MBS-Mulliken and for the NPA fit without the two outliers, are fairly close to those obtained from the first-row fit. Indeed, simply adopting the 1st-row values and refitting just the Al-Cl parameters causes only a marginal degradation of SSQ.
We attempted introducing additional parameters for Δ ( ). For the first row, these cause no noticeable improvement in the fit, while for the second row we do see one, e.g., with the MBS-Mulliken charges, adding p coefficients for Al-Cl reduces the SSQ residual from 1.77% to 1.19%, with a further reduction to 1.10% from adding a Δ ( ) term with d coefficients for P, S, Cl. While these improvements do pass the Fisher-Snedecor test for statistical significance, particularly the added d coefficients may amount to 'gilding the lily'. For the NBO-based model, the improvements for adding p and d coefficients are more significant, at least when the outliers are included: from 4.78% to 3.00% to 1.92%.
Considering that relativistic corrections for d orbitals would be smaller still than those for p orbitals, a statistically significant improvement from d coefficients for 2nd-row atoms would seem counterintuitive. However, one should keep in mind that essentially the only 2nd-row molecules for which those might matter are pseudohypervalent ones 63 -exactly the ones with which the NBO-based model struggles.
Still, one might argue that any attempt to squeeze more than 98% or so of variance out of such a simplistic model amounts to an exercise in 'kitchen sink regression', and that for any higher accuracy, people should just carry out actual relativistic calculations rather than rely on a semiempirical estimate like the present one. What the latter does offer is a semiquantitative a priori estimate of the importance of scalar relativistic corrections.
There is, alas, one notable, clear-cut relativistic effect that a model based on only Δ ( ) is intrinsically unable to capture: the scalar relativistic correction to atomic electron affinities [10] [11] [12] (which for B-F and Al-Cl basically corresponds to the effect of an extra p electron). Since the p parameters for the 1st row are ill-determined statistically, one could instead assign fixed values from the calculated contributions to electron affinities, ionization potentials, or their average -the latter corresponds 64 to the Mulliken electronegativity except for a constant.
We could now, of course, assign fixed values cZ,p=∆EArel to the coefficients in the p term:
If we do so, and: (a) fit first the parameters for H and B-F to MBS-Mulliken charges the 129 first-row species, then: (b) freeze those and fit the parameters for the 2 nd -row atoms to the remaining 70 points (SF6 was once again found to be an outlier), we find ΔREL = 0.137 (15) As can be seen in Table 2 , this model captures 99.3% of variance for the first row, and 99.0% for both rows (with SF6 omitted). It should be noted that the ratio between s and p coefficients for a given element grows with Z from about a factor of two to fifteen: hence, clamping the p coefficients rather than fitting them does not greatly impact accuracy.
As also shown in Table 2 , the SSQ recovery for both rows can be increased to 99.2% by adding d parameters; if the outlier point SF6 is brought back in, we are back at 98.7%. These parameters are not statistically well-determined, however, and we have chosen to omit them in deference to Occam's law of parsimony.
With NBO-based charges, things are not as simple. We can recover 99.5% for the first row, but for both rows together, this drops to just 92.2% -deleting HClO4 and SF6 as outliers brings us back to 95.2%, which can be lifted up to 98.0% even with HClO4 included if a Δ ( ) term is added. 2. Box plot of differences (kcal/mol) between our model and the reference DKH2-CCSD(T)/aug-cc-pV(Q+d)Z scalar relativistic corrections for the whole W4-17 dataset, as well as for first-row and second-row subsets. Differences between MVD-AQCC/aug-cc-pV(Q+d)Z data and the reference are also plotted. The outer fences encompass the middle 95% of the distribution, the inner fences 80%, the box 50%.
The accuracy of our model in terms of actual errors for atomization energies is represented as a box-and-whiskers plot in Figure 2 , which can be compared with Figure 1 for the magnitude of the DKH2 corrections. Statistics, including interquartile (IQR) and interdecile (IDR) ranges of the data distribution, are given in Table 3 (Figure 2 ), the errors in our model are in fact comparable with the differences between MVD and DKH2. This does not mean, however, that we recommend replacing DKH2 calculations by our model: instead, we suggest the latter as a tool for chemically rationalizing the scalar relativistic corrections and for predicting whether a reaction energy is likely to have a nontrivial such contribution.
The example molecules in Table 3 illustrate that, while the model overall works better than could be reasonably expected given its arguably simplistic nature, remaining errors are quite unsystematic, and the model is no substitute for calculation.
Finally, let us consider the difference between calculated DKH2 corrections and more rigorous X2C (exact 2-component) values. For the first-row subset of W4-17, the DKH2 and X2C corrections are for thermochemical purposes indistinguishable; for second-row, the largest differences between them are on the order of 0.01 kcal/mol (for C2Cl6). We conclude that DKH2 is converged in terms of the scalar relativistic treatment for elements lighter than argon. Generally speaking, we recommend eschewing MVD in favor of DKH2 (which is available in most major electronic structure codes) or, where available, X2C, which is functionally equivalent for the systems studied here but may be more robust for heavier elements.
CONCLUSIONS
We have shown here that scalar relativistic corrections to atomization energies of 1st-and 2nd-row molecules can be rationalized neatly by a simple additive model in terms of changes in atomic s populations. Such a model can account for over 99% of the variance for 1st-row molecules, and about 98% for 1st and 2nd-row molecules together: the latter statistic can be improved further by adding a term involving the change in atomic p populations, but fixing its parameters to values obtained from atomic electron affinity calculations. While the said model is not a substitute for proper DKH2 or X2C calculations, it allows a fairly accurate a priori estimate for the importance of scalar relativistic corrections on a reaction energy, as well as a means for interpreting actual calculated scalar relativistic corrections.
