A recent algorithmic procedure for computing the absolute factorization of a polynomial P (X, Y ), after a linear change of coordinates, is via a factorization modulo X 3 . This was proposed by A. Galligo and D. Rupprecht in [7] , [16] . Then absolute factorization is reduced to finding the minimal zero sum relations between a set of approximated numbers bi, i = 1 to n such that P n i=1 bi = 0, (see also [17] ). Here this problem with an a priori exponential complexity, is efficiently solved for large degrees (n > 100). We rely on LLL algorithm, used with a strategy of computation inspired by van Hoeij's treatment in [23] . For that purpose we prove a theorem on bounded integer relations between the numbers bi, also called linear traces in [19] .
INTRODUCTION
Thanks to Bertini's theorem and Hensel lifting, multivariate factorization can be reduced to bivariate factorization (see e.g. [8] , [13] , [24] ). 
in C[X, Y ]). A key fact is the following:
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. • It suffices to get P1 to describe the absolute factorization of P and obviously all factors Pi have the same degree.
• Hereafter we assume that deg(Pi) ≥ 2, otherwise direct methods apply (see [9] ).
Absolute factors of a polynomial with rational coefficients have coefficients which are algebraic numbers. These can be represented either by elements in a precisely described extension Q(α) of Q or in C by imprecise floating point numbers which approximate them. This distinction gives rise to two families of algorithms: one kind of algorithm which ultimately rely on linear algebra and can be developed on Q, e.g. algorithms of Trager-Traverso (see [21] , [22] ), Kaltofen (see [11] , [12] ), Duval [4] , Gao [8] , CormierSinger-Trager-Ulmer [3] . Another kind of algorithms use topological properties of C 2 , Newton approximation or so called homotopy methods and for which floating point approximations are better suited, e.g. algorithms of Sasaki and coworkers (see [15] , [17] , [18] ), Galligo and coworkers (see [2] , [6] , [7] ), Sommese-Verschelde-Wampler (see [19] , [20] ). Here we follow a symbolic-numeric method to get an absolute factorization. In a first step we work with floating point number and we get an "approximate factorization modulo X 3 ", then we recognize the exact factors modulo X 3 (see [1] ). In a second step we perform an Hensel lifting in an extension field. The aim of this paper is to present an efficient method for the first step: get an absolute factorization modulo X 3 . Let us recall the idea of Galligo-Rupprecht's algorithm (see [16] ), and introduce the needed notations. For x0 ∈ C, we denote by y1(x0), . . . , yn(x0) the roots of P (x0, Y ). Then for all values of x0 except at most n(n − 1), these roots are distinct and the curve defined by P is smooth nearby the points (x0, yi(x0)), for i = 1, . . . , n. If we choose such a value for x0, then there exists analytical functions
There exists complex number ai and bi
, and
We set:
Let U be an open neighborhood of x0 in C where all the ϕi(X) are defined for i = 1, . . . , n. As P (X, ϕi(X)) = 0 on U for all i, and P is monic in Y , we can write:
(1) The total degree of P k is m so we can write:
In particular, deg(q1(X)) ≤ 1 so the coefficient of its degree two term is zero. From (1) and (2), we get
bj(X) = 0. So we found a necessary condition attached to each factor P k of P . In fact this condition is, with a genericity hypothesis, sufficient as stated in the:
n}, vanish if and only if
This theorem gives rise to an algorithm modulo the following combinatorial problem. Given a set of complex numbers b1, . . ., bn such that P n i=1 bi = 0, find all zero sums between these numbers. The minimal sums (i.e. with the minimal number of bi) will correspond to the irreducible factors of P . This combinatorial problem could be solved by an extensive search among all the 2 n sums. For n = 60, we would have to compute more than 10 18 sums. D. Rupprecht [16] proposed several improvements for detecting vanishing sums, and drop the complexity for this step to O(2 n/4 ). With nowadays computers, this is easily tractable for n = 80 but hardly tractable for n ≥ 100. From each minimal sum P i∈I k bi(x0) = 0, one get the ir-
mod (X − x0) 3 . Then one obtains the absolute factorization after an Hensel lifting of P = P1 . . . Ps mod (X − x0) 3 .
This provides a very efficient algorithm for medium degrees (see [16] ). Our aim is to get rid of this limitation (i.e. n ≤ 80). We propose a new algorithm based on the LLL algorithm to compute efficiently the minimal sums between the bi. In section 2 we give a more precise statement of theorem 1.3 and we recall some classical results about the LLL algorithm. We prove with generic hypotheses that the only integer relation between the bi have the following form:
and divides P (X, Y ). In section 3 we will use the LLL algorithm in order to find an integer relation between the (bi) (the real part of bi). Section 4 describes our algorithm and the proof that it terminates. Finally section 5 lists possible improvements of our algorithm, and some heuristics.
INTEGER RELATIONS BETWEEN THE NUMBERS BI , AND LLL ALGORITHM
Here we improve theorem 1.3, and recall some classical results about the LLL algorithm. As deg(Pi) ≥ 2 we can assume that bi(x0) = 0. 
A key theorem
The following theorem (see [2] , [16] , [19] ) is the main ingredient for the proof of theorems 1.3, and 2.1: We call a relation nontrivial if it is not of the following form: P i∈I cbi(x0) = 0 where c ∈ Z, c = 0 and
Proof Theorem 2.1. First we choose a good λ0 (i.e. such that we can apply theorem 2.2). We can sort the ϕi(X) such that the factor P k = Q i∈{m(k−1)+1,...,mk} (Y − ϕi(X)). For each M −bounded relation λ1b1 + · · · + λnbn (there are a finite number of M −bounded relations) which is a nontrivial relation, we mimic the proof given in [16] . We consider the product: 
LLL reduced basis
We recall some definitions and classical properties of the LLL algorithm [14] . We denote by < ., . > the usual scalar product of R n , . the associated norm, and Span(v1, . . . , v k ) is the lattice generated by the vectors v1, .
From a basis of a lattice L, the LLL algorithm constructs an LLL reduced basis of L.
ZERO SUMS WITH LLL

First remarks
In all this paper we choose x0 real. Indeed when x0 is real then we know that if b is one of the bi then b (b is the conjugate of b) is also one of the bi.
Our strategy is to find first all zero sums between the (bi), and in a second time to deduce all zero sums between the bi. We introduce the following notations.
Ii is the partition corresponding to the minimal sums.
, where (bj ) is the imaginary part of bj. Now we remark that P
bj where
are not real and P
Hence if we have a zero sum among the bi we have a zero sum among the (bi). This "trick" allows us to search, in a first step, zero sums between
real numbers, where l is the number of bi which belongs to R. This number l is, in general (see section 5), small compared to n (l << n).
We recall that, in practice, we only have an approximatioñ yi of yi, thus we can only compute an approximationbi of bi and we getbi = bi + ηi where ηi is the error. We denote by η the maximum of |ηi|, i.e. η = maxi=1...n |ηi|. Then |bi − bi| < η. We denote by x the nearest integer to the real number x. Then for any C ∈ Z we have:
Real zero sums
In this section we explain how to get the minimal zero sums between the (bi).
Some notations
We sort the numbers bi in the following way: the first ones 
), and we de-
) the real numbers satisfy-
. A minimal sum between the i (bi) is a sum P i∈I i (bi) where P i∈J I i (bi) = 0. Such a minimal zero sum between the i (bi) is of this form: 
The strategy
We want to compute the basis v1, . . . , vt of V . We follow the strategy developed in [23] : we construct a sequence of lattices Li which eventually converges to V , and such that:
Li+1 is deduced from Li by application of the induction step explained hereafter. Let L be a lattice generated by w1, . . . , w k where
where
is the vector whose i th coordinate is equal to C i (bi) . 
Proof. We know that the 0-1 generators vi of V admit less than n+l 2 coordinates equal to 1, and that
Taking the inverse images by pL, we obtain the desired result.
The following lemma gives a necessary condition on L to stop the computation of our sequence. It is very close to lemma 2.8 in [23] . We need some notations: if L is a lattice then BL is a basis of L. The matrix whose rows are the elements of BL is denoted by (BL), and the reduced row echelon form of this matrix is denoted by RREF (BL). Proof. We consider the 0-1 vectors v1, . . . , vt defining V , they form the basis BV = {v1, . . . , vt}. This basis is already in a reduced row echelon form and each column of (BV ) contains precisely one 1 and all other entries are 0 (because we consider minimal sums and they come from the partition {1, . . . , n} = s i=1 Ii). As L = V there exists an invertible matrix M such that (BV ) = M(BL), then we have RREF (BV ) = RREF (BL) and this proves the lemma.
From real zero sums to complex zero sums
We suppose that we have found the lattice V . We aim to find the lattice W generated by the 0-1 vectors r1, . . . , rs corresponding to the minimal sums between the complex numbers bi, i = 1, . . . , s. We consider the map:
where − → b is the vector of C n whose i th coordinate is equal to bi. 
it corresponds to a minimal sum between the
− l, and ui corresponds to a minimal sum between the bi.
Proof. First we set a notation: if E is a set then |E| is the cardinal of this set. It is obvious that f (v) corresponds to a zero sum between the bi. We have < f(v), With the previous lemmas we are now able to detect minimal zero sums between the bi.
Complex zero sums
One bi belongs to R
We suppose that bi 0 belongs to R. Let v1 be the 0-1 vector corresponding to the minimal zero sums between the j (bj ) where bi 0 appears. By lemma 3.3 the factor f (v1) corresponds to the minimal sum between the bj. Thus f (v1) 2 = m is the degree of one absolute factor. Now we consider a vector v2 which corresponds to a minimal zero sum between the j (bj ), but here v2 k = 0 (1 ≤ k ≤ l). This means that in this zero sum there are no real bj. By lemma 3.4 we know that f (v2) corresponds to a zero sum between the bj. If f (v2) 2 = m then f (v2) corresponds to a minimal zero sum, else f (v2) 2 = u1 + u2 2 = u1 2 + u2 2 = 2m and in this case we have to compute u1 and u2 (see lemmas 3.5 and 3.6 below).
Every bi belongs to C − R
Here there are two possibilities either all f (vi) have the same norm, or there are two vectors v1 and v2 in V such that f (v1) < f (v2) . By lemma 3.4 we know that f (v) 2 = m or 2m for every 0-1 generator of V . Thus in the first case, f (v1) 2 = . . . = f (vt) 2 = l, and l = m or l = 2m. We recall that t is the dimension of V . Furthermore if l = m then t.l = n, else t.l = n. Hence we compute t.l, if t.l = n then f (vi) corresponds to a minimal zero sum, else every f (vi) = ui 1 + ui 2 where ui 1 and ui 2 correspond to two minimal zero sums between the bi. In the second case f (v1) 2 = m, and f (v1) corresponds to a minimal zero sum. Hence if f (v) is such that f (v) = f (v1) , where v is a 0-1 generator of V , then f (v) corresponds to a minimal zero sum, else f (v) = u1 + u2 where ui corresponds to a minimal zero sum.
How to decompose f (v)
In some cases, we have to decompose f (v) = u1 + u2; we explain how to get u1 and u2. Let v be a 0-1 generator of V such that f (v) = 2m. Let e1, . . . , en be the canonical basis of R n , we have f (v) = P n i=1 xiei = P 2m j=1 xi j ei j where xi = 0 or 1. We have to find two zero sums between bi 1 , . . . , bi 2m . We are going to proceed in the same way as in 3.2.2. u 1 and u 2 are 0-1 vectors in Z 2m and correspond to two different zero sums between bi 1 , . . . , bi 2m . Let Uv be the lattice generated by u 1 and u 2 . We remark that we can easily obtain u1 and u2 from u 1 and u 2 . As before we are going to construct a sequence of lattices Lv,i such that Uv ⊂ Lv,i+1 ⊂ Lv,i ⊂ Z 2m . We start with Lv,0 = Z 2m , and now we explain how to get Lv,i+1 from Lv,i. Let Lv be a lattice generated by w1, . . . , w k where wi = (wi,1, . . . , wi,2m) ∈ Z 2m , such that Uv ⊂ Lv. Let qL v be the following isomorphism of Z module. 
THE ALGORITHM
We describe our algorithm, then we prove that it terminates and that it computes an absolute factorization.
Absolute factorization algorithm
Output: An exact absolute factor.
1. Set C := 1.
Generic change of coordinates: Choose
3. Choice of the fiber: Choose x0 ∈ R.
Compute l the number of bi ∈ R.
Set C := max(
and η := ) such that v is not a 0-1 vector, and 
. , s).
14. Check that P1 divides P modulo (X − x0)
and go back to 2.
15. Lift this exact factorization.
Check that P1 divides
and go back to 2 else return P1.
Remark 4.1.
• The step 13 is explained in [1] .
• Our choice of C in step 4 is explained in section 5.
As we mentioned before we have:
. If the algorithm terminates then the output is correct.
Proof. We just have to show that the factorization we obtained is the absolute factorization. In the algorithm if we obtain V then it is clear that we get the absolute factorization. So here we suppose that we get a lattice L such that V L and RREF (BL) satisfies lemma 3.2.
We denote by w1, . . . , w k a basis of L, and v1, . . . , vt a 0-1 basis of V . We have k ≥ t because V L. We set
and zi are linear independent 0-1 vectors. Now we have to prove that in this case zi do not give a polynomial factor of P . Thus step 16 cannot be satisfied. As V L, for each vi ∈ L we have vi = P k j=1 λjwj = P k j=1 µj zj where λj ∈ Z and µj ∈ Q. Each column RREF (BL) contains just one 1, and all other entries are 0, so we deduce µj = 1 or µj = 0. Then we can write: vi = P j k j=j 1 zj . If for each i we have an index ji such that vi = zj i (i.e. k = 1) then the matrix RREF (BL) contains a row which is identically 0. As rank(RREF (BL)) = dim L = k this case cannot happen. So there exists a 0-1 vector v in V such that v = z1 + z2 (for example). If f (v) corresponds to a minimal zero sum then the algorithm gives at least two factors corresponding to z1 and z2 instead of just one factor. Thus we cannot get an exact factorization because we have too many factors. If f (v) = u1 + u2 and ui corresponds to a minimal zero sum, then if z1 or z2 gives two factors, as before we will get too many factors. Else z1 gives one factor of degree z1 2 < v 2 = m. Thus we cannot get an exact factorization because we have a factor of bad degree. Proof. In order to prove that the algorithm terminates we just have to prove that there are only a finite number of situation where we go back to step 2, step 7 and step 10.
There is a finite number of returns to step 2: This situation corresponds to the first case of step 9, and the bad case of step 11, step 14 and step 16. The algorithm return to step 2 because we are not in a generic situation. It is obvious that we are not in a generic situation in the bad case of step 11, step 14 and step 16. The first case of step 9 gives | < v,
|vi| then it is possible that v gives a zero sum between the i (bi), and then between the bi. But in this situation v is not a 0-1 vector, so we are not in a generic situation. Furthermore, lemmas 3.1 and 3.5 show that we consider only bounded integer relations. Thus theorem 2.1 shows that we just have to avoid a finite number of (x0, λ0) to be in a generic situation. Now we just have to remark that in a generic situation, if C is large enough the first case of step 9 do not appear. Indeed if v is not a 0-1 vector then
|vi|. This proves the first claim.
There is a finite number of return to step 7 and 10: As in the previous claim we can suppose that we are in a generic situation. Thus we just have to show that: if C is large enough then in step 7, dim(L) decreases. Hence after a finite number of steps we have V = L (or in step 10,
− k0), see proposition 2.4, and then q n+l 2
− k0). Thus, the dimension of L decreases and then the dimension of L decreases. This proves the second claim. 
COMMENTS AND OPTIMIZATIONS
First we present a heuristic which gives the precision η in the step 4 of the algorithm. Second, we recall some results about the number of real roots of a polynomial, in order to estimate the size of the number l. Third, we propose two improvements of the step 6 of the algorithm. Finally, we briefly estimate the complexity of the algorithm.
How to choose η
First, we explain why we set η = 1 C . We have |bi −bi| < η, then |C (bi) − C (bi)| < Cη. As we study the integral part of these numbers, we want Cη < 1. But if Cη << 1, that means that when we take the integral part we do not use all the "exact information" of the decimal part. Thus the optimal choice is Cη = 1, and as we want that C belongs to Z, we choose η = with the canonical basis. A heuristic says that the vectors νi are near orthogonal. By this heuristic:
2 , and Ai,j = C
For computing an estimate of C we replace i (bi) by one. That means that we do not study the determinant of the matrix A, but the determinant of the matrix B where B is the
)C 2 , and we want that here is a gap i.e. either νi ≈ q n+l 2
] 2 for the ones we will keep,
] 2 for the ones we delete.
Thus we get: 1 + n+l 2
How many bi are real?
Here we just recall a result about the number of real roots of a polynomial with real coefficients. We have the following result (see [10] or [5] ). 
If the random variables ai are independent normal with mean zero, but the variance of ai is equal to`n i´, then these random polynomials have En = √ n real zero on average.
As bi are conjugate algebraic numbers, with this theorem we can suppose that in general l is very small compare to n. We deduce then:
< n, so it is much better to apply the LLL algorithm to a dimension n+l 2 lattice than to a dimension n lattice. This explains why we study the real part of bi instead of bi.
First optimization
Here we explain how to improve step 7 of the algorithm. Indeed it is possible that k0 = k and that the first vectors w1, . . . , w k 1 are 0-1 vectors (see section 6 where k0 = n+l 2 = 62 and k1 = 4). In this case if we are in a generic situation with a large constant C and | < w1,
That means that we have a zero sum between the i (bi) (where i ∈ I), and we want to decompose it. So we apply our LLL strategy to the set { i (bi)/i ∈ I}.
In conclusion, if we get k1 0-1 vectors we can split our problem into k1 smaller zero sum problems.
Second optimization
Here we explain how to improve step 6 of the algorithm. In section 3.2 and 3.4 the matrix (B L ) is not square, and it would be better to have a square matrix. First, we remark that when L = Z n+l 2 with its canonical basis, then RREF (B L ) is the identity matrix. Secondly, we remark that in the other cases we have L, and RREF (BL) too. Now, we explain how to use the informations given by RREF (BL) in order to get a lattice L such that (B L ) is square. We set L = Span(w1, . . . , w k ) ⊂ Z n+l 2 . ci is the i th column of RREF (BL). C = {i1, . . . , i k } is the set of indices such that ci j is the column with j th coordinate equal to 1 and all the others coordinates equal to 0. Then for all i ∈ {1, . . . , n} − C, ci, ci 1 , . . . , ci k are linearly dependents, and if
. . .
That means that if we know the i1, . . . , i k coordinates of w1 then with the formula ( * ) we can recover all the coordinates of w1. Let us use these relations between the ci. We consider the map:
This is an isomorphism of Z module. In this situation, the following lemma is the equivalent of lemma 3.1, but here L = rL(L) provides a square matrix (B L ). We can also adapt this idea to step 10b. of the algorithm.
Complexity analysis and future challenge
Theoretical complexity
The number of bit operations needed by step 6 is the bottleneck of our algorithm. With the second optimization we can suppose that we have k vectors vi ∈ Z k , and that vi ≈ C. We know (see [14] ) that the number of bits operations needed by the LLL algorithm is O(k 5+ (log C) 2+ ) for every > 0, if we employ fast multiplication algorithm. Furthermore at the beginning of the algorithm we have k = n+l 2
and C ≥ n+l 2 n+l 2 see 5.1. Then the number of bits operations needed by the LLL algorithm to perform step 6 is O(n 7+ log 2+ n).
Practical complexity
In practice our algorithm already allows us to factorize polynomials of total degree 200, we present hereafter an illustrative example of degree 120. The challenge problem seems to be: Can we compute a certified absolute polynomial factorization of an irreducible polynomial in Q[X, Y ] of total degree bigger than 500?
≤ 93, and wi are 0-1 vectors. So we apply the first optimization: First optimization: w1 has 10 coordinates equal to 1, and all the other are 0. We set Lopt = Z 10 , and we compute {wopt 1, . . . , wopt 10 } the LLL reduced basis of L opt. We compute Mopt = q 10 + ( .10) 2 , we get Mopt ≈ 15. It follows k0 = 1, because for all i ≥ 2, we have w * opt i ≥ 10 14 > 15. All the coordinates of wopt 1 are equal to 1. Then we deduce that w1 is a minimal zero sum between the i (bi). As f (w1) 2 = 20 = f (w2) 2 , f (w3) 2 = f (w4) 2 = 40, and w2,1 = w2,2 = w2,3 = w2,4 = 1, we deduce: f (w1), f (w2) give minimal zero sums between the bi, f (w3) gives two minimal zero sums between the bi, and f (w4) gives two minimal zero sums between the bi.
Step 8, 9: Using the first optimization, we have L = Span(w1, . . . , w4) and then RREF (BL) satisfies lemma 3.2.
Step 10: We have to decompose f (w3) and f (w4). We set Lw 3 = Z 40 , and we compute {ww 3 We obtain the same results for f (w4).
Step 11: We get 6 vectors ri (for example r1 = f (w1), r2 = f (w2)), such that ri 2 = 20, then s = 6 and s. ri 2 = 120.
Step mod (X − 1) 3 , where Ji is the set of indices such that: j belongs to Ji if the j th coordinates of ri is 1.
Step 13, 14, 15, 16: We recognize the exact factors of P , we get P1 divides P modulo (X − 1)
3 and then P1 divides P . 
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