Spectral-domain optical coherence tomography (SDOCT) is a non-invasive imaging modality that generates high-resolution volumetric images. This modality finds widespread usage in ophthalmology for the diagnosis and management of various ocular conditions. The volumes generated can contain 200 or more B-scans. Manual inspection of such large quantity of scans is time consuming and error prone in most clinical settings. Here, we present a method for the generation of visual summaries of SDOCT volumes, wherein a small set of B-scans that highlight the most clinically relevant features in a volume are extracted. The method was trained and evaluated on data acquired from age-related macular degeneration patients, and "relevance" was defined as the presence of visibly discernible structural abnormalities. The summarisation system consists of a detection module, where relevant B-scans are extracted from the volume, and a set of rules that determines which B-scans are included in the visual summary. Two deep learning approaches are presented and compared for the classification of B-scans -transfer learning and de novo learning. Both approaches performed comparably with AUCs of 0.97 and 0.96, respectively, obtained on an independent test set. The de novo network, however, was 98% smaller than the transfer learning approach, and had a run-time that was also significantly shorter.
Introduction

1
The detection of key frames is a common approach employed in video analysis, 2 particularly for the summarisation of video sequences. The techniques typically rely on 3 the detection of explicit features of interest such as motion [1, 2] as well as other features 4 such as edge information [3] and self-similarity [4] . Condensing videos via shot 5 boundary detection has also been applied to the summarisation of video sequences [5] . 6 In medical imaging, the detection of keyframes is more commonly found in the 7 analysis of angiogram video sequences, but is less common in other radiographic 8 modalities. Gibson et al. [6] described an approach for the compression of angiogram 9 videos by detecting diagnostically relevant frames in videos and ensuring they were 10 preserved. Syeda-Mahmood et al. [7] presented an approach for the detection of key 11 frames in angiogram video analysis by detecting the vessels and selecting frames in 12 which their visibility was best. However, both of these approaches relied on the explicit 13 detection of features of interest in the images in order to identify them as "key".
generate high-resolution images of the retina, which allows for the visualisation and 18 quantification of structures in 3-D. These volumetric images are comprised of B-scans, 19 which numbers can range from as few as five to two hundred or more. Summarisation of 20 these volumes in current scanning systems is usually limited to a report that indicates 21 the thicknesses of retinal layers. While such a report shows large pathologies such as 22 choroidal neovascularizations (CNV), smaller abnormal indicators such as drusen, 23 epiretinal membranes and microcytic macular edema would not be visible. Thus, visual 24 summaries could complement the existing approach, by highlighting the pathological 25 conditions that are currently not quantified. Previously, Chakravarthy et. al [9] 26 described an approach for the detection of B-scans that show choroidal 27 neovascularization (CNV). The method relies on the detection of the retina, followed by 28 a machine-learning approach for the detection of possible fluid patches in the images.
29
While this approach does in fact extract the specific B-scans, the method is limited to 30 CNVs associated with wet-AMD.
31
Here, we present a deep learning approach for the automated summarisation of 32 SDOCT volumes. Similar to previous summarisation techniques our proposed system 33 begins with the detection of "key" B-scans. The system was trained and tested on 34 SDOCT volumes acquired from patients that presented with age-related macular 35 degeneration (AMD), and "relevance" was defined on the basis of the presence of visibly 36 discernible structural abnormalities. Using a deep learning approach for this task allows 37 it to be posed as a recognition task, and thus, does not require the explicit extraction of 38 features (such as CNV) in order to characterise the B-scan. We employed and compared 39 two deep learning techniques for keyframe extraction, where one is a transfer learning 40 technique based on a pretrained network, while the second is a de novo trained custom 41 convolutional neural network (CNN) that is significantly smaller. Transfer learning is a 42 commonly used technique that allows for the repurposing of pretrained networks in 43 applications where data might be scarce (as is commonly the case in medical imaging). 44 Once the relevant B-scans had been identified, a set of rules were applied to generate 45 the visual summary.
46
The paper is organised as follows: Section 2 details the data used in this experiment; 47 Section!3 describes the two deep learning networks as well as the summarisation rules.
48
The evaluation and comparison of the two networks is presented in Section!4, and a final 49 discussion of the results can be found in Section 5.
50
Data
51
The data used in the experiments were SDOCT images acquired as part of the AREDS2 52 Ancilliary Study. As detailed in [10] , the dataset was registered at ClinicalTrials.gov The study cohort consisted of 115 healthy individuals and 269 patients with 57 age-related macular degeneration (AMD). The images were acquired on a Bioptigen 58 SDOCT scanner (Leica Microsystems Inc., Illinois) from an approximately 6.7×6.7mm 59 area centred on the fovea. Each volumes consisted of 100 B-scans, each containing 1000 60 A-scans and 512 pixels per A-scan (see Fig. 1(a) ). Further details of the study are 61 provided in [10] . 
Data Annotation
63
The volumes were manually annotated and labeled as being healthy, relevant 64 (containing visibly discernible structural change) or low-quality. For this, each B-scan 65 was visualised and labeled relevant if any visual structural change was observed. Thus, 66 retinal layer thinning (which is difficult to identify visually) was not considered a key 67 feature. However, B-scans with even minor disruptions like small drusen, reticular 68 pseudodrusen and epiretinal membranes were all labeled as relevant "key" B-scans.
69
The presence of large shadows, poor contrast and other artefacts (such as vinetting, 70 mirror location errors) were flagged as poor quality B-scans (see Fig. 1(b)-(d) ).
71
Methods
72
Deep learning [11] has been successfully employed for a number of applications in 73 computer vision such as image recognition [12, 13] and semantic segmentation [14, 15] .
74
This technique has also found application in medical imaging [16] for recognition [17] , 75 segmentation [18] [19] [20] as well as image registration [21] [22] [23] . While larger architectures 76 have shown to perform better than shallower networks, their training also requires 77 larger datasets.
78
Transfer learning is a technique that re-purposes existing, trained models for new 79 tasks by retraining only small parts of the network. As most weights of the network are 80 left unchanged, this reduces the amount of training data required. Transfer learning 81 lends itself to medical imaging quite well, as large datasets are difficult to acquire in the 82 medical domain. Thus, this was the first technique we employed for the detection of 83 relevant B-scans (detailed in Section 3.1). We utilised the 16-layer VGG network [13] 84 that was initially trained for the ImageNet Challenge -a classification problem 85 consisting of 1000 classes of natural scene images [24] .
86
Transfer learning, however, is not without problems. The pre-trained networks were 87 designed for object recognition in natural scene images, and require the input to be a 88 3-channel RGB image. SDOCT images are however, grayscale. Thus, a B-scan either 89 has to be replicated three times to meet the required input dimensions, or a section of 90 three slices (and only three) has to be used as network input. Designing and training a 91 network de novo allows to circumvent this requirement and potentially could also result 92 in a smaller or more accurate network. For comparison we therefore also designed a 93 significantly smaller convolutional neural network (CNN) that was trained de novo 94 (detailed in Section 3.2).
95
The networks were developed in Keras [25] with TensorFlow [26] as the backend and 96 nuts-flow/ml [27] for the data pre-processing. 
Transfer Learning Approach
98
The structure of the 16-layer VGG network [13] is as shown in Fig. 2 
(a). It consists of
99
3x3 convolutional filters with a stride of 1; padded to preserve spatial resolution. All 100 layers utilised rectified linear unit [12] (ReLU) activation. The original network for an 101 input RGB (3-channel) image of 224x224 pixels in size contained 138 million parameters. 102 See [13] regarding training of the original network. Figure 2 . The structure of the (a) original VGG-16 network [13] , and (b) the modified transfer network for keyframe detection. Note that the layers in the first five banks of CNNs have not been changed from the original network, and that only the last three fully-connected layers were re-trained. extractors and were not re-trained or fine-tuned, resulting in a network with 3.8 million 110 trainable parameters.
111
Network weights were opimized by Adam [28] , with parameters set to recommended 112 values (learning rate set to 1 −6 , β 1 = 0.9, β 2 = 0.999, and = 1 −8 ). The loss function 113 was the balanced cross-entropy loss function:
where, y i is the true label andŷ i is the predicated label of the i-th sample, and C 1 and 115 C 2 are the number of samples of the first and second class in the batch, respectively.
116
This loss function, being normalised by the number of samples in each class helps with 117 class imbalances. Training was stopped when the validation loss did not decrease by 118 more than 0.1 or after 150 epochs. thresholded (using a threshold obtained by Otsu's method [29] ), and the largest 127 connected components were detected. Since the largest two components belong to the 128 retinal surfaces, their locations defined the bounding boxes (at least 300 pixels in height) 129 around the retina, and B-scan were cropped to this size. The cropped B-scan was finally 130 resized to 300x512, and replicated three times to match the requirements of the VGG-16 131 network, which expects the input to be a 3-channel image. The training data was 132 augmented through random rotations (±5 • ), translations (±10 pixels), contrast scaling 133 (0.3, 1.7) and flipping along the horizontal axis. 
De Novo Network
135
The de novo CNN consisted of 4-layers with 32, 64, 128, and 128 filters (3x3 in size).
136
Skip connections [30] were introduced between the layers, with the outputs from the 137 previous layers being concatenated prior to pooling. ReLU activation, and pooling
138
(maximum in a 2x2 window) followed each CNN layer (see Fig. 4) . A global average 139 pooling (GAP) layer was added to enable the generation of class activation maps 140 (CAM) [31] . Finally, a fully connected layer (size = 2) with a softmax output provided 141 the class probability for the input B-scan. The resulting network contained only 391300 142 trainable parameters, and is 2% the size of the transfer learning network. As before, 
Data Preprocessing
The individual B-scans were processed as described for the 146 transfer-learning approach, beginning with the detection of the retina followed by image 147 cropping at the bounding box. The resulting images were down-sampled by a factor of 2 148 (final size 150x256 pixels) and directly inputted into the network as 1-channel gray-scale 149 images. Training data was augmented as before, employing random rotations (± 5
• ), The performance of the two networks was evaluated using the area under the curve 159 (AUC). The false positive and false negative rates were also computed and compared for 160 the two networks. 
Summarisation Rules
162
Once the relevant B-scans have been extracted, a set of rules is imposed to select the B-scans near the fovea, but the individual slices may be separated by a few slices that 172 show no pathology. In such a situation, it is reasonable to aggregate them into a larger 173 region. A flexible threshold T , controls the aggregation during run time.
174
Next, each region is represented by the first, median and last scan of each region.
175
Thus, if M regions are detected in the volume, a total of 3M key-frames will be returned 176 by the algorithm. Note, that selecting the median and not the midpoint between the 177 first and last B-scans, ensures that the B-scan included in the summary will be one that 178 was identified by the deep learning classifier as being relevant for the visual summary. 
if len F = 0 % no key-frames % then n ← number of B-scans in V K append n/4, n/2, 3n/4 end else R ← RegionDetector(F , T ) % represent each region by first, median and last relevant scan
Results
180
The training of the transfer learning network required approximately 1000 epochs, while 181 de novo training needed nearly 2000 epochs. This is to be expected as the transfer 182 learning network is pre-trained. The initial loss was also substantially larger for the The AUC, computed on the test set alone, was 0.97 and 0.96 for the transfer 185 learning and the de novo networks, respectively (see Fig. 6(c) ). The sensitivity (upper 186 left quadrant of the confusion matrix) was found to be 0.91 for the transfer learning and 187 0.90 for the de novo network (see Fig. 6(a)-(b) ). Similarly, the specificity was found to 188 be 0.91 and 0.89 for the transfer learning and de novo networks, respectively. 
Summarisation Result
208
An example of a visual summary generated by the system is displayed in Fig. 9 . This 209 scan showed pigment epithelial detachment at the fovea, and only a single region was 210 identified by the summarisation rules.
211
A second example of an SDOCT volume with drusen and geographic atrophy is 212 presented in Fig. 10 . Here three separate regions were detected by the summarisation 213 algorithm as indicated by the blue, red and green regions in Fig. 10(b) . The final visual 214 summary consisting of the B-scans that represent the three regions depicted in Previously proposed summarisation methods for videos or volumetric medical images 230 rely on the detection of relevant features, similar to our approach. However, our method 231 does not explicitly segment AMD-related pathologies (see [9] ), but uses a deep learning 232 network for the detection of B-scans that show structural abnormalities. Our method 233 can be extended to any structural abnormality or even use a different definition of 234 "relevance". For instance, a similar system could be designed to extract B-scans where 235 maximal temporal change is identified. This would allow to monitor a variety of 236 conditions such as AMD (dry or wet) or even glaucoma, where changes at the optic cup 237 are recorded over time. A system that analyses temporal SDOCT volumes, however,
238
could not utilise transfer learning and would require a de novo network, designed and 239 trained for the specific application. In our experiments, we found that the de novo 240 training and network design can offer advantages over transfer learning, the most 241 important being the relaxation of input restriction, e.g. three-channel input image of 242 specific size vs a grayscale image of selectable size.
243
A separate experiment was conducted with the transfer learning network, where the 244 input consisted of three adjacent B-scans instead of a replication of a single B-scan.
245
Intuitively, one would expect that the use of adjacent B-scans would bolster the 246 network's ability to detect the key B-scans, but this network performed worse. The 247 conclusion to be drawn is not that the adjacent B-scans have no additional useful 248 information, but that the transfer learning network is ill-equipped to leverage this. The 249 VGG-16 network was originally designed for three-channel colour images where each 250 channel presented different colour characteristics of the same image. Here, the adjacent 251 B-scans might show differing structures (healthy B-scans adjacent to one with small 252 drusen), and the network was not able to efficiently leverage this additional information. 253 A de novo network, designed and trained for this, might do better, but we did not 254 pursue this.
255
The de novo network, being custom designed, also allowed for the incorporation of a 256 the global average pooling layer (to generate the CAMs), as well as skip-connections 257 (known to assist in training). The inclusion of the CAM brings a degree of 258 "explainability" to the system, where this visualisation indicates the source of the final 259 class label. This output could also be used as an input to the rules that generate the 2.5GHz Intel Core i7, 16GB RAM system).
268
In conclusion, the presented de novo network allows for the rapid and reliable 
