Abstract. This paper present a deep learning-based dialogue system which has been trained to answer user queries posed as questions during conversation. The proposed system, though generative, takes advantage of domain specific knowledge for generating valid answers. The evaluation analysis shows that the proposed system obtained a promising result.
Introduction
Dialogue Systems (DS), a.k.a. Conversational Systems (CS), have been a subject of research since mid-60's (cf. [17] ). In the domain of DS, since the work of [11] , exciting results have been reported by systems which model human conversation and response with Neural Networks (NN) systems [16, 14, 13] .
Modeling human conversation is quite challenging since it involves generating plausible and intelligible response to a message giving some contexts. Conversational systems can be either of 1) retrieval-based [7, 6] and 2) machine translation-inspired generative systems [4, 1, 16, 14] . Retrieval-based systems use a repository of predefined responses and some kind of heuristic to pick an appropriate response based on the input and context. These type of systems benefit from some clearly defined templates which could be used to limit the potential responses from which to search from. Thus, they tend to give coherent responses since they are less prone to making linguistic or grammatical mistakes [13] .
Our work is more challenging since the text have longer sequences, compared to the short text employed in [13, 16] . Also, our work is close to IR-based response ranking systems, except that ours is generative. Furthermore, with the exception of the work of [16] , most CS systems are trained on open-end data. Because of this, the conversation tends to be off point most of the time. We introduce a more challenging corpus curated from law textbooks, providing prose answers to some basic legal questions specifically within the US jurisdiction. Thus, we deal with messages with longer sequences while also being domain specific. We picture a machine legal advisor that is able to inform, advice and educate its users on some basic every-day legal issues. Giving our limited data, we show that our system works and that it's capable of scaling better with more training data. Our system, henceforth legalbot, benefits from the sequence-to-sequence (Seq2Seq) model [15] integrated with special attention scheme in order to focus on some important information between the context and response pair.
A conversation is made up of the context, message and response. The context is an aggregation of previous query and responses, while the message is the query which leads to the response. Conversational systems (CS) could lean towards the short text conversation [13] or the long text conversation. Our work is inspired by the recurrent neural networks (RNNs) machine translation approach in [1, 4] . The authors used an encoder to transform the input into a high dimensional vector representation and then use a decoder to generate a translation from the input representation. The work described in [16] is consistent with this approach, also benefiting from Seq2Seq [15] . [14] incorporate word embeddings in order to capture long range dependency. Word embeddings in particular have shown to capture more semantic information with excellent result on many NLP tasks [9] . A copy-based attention RNNs was employed in [5] . The model was trained to focus on important information to transfer from the message to the response. Li et. al., [8] used the Long Short-Term Memory (LSTM) to automatically mine user information about entities in the dialogue. An intent-based attention RNN was introduced in [18] , using three RNNs, each for the message, response and intention, they keep track of the structural knowledge of the conversation process. Specifically, our work is close to [18] since we also introduce an attention scheme for modeling an intense-focus between important words appearing in the message as well as the response. We use a variant of RNNs, -the LSTM, which is more robust to vanishing gradient problem while having the ability to retain information over longer time steps.
At each time step t, let an LSTM unit be a collection of vectors in R d where d is the memory dimension: an input gate i t , a forget gate f t , an output gate o t , a memory cell c t and a hidden state h t . The LSTM transition can be represented with the following equations (x t is the an input vector at t, σ represents sigmoid activation function and the elementwise multiplication. The u t is a tanh layer which creates a vector of new candidate values that could be added to the state):
Giving an input symbol in a sequence, the LSTM learns a probability distribution by being trained to predict the next symbol. Normally, the input X is paired with some outputs Y = y 1 , y 2 ,...,yN y . The softmax function is used to distribute the probability over the outputs as below:
where f(h t−1 , e yt ) is the activation function between h t−1 and e yt ). h t−1 is the hidden state at the time step t − 1 . 
Encoder-Attention-Decoder
Given a set of conversation between two or more persons, we denote all the conversation as D = C 1 , C 2 ....C m where each C i is a sequence of some tokens. At each time step, the encoder reads the embedding vector − → x t forward and converts each C i into a fixed high dimensional representation. Equations (3) and (4) shows the forward and backward context being computed by the non-linearity function as a recurrence. The representation is taken as the final hidden state h T (see equation (5)) value computed by merging the forward and backward context.
where the function f(,) in this work is a LSTM block. To instatiate our network, we used Glove vectors [10] . This is consistent with the approach employed by [14] . Out-of-Vocabulary (OOV) Words were assigned embedding weights initialized from random Gaussian distribution. Our choice of Glove is because it was trained on a huge data and it is semantically rich. Throughout the training, the weights of the embeddings remain fixed. Next, we feed the ensuing representation into another LSTM for the intense-focus. For clarity, the intense focus is achieved with a bi-directional LSTM which searches the input sequence and create attention for the important words. In our data, the message is usually of short sequences when compared to the response which can be of arbitrarily longer sequences, our idea is to identify the most semantically important words and by looking through the sequence both left and right, we capture again the relationship of this important words with their context. The decoder is also another LSTM block with the hidden state computed similarly to equation (5) except that it is is non-bidirectional. The representation from the hidden state h T of the intense focus is passed to the decoder which predicts each response/target symbol. The conditional probability is distributed by a non-linear function, in this case softmax. Our model maximizes the conditional log likelihood where θ is the parameter to be learned. Instead of translating the target language to the source as usually done in machine translation [1] tasks, we instead predict the likelihood of a response word, given a query word.
Dataset
Our intention is to develop a machine advisor that is able to give simple legal advice to users. A user may want to know whether (s)he has the rights to ignore a police interrogation, for instance, when no crime has been committed. We develop a dataset which has been curated from some online law textbooks about criminal law, property rights, family, divorce and company rights. Even though the data follow the question-answer pattern in our source books, the sequences of progression in the conversation makes it suitable for a conversational system. This is more so since it exhibits a kind of phenomenon which we called context loop, i.e., a question leads to an answer, the answer given also leads to another question which leads to another answer and vice versa. Where necessary, we have manually adjust the tone of the conversation in order to reflect true dialog while still preserving the information it serves to pass across. We have a total of 1200 question-answer pairs formatted into dialogues,yielding a total of 2400 message and response samples. Figure 1 shows a sample conversation from the dataset.
Training
We trained our model with the log-likelihood function. We used Keras 1 deep learning library. To avoid any imprecision in evaluation, we randomly select 50 context from the dataset and for each, we created identical sentences as queries. We optimized the log likelihood with ADAM optimizer. Our best model was achieved with the following configuration: batch size=32, epochs=700, and hidden state size=400. We stick to our surface model since we observed no real improvement while stacking LSTMs in order to have an increased depth.
Evaluation
There are different metrics often used in evaluating dialogue systems. A prominent example is the perplexity score as used in [12] . However, this metric doesn't suffice in our case. Following the work of Vinyals et al., in [16], we employed human judgment as our choice evaluation approach. The goal is to present a question, the gold-standard response as well as the machine's response to 3 human judges. Each judge has to score a response using three scales of measure, i.e., acceptable (assigned score=1), borderline (assigned score =0.5) and unacceptable (assigned score=0.0). The total maximum score per judge equals the total number of test samples and the maximum score obtainable is a product of the number of judges and samples. Our accuracy is obtained by a simple formula given in equation 7. Our assessment aims at observing the level of acceptance of the response from our model by human users.
The three judges were each assigned the 50 questions to score using our acceptance metric. Using the formula in 7, our system achieved a score of 0.48 which implies that roughly 24 out of 50 questions were within the range borderline or acceptable. Few things might have contributed to the poor performance of our model. As earlier highlighted, the sentences in the response are rather too long (66 tokens on the average) which is not so for the question which averages 15 tokens per question. Also, we have limited amount of data since it requires significant manual effort in formatting information from our sources in order to look quite conversational. Nevertheless, the result is promising and with potential for improvement with huge amount of data. Sadly, these kind of data is quite scarce in the legal domain especially with the stringent copyright issues.
Conclusion
We have presented legalbot, a Seq2Seq conversational agent. Our model was trained on a micro dataset curated from question-answer information on some civil legal issues. Our neural network model achieved an acceptance score of 48% as evaluated by 3 human judges. The result is promising considering the nature and size of the data. Going forward, we would like to increase the samples in our data. Also, we are thinking of streamlining the number of sentences per response. For empirical evaluation, we would like to implement some existing systems and test their performance on our data while also testing our approach on available short-text conversation datasets. We plan in our future works to apply the approach presented here to our systems in legal informatics [3] , [2] .
