In this paper the maximum likelihood equations for the parameters of the Weight Lindley distribution are studied considering different types of censoring, such as, type I, type II and random censoring mechanism. A numerical simulation study is perform to evaluate the maximum likelihood estimates. The proposed methodology is illustrated in a real data set.
Introduction
Advances in computational methods and numerical simulations have allowed to incorporate efficient models that are capable of describing real problems. Introduced by Ghitany et. al (2011) the Weight Lindley distribution with two parameters, is very flexible model to be fitted by reliability data since this distribution has increasing and bathtub hazard shape.
Some properties of this model were studied by Ghitany et. al (2011) as well as the parameter estimation based on the maximum likelihood method. Mazucheli et al. (2013) compare the efficiency of four estimation methods: maximum likelihood, method of moments, ordinary least-squares, and weighted least-squares and conclude that the weighted least-squares method reproduces similar results to those obtained using the maximum likelihood. Using a Bayesian approach Ali (2013) consider different non-informative and informative prior for the parameters of the WL distribution.
However, in studies involving a temporal response, is common the presence of incomplete or partial data, the so called censored data (Lawless, 2002) . It is important to point out that even incomplete these data provide important information about the lifetime of the components and the omission of those can result in biased conclusions. In literature there are different mechanisms of censorship (Balakrishnan & Aggarwala, 2000; Lawless, 2002; Balakrishnan & Kundu, 2013) . Due to the large number of applications in medical survival analysis and industrial life testing, it will be considered censored data with type II, type I and random censoring mechanism. Some referred papers regarding the reliability applications with those types of censoring can be seen in Ghitany The main objective of this paper is to estimate the parameters of the Weight Lindley distribution using the maximum likelihood estimation and considering data with different types of censoring, such as, type II, type I and random censoring mechanism. The originality of this study comes from the fact that, for the Weight Lindley distribution, there has been no previous work considering data with censoring mechanisms.
The paper is organized as follows. In Section 2, we review some properties of the Weight Lindley distribution. In Section 3, we present the maximum likelihood method and its properties. In Section 4, we carry out inference for this model considering different censoring mechanism. In Section 5 a simulation study is presented. In Section 6 the methodology is illustrated in a real data set. Some final comments are presented in Section 7.
Weight Lindley Distribution
Let T be a random variable representing a lifetime data, with Weighted Lindley distribution and denoted by WL(λ, φ), the probability density function (p.d.f) is given by
for all x > 0 , φ > 0 and λ > 0 and Γ(φ) = ∞ 0 e −x x φ−1 dx is known as gamma function. The WL (1) distribution can be expressed as a two-component mixture
where p = λ/(λ+φ) and
The mean and variance of the WL distribution can be easily computed by
The survival function of T ∼ W L(θ, c) with the probability of an observation does not fail until a specified time t is
where Γ(x, y) = x 0 w y−1 e −x dw is called upper incomplete gamma. The hazard function quantify the instantaneous risk of failure at a given time t. The hazard function of T is given by Figure 1 gives examples from the shapes of the hazard function for different values of φ and λ. 
For a model with k parameters, if the likelihood function is differentiable at θ i , the likelihood equations are obtained by solving the equation system
The solutions of (4) provide the maximum likelihood estimators. In many cases, numerical methods such as Newton-Rapshon are required to find the solution of the nonlinear system. The maximum likelihood estimators of θ are biased for small sample sizes. For large samples they are not biased and asymptotically efficient. Such estimators, under some regularity conditions, have an asymptotically normal joint distribution given by,
where I(θ) is the Fisher information matrix, k × k and I ij (θ), is the Fisher information of θ in i and j given by,
In the presence of censored observations, usually, its not possible to compute the Fisher information matrix, an alternative is consider the observed information matrix, where the terms is given by
For large samples, approximated confidence intervals can be constructed for the individuals parameters θ i , with confidence coefficient 100(1 − γ)%, through marginal distributions given by
Censoring and Parameter Estimation
In this section, we provide the maximum likelihood estimator for the two parameters of the Weight Lindley distribution considering type II, type I and random censored data. Other types of censoring such as progressive type II censoring (Balakrishnan & Aggarwala, 2000) and Hybrid censoring mechanism (Balakrishnan & Kundu, 2013) can also be obtained to WL distribution.
Type II Censoring
Usually in industrial experiments, the study of some electronic components are finished after a fixed number of failures r, in this case n − r components will be censored. This mechanism of censoring is call type II, see Casela & Berger (2001) for more details, and its likelihood function is given by
where t (r) is the order statistic.
The logarithm of the likelihood function (12) is given by,
(13) From ∂l(λ, c|t)/∂λ = 0 and ∂l(λ, c|t)/∂c = 0, we get the likelihood equations,
where
, and
x is known as Meijer G-function.
The solutions provide the maximum likelihood estimators of φ and λ. Numerical methods such as Newton-Rapshon are required to find the solution of the non-linear system.
Type I Censoring
In the presence of type I censored data, a fixed time t c is predetermined at the end of the experiment. Consider n patients in a treatment and suppose that d < n died until the time t c , then n − d are alive and will be censored. The likelihood function for this case is given by
where d = n i δ i is a random variable and
The logarithm of the likelihood function (17) is given by,
From ∂l(λ, c|t)/∂λ = 0 and ∂l(λ, c|t)/∂c = 0, we get the likelihood equations,
The solutions provide the maximum likelihood estimators of φ and λ.
Random Censoring
In medical survival analysis and industrial life testing, random censoring schemes has been receive special attention. Suppose that the ith component could experiment censoring in time C i , then the data set is (t i , δ i ), were
This type of censoring have as special case type I and II censoring mechanism. The likelihood function for this case is given by
Let
The likelihood function considering data with random censoring is given by,
The logarithm of the likelihood function (22) is given by,
Simulation Study
In this section we develop a simulation study via Monte Carlo methods.
The main goal of these simulations is to study the efficiency of the proposed method. The following procedure was adopted:
1. Set the sample size n and the parameter values θ;
2. Generate values of the WL(φ, λ) with size n; It is expected that for this approach the MRE's are closer to one with smaller MSE. The 95% coverage probability was computed for the confidence intervals. For a large number of experiments, using a confidence level of 95%, the frequencies of intervals that covered the true values of θ should be close 95%. The type II censored data were drawn setting the completed data r and n − r were censored. To generate type I and random censored data, we utilize the same methods used by Goodman et. al. The results were computed using the software R (R Core Development Team). The seed used to generate the random values was 2014. The chosen values to perform this procedure were θ = ((0.5, 2), (3, 2)), N = 100, 000 and n = (5, 10, 25, 50, 100). The values of θ were selected to allow the increasing and bathtub shape in the hazard function. The maximum likelihood estimates were computed using the log-likelihood functions (13) , (18) and (23) and the package maxLik available in R to maximize such functions. The coverage probabilities were also calculated using the numeric observed information matrix obtained from the maxLik package results. Tables 1-6 shows the MRE's, MSE's, Bias and the coverage probability C with a confidence level equals to 95% from the estimates obtained using MLE for N simulated samples, considering different values of n, 20% and 40% of censored data. It can be observed from the results that the Bias decreases as n increases and also as expected and the values of MRE's tend to 1, allowing to get good inferences for the parameters of the Weight Lindley. That is, the estimators are asymptotically unbiased for the parameters. Moreover, the MSE of all estimators of the parameters tend to zero for large n, i.e. all estimators are consistent for the parameters. It is also important to point out that the coverage probabilities (C) of the two parameters approach the nominal one of 0.95 as there is an increase of the size of n. 
Application
In this section, we illustrate our proposed methodology by considering two dataset. We will consider the Weight Lindley distribution to analyze such data. For sake of comparison we obtain the results with the Weibull and Gamma distributions and nonparametric KaplanMeier estimator (Kaplan & Meier, 1958) . Firstly, to verify the behavior of the empirical hazard function it will be considered the TTT-plot (total time on test). Developed by Barlow and Campo (1975) the TTT-plot is achieve through plot of the values [r/n, G(r/n)] where G(r/n) = r i=1 t i + (n − r)t (r) / n i=1 t i , r = 1, . . . , n, i = 1, . . . , n and t (i) is the order statistics. If the curve is concave (convex), the hazard function is increasing (decreasing). When it starts convex and then concave (concave and then convex) the hazard function will have a bathtub (inverse bathtub) shape.
We also consider the AIC (Akaike Information Criteria) discrimination criterion method. Proposed by Akaike (1974) this method is based on the Kullback-Leibler Information. Let k be the number of parameters to be fitted andθ the MLE's of θ, the AIC is computed through AIC = −2 log(L(θ; t))+ 2k. Given a set of candidate models for t, the preferred model is the one witch provide the minimum AIC value.
Rats with vaginal cancer
Presented by Pike (1966) the dataset is related to the lifetimes of 40 rats with vaginal cancer exposed to the carcinogen DMBA. In Table 4 , we reproduce the data represented by survival times (in days) of 40 rats (+ indicates the presence of censorship). Based on Table 4 , the data clearly has random censoring mechanism, consequently the equations (24) and (25) will be used to compute the MLE's. Table 5 displays the MLE's, standard-error and 95% confidence intervals for φ and λ. Table 6 presents the results of AIC criteria, for different probability distributions. In the Figure 2 , we have the TTT-plot, survival function adjusted by different distributions and KaplanMeier estimator and the hazard function adjusted by WL distribution. Based on the TTT-plot there is a indication that the hazard function has increasing shape. Comparing the empirical survival function with the adjusted distributions it can be observed a good fit for the Weight Lindley distribution. These result is confirmed from AIC since WL distribution has the minimum value. The hazard function adjusted by WL distribution confirms the result obtained from TTT-plot. Therefore, through the proposed methodology the data related to rats with vaginal cancer can be described by the Weight Lindley distribution.
Lifetime of electrical devise
Presented by Lawless (2002, p.112 ) the dataset is related to 60 electrical devices. The survival times is given in cycles to failure divided by 1000 and was firstly presented without censoring. It will be considered that the experiment was ended after we observe r = 49 failure, therefore n − r = 11 components will be censored. Table 7 reproduces the lifetimes from the first 49 electrical devices. The experiment was ended after a predetermined number of failures r, therefore the data has type II censoring mechanism and the equations (24) and (25) will be used to compute the MLE's. Table 8 displays the MLE's, standard-error and 95% confidence intervals for φ and λ. Table 9 presents the results of AIC criteria, for different probability distributions, considering the electrical devices data. In the Figure 3 , we have the TTT-plot, survival function adjusted by different distributions and KaplanMeier estimator and the hazard function adjusted by WL distribution.
Similar to first dataset, comparing the empirical survival function with the adjusted distributions and through the AIC results it can be observed a 
Final Comments
In this paper, we derived the maximum likelihood equations for the parameters of the Weight Lindley distribution considering different types of censoring, such as, type I, type II and random censoring mechanism. Based on simulation studies and on real applications, we demonstrated that using the proposed methodology it was possible to obtain good estimates of the parameters of Weight Lindley distribution. These results are of great practical interest since this will enable us for the use of the Weight Lindley distribution in various application issues.
There are a large number of possible extensions of the current work. The presence of covariates, as well as of long-term survivals, is very common in practice. Our approach should be investigate in both contexts. A possible approach is to consider the regression schemes adopted by Achcar & LouzadaNeto (1992) and Perdona & Louzada-Neto (2011), respectively.
