ABSTRACT A significant legacy of the World Ocean Circulation Experiment (WOCE) is the large number of high quality, high-resolution, full-depth, transoceanic hydrographic sections occupied starting in the mid-1980s. The section data provide an unprecedented survey of World Ocean water properties. Most stations sampled pressure, temperature, salinity, dissolved oxygen, and nutrients (nitrate, phosphate, and silicic acid) at up to 36 depths. While the WOCE Hydrographic Program (WHP) strenuously advocated employing standardized measurement techniques on all sections, small but significant systematic differences among cruise legs are found. A simple method for adjusting measurements to maximize internal consistency is presented and applied to available WOCE data in the Pacific Basin. First, the sections are broken into distinct cruise legs between port stops. Then, crossovers are identified where two different cruise legs cross or approach each other. Using hydrographic data from each cruise leg near each crossover, linear fits are made of properties on potential temperature surfaces against distance along cruise track. These fits are then used to evaluate property differences and their uncertainties at crossovers. A set of least squares models are used to generate sets of adjustments, with related uncertainties, for all the properties of each cruise leg. These adjustments minimize differences of water properties among cruise legs at the crossovers in a least squares sense. The adjustments can be weighted by difference uncertainties, and damped by a priori estimates of the expected differences. Initial standard deviations of crossover differences are 0.0028 for salinity, 2.1% for oxygen, 2.8% for nitrate, 1.6% for phosphate, and 2.1% for silicic acid. The adjustments roughly halve these values, bringing cruise legs into agreement within WHP target accuracies.
Introduction
In the Pacific Ocean, scientists involved in the World Ocean Circulation Experiment (WOCE) Hydrographic Program (WHP) one-time survey occupied a large number of high quality, high-resolution, full-depth, transoceanic hydrographic sections from 1985 through 1996 (Fig. 1) . We set out to use all of these sections in an inverse model incorporating the basic hydrographic properties (temperature, salinity, dissolved oxygen, nitrate, phosphate, and silicic acid). The inclusion of both zonal and meridional sections in the model resulted in at least one novel feature. We were dividing the Pacific Ocean into a large number of small boxes, some of which had no coastal boundaries at all. Property anomalies on dense neutral surfaces (Jackett and McDougall 1997) around the edges of these boxes sometimes showed large jumps at box corners where sections crossed. These jumps suggested that on the relatively small scales of individual boxes, cruise-to-cruise measurement biases might be overwhelming the true property gradients in the deep water. This situation was troublesome, so we decided to adjust the measurements for internal consistency, as detailed below.
An example of the problem and its amelioration is shown here for motivation. Unadjusted oxygen values (Fig. 2 , ୍'s) interpolated to ϭ 2ЊC around a small box of stations from different cruise legs on each side in the subtropical South Pacific (Fig. 1 , stations immediately surrounding the ୍) exhibit large jumps at three out of four box corners ( lines) where one cruise leg meets another. Applying weighted least squares (WLSQs) adjustments from section 4 to the data from each cruise leg (Fig. 2 , ⅜'s) greatly reduces the magnitude of the larger jumps. Of course, the jumps are not entirely eliminated locally because they have been minimized basin-wide in an overdetermined system.
There have been many attempts to adjust water properties when combining data from different sources. A review of the various adjustment methods is found in a paper describing a South Pacific hydrographic climatology produced by combining WOCE and high quality historical hydrographic data (Gouretski and Janke 1999) . Adjustment schemes range from ''allowances were made in contouring'' (Wyrtki 1971 ) to more recent work using least squares techniques (Gouretski and Janke 1999, 2001; Gouretski 1999) . The work described here takes this least squares approach the next logical steps. It incorporates uncertainties for each crossover difference as well as initial estimates of probable magnitudes of cruise-to-cruise bias. The robust estimates for the uncertainties of the adjusted fields available from the technique are also presented.
Here we estimate differences of basic hydrographic properties (nitrate, phosphate, silicic acid, dissolved oxygen, and salinity) among the WOCE cruise legs in the Pacific Ocean. We apply a hierarchy of least squares models to obtain adjustments to these properties for each cruise leg so as to minimize these differences in a least squares sense. These models can incorporate weighting by the uncertainties of differences at crossovers. In addition, the models can be damped by a priori expectations of the size of the differences. The models return uncertainties associated with these cruise adjustments. Data reduction is documented in the next section, then the models are outlined, then the results are presented. The paper ends with a short conclusion.
Data reduction
Hydrographic data from each cruise were separated into cruise legs, which were defined as stations occupied by a single ship between port stops. Subdivision by cruise legs allows for any changes in analysts, equipment, or standards during port stops. There were 47 cruise legs in the Pacific Ocean for which data were available and a crossover was present. These legs are designated hereafter by the index n. It was assumed that there was negligible variability in both measurement accuracy and precision during each cruise leg, but that there might be significant differences in either accuracy or precision among cruise legs. In other words, the models assumed that a single adjustment and associated uncertainty for each property on each cruise leg was appropriate.
The next step was to identify where cruise legs crossed or approached one another within 200 km. Every such pair of adjacent cruise legs was designated a crossover. The crossover points were located at the intersections of the cruise legs. The station groups for each cruise within 350 km of each crossover point were examined. A few stations with obvious outlying data were rejected. A few more stations were rejected as not representative of deep hydrographic conditions at their respective crossover points (for instance when they were in a different deep basin from their crossover point). After this process any crossover group with less than three stations from either cruise was eliminated from the analysis. The remaining 111 crossovers (Fig. 1) had
between 3 and 38 stations (a mean of 10) for each cruise leg. Crossovers are represented by the index o.
This 350-km distance from crossover points strikes a balance between including enough stations in groups for good statistics and keeping within regions of relatively uniform deep water properties. There are three factors to keep in mind. First, the length-scale chosen is suited to the deep Pacific Ocean, with its relatively large basins and homogenous water property distributions. Second, the groups were screened for data not representative of deep hydrographic conditions at crossover points. Third, the linear fits to the data versus distance, as described below, accounted for regional trends in water properties. Finally, at crossover points where the deep water properties were variable over this distance, the fits had an appropriately large uncertainty. Hence these crossover differences had a reduced weighing in the more sophisticated models used.
Water properties at these stations were interpolated on a grid of potential temperature surfaces by a local shape-preserving spline (Akima 1970) . A rather large set of 98 surfaces, designated by the index p, were chosen to span the full oceanographic temperature range and to ensure that there were surfaces between every water sample. The analysis was carried out on surfaces, rather than potential or neutral density surfaces, for three reasons. First, is the most accurately measured hydrographic quantity in terms of signal-to-noise ratios. The assumption was made that the pressures and temperatures were so accurate that they could be assumed to be correct for our purposes. Second, is the natural coordinate for evaluating salinity, S, differences since and S are the two components in the equation of state. Third, this choice keeps the evaluations of all fields independent of errors in S, which would result in density errors. Finally, while water flow more closely follows potential density than , over the relatively small groups of stations within 350 km of the crossover points the deep -S relation is relatively constant, meaning that there is little practical difference between using and potential density at depth.
Following the interpolation in , each property for the crossover station group o from each cruise leg n was subject to a linear fit versus distance along the cruise track from the crossover location on each surface p. These fits, P (n, o, p) , were then evaluated at the crossover locations, along with their uncertainties, (n, o, p) . Crossover locations and distances along cruise tracks were chosen so that the fits were evaluated in the middle of their station groups whenever possible. The result was a set of concentrations and associated uncertainties for each cruise leg pair at the 111 crossovers on as many as 98 surfaces for the five hydrographic properties analyzed.
At this point, the analysis diverged for salinity versus all the other properties. A decision was made to correct salinity by means of additive offsets for each cruise leg. This decision was made because it seemed most likely that systematic salinity errors, including batch differences among standard sea water, would appear mostly as offsets. At each crossover o and surface p, the salinity differences, d (o, p) 
0.5 , were calculated, where the subscripts refer to the two cruise legs at the crossover. This last equation reflects the assumption made that uncertainties of the salinity fits for each cruise at a crossover were uncorrelated when calculating the uncertainties for their differences.
The other property adjustments, for oxygen and nutrients, were made using multiplicative scale factors applied to each cruise leg. The reasoning for this decision was severalfold. First, multiplicative factors help avoid the potential problem of negative values in the nutrientpoor surface layers and anoxic regions after adjustments are applied. Second, the dominance of multiplicative corrections is at least plausible, presuming that standardization errors are the main problem in accuracy, although this assumption may not always hold (Ross et al. 1999) . Finally, in deep regions of tight propertyrelations where oxygen and nutrient concentrations are often relatively high and uniform, additive and multiplicative adjustments are nearly indistinguishable. Proceeding for the other properties at each crossover o and surface p, differences were calculated as deviations of ratios from unity,
and their uncertainties as
5 . The latter equation states that the uncertainties were normalized by property concentrations. These simple transformations allowed application of the same least squares method used to adjust salinity for internal consistency to all of the other properties.
For each crossover o the salinity differences and associated uncertainties on all p surfaces were used to estimate a single weighted difference d(o) as follows:
The use of the inverse of standard deviations squared is standard practice in weighted least squares estimations (Beers 1957) . Similarly, a weighted uncertainty (1). For all the other properties, the deviations of ratios from unity, f (o, p), and their uncertainties, (o, p), on all p surfaces were similarly used to estimate a single weighted deviation of ratio from unity, f (o), and associated uncertainty, (o), at each crossover, using equations analogous to (1). (From here on crossover ''differences'' will refer to arithmetic biases for salinity and deviations of ratios from unity for the other water properties.) The weights allowed the surfaces with larger signal-to-noise ratio to dominate the differences. This dominance generally meant that while differences and associated errors were estimated using information over
Property envelopes as a function of potential temperature at the crossover of P21W and P15S Leg 2 (located at 17.5ЊS, 170ЊW) from linear fits and their uncertainties (shaded regions for P21W and regions between the two thicker lines for P15S Leg 2). the entire water column, the deeper parts of the water column where the signal-to-noise ratio was highest were most influential in determining the crossover differences and associated uncertainties.
The crossover of P21W and P15S Leg 2 (located at 17.5ЊS, 170ЊW) is illustrative. Property envelopes for the two cruises (based on uncertainties about the means at the crossover point from the linear fits) as a function of potential temperature below 5ЊC show the influences of several water masses (Fig. 3) . The relatively cold, salty, oxygen-rich, nitrate and phosphate-poor, and silicic acidrich northward spreading Circumpolar Deep Water (CDW) is found near the bottom. Within this water mass the subtle differences between slightly more nutrient-rich Antarctic Bottom Water (AABW) found below 1ЊC and the saltier North Atlantic Deep Water (NADW) just above can be discerned. Farther up in the water column, between 1.5Њ and 3ЊC are the nutrient maxima and oxygen minimum that characterize the southward spreading Pacific Deep Water (PDW). By 5ЊC the predominant influence is of the relatively fresh, nutrient-poor, and oxygenrich Antarctic Intermediate Water (AAIW).
The property ratios and salinity differences with associated uncertainties at the crossover (Fig. 4) further highlight some important points. The property difference uncertainties (dominated by lateral oceanographic variability) generally increased with temperature. These uncertainties became so large higher in the water column that crossover differences there made no real contributions to the weighted crossover mean differences and their associated uncertainties. Above 2.5ЊC the differences (lower nutrients, higher oxygens, and lower salinities) all suggested a stronger AAIW signature in P21W compared to P15S leg 2. However, all the properties had relatively constant differences between the two cruise legs and small uncertainties from the bottom up to about 2.5ЊC. That these differences were relatively constant across the contrasting property signatures of AABW, NADW, and PDW suggests that the method is reliably estimating the cruise-to-cruise differences at crossovers. For nitrate the derived ratio of 0.992 was further away from unity than its uncertainty, indicating that the P21W nitrates were significantly lower than the P15S nitrates at this crossover point. For phosphate and silicic acid the ratios were indistinguishable from unity. The mean oxygen ratio of 1.038 was larger than the uncertainty, suggesting P21 oxygens were significantly higher than those from P15S. Salinity differences were not distinguishable from zero. (Salinity values are unitless and reported on the 1978 Practical Salinity Scale, PSS-78. Here the salinity differences are quoted at 1000 times PSS-78, that is, roughly in parts-per-million, or ppm.) Interestingly, the silicic acid and salinity uncertainties both had a local maximum near 1.2ЊC. This crossover location exhibited a strong contrast of NADW and PDW influences, owing to the nearby deep western boundary current flowing northward along the Tonga Ridge, hence high natural variability at this level.
Least squares adjustments
The next step was to use these crossover differences and associated uncertainties for each property to determine property adjustments for each cruise leg that would maximize consistency among the cruise legs at crossovers. These adjustments were determined by a hierarchy of least squares models (Menke 1984; Wunsch 1996) . The models were formulated to determine the VOLUME 18 adjustments for that property to apply to each cruise leg that would minimize the crossover differences in a least squares sense.
The model matrix, G, was o ϭ 111 by n ϭ 47, with the 111 rows being crossovers and the 47 columns cruise legs. Since there were more constraints (111) than unknowns (47), the system was overdetermined. In each row of G there were zeroes except for a single ϩ1 located in the column of the first cruise leg at that crossover and a single Ϫ1 in the column of the second cruise leg at that crossover. The data vectors, d(o) or f(o), were columns o elements long which consisted of the property crossover differences. The model solution vectors, m, were n elements long, and represented the cruise leg additive corrections (for salinity after a sign change) or multiplicative corrections (for the other properties after subtraction from unity). That is to say, for salinity, corrections would be applied as P corr (n) ϭ P orig (n) ϩ [Ϫm(n)] and for the other properties, as P corr (n) ϭ P orig (n)[1 Ϫ m(n)]. Here the subscript orig denotes the original property values for a given cruise leg n, the subscript corr denotes the corrected values for that cruise leg, m(n) the appropriate term of the solution vector, and the terms in square brackets are the additive or multiplicative corrections reported in the next section.
The system and its solution are given by
This model has also been used for cruise adjustments by Gouretski and Janke (1999, 2000) . A model of this form estimates cruise leg adjustments regardless of how well the crossover differences were determined or any a priori expectations of what these adjustments should be. This model will be referred to a simple least squares (SLSQ). One aspect of SLSQ not used in previous work on cruise adjustments is the model solution covariance matrix,
Here is the variance of the crossover difference re-2 d sidual. The model solution covariance matrix reflects how many crossovers influence the adjustment for a cruise leg, and is scaled by the residual variance. The square root of the diagonal elements of the model solution covariance matrix give the model solution uncertainties. We calculated these solutions and their associated uncertainties for purposes of comparison with the other more sophisticated models outlined below.
A second model incorporates information on how well individual crossover differences were determined and weights the solution by these factors. This model will be referred to as weighted least squares (WLSQ). For this model the appropriate uncertainties (o) for each crossover difference are used for the weighing, or data covariance matrix, W. This W matrix is a diagonal o by o matrix with the inverse of each crossover uncertainty, (o), in the appropriate location:
The solution for this problem is
and the model solution covariance matrix is
Again the square root of the diagonals of the model solution covariance matrix gives the solution uncertainty. This time, the adjustment uncertainties for a given cruise are influenced by crossover locations and how well the
differences are determined at each crossover. Crossover differences with smaller uncertainty (owing to more data or less local oceanographic variability) are allowed greater weight in influencing the adjustments. With the crossover difference uncertainties incorporated into the model, the overall crossover residual variance is no longer needed to scale the model covariance matrix. The final model uses weighted damped least squares (WDLSQ). It uses the same data covariance matrix, W, as WLSQ. However, it also incorporates a model covariance matrix, E. The model covariance matrix is a square n by n matrix which incorporates a priori information regarding the expected magnitude of adjustments among cruises. This knowledge reflects the expected reproduceability of measurement accuracy for different analysts using different laboratory equipment. We used the squares of the expected root mean square accuracies for each given property measurement as the diagonal elements of this matrix. We could have assigned a different model error for each cruise leg and each property; however, such an assignment would have been quite subjective. The WHP one-time survey standards were 1% for nitrate, 1%-2% for phosphate, 1%-3% for silicic acid, 0.5% for oxygen, and 2 ppm (or 0.002 PSS-78) for salinity (WHPO 1994) . We asked two experts for their guesses at accuracies of the final WOCE data set and they gave similar answers (A. Mantyla and B. Warren 1999, personal communications). The values used here (squared before insertion along the diagonal) were 4 ppm for salinity and 2% for everything else. These somewhat pessimistic model error estimates reflect the fact that the WOCE Pacific one-time survey data originated from several different observational groups employing a variety of measurement techniques and instrumentation with a range of expertise.
With the matrices for the model G, the data covariance W, the model covariance E, and the data vector d (or f) all determined, the solution m for WDLSQ is given by
A comparison of (6), (4), and (2) shows that the solutions to these various models incorporate first only the model matrix, then the data covariance, and finally the model covariance. In addition to a solution vector, a solution covariance matrix can be determined from
WDLSQ incorporates the most information into the solution and solution covariance, and is thus arguably the best model (provided the a priori estimate of the model covariance matrix is close to reality).
Results
Differences at crossover locations can only be robust measures of actual cruise-to-cruise biases if they exceed the uncertainties of the estimates. The uncertainties of differences determined at each of the crossovers were generally quite small. The median values for the uncertainties were about 0.9%, 1.2%, 1.2%, 1.2%, and 1.1 ppm for nitrate, phosphate, silicic acid, oxygen, and salinity, respectively. Mean values for the uncertainties were about 1.3 times the median values, which reflected the presence of greater uncertainties at a few crossovers for each water property. The uncertainty was a combination of measurement precision and sampling error. Some of the high uncertainties were due to a lack of data in the stable low-gradient deep waters, because some crossover points were located in shallow waters. Other instances of high uncertainties were the result of relatively poor precision in the measurements from station to station within a cruise. Median uncertainties were near the WHP one-time survey standards. This suggested that deviations from these standards could be detected using the crossover data. It turns out that these deviations could also be, for the most part, corrected with the same information.
Many of the initial differences at crossover locations were also within WHP one-time survey standards (Fig.  5, left column) . This fact is reflected by the large number of differences within 2 ppm of the origin for salinity and ratios within 1% of unity for everything else. Except for salinity, the majority of the computed differences for the properties were indistinguishable from zero within their uncertainties. There were, however, some crossovers showing substantial disagreement. The initial crossover residuals have standard deviations ranging from 2.80% for nitrate to 1.56% for phosphate (Table  1 ). The salinity differences have an initial standard deviation of 2.77 ppm. When normalized by their uncertainties, initial residual variances ranged from 1.37 for phosphate to 4.96 for salinity.
Application of any of the models greatly increased the internal consistency of the WOCE dataset. SLSQ produced the smallest residual standard deviations (Table 1), getting the residuals closest to zero (Fig. 5 , second column from left). In contrast, WLSQ produced the smallest normalized residual standard deviations (Table  1) , getting the residuals closest to zero with respect to their error bars (Fig. 5, third column from left) . WDLSQ had the largest residual standard deviations, but normalized residual standard deviations usually between SLSQ and WLSQ ( Table 1 ). The damping in WDLSQ forced smaller adjustments for most of the cruises, leaving most residuals closer to their initial values than the other two models (Fig. 5, right column) . These different results are all consistent with what one would expect given the model formulations.
While all the models work well to reduce the standard deviations at crossovers (Table 1) , it is arguable which model is the most appropriate. SLSQ is clearly the least appropriate, since it incorporates none of the uncertainty in crossover differences. It is not discussed further. Whether WLSQ or WDLSQ provides the more appropriate adjustments is not clear. On the one hand, WLSQ achieves the greatest consistency between all the indi- vidual cruise legs in a manner that respects the accuracy of each crossover determination. It achieves this, however, at the cost of adjusting some properties from few cruises (e.g., P1W, P11A, P11S) by amounts which exceed the stated accuracy of the WOCE measurement program. If one is willing to accept that the true accuracy of these cruises is outside the goals of the WOCE project, the WLSQ estimates are preferable. On the other hand, all the adjustments are based on only a sampling of station data in the vicinity of the crossovers and one might expect that, for a large number of crossover realizations, there will be a few apparently large differences which arise solely from random errors. In this instance, one might prefer a compromise adjustment (WDLSQ) which balances the apparent need for a large correction with the assumption that no adjustment should exceed a certain bound (2% or 4 ppm for salinity in our analysis). Under these assumptions WDLSQ is preferred because it limits the magnitude of adjustments to a priori estimates of the absolute accuracy of the
FIG. 6. Cruise adjustments and their uncertainties. From top to bottom the panels show multiplicative adjustments with uncertainties for nitrate, phosphate, silicic acid, oxygen, and additive adjustments for salinity. These values should multiply (or be added to for salinity) the original water properties for each cruise leg to obtain corrected water properties. Each property and each cruise leg has two adjustments, the WLSQ (crosses displaced left), and the WDLSQ (diamonds displaced right). laboratory equipment but does so at the cost of allowing for larger crossover residuals to remain in the final adjusted dataset. The crossover adjustments for WLSQ and WDLSQ are compared next.
The cruise adjustments and their uncertainties are for the most part similar for WLSQ and WDLSQ (Fig. 6) . As noted earlier, these values should multiply (or be added to for salinity) the original water properties for each cruise leg to obtain corrected water properties. As expected, the WDLSQ cruise adjustments were slightly smaller. This effect was largest for phosphate. Relative to the WLSQ uncertainties for the cruise adjustments the WDLSQ uncertainties were generally decreased by the damping, but were sometimes increased when very small. The large adjustments and uncertainties from WLSQ tended to be greatly reduced with WDLSQ.
While WDLSQ incorporates the most information, the a priori estimates of cruise accuracies used for the damping may not be accurate. There appear to be a few cruises that were well outside the WHP target accuracies where a large adjustment is warranted. The damping incorporates the information that the general magnitude of the adjustments should be near the size of the WHP target accuracies and thus tends to reduce large adjustments. Hence we recommend the WLSQ adjustments (Table 2) .
These WLSQ adjustments were small, but generally TABLE 2. Property adjustments for cruise legs estimated from the WLSQ model. The first column contains the WOCE Hydrographic Program one-time survey cruise designation followed by the expocode. The other columns contain multiplicative adjustments and uncertainties for all properties but salinity (which is additive in ppm). These values should multiply (or be added to for salinity) the original water properties for each cruise leg to obtain corrected water properties. distinguishable from zero if they exceeded 1% or 1 ppm for salinity. Adjustments were generally within 3% for the nutrients and oxygen, although a few cruise legs exceed 5% adjustments for one or another of the properties (Fig. 6) . The adjustments for salinity were generally limited to 3 ppm, although again there were a few that exceed 5 ppm. The median uncertainties for the nutrient and oxygen adjustments were around 0.7%. The median uncertainty for the salinity adjustments was 0.7 ppm. The percentages of cruise leg adjustments greater than their uncertainties for WLSQ were 49%, 75%, 53%, 43%, and 66% for nitrate, phosphate, silicic acid, oxygen, and salinity, respectively.
Conclusions
We have presented a hierarchy of crossover-based least squares models to objectively determine nutrient, oxygen, and salinity adjustments. We used information throughout the water column to estimate crossover differences (favoring those portions where signal-to-noise was highest through weighting). We minimized these crossover differences with adjustments from these models, starting with the SLSQ model. The WLSQ model incorporated uncertainties of differences at crossovers. The WDLSQ model added a priori expectations of measurement accuracy as a damping. They all provided property adjustments and uncertainties for each cruise leg.
These models were successfully applied to the WOCE Pacific dataset. For all of the models, the adjustments greatly reduced crossover differences and generally brought cruises into agreement within WHP target accuracies. The WLSQ adjustments are recommended as the most appropriate. A majority of these adjustments were distinguishable from zero within their uncertainties. This system is applicable to other water properties such as the carbon system (Lamb et al. 2001) .
