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Strongly correlated electron systems, such as transition-metal compounds, organic
molecular solids, f electron systems, and so on, have attracted much attention from the fun-
damental research view point as well as the technological application side. These systems
show a number of exotic phenomena, e.g., high transition-temperature superconductivity,
multiferroics, colossal magnetoresistance, exotic magnetism and ferroelectricity and oth-
ers. In the microscopic point of view, these electric and magnetic phenomena are attributed
to the strong Coulomb interaction between electrons, the multiple degrees of freedom, i.e.,
spin, charge, orbital, as well as the electron-lattice interaction. It is widely recognized that
one intriguing degree of freedom in correlated electrons is the spin-state degree of free-
dom. In some kinds of the transition-metal ions, amplitude of spin, that is, the electron
configuration inside of an ion changes by changing the external fields and other conditions.
One example seen in the Fe and Co ions in the transition metal compounds. Change in
the spin-states is often termed the spin-state transition or the spin-state crossover, and have
been investigated in several correlated electron systems, as well as inner-core materials and
biological materials. Perovskite cobaltites, RCoO3 with a rare-earth ion R, is known as a
prototypical correlated electron material where the spin-state crossover in the Co ion is re-
alized. A number of experimental studies in this series of compounds have been performed
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by using several modern experimental techniques. Instead of a large amount of the the-
oretical investigations, the electronic structure in the compounds are still unclear. In this
thesis, we study theoretically the electronic and magnetic states in the impurity substituted
cobaltites where Co ions are replaced by other transition-metal ions of Cr, Mn, Fe and Ni.
We also examine the excitonic insulating state as a possible electronic state in the region
where the several spin states are competed with each other.
1.2 Spin-state transitions in perovskite cobalt oxides
1.2.1 Spin-state degree of freedom in perovskite cobalt oxides
(a) (b)
Figure 1.1: (a) Crystalline field splitting of the d orbitals under the cubic lattice symmetry.
(b) Schematic views of the 3d orbitals (generated by Mathematica.)
The cobalt oxides with perovskite crystal structure have attracted a number of interest
in the electric, magnetic and structural view points since long time ago. The chemical
formula of this material is represented by RCoO3 where R is the rare-earth metal ion and
the alkaline-earth metal ion. When R is the trivalent ion such as La, the nominal chemical
valence of the Co ion is 3+ and the electron configuration of the outermost orbitals is 3d6.
The crystal structure in LaCoO3 is weakly distorted from the ideal cubic crystal struc-
ture realized in the high-temperature phase of BaTiO3 and belongs to the rhombohedral
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symmetry due to small distortion with respect to the [111] direction. Since the local sym-
metry at the Co site is approximately identified to be cubic, the crystalline field with the
cubic symmetry is often considered in this system. The five 3d orbitals split into the doubly
degenerated d3z2−r2 and dx2−y2 orbitals and the triply degenerated dyz, dzx and dxy orbitals,
which are termed the eg and t2g orbitals, respectively,. In general, the stable electron con-
figurations are determined by the competition between the crystalline field splitting energy
between the eg and t2g orbitals, termed ∆CF, and the ferromagnetic intra-orbital exchange
interaction J, i.e., the so-called the Hund’s coupling. It is well known that in some Fe and
Co ions, the two energies are comparable and the several electron configurations appear by
changing temperature, pressure and other external fields. There are three possible electron
configurations in a Co3+ ion: i) The high-spin (HS) state where the electron configuration
of (t2g)4(eg)2 and the spin amplitude S= 2 represented by the irreducible representation 5T2
in the Oh group. ii) The low-spin (LS) state where the electron configuration of (t2g)6(eg)0
with S = 0 represented by 1A1. iii) The intermediate-spin (IS) state where (t2g)5(eg)1 with
S = 1 represented by 3T1. The schematic views of these spin states are given in Fig.1.2(a).
These degrees of freedom for the different spin amplitude is termed the spin-state degree of
freedom, and the change between the different spin-states is termed the spin-state transition
or crossover.
The stable spin state and the spin-state change in an isolated Co3+ ion was examined
theoretically and is summarized as the so-called Tanabe-Sugano diagram [1] shown in
Fig.1.2(b). The energy levels in a Co3+ are plotted as functions of the crystalline field
splitting energy normalized by the Coulomb interaction parameter B, termed the Racah
parameter, which directly related to the Hund’s coupling J. It is shown that in the large
(small) ∆CF/B region, the LS (HS) state is the ground state. The IS state is not the ground
state but the excited state in this parameter region. Although this is the calculated result for
the isolated Co3+, the spin-states of a Co ion in a crystalline lattice is influenced in several
subjects which are not taken into account in this calculation, such as the ligand-ion effect,
the long-range Coulomb interactions, the electron band effect and so on.
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(a) (b)
Figure 1.2: (a) Schematic electronic configurations for the spin states in a Co3+ ion. Up and
down arrows represent spin directions. (b) Energy level diagrams for the configuration d6.
The red, green and blue curves denote the relative energy for LS, IS, HS states, respectively
[1].
1.2.2 Experimental studies in cobalt oxides
There are several kinds of experimental studies about the electronic and magnetic struc-
tures in RCoO3. The most of them have been done from the view points of the spin-state
degrees of freedom and the spin-state transition/crossover. In particular, after the discovery
of the high transition-temperature superconducting cuprates, the several experimental mea-
surements have been done by the modern experimental technique and from the correlated
electron view point. In Fig.1.3, temperature dependence of the electric resistivity ρ(T )
and the magnetic susceptibility χ(T ) in LaCoO3 are shown [2]. Above 400K, ρ(T ) is of
the order of 10−13Ω cm, and the Curie-like temperature dependence in χ(T ) are observed.
Below 150K, ρ(T ) increases rapidly with decreasing temperature and χ(T ) shows a spin-
gap feature. Some part of the temperature dependence of the susceptibility is fitted by the
two-level model where the LS (S = 0) state is in the ground state and HS (S = 2) state is
located in the excited state with the energy gap ∆ = 310K and interacts antiferromagneti-
cally with the exchange interaction. These results suggest that the ground state in LaCoO3
is the LS insulator, and above 500K, several spin states are mixed. An intermediate state
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appears around 300K<T<500K, but the detailed electronic and magnetic structures are un-
clear. A nonmagnetic insulating state at low temperature is confirmed by the Knight shifts
measurements [3], and the spin-state change is studied by the polarized neutron scattering
measurements [4].
Figure 1.3: Temperature dependence of the electrical resistivity (upper panel) and the mag-
netic susceptibility (lower panel) in LaCoO3 [2]. The inset in the upper panel shows the
Arrhenius plot of the resistivity. A solid line in the lower panel shows the calculated curve
based on the two level model.
There are several methods by which the spin-state changes occur in LaCoO3. The well
known method is the carrier doping into LaCoO3 where La ions are substituted by the
divalent alkaline earth ions. The temperature dependence of the electric resistivity and the
magnetic susceptibility for several values of x in La1−xSrxCoO3 are shown in Fig.1.4 [5].
In the case of small x, the temperature dependence of the resistivity is similar to that in
LaCoO3, and the pseudo spin gap is confirmed in the magnetic susceptibility. This implies
that the LS state is dominant in the Co3+ ions [6, 7]. With increasing x, the resistivity and
the magnetic susceptibility decreases and increases gradually, respectively, and the ground
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state is changed into the magnetic one. These results are interpreted that the spin state
in low temperatures below 100K is changed from the LS state to the HS or IS states by
carrier doping. By the magnetization measurements, a doped hole induces the HS or IS
states and aligns these spins ferromagnetically. This is consistent with the results in the
photoemission and x-ray absorption spectroscopy [8].
Figure 1.4: Temperature dependence of the electrical resistivity (upper panel) and the mag-
netic susceptibility (lower panel) in La1−xSrxCoO3 [5]. A solid line in the lower panel
shows the calculated curve based on the two level model.
The spin state changes in the cobalt oxides with perovskite structure have been induced
in several other methods. Magnetic field stabilizes the HS and IS states and is expected
to induce the spin-state change [9, 10, 11, 12, 13]. The spin-state transition and crossover
can also be induced by a high pressure which stabilizes LS state, since the LS state favors
smaller volume than that in the HS state [14, 15]. The transient change in the optical
absorption spectra by the intensive laser light irradiation in the LS state in cobaltites are
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interpreted as the spin-state change by the light which induce photocarriers and volume
change [16, 17, 18, 19].
Figure 1.5: Magnetic moments in the substituted LaCoO3 samples for (a) Cr, (b) Mn, (c)
Fe and (d) Ni [20]. Bold curves in (a) and (c) are the Brillouin functions with S = 3/2 and
S = 5/2, respectively.
Effects of the impurity substitution in LaCoO3 were studied by Tomiyasu et al., [20].
Cobalt ions are replaced by other transition-metal ions as LaCo0.99M0.01O3 (M = Cr, Mn,
Fe, Ni). The magnetization, electrical resistivity, and the x-ray fluorescence were measured
in the single crystal samples. The magnetization curves up to 7T are shown in Fig.1.5.
In the Cr and Fe cases, the magnetization curves are almost isotropic and are well fitted
by the Brillouin functions with S = 3/2 and 5/2, respectively. On the other hand, in the
Mn and Ni cases, the magnetizations are not saturated up to 7T, and are not fitted by the
Brillouin functions. The observed magnetizations in the Cr and Fe case were interpreted to
be dominantly attributed to a Cr3+ with S = 3/2 in the (t2g)3(eg)0 configuration, and a Fe3+
with S = 5/2 in the (t2g)3(eg)2 one, respectively. In the case of Mn, it was considered that
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a mix valence state of Mn3+ (S = 2) and Mn4+ (S = 3/2) is realized, and a Mn4+ induces
Co2+ (S = 3/2) in the neighboring sites. Finally, in the case of Ni, it was interpreted that
a Ni3+ with S = 1/2 in the configuration (t2g)6(eg)1 induces a spin-state clusters around
the Ni ion. Although the above interpretations explain some parts of the experimental
observations, the electronic structures in this series of the substituted LaCoO3 are not clear
yet.
1.2.3 Theoretical studies in cobalt oxides
As well as the experimental studies, a number of the theoretical studies of the cobalt
oxides has been done from the spin-state degree of freedom and the spin-state change/cross
over. Beyond the studies in the electronic and magnetic structures in an isolated Co ion
given by Tanabe and Sugano [1], the first principle calculations suggested a possibility
of the IS state. Through the ab initio calculation based on the local-density approximation
(LDA)+U method, Korotin and coworkers suggested that the IS state is realized, in contrast
to the calculation in an isolated Co ion [21]. The stability of the IS state is attributed to
the strong hybridization between the Co 3d and O 2p orbitals, and the Jahn-Teller type
distortion because the eg orbital degree of freedom exists in the IS state. Instead of this
theoretical predictions for the IS state and the following experimental measurements, there
are no experimental evidences for the IS state in LaCoO3 until now.
Figure 1.6: Calculated DOS and relative energies of the LS, IS and HS states in LaCoO3
as functions of the transfer integral between the Co 3d and O 2p orbitals [22].
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Mizokawa and Fujimori examined the electronic structure in LaCoO3 by applying the
Hartree-Fock approximation to the d-p model [22]. The calculated DOS and the energies
for several spin states are shown in Fig.1.6. As shown in the figures, the stable spin states
changed from the HS antiferromagnetic state to the LS state with increasing the electron
transfer integral between the d and p orbitals, and the IS state is not realized in the ground
state in this parameter region. The authors claimed that LaCoO3 belongs to the charge-
transfer insulator and the strong p-d hybridization exists.
As for the hole doped cobaltites, the electronic structure was examined in a small cluster
by using the Lanczos method. As shown in Fig.1.7, Tsutsui and coworkers [23] calculated
the phase diagram on a plane of the crystalline field energy and the p-d transfer integral in
a one hole doped Co2O11 cluster. They found that the coexistence of the HS and IS states
(phase (IV) in Fig.1.7) is stabilized by the hybridization effect.
Figure 1.7: Phase diagram of the ground state in a one-hole doped Co2O11 cluster [23].
Finally, we mention the theoretical study of the exchange interactions in the transition-
metal compounds known as the Goodenough-Kanamori rule [24, 25]. This is not the stud-
ies specified in the cobalt oxides but provides the general rules for the sign of the su-
perexchange interactions, and is related directly to the present calculated results. This was
proposed as the empirical rule and some parts of the rule are justified by the perturbational
calculations. Let us consider a 180◦ M-O-M′ bond, where M and M′ are the transition
metal ions and O is the Oxygen ion or other anion. When M and M′ are the same magnetic
CHAPTER 1. INTRODUCTION 10
ions, the superexchange interaction between M and M′ is antiferromagnetic. On the other
hand, when one of the two magnetic ion has the more-than half-filled d orbitals, and other
has the less-than half-filled d orbitals, the superexchange interaction is ferromagnetic. The
former originates from the intra-orbital Coulomb interaction and the Pauli principle, and
the latter is due to the Hund’s coupling. In the case of a 90◦ M-O-M′ bond, the tendencies
for the sign of the superexchange interaction are opposite. That is, the superexchange in-
teraction between the same kind of magnetic ions is ferromagnetic, and that between the
different kinds of ions with the more-than half-filled and less-than half-filled d orbitals,
the superexchange interaction is antiferromagnetic. This rule cannot be applied to the case
where the distance between the magnetic ions is short and the direct exchange interaction
is not neglected.
1.3 Excitonic-insulating states and optical responses in
perovskite cobalt oxides
1.3.1 Excitonic-insulating (EI) states
Figure 1.8: Schematic view of excitonic-insulating (EI) state [26].
The excitonic-insulating (EI) states have been extensively studied since its theoreti-
cally prediction in the early 1960s. Fig.1.8 shows the schematic picture of EI state. In a
narrow band-gap semiconductor or a band-overlap semimetal, the Coulomb attractive inter-
action between a conduction band electron and a valence band hole, which originates from
the Coulomb repulsive interaction between electrons in the conduction and valence bands,
drives a macroscopic number of quantum condensation of excitons. Recently, a number of
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transition-metal compounds reported as the excitonic insulators have been studied from the
modern experimental and theoretical viewpoints; for example, the perovskite cobalt oxides
are candidate materials for the EI state.
1.3.2 Experimental and theoretical studies of EI states in cobalt oxides
Figure 1.9: Temperature dependence of (a) resistivities, (b) dc magnetizations, (c) heat
capacities, and (d) lattice constants and unit cell volume of Pr0.5Ca0.5CoO3 [27].
Tsubouchi et al.[27] observed a metal-insulator transition in Pr0.5Ca0.5CoO3 at Tc ∼
90K. As shown in Fig.1.9, the transition accompanies with a sharp peak in the tem-
perature dependence of heat capacities and a drop of the magnetic susceptibility. Sub-
sequently, this abnormal transition also observed in other PCCO materials, such as the
(Pr1−yRy)xCa1−xCoO3 with 0.2 < x < 0.5 and 0 < y < 0.3. The Pr3+→ Pr4+ valence tran-
sition takes place simultaneously and the exchange splitting of the Pr4+ Kramers doublet
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occurs. However, there are no observations of ordered magnetic moments. These results
imply the existence of a hidden order which has not been identified yet in the phase transi-
tion of PCCO.
The dynamical mean-field theory (DMFT) as well as the LDA+U band structure cal-
culation based on the two-orbital Hubbard model suggest a possibility of the EI phase in
PCCO. Kuně and Augustinský [28] provide a spin-triplet excitonic condensation explana-
tion for the anomalous behaviors of the specific heat, dc conductivity and spin susceptibil-
ity. They also claim that the magnetic multipole ordering in PCCO contributes to the EI
state.
(a) (b)
Figure 1.10: (a) Magnetization curves of LaCoO3 under various temperatures. (b) The B-T
phase diagram of LaCoO3 [29].
LaCoO3 is another candidate for the possible realization of EI state. In the magnetiza-
tion measurements of LaCoO3 under a wide temperature range[29], a novel phase transition
was observed around 65T at temperature below 30-40k, and a magnetic transition also ob-
served at 120T between 80-100K, with these two kinds of magnetic field induced phases
termed B1 and B2 as shown in Fig.1.10 (b).
Tatsuno et al.[30] analyzed the magnetic field effect in LaCoO3 by applying the mean-
field approximation on the two-orbital effective Hubbard model and provide a possible
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interpretation for the above experimental results. They found that applying a magnetic
field to the LS phase induces an excitonic insulating phase as well as a LS/HS ordered
state, which may correspond to B1 and B2 states, respectively. By using the same two-
orbital Hubbard model, Nasu et al.[31] found the EI phase transitions are classfied to be an
Ising-type transition due to the spontaneous breaking of the Z2 symmetry. Moreover, they
claim that the Van Vleck component in the magnetic susceptibility appears in the EI states
that provides ways to identify the EI states.
Instead of the simplified two-orbital model, some theoretical studies based on a realistic
Hubbard model which take into account all the five 3d orbitals have been done in recent
three years. The ground-state phase diagram is analyzed by the mean-field approximation
applied on the five-orbital Hubbard model. As shown in Fig.1.11, EI state is stabilized in a
wide parameters range of crystalline field splitting energy ∆ and Hund’s coupling J [32].
Figure 1.11: ∆− J phase diagram in 5-orbital Hubbard model [32].
Yamaguchi and Ohta [33] studied the excitonic ground state based on the five-orbital
Hubbard model in PCCO by using the mean-field approximation and found that the mag-
netic multipole of EI order occurs. As presented in Fig.1.12, the components of the EI
order parameter satisfy the relations: |〈∆3z2−r2⊗yz〉| = |〈∆3z2−r2⊗zx〉| = |〈∆x2−y2⊗xy〉|/
√
3,
|〈∆x2−y2⊗yz〉|= |〈∆x2−y2⊗zx〉|= |〈∆x2−y2⊗xy〉|/2, and |〈∆3z2−r2⊗yz〉|= 0. These results imply
that the EI orders are composed of orbitals with T1g symmetry, i.e., x2−y2⊗xy, x2−z2⊗xz
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and y2− z2⊗ yz orbital pairs and there is no EI order for orbitals with T2g symmetry, i.e.,
xy⊗3z2− r2 pair.
Figure 1.12: U-dependence of excitonic order parameters ∆µν . The orbitals µ and ν are
labeled as 1 (dxy), 2 (dyz), 3 (dzx), 4 (dx2−y2) and 5 (d3z2−r2) [33].
1.3.3 Theoretical studies of optical responses in cobalt oxides
In the DMFT studies of Pr0.5Ca0.5CoO3, the optical conductivity in a wide tempera-
ture range are also calculated [28]. As shown in the right panel of Fig.1.13, the red (blue)
curve represents the optical conductivity under high (low) temperatures. At high temper-
atures, the material is in a metal phase and there is a clear Drude peak. With temperature
decreasing, the Drude peak is suppressed while the dc resistivity increases exponentially.
Accompanied with the metal-insulator transition, the Drude peak disappear and another
peak appears in the optical conductivity spectra which reflect the gap opening behavior in
the one-particle spectra as shown in the right panel of Fig.1.13.
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Figure 1.13: The one-particle spectra functions for the two band Aaa(ω) and Abb(ω) at
T = 1160,968,921,892,829,725,580,290K. (blue curves for T < Tc, the red ones for
T > Tc). The arrow marks the direction of increasing temperature. In the right panel is
the corresponding optical conductivity with arrow marks the direction of increasing tem-
perature and the inset shows the dc resistivity [28].
Figure 1.14: (a) The EI order parameter and (b) integrated intensity of the EI component in
the optical conductivity spectra as a function of Hund’s coupling J at low temperature [34].
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Li et al. [34] examined the optical responses in an excitonic insulating system with
strong electron correlation. The two-orbital Hubbard model was adopted and analyzed by
the variational cluster approach (VCA). They found that a sharp peak appear in the optical
conductivity spectra in the EI phase and claimed that the peak is attributed to the quantum
hybridization of the conduction and valence bands. Moreover, the integrated intensity of
the EI component in the optical conductivity spectra is well consistent with the EI order
parameter in low temperature, as shown in Fig.1.14, which provided a way to identify the
EI phases and transitions.
1.4 Purposes and organization of this thesis
As explained in the above sections, the cobalt oxides with perovskite structure are
widely recognized as the prototypical correlated electron materials with the spin-state de-
gree of freedom. Several exotic phenomena have been discovered in this series of material
which are based on the strong electron correlation and the spin-state change. Instead of a
number of the theoretical studies, the electronic and magnetic states in this compound is
not clear yet. By considering this situation in the study of the cobalt oxides, we set the
following subjects as the purposes of this thesis:
• To reveal the electronic structures in the substituted Co oxides where Co ions are par-
tially replaced by other transition-metal ions of Cr, Mn, Fe and Ni. This is expected
to provide significant information to understand the electric and magnetic states in
LaCoO3, and difference from other transition metal oxides.
• To clarify the characteristics of the optical responses in the EI system in multi-orbital
model and compare with the optical responses in other spin states. This is expected
to provide ways to identify the EI phase and provide information about the difference
with the simplified two-orbital model studies in cobalt oxides.
In Chapter 2, the theoretical models adopted in the present calculations are introduced.
In Chapter 3, the numerical methods to analyze the many-body Hamiltonians are explained.
In Chapter 4, the numerical results obtained in the Co-O-M cluster where M (= Cr, Mn, Fe,
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Ni) are shown. Physical interpretations of the obtained results and their relations to the
experimental results in the substituted LaCoO3 are discussed. In Chapter 5, the optical
responses in the excitonic-insulating system are analyzed, and the difference of the optical
responses in EI phase with the optical responses in LS, HS and HS/LS ordered states are
presented. In Chapter 6, we summarize the present studies.
Chapter 2
Model
2.1 Multi-band d-p model
In the calculations for the ion substitution subjects shown in Sec. 4, we adopt the tight-
binding type many-electron model termed the multi-band d-p model where the transition-
metal ions and the oxygen ions are introduced in the lattice sites. As shown in Fig.2.1,
we consider small size clusters which consist of the two transition-metal ions (Co and M),
and the Oxygen ion (O) in a chain, i.e., Co-O-M. The five 3d orbitals at each transition
metal ion, and the three 2p orbitals at the O ion are taken into account. In the transition-
metal ion site, the Coulomb interactions between electrons are introduced, and the electron
transfers between the transition-metal and Oxygen ion are considered. The explicit form of
the Hamiltonian is given as
H = Hp +Hd +Hpd +Hdd , (2.1)
The first two terms represent the local level energies and the third term describes the elec-
tron hoppings. These terms are given by
Hp = εp ∑
l,σ





imσ dimσ , (2.3)
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lσ dimσ +H.c. , (2.4)
Figure 2.1: A Co-O-M cluster and a coordinate.
where d†imσ (dimσ ) is the creation (annihilation) operator for the transition-metal 3d electron
at site i(= 1,2), orbital m(= 3z2− r2, x2−y2, yz, zx, xy) and spin σ(=↑,↓), and p†lσ (plσ )
is the creation (annihilation) operator for the O 2p electron with orbital l(= x,y,z) and spin
σ(=↑,↓). We define the energy level of the 3d electron, εim, and that of the 2p electron,
ε2p. In the 3rd term, t
pd
l,im are the transfer integrals between the transition-metal ion at site i
with orbital m and the Oxygen with orbital l. Each component is given by the Slater-Koster
parameters as shown later [35].
The 4th term in Eq. (2.1) represents the intra-atomic Coulomb interactions between the































and introduce the intra-orbital Coulomb interaction (U), the inter-orbital Coulomb interac-
tion (U ′), the Hund’s coupling (J), and the pair-hopping interaction (J′). As explained later,
we assume the relations U ′ =U−2J and J′ = J [36, 37, 38].
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The electron-electron interactions
We introduce the intra-atomic Coulomb interactions between electrons, i.e., Hdd in





















where ψm(r) is the Wannier function with orbital m. We omit the indices for site because
of the intra-site interactions. During several components of the Coulomb interactions, we
consider the following four cases, where all orbital indices are equal with each other, or
the two pairs of the indices are equal with each other. The largest element in Eq. (2.7) is
given by the condition m1 = m2 = m3 = m4, i.e., U ≡ vm1,m1;m1,m1 , which is the intra-orbital
Coulomb interaction. When we consider the atomic wave functions, this does not depend
on the orbital m. The second largest element is given by the condition m1 = m4 6= m2 = m3,
where vm1,m2;m2,m1 represent the Coulomb interactions between different orbital electrons.
In addition, we consider the exchange interaction (the so-called Hund’s coupling) for
m1 = m3 6= m2 = m4, and the pair-hopping interaction for m1 = m2 6= m3 = m4. Although
the inter-orbital Coulomb interactions, the exchange interactions and the pair-hopping in-
teractions depend on the orbitals, we neglect the dependencies, for simplicity, and represent
U , J and J′, respectively. Furthermore, we assume the relations U = U ′+ 2J and J′ = J,
which are justified in the case of the atomic eg orbitals, in order to reduce the number of
the independent parameters.
The electron hopping integrals
The electron transfer integrals in Eq. (2.4) are explicitly given by
t pdl,im =
ˆ
drψ∗pl(r)∆V (r)ψdm(r−Ri) , (2.8)
where ψpl(r) represents the Wannier function for the 2pl orbitals, and ψdm(r−Ri) is that
for the 3dm orbitals around site i, and ∆V (r) is the difference of the one-electron potential
CHAPTER 2. MODEL 21
for electrons in the solid and that in an isolated ion. When we focus on a M-O bond, the
transfer integrals are classified into the components in the σ - and π-orbital electrons. The
σ bonds consists of the eg orbital and the 2p orbital which is directed along the M-O bond.
The matrix elements of these transfer integrals are given by
























where the 1st and 2nd rows are for m = 3z2− r2 and m = x2− y2, respectively. We define
that tpdσ represents the hopping integral between the d3z2−r2 orbital at the origin of the
coordinate and the pz orbital located at (0,0,−a) with positive distance a. As for the π
bonds, the hopping integrals are given by






















where the 1st, 2nd and 3rd rows are for m = yz, zx and xy, respectively. We define that tpdπ
represents the hopping integral between the dyz orbital at the origin of the coordinate and
the py orbital located at (0,0,−a). The signs of tpdσ and tpdπ are negative and positive,
respectively, and there is the empirical relation that tpdπ/tpdσ ∼ −0.46 in the case of the
atomic wave functions.
The crystalline field splitting
In the crystalline lattice, the one-body potential for electrons does not have the SO(3)
symmetry, and the five fold degeneracy of the 3d orbitals is partially lifted. This is termed
the crystalline field splitting. Several kinds of the origin were proposed, and here we con-
sider the two dominant mechanisms. The first one is the electrostatic potential from the
ligand Oxygen ions. In the case of the lattice with the cubic symmetry, the five fold degen-
eracy of the 3d orbitals splits into the doubly degenerate (d3z2−r2,dx2−y2) orbitals, and the
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triply degenerate (dyz,dzx,dxy) ones. These are termed the eg and t2g orbitals, respectively.
Since the wave functions of the eg orbitals are elongated along the M-O bond, and that of
the t2g orbitals are not, the electrostatic energy for the eg orbitals is larger than that for the
t2g orbitals. The difference between the two energies are denoted by 10Dq. We introduce
D = 35Ze/(4a5) and q = 2e〈r〉/105 where Z is the valence of the ligand charge, a is a
distance between the M and O ions, and 〈r〉 is the average of the coordinate r with respect
to the 3d wave function.
In addition to the electrostatic potential, the hybridization effect between the 3d and 2p
orbitals contribute to the lifting of the five fold degeneracy of the 3d orbitals. Since the
atomic energy levels for the transition-metal 3d orbitals are located in higher energy than
those for the O 2p orbitals, the antibonding (bonding) orbital bands mainly consist of the
3d (2p) orbitals. Because of the large absolute value of tpdσ than that of tpdπ , the energy
of the antibonding orbital bands for the eg orbitals are higher than that for the t2g orbitals.
This tendency is qualitatively the same with that cause by the electrostatic potential. By
taking into account of these facts, we set in the model Hamiltonian shown in Eq. (2.3) that
εi eg ≡ εi3z2−r2 = εi x2−y2 and εi t2g ≡ εi yz = εi zx = εi xy with εi eg− εi t2g = 10Dq and εi t2g = 0
as the origin of energy.
Parameter sets for the numerical calculations
Table 2.1: Parameter values deduced from the analyses of the photoemission spectroscopy
(in eV)[22].
∆ Ũ J tpdσ
RCrO3 5.0 5.0 0.72 −2.2
RMnO3 4.0 5.5 0.76 −1.8
RFeO3 3.0 6.0 0.80 −1.8
RCoO3 2.0 6.5 0.84 −1.8
RNiO3 1.0 7.0 0.88 −1.8
For convenience, we introduce the charge-transfer energy ∆ as the energy difference be-
tween the states dni and d
n+1
i L as ∆ = εi t2g−εp+nŨ . Here, L represents the state where one
hole occupies the O 2p orbital, Ũ(= U − 20/9J) is the multiplet average of the Coulomb
interactions, and n is the number of electrons. As for the numerical values of ∆, Ũ and
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tpdσ adopted in the present numerical calculations, we follow the analyses of the photoe-
mission spectra in various transition-metal oxides as shown in Table 2.1 [22]. It is shown
in the table that ∆ increases as the atomic number decreases, and Ũ is ∼ 6-8 eV for late
transition-metal oxides and ∼ 3-5 eV for early transition-metal oxides [39].












Figure 2.2: Schematic picture of three-dimensional cubic sub-lattice structure. There are 8
Co ions in one unit cell and the positions are denoted by A, B, C, · · · , H in the coordinate.
In chapter 5, we adopt the multi-orbital Hubbard model for the 3d electrons in the EI
system calculation. As shown in Fig.2.2, a three-dimensional cubic sub-lattice is adopted
with 8 Co ions in one unit cell. The Hamiltonian is given by
H = H0 +HK +Hint . (2.11)
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R,i,γ,σ cR,i,γ,σ , (2.12)











R,i,γ,σ cR′ j,γ ′,σ +h.c.) , (2.13)
where c†R,i,γ,σ (cR,i,γ,σ ) is the creation (annihilation) operator of an electron with spin σ
(=↑,↓) on the orbital γ at site A, B, · · · , H in the unit cell with lattice vector R. The orbitals
γ and γ ′ are (3z2− r2, x2− y2, yz, zx, xy). εγ is the on-site energy of orbital γ . εt2g = 0
as the origin of energy and εeg− εt2g = ∆ with ∆ being the crystalline field splitting energy.
tRiγ,R′ jγ ′ is the electron hopping integral between the orbital γ
′ at site j in the unit cell R′ and
the orbital γ at site i in the unit cell R. Similar with the transfer integral t pdl,im in multi-band
d− p model introduced in sec 2.1, tRiγ,R′ jγ ′ is also given by the Slater-Koster parameters
and the detailed components will be discussed later.















R,i,γ ′,σ ′cR,i,γ ′,σ ′
− J











c†R,i,γ,σ cR,i,γ ′,σ̄ c
†
R,i,γ,σ̄ cR,i,γ ′,σ . (2.14)
where U , U ′, J, J′ are the intra-orbital Coulomb interaction, inter-orbital Coulomb interac-
tion, Hund’s coupling and pair-hopping interaction, respectively.
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We set c†k,i,γ,σ (ck,i,γ,σ ) be the creation (annihilation) operator for electrons in the Bloch
state (k, i,γ,σ ), then the operators in real space c†R,i,γ,σ and cR,i,γ,σ can be written as a sum









where M = N/L is the number of the cells, N is the total site number and L = 8 is the size
































which is the first Brillouin Zone (BZ) of the lattice.
We use Eqs. (2.15) and (2.16) to rewrite the multi-orbital Hubbard model Hamiltonian






























c†k1−k,i,γ,σ ck1 ,i,γ,σ c
†
k2+k,i,γ ′,σ ′
















c†k1−k,i,γ,σ ck1 ,i,γ,σ c
†
k2+k,i,γ ′,σ
ck2 ,i,γ ′,σ , (2.20)
The kinetic term HK is separated into intra-cluster hopping H intraK and inter-cluster hopping
H interK terms.





















kiγσ ck jγ ′σ +h.c.) .
(2.21)




















ik·rc†kiγσ ckγ ′σ +h.c.)
(2.22)
with r = R−R′.
The electron hopping integrals





n (r)∆V (r)ψm(r− pai−qaj− rak)dv , (2.23)
The atoms are located at the vector positions pai+qaj+ rak, where a is the lattice spacing
of the cubic structure, p,q,r are integers and i, j, k are unit vectors along the x, y and z
axes. ψm(r− pai−qaj− rak) and ψn(r) represent the Wannier functions for 3dm and 3dn
orbitals, respectively. ∆V (r) is the difference of the one-electron potential for electrons.
If 3dn are orbitals fixed at site A as the origin of the coordinate shown in Fig.2.2, we
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then focus on the electron hopping from site A to site E, C and B along x, y and z axes,
respectively. Similar with sec 2.1, the transfer integrals also classified into σ− and π−
























































where the 1st and 2nd rows in these equations represent m = 3z2− r2 and x2− y2, respec-
tively.




































































where the 1st, 2nd and 3rd rows in these equations represent m= yz, zx and xy, respectively.
Chapter 3
Method
In this chapter, we introduce the numerical methods used in the present study in
the strongly correlated electrons systems. We begin with a basic review of the exact-
diagonalization (ED) method based on the Lanczos algorithm, in which the many-body
Hamiltonian in small-size cluster is solved exactly in the numerical calculation [40, 41, 42].
In section 3.1.1, we introduce the eigenvalues and eigenvectors problems of many-body
systems based on the Lanczos method. In section 3.1.2, the algorithm to calculate the exci-
tation spectra is introduced. We also introduce the Hatree-Fock approximation which can
reduce the many-body problem into an effective one-particle problem in the last part of this
chapter.
3.1 The Lanczos algorithm
Interacting many-body models cannot be solved exactly in general, except for some
special models, such as one-dimensional Hubbard model, one-dimensional Heisenberg-
model and so on. Several approximation methods to analyze the interacting many-body
models are known, for examples, the mean-field method, the perturbational method, the
variational method and others. In some of them, the electron correlation effect is not able
to be treated properly. The exact diagonalization method in finite size systems is one of
the powerful tools to analyze the interacting many-body models where the all kinds of
interactions and the electron itineracy are treated exactly within the clusters. In particular,
29
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the Lanczos algorithm is useful to obtain the eigen value and eigen wavefunction in the
ground state in the sparse matrix, as well as the excitation spectra.
3.1.1 Eigenvalues and eigenstates
We consider the Hamiltonian H represented by a N×N Hermitian matrix with N 1.







































The basis set {|φ0〉, · · · , |φM〉} is termed the Lanczos basis. The Hamiltonian is represented
by a tridiagonal symmetric matrix in this basis as
T =

α0 β1 0 · · · 0 0
β1 α1 β2 · · · 0 0
0 β2 α2 · · · 0 0
...
...
... . . .
...
...
0 0 0 · · · αM−1 βM
0 0 0 · · · βM αM

. (3.8)
This matrix is easily diagonalized by the general algorithms, such as the Householder






It is shown that the eigen value and eigen wave function for minimum energy state
(ground state) in the original Hamiltonian are given by those of the matrix in Eq. (3.9).














L = 10, N = 10, U = 4t
Figure 3.1: The ground state energy as a function of the Lanczos step calculated in the
Hubbard model. Parameters are set as L = N = 10, and U = 4t.
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One of the advantage points in the Lanczos method is that the matrix with large dimen-
sion is analyzed. The dimension of the Hilbert space in the system with N electrons in L
sites is given by nH =2L CN . In the calculations in the present Co-O-Co clusters, where
L = 13 (5 orbitals for a Co and 3 orbitals for an O) and N = 18, we have nH = 1,562,275.
By using the full diagonalization methods such as the Householder algorithm, this ma-
trix cannot be treated in the standard size of the memory within the realistic CPU time.
In Lanczos algorithm, it is sufficient to perform the M( nH)-time Lanczos steps to get
accurately ground state vector. In Fig.3.1, we demonstrate an example in the Hubbard
model at half filling with N = L = 10, and show the ground state energy ε0 with the nu-
merical difference of the ground state energies in the m th and m− 1 th steps defined by
∆ε0 = |ε0(m)− ε0(m− 1)|/|ε0(m)|. It is shown that ∆ε0 is approximately less than 10−14
in the case that M is larger than about 100.
3.1.2 Dynamical correlation functions
The Lanczos method is utilized to calculate the excitation spectra, such as the dynam-
ical correlation functions and the single-particle excitation spectra. For an operator Ô, the
dynamical correlation function is defined as
I(t) = 〈ψ0|Ô†(t)Ô(0)|ψ0〉, (3.10)







|〈ψn|Ô|ψ0〉|2δ (ω− (En−E0)), (3.11)
where |ψn〉 and En are the vector and the energy in the n th eigenstate, respectively. Let us











∓ iπδ (x) in the limit of ε→ 0, we have a relation





ImF(ω +E0 + iε) , (3.13)
In order to calculate F(z), we use the Lanczos method where we adopt the following state













|φ0〉 is calculated in the following procedure.
In the Lanczos basis {|φ0〉, |φ1〉, · · · |φn〉} obtained from |φ0〉, we define
xn = 〈φn|(z−H)−1|φ0〉, (3.16)








z−α0 −β1 0 0 · · · 0 0
−β1 z−α1 −β2 0 · · · 0 0
0 −β2 z−α2 −β3 · · · 0 0




... . . .
...
...
0 0 0 0 · · · z−αm−1 βm
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A0 =

1 −β1 0 0 · · · 0 0
−β1 z−α1 −β2 0 · · · 0 0
0 −β2 z−α2 −β3 · · · 0 0




... . . .
...
...
0 0 0 0 · · · z−αm−1 βm
0 0 0 0 · · · βm z−αm

, (3.19)












respectively. Let us introduce a matrix Di which is obtained from Eq. (3.18) by removing
the first i rows and the first i columns defined as
Di ≡

z−αi −βi+1 · · · 0 0
−βi+1 z−αi+1 · · · 0 0
...
... . . .
...
...
0 0 · · · z−αm−1 βm
0 0 · · · βm z−αm

, (3.22)
By using Di, the determinants of (z−H) and A0 are expanded as det(z−H) = (z−













By using the recurrence relation between Dis given by
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= · · · (3.26)
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3.2 Hatree-Fock approximation
3.2.1 Basic concepts of Hartree-Fock approximation
The Hatree-Fock theory is one of the simplest approximate theories for solving the




























We apply this Hatree-Fock approximation to the multi-orbital Hubbard model introduced
in section 2.2. After using the HF approximation, the mean-field Hamiltonian of the inter-
action term defined in Eq.(2.20) becomes
HHFint =U ∑
k,i,γ,σ






















〈niγσ 〉〈niγ ′σ 〉

































〈c†k,i,γ,σ ck,i,γ,σ 〉 , (3.31)




〈c†k,i,γ,σ ck,i,γ ′,σ 〉 . (3.32)
The optimal expectation values for these order parameters {〈Oiγγ ′σ 〉} can be obtained iter-
atively by the following steps:
(1) start with an educated guess for the initial values of {〈Oiγγ ′σ 〉};
(2) introduced {〈Oiγγ ′σ 〉} into Eq. (3.30) and generate the Hamiltonian matrix. Then
diagonalize the Hamiltonian to produce all the eigenvalues and eigenvectors;
(3) the new expectation values {〈Oiγγ ′σ 〉new} can be calculated from the eigenvalues and
eigenvectors as well as the chemical potential information derived in the second step;
(4) compare the old and new expectations to check whether they are converged or not.
We define ε ≡ |〈Oiγγ ′σ 〉new−〈Oiγγ ′σ 〉| with ε = 10−10 used in the calculation. If not
converged, then back to the second step recursively. If converged, this means the
correct expectations for this system is found, which corresponds to the ground state
with the minimal energy globally.
After that, other quantities such as the single-particle excitation spectra A(k,ω) and optical
absorption spectra σ(ω) can be calculated by using the HF ground state which will be
discussed in detail in next sections.
3.2.2 Single-particle excitation spectra













with i, γ , σ denote site, orbital and spin, respectively.
We start from the Hamiltonian


























k (m)Uk(m, iγσ) (3.38)
ck,iγσ = ∑
n
U†k (iγσ ,n)φk(n) (3.39)
with m and n denote the energy levels. Substituting Eq. (3.38) and (3.39) into Eq. (3.33),










3.2.3 Optical absorption spectra
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with J is the current operator and the electromagnetic field is applied along α(= x,y,z)
direction. ω is the frequency of the applied electric field and η is the Lorentzian broadening
factor. The general definition of J is given by
J ≡ i
h̄ ∑i j
ti j(r i− r j)c†i c j (3.42)
After we introduce the super-lattice structure, for any operator ci, it has a unique cluster
index ε and the corresponding intra-cluster index (i,γ) with i is the site in the cluster and γ
denotes the orbital. We omit the index of spin for simplicity without loss of generality. In













γγ ′ represents the electron transfer integral between the orbital γ at site i to the orbital
γ ′ of the corresponding site f (i,α) if the electromagnetic field applied along α direction.
The Fourier transform of c†










′·(rε+δ i+δ α )ck′, f (i,α),γ ′ (3.45)
with (rε +δ i) and (rε +δ i +δ α) are the position vectors for site i and the corresponding
site f (i,α), respectively.






















Here we use Λ instead of (i,γ) for simplicity. Similar with section (3.2.2), we use





















































with Gmn(k) and Gnm(k) has the relation Gnm(k) = G∗mn(k). Finally, we obtain the optical













[ω− εn(k)+ εm(k)]2 +η2
|Gαmn(k)|2 (3.52)
Chapter 4
Impurity substitution effect in
correlated electron systems with
spin-state degree of freedom
In this chapter, we study the substitution effects on electronic and magnetic states in
the Co oxides. We analyze the multi-band d-p model introduced in Sec.2.1 by using the
exact diagonalization method in the Co-O-M clusters. We show the numerical results in the
Co-O-Co system in Sec. 4.1, and introduce the results in the Co-O-M (M = Cr, Mn, Fe, Ni)
systems in Sec. 4.2. In order to interpret these results, the single-particle excitation spectra
and the kinetic energies are calculated. Discussion and comparison with the experimental
results are presented in Sec. 4.4.
4.1 Electronic and magnetic states in a Co-O-Co system
In the numerical calculations, we chose the energy parameter values as εt2g = 0, ∆ = 2
eV, Ũ = 6.5 eV, and 10Dq = 3 eV (see Table 2.1) with the relations of εeg − εt2g = 10Dq,
∆ = εt2g−εp+nŨ , Ũ =U ′−20J/9, U =U ′+2J, J = J′, and tpdσ/tpdπ =−2.16. In order
to study the magnetic and electronic structures in a wide range of the parameter spaces,
numerical values of tpdσ and J are varied as −1.0 < tpdσ <−2.5 eV and 0.6 < J < 1.1 eV,
respectively.
41
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The electronic structure are studied by calculating the electron number at the Co site
with orbital m, 〈Ndim〉, the square of the spin amplitude at the Co site, 〈S
2
i 〉, the square of the
total spin amplitude, 〈S2tot〉 with Stot = S1 + S2, and the spin correlation 〈S1 · S2〉 between
the two Co ions. We define the spin operator at site i as Si = (1/2) ∑
mss′
d†i,m,s(σ )ss′di,m,s′
with the Pauli matrices σ . The calculated results as functions of J at tpdσ = −1.8 eV are
presented in Fig.4.1 and Fig.4.2. Three kinds of the electronic and magnetic states are
confirmed.
In the region of J < 0.86 eV, 〈Ndim〉 is about 2 for m = (yz,zx,xy), and 〈Ndim〉 for m =
(3z2− r2,x2− y2) are less than 0.2. Small difference between 〈Ndi3z2−r2〉 and 〈N
d
ix2−y2〉, and
that between 〈Ndiyz〉 and 〈Ndixy〉 (〈Ndizx〉) are due to the breaking of the cubic symmetry in the
present cluster. All values of 〈S2i 〉, 〈S2tot〉, and 〈S1 ·S2〉 are almost zero. These results imply
that the LS state with the t62ge
0
g configuration is realized in both the Co sites. The small
non-zero values of 〈Ndi3z2−r2〉 and 〈N
d
ix2−y2〉 are attributed to the pair hopping interaction.
This state is termed the LS-LS state from now on. A schematic view of this state is shown
in Fig.4.3(a). On the other side, in the region of J > 0.9 eV, 〈Ndiyz〉 is approximately 2, and
〈Ndim〉 for other orbitals are almost one. The square of the spin at each Co site is S
2
i = 6,
i.e., the amplitude of the spin is 2. These results imply that the HS state with the t42ge
2
g
configuration with S = 2 is realized in both the Co sites. Inequivalence of the three t2g
orbitals is attributed to the breaking of the cubic symmetry in the present cluster where
there are no finite hopping integrals for the dyz orbital. As shown in Figs.4.2 (b) and (c),
〈S1 ·S2〉 is approximately -6 and 〈S2tot〉= 0. These indicate that the two spins in the Co ions
form the spin singlet state. This is due to the antiferromagnetic superexchange interaction
between the two Co spins as shown in Fig.4.4. This state is termed the HS-HS (AFM) state
from now on, and its schematic view is shown in Fig.4.3 (c).
In an intermediate parameter region between the LS-LS and HS-HS (AFM) states, an-
other state appears. There are 10 fold degeneracies in the ground state, and the phys-
ical quantities shown in the figures are calculated by averaging the expectation val-
ues in terms of the degenerated wave functions. 〈Ndiyz〉 ∼ 2, 〈Ndizx〉 = 〈Ndixy〉 ∼ 1.5 and
〈Ndi3z2−r2〉 ∼ 〈N
d
ix2−y2〉 ∼ 0.5. Amplitude of the total spin is about 2. The 5 fold degeneracy
in the ground state is due to Stot = 2. Another 2 fold degeneracy is attributed to the LS state
and the HS state in sites 1 and 2, respectively, and vice versa, denoted as |(HS)1(LS)2〉
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and |(LS)1(HS)2〉. The off-diagonal matrix elements between these two states are almost
zero. This state is termed the LS/HS state from now on, and a schematic view of this state
is shown in Fig.4.3(b).

















Figure 4.1: The electron numbers of the d orbitals (dxy, dyz, dzx, dx2−y2 , d3z2−r2) in a Co ion




























Figure 4.2: (a) The square of the spin amplitude at the Co ion 〈S2i 〉, (b) the spin correlation
function 〈S1 · S2〉, and (c) the square of the total spin amplitude 〈S2tot〉 as functions of J at
tpdσ =−1.8 eV.
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(a) (b) (c)
Figure 4.3: Schematic views of the electron configurations in the Co-O-Co system. (a) the
LS-LS state, (b) the LS/HS state, and (c) the HS-HS (AFM) state. Up and down arrows
indicate the spin directions.
Figure 4.4: The electronic processes in the AFM superexchange interaction in the HS-HS
(AFM) state.
The numerical results are summarized in the phase diagram on a plane of J and |tpdσ |
in Fig.4.5. The phase boundary between the LS-LS and LS/HS states shows a weak tpdσ
dependence, and that between the HS-HS and LS/HS states show a positive slope with
respect to J. As a result, the parameter region of the LS/HS state increases with |tpdσ |.
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Figure 4.5: Phase diagram of the Co-O-Co system on the plane of J and |tpdσ |.
4.2 Electronic and magnetic states in Co-O-M (M = Cr,
Mn, Fe, Ni) systems
In this section, we present the numerical results in the Co-O-M (M = Cr, Mn, Fe, Ni)
systems. By following the parameter values shown in Table 2.1, numerical values of εt2g
and total electron numbers in a cluster are chosen as (27 eV, 15) for M = Cr, (19 eV and
16) for M = Mn, (10 eV, 17) for M = Fe, (0 eV, 18) for M = Co and (-11 eV, 19) for M =
Ni where εp = 37 eV is fixed. Adopted numerical values of the Coulomb interactions are
listed in Table 2.1.
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Figure 4.6: Results in the Co-O-Cr system at tpdσ =−1.8 eV. (a) The electron numbers in
the Co ion, (b) those in the Cr ion, (c) the square of the spin amplitude in each site, (d) the
spin correlation function between the Co and Cr spins, and (e) the square of the total spin
amplitude.
(a) (b)
Figure 4.7: Schematic views of the electronic configurations in the Co-O-Cr system. (a)
the LS-HS state, and (b) the HS-HS (FM) state.
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Figure 4.8: The electronic processes in the FM interactions in the HS-HS (FM) state in the
Co-O-Cr system, and those in the HS-HS (FM) state in the Co-O-Mn system.
We start from the results in the Co-O-Cr system. The calculated results as functions
of J are presented in Fig.4.6. It is identified by comparing the results in Figs.4.1 and
4.2 that above and below J = 0.87 eV, the spin states in the Co ion are the HS state of
the t42ge
2




g (S = 0) one, respectively.
Almost no changes happen in the electronic and magnetic structures in the Cr ion. Within
this parameter region, the electron configuration in the Cr ion is t32ge
0
g (S = 3/2). In the
region of J > 0.87 eV, the total spin amplitude is almost S = 2+ 3/2 = 7/2, i.e., S2tot =
15.75. That is, the two spins in the Co and Cr sites align ferromagnetically due to the
ferromagnetic superexchange interaction in the orbitally degenerate system as shown in
4.8. This interaction is understood by the Goodenough-Kanamori rule explained in subsec
1.2.3. The ground states realized above and below J = 0.87 eV are termed the HS-HS (FM)
and LS-HS states, respectively, and their schematic pictures are shown in Fig.4.7.
Similar electronic-structure changes happen in the Co-O-Mn system. The calculated
results in this system are shown in Fig.4.9. Above and below J = 0.87 eV, the spin states in
the Co ion are the HS state of the t42ge
2





(S = 0) one, respectively. The electron configuration in the Mn site is t32ge
1
g (S = 2) within
this parameter region. Above J = 0.87 eV, the total spin amplitude is almost S = 2+2 = 4,
i.e., S2tot = 20. The ferromagnetic alignment is favored for the two spins in the Co and Mn
sites due to the ferromagnetic superexchange interaction in the orbitally degenerate system
as shown in Fig.4.8. These state are termed the LS-HS and HS-HS (FM) states, and their
schematic pictures are shown in Fig.4.10.
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Figure 4.9: Results in the Co-O-Mn system at tpdσ =−1.8 eV. (a) The electron numbers in
the Co ion, (b) those in the Mn ion, (c) the square of the spin amplitude in each site, (d) the
spin correlation function between the Co and Mn spins, and (e) the square of the total spin
amplitude.
(a) (b)
Figure 4.10: Schematic views of the electronic configurations in the Co-O-Mn system. (a)
the LS-HS state, and (b) the HS-HS (FM) state.
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Figure 4.11: Results in the Co-O-Fe system at tpdσ = −1.8 eV. (a) The electron numbers
in the Co ion, (b) those in the Fe ion, (c) the square of the spin amplitude in each site, (d)
the spin correlation function between the Co and Fe spins, and (e) the square of the total
spin amplitude.
(a) (b) (c)
Figure 4.12: Schematic views of the electronic configurations in the Co-O-Fe system. (a)
LS-LS state, (b) LS-HS state, (c) HS-HS (AFM) state.
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Figure 4.13: The electronic processes in the AFM interactions in the HS-HS (AFM) state
in the Co-O-Fe system, and those in the FM interaction in the HS-LS (FM) state in the
Co-O-Ni system.
The calculated results in the Co-O-Fe system are shown in Fig.4.11. In contrast to the
results in the Co-O-Cr and Co-O-Mn systems, the changes in the electron configuration
in the Fe site occur at J = 0.67 eV. Above and below this value, the spin states in the Fe
ion are the HS state of the t32ge
2





1/2) one, respectively. As for the Co site, the electronic state does not show remarkable
changes at J = 0.67 eV. With increasing J, that change from the LS state of the t62ge
2
g
(S = 0) configuration to the HS state of the t42ge
2
g (S = 2) one at about J = 0.89 eV, which
is close to the critical values of J seen in the Co-O-Co, Co-O-Cr and Co-O-Mn systems.
Above J = 0.89 eV, the amplitude of the total spin is almost 1/2(= 5/2−2) and the spin
correlation function between the two spins is negative, implying that the two spins aligns
antiferromagnetically (see Fig.4.13). This is consistent to the Goodenough-Kanamori rule.
The three electronic states realized in this system are termed the LS-LS, LS-HS and HS-HS
(AFM) states as shown in Fig.4.12.
Finally, the results in the Co-O-Ni system are shown in Fig.4.14. The spin states in
the Co ion are the LS state of the t62ge
0
g (S = 0) configuration in J < 0.84 eV, and the HS
state of the t42ge
2
g (S = 2) one in J > 0.84 eV. Within this parameter region, the electron
configuration in the Ni site is the LS state of the t62ge
1
g (S = 1/2) configuration. Above J =
0.84 eV, the square of the total spin amplitude S2tot is approximately 35/4 implying Stot =
5/2, i.e., the two spins align ferromagnetically. This is understood by the ferromagnetic
superexchange interaction in the orbitally degenerate systems. With further increasing J or
decreasing |tpdσ | as shown later, the electron configuration in the Ni site is changed into
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the HS state of t52ge
2
g (S = 3/2) configuration. In this parameter region, the Co and Ni
spins align antiferromagnetically. The three electronic states in the Co-O-Ni system are
termed the LS-LS, the LS-HS (FM) and HS-HS (AFM) state, and are shown schematically
in Fig.4.15.


























































Figure 4.14: Results in the Co-O-Ni system at tpdσ = −1.8 eV. (a) The electron numbers
in the Co ion, (b) those in the Ni ion, (c) the square of the spin amplitude in each site, (d)
the spin correlation function between the Co and Ni spins, and (e) the square of the total
spin amplitude.
(a) (b) (c)
Figure 4.15: Schematic views of the electronic configurations in the Co-O-Ni system. (a)
LS-LS state, (b) HS-LS (FM) state, (c) HS-HS (AFM) state.
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The calculated results in the Co-O-M systems are summarized in the phase diagrams
on the plane of J and |tpdσ | shown in Fig.4.16. It is commonly seen in the four cases that
the changes from the LS to HS states in the Co ion occur at about J=0.86-0.88 eV, when
|tpdσ |= 1.8 eV. It is worth noting that the slope of the phase boundary between the LS Co
and HS Co states are positive in the cases of M = Cr, Mn and Fe, and is weakly negative in
the M = Ni case. This point will be discussed later. In addition, the LS-LS state appears in
the region of J ≤ 0.66 eV in the Co-O-Fe system, and the HS-HS (AFM) state is realized
in J > 0.98 eV and |tpdσ |< 1.8 eV in the Co-O-Ni system.
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Figure 4.16: Phase diagrams in the (a) Co-O-Cr, (b) Co-O-Mn, (c) Co-O-Fe, and (d) Co-
O-Ni systems on the plane of J and |tpdσ |.
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4.3 Density of states and kinetic energy
Partial density of states
In order to study the electronic and magnetic structures in the Co-O-M systems, we
calculate the partial density of states (DOS). We define the single-particle excitation spectra
at site i, spin σ and orbital m as






A(±)i,m,σ (ω) = ∑
l
|〈ψl|ai,m,σ |ψ0〉|2δ (ω∓ (El−E0)/h̄), (4.2)
where ai,m,σ = d
†
i,m,σ and di,m,σ for A
(+) and A(−), respectively. Here, A(+) (A(−)) are the
























with z = ω +E0 + iε where ε is an infinitesimal constant. The above DOS are calculated
by the continued fraction expansion method introduced in Sec. 3.1.2 in Chap 3.
In Figs.4.17 and 4.18, the partial DOS in the Co-O-Co system are presented. We chose
tpdσ = −1.8 eV, J = 0.84 eV, corresponding to the LS-LS state as shown in Fig.4.5. The
delta functions in Eqs. (4.3) and (4.4) are replaced by the Lorentz functions and the damp-







i,m,σ (ω)] = 1 are
satisfied within 1%. We confirm A(±)i,m,↑(ω) = A
(±)
i,m,↓(ω). The Fermi level is located at the
middle of the band gap.
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Figure 4.17: The partial DOS in the Co-O-Co system in the LS-LS state. The vertical line
indicates the Fermi level. Parameter values are chosen to be tpdσ =−1.8 eV, and J = 0.84
eV.
It is shown in Fig.4.18 that the t2g orbitals and the 2p orbitals are almost fully occupied
and the eg orbitals are almost empty. In the present Co-O-Co cluster shown in Fig.2.1,
the O 2px orbital and the d3x2−r2 orbital, which is represented by a linear combination of
d3z2−r2 and dx2−y2 , form a σ bond. The px orbital component of the partial DOS located
around -4 eV is the bonding orbital, and the eg orbital components around 3.5 eV and 1.5-2
eV are the anti-bonding and non-bonding orbitals, respectively. On the other hand, the py
(pz) orbital and the dxy (dzx) orbital form the π bonds. The partial DOS located around
-2 eV and -4 eV in these orbital components are the anti-bonding and bonding orbitals,
respectively. The dyz orbital does not have the hybridization with the O p orbitals and is
identified as the non-bonding orbital located around -3.5 eV. Weak DOS in the region of
-10 eV < ω < -7 eV may be due to the Coulomb interactions.
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Figure 4.18: The partial DOS decomposed by spin and orbital in the Co-O-Co system in
the LS-LS state.
The partial DOS in the Co-O-M systems are shown in Fig.4.19 and 4.20-4.23. We
chose the same parameter values with the results in Figs.4.17 and 4.18, i.e., tpdσ = −1.8
eV, J = 0.84 eV. In these parameter values, the ground states are the LS-HS states for M =
Cr, Mn and Fe, and the HS-LS (FM) state for M = Ni.
In the Co-O-Cr system, it is shown in the partial DOS of the Cr ion that the t2g orbitals
and the eg orbitals are half filled and are empty, respectively. The partial DOS of the Co
ion are similar to the results in the Co-O-Co system. The results in the Co-O-Mn system
shown in Fig.4.21 are almost the same with these in the Co-O-Cr system. A different point
is seen in the partial DOS in the eg orbital in the Mn ion which is partially electron filled.
In the case of the Co-O-Fe system shown in Fig.4.22, the partial DOS in the Fe ion are half
filled. The occupied parts of the partial DOS in the Co ion are spread in a wider energy
range than those in the Co-O-Co because of the hybridization of the p and Fe d orbitals.
The results in the Co-O-Ni system shown in Fig.4.23 are qualitatively different from other
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system because of the HS state in the Co ion. In the Co ion, the dyz orbital and the dzx (dxy)
orbitals are fully occupied and half filled, respectively, because of the breaking of the cubic
symmetry, and the eg orbitals in the Co ion are the half filled. In the Ni ion, the three t2g
orbitals are fully occupied, and the eg orbitals are almost quarter filled.















































































































(d) Co-O-Ni HS-LS (FM)
Figure 4.19: The partial DOS in the Co-O-M system with (a) M = Cr, (b) M = Mn, (c) M
= Fe, and (d) M = Ni. Parameter values are chosen to be tpdσ =−1.8 eV, and J = 0.84 eV.
The ground states are the LS-HS states for M = Cr, Mn and Fe, and the HS-LS (FM) state
for M = Ni.
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Figure 4.20: The partial DOS in the Co-O-Cr system (the LS-HS state).
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Figure 4.21: The partial DOS in the Co-O-Mn system (the LS-HS state).
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Figure 4.22: The partial DOS in the Co-O-Fe system (the LS-HS state).
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Figure 4.23: The partial DOS in the Co-O-Ni system (the HS-LS (FM) state).
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Kinetic energy





















Figure 4.24: The kinetic energies in the Co-O-M systems as functions of |tpdσ |. The ground
states are the LS-LS state in M = Co system, the LS-HS states in the M = Cr, Mn and Fe
systems, and the HS-LS (FM) state in the M = Ni system. We chose J = 0.84 eV.
In order to study the electronic and magnetic states in the Co-O-M systems, we calcu-
late the kinetic energies defined by Ekin = 〈Hpd〉 where Hpd is the p-d hybridization term
defined in Eq. (2.4). The results are plotted as functions of |tpdσ | in Fig.4.24. In this pa-
rameter region, the ground states are the LS-LS state in M = Co system, the LS-HS state
in M = Cr, Mn and Fe systems, and the HS-LS (FM) state in the M = Ni system. The
calculated |Ekin| increase monotonically with |tpdσ | in all cases of M. It is shown that |Ekin|
in the Co-O-Ni system is the largest. We suppose that the electron hybridization between
the Co and Ni sites contributes to the stability of the HS-LS (FM) ground state. This will
be discussed later.
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4.4 Discussion and summary







































































Figure 4.25: Phase diagram in the Co-O-M systems on the plane of J and |tpdσ |. Areas
surrounded by broken white lines indicate the parameter regions expected in the substituted
LaMO3.
First, we discuss the difference of the phase diagrams in M = Cr, Mn, Fe and Ni shown
in Fig.4.16. The spin-state change in the Co ions occur commonly at about J=0.84-0.89
eV in all the four cases of M. In the cases of M = Cr, Mn and Fe, the slopes of the phase
boundary between the LS-HS and HS-HS phases are positive, i.e., the threshold value of J
increases with increasing |tpdσ |. This is because, with increasing |tpdσ |, the crystalline field
splitting between the eg and t2g orbitals increases and the spin-state change from the LS to
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HS states is suppressed. On the other hand, in the case of M = Ni, the phase boundary
between the LS-LS and HS-LS (FM) phases is almost independent of |tpdσ | in a small
|tpdσ | region and is weakly negative in a large |tpdσ | region. This is understood that the
enhancement of the crystalline field splitting with increasing |tpdσ | mentioned above is
compensated by the following effect. In the case of M = Ni, the charge transfer energy
from the O 2p to Ni 3d orbitals is smaller than others, reflecting the systematic reduction
of ∆ shown in Table 2.1. As a result, the strong hybridization occurs between the p and
d orbitals. As shown in Fig.4.14 (b), the electron number of the eg orbitals at the Ni sites
is about 1.3-1.4, which is much larger than the nominal electron number (=1) in the HS
state at the Ni ion, in comparison with other cases of M = Cr, Mn and Fe. Due to this
hybridization, the bonding orbital which mainly consists of the O 2p orbitals is stabilized
with increasing |tpdσ |. When the electronic structure is changed from the LS-LS to HS-
LS (FM) state with increasing J, this hybridization is enhanced furthermore as shown in
Fig.4.15(b). This is because the eg electrons exist at the Co site in the HS-LS (FM) state
and the electron transfer channel between the Co eg and O 2p orbitals are partially blocked.
Therefore, the stabilization of the bonding orbital is enforced by the spin-state change at
the Co ion.
Next, we discuss the relations of the present calculated results with the experimental ob-
servation in the magnetizations in LaCoO3 with the ion substitution shown in Fig.1.5 [20].
The calculated phase diagrams are shown again in Fig.4.25. Since there are several ambi-
guities to determine the precise parameter values for the real systems as mentioned below,
an expected parameter region given in Table 2.1 is shown in Fig.4.25 by white broken lines.
It should be noted that there are several subjects which are not taken into account or are
introduced approximately in the present calculations. i) A small Co-O-M cluster is consid-
ered. This is a significant approximation for the real systems, where M ions are introduced
in an infinite system. In particular, some spacial symmetries are artificially broken in the
adopted cluster systems. The electron itineracy and the band effect are not taken into ac-
count. ii) The spin-orbit interactions are neglected. This interaction affects the spin and
orbital structures in the magnetic ions. The magnetic anisotropy attributed to this inter-
action is not able to be discussed. iii) The orbital angular momentum is not taken into
account. This is sensitive to the orbital degeneracy and the crystalline field splitting, which
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cannot be evaluated properly in the present clusters where the spacial symmetry is broken
artificially. iv) The lattice distortion effect is not included. In particular, the Jahn-Teller
effect lifts the orbital degeneracy and change the orbital and spin structures.
As shown in Fig.1.5, the magnetization in the Cr substituted system is well fitted by
the Brillouin function with S = 3/2. This is consistent with the present results where the
LS-HS state predicts S = 3/2. It is also seen in the case of the Fe substituted system where
the magnetization curve is well fitted by the Brillouin function with S = 5/2, which is
consistent with the LS-HS state in the Co-O-Fe system. In the case of the Mn substituted
system, the magnetization curve is not fitted by the Brillouin function with S = 2, and show
increasing until 7T. This behavior cannot be explained by the present calculation. From
the x-ray fluorescence spectra in the Mn-substituted material, the system is identified as a
mixed valence system of 80% Mn4+ and 20% Mn3+ [20]. The authors in this paper claim
that a Mn4+-O-Co2+ configuration generates a moment around 7 µB. In the present result,
the weight of this electron configuration is small. Difference between the calculated and
experimental results are not clear.
The magnetization curves in the Ni-substituted system presented in Fig.1.5 do not satu-
rate until 7T and show approximately 5-6 µB at 7T, depending on directions of the magnetic
field. In the present calculated results in the Co-O-Ni system shown in Fig.4.25(d), there
are two possible electronic states, i.e., the LS-LS state with S = 1/2 and the HS-LS (FM)
state with S = 5/2. The experimental results are not consistent with the LS-LS state where
the magnetic moment is 1µB. The HS-LS (FM) state is a possible electronic state which
may explain the observed large magnetic moment, although the experimental magnetiza-
tion curve cannot be fitted by the Brillouin function with S = 5/2. Larger size clusters and
effects of the orbital angular moment are necessary to discuss furthermore the comparison
between the theory and experiments.
We summarize the results in this section:
• In the Co-O-Co system, with increasing J, the spin state is changed as LS-
LS→LS/HS→HS-HS (AFM).
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• The ferromagnetic spin alignments appear in the HS-HS (FM) states in the Co-O-Cr
and Co-O-Mn systems and in the HS-LS (FM) in the Co-O-Ni, and the antiferromag-
netic one appears in the HS-HS (AFM) state in the Co-O-Fe system.
• The slope of the phase boundary between the LS-HS and HS-HS state is positive for
M = Cr, Mn and Fe, and is weakly negative for M = Ni. This is supposed to be due
to the large hybridization between Ni d and O p orbitals.
Chapter 5
Excitonic insulating phase and optical
responses in correlated electron system
with spin-state degree of freedom
In this chapter, we study the excitonic insulating (EI) phase and optical responses of
perovskite cobalt oxides. We construct the multi-orbital Hubbard model based on the three-
dimensional cubic lattice introduced in Sec. 2.2. The electronic states and magnetic struc-
tures are analyzed by the mean-field approximation. In order to clarify the stability of the
excitonic insulating phase, the band structure and single-particle excitation spectra as well
as the optical absorption spectra are calculated.
5.1 Electronic states and magnetic structures
In the mean-field approximation calculations, we assume the atomic-limits relations
U ′ = U − 2J, J′ = J for the interaction strengths and fix the ratio U/J = 7.5. teg = 1
eV is the energy unit and tt2g/teg = −0.3. The energy parameter values are εt2g = 0 and
εeg − εt2g = ∆. The numerical calculations are performed in the three-dimensional cubic
lattice, we denote the eight sites by A, B, C, · · · and H as shown in Fig. 2.2.
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order parameters
The electronic and magnetic structures are examined by the electron occupancy number








iµ↓ciν↓), and note that when µ(ν) is one of the eg(3z
2− r2, x2− y2)
orbitals, ν(µ) is one of the t2g(xy, yz, zx) orbitals. We neglect all the terms irrelevant to
this EI order for simplicity. These order parameters as functions of ∆/teg are presented in
Figs.5.1, 5.2 and 5.4. From these results, four kinds of electronic and magnetic states are
confirmed.
In the region of ∆/teg < 3.0, 〈nixy〉= 2, 〈niyz(zx)〉= 1, and 〈n
i
3z2−r2(x2−y2)〉= 1, implying
that HS state with t42ge
2
g configuration is realized in each site. Fig.5.2 shows that 〈SAz 〉 =
〈SDz 〉 = 〈SFz 〉 = 〈SGz 〉 ∼ 2, and 〈SBz 〉 = 〈SCz 〉 = 〈SEz 〉 = 〈SHz 〉 ∼ −2. No EI order is observed
in this area as shown in Fig.5.4. These results indicate a typical G-type antiferromagnetic
structure and this state is termed HS (AF) state from now on. The schematic view of the
magnetic structure of this state is shown in Fig.5.3(a). On the other side, in the region of




z〉= 0, and 〈τ〉= 0. These results imply
that LS state with t62ge
0
g configuration is realized in each site with the magnetic view shown
in Fig.5.3(b). This state is termed LS state from now on. In the region of 3.05 ≤ ∆/teg ≤
3.35, 〈nixy = 2〉, 〈n
B,C,E,H
yz(zx) 〉 ∼ 2, 〈n
A,D,F,G
yz(zx) 〉 ∼ 1, 〈
A,D,F,G
3z2−r2(x2−y2)〉 ∼ 0.9, and 〈
B,C,E,H
3z2−r2(x2−y2)〉 ∼
0.1, implying that HS state is realized in A, D, F , G sites and LS state is realized in the
rest four sites, respectively. This state is termed HS/LS ordered state with the magnetic
structure presented in Fig.5.3(c).
We focus on the state located between LS and HS/LS ordered phases. In the region
of 3.35 < ∆/teg < 3.95, any magnetic order do not emerge as 〈Siz〉 = 0. This phase is
uniform with 〈nixy(yz,zx)〉 ∼ 1.85 and 〈n
i
3z2−r2(x2−y2)〉 ∼ 0.15. The EI order 〈τ〉 are com-
posed of µ and ν orbitals located in the same site. The calculated orbital components












For µ ≡ x2 − y2, ν ≡ (xy, yz, zx) orbitals, 〈τA,D,F,Gµ⊗ν 〉 = 〈τ
B,C,E,H
µ⊗ν 〉. The magnitude of
〈τµ⊗ν〉 for one site are plotted in Fig.5.5, from which we find that the magnitude of EI
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order 〈τ〉 is suppressed as ∆/teg increases and the components of 〈τµ⊗ν〉 satisfy the re-
lations: |〈τ3z2−r2⊗yz〉| = |〈τ3z2−r2⊗zx〉| = |〈τx2−y2⊗xy〉|/
√
3, |〈τx2−y2⊗yz〉| = |〈τx2−y2⊗zx〉| =
|〈τx2−y2⊗xy〉|/2, and |〈τ3z2−r2⊗yz〉|= 0. This result is consistent with the theoretical studies
[33].
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Figure 5.1: The electron numbers of the five orbitals (3z2− r2, x2− y2, xy, yz, zx) on sites
A, B, C, · · · and H in the unit cell as functions of ∆/teg at J/teg = 0.7, corresponding to the
dotted horizontal line in Fig 5.6
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Figure 5.2: 〈Siz〉 as functions of ∆/teg at J/teg = 0.7.
(a) HS (AF) (b) LS (c) HS/LS (d) EI
Figure 5.3: Schematic views of the magnetic structures of (a) the HS (AF) state, (b) the LS
state, (c) the HS/LS ordered state, and (d) the EI state. Blue and red circles indicate the HS
and LS state, respectively. Up and down arrows denote the spin directions.
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Figure 5.4: EI order 〈τµ⊗ν〉 as functions of ∆/teg at J/teg = 0.7.
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Figure 5.5: The magnitude of EI order |〈τµ⊗ν〉| in the region of 3.40 ≤ ∆/teg ≤ 3.9 at
J/teg = 0.7.
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phase diagram
The numerical results are summarized in the phase diagram on a plane of ∆/teg and
J/teg which is consistent with the previous mean-field calculations [32]. The above order
parameters as functions of ∆/teg at J/teg = 0.7 correspond to the dotted horizontal line as
shown in Fig.5.6. It is confirmed that with increasing ∆/teg , a sequential phase transition
occurs as HS(AF)→ HS/LS→ EI→ LS. The phase transitions between these states are
of the first order, except the transition between EI and LS states, which is of the second
order.













U = 7.5J, U ′ = U 2J, J ′ = J, tt2g = 0.3teg, teg = 1eV
Figure 5.6: Phase diagram on the plane of ∆/teg and J/teg .
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5.2 Band structure and density of states
In order to study the electronic and magnetic structures and clarify the stability of EI
state, we calculate the band structures and the partial density of states (DOS). The partial

















The Lorentzian broadening of η/teg = 0.1 is used for Aγ(k,ω). In Fig.5.7, the band struc-
ture and the partial DOS of the LS, EI, HS (AF) and HS/LS states are presented.
We start from the results of LS state. The band structure and DOS are presented in the
left and right panel of Fig.5.7(a), respectively. The three t2g(xy, yz, zx) orbitals are fully
occupied while the two eg(3z2− y2, x2− y2) orbitals are empty. The valence bands come
from the t2g orbitals and the conduction bands consist of the eg orbitals, and the Fermi level
is located inside of the band gap, indicate that the system is a band insulating state.
Next, we focus on EI state. The calculated band dispersions of EI state are plotted in
the left panel of Fig.5.7(b) which have similar structure with LS state except some fine
structures. From the DOS presented in the right panel of Fig.5.7(b), the three t2g orbitals
are almost fully occupied while the two eg orbitals nearly empty which are consistent with
the occupancy results as 〈nixy(yz,zx)〉 ∼ 1.85 and 〈n
i
3z2−r2(x2−y2)〉 ∼ 0.15 shown in Fig.5.1.
The hybridization between eg and t2g orbitals is realized. The partial DOS mainly consist
of two parts: the valence and conduction bands similar to the ones in the LS phase, and the
new bands which appear in the valence (conduction) band. The occupied new band which
overlaps with the valence band is consist of eg orbital components, while the unoccupied
new band which appears in the conduction band is consist of t2g orbital components. These
new bands are termed eg and t2g component from now on, respectively.
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Figure 5.7: Band structure in the reduced Brillouin zone of (a) LS state, (b) EI state, (c) HS
(AF) state and (d) HS/LS state. Right panel in each figure shows the DOS decomposed by
orbital. The Fermi level is located at ω/teg = 0. Parameter values are chosen to be J/teg =
0.7, and ∆/teg = 4.5, 3.5, 2.6 and 3.2 for LS, EI, HS (AF) and HS/LS states, respectively.
In the HS (AF) state, the hybridization between eg and t2g orbitals does not appear. The
xy orbital is fully occupied, while yz(zx), 3z2− r2 (x2− y2) orbitals are half filled, respec-
tively. The yz(zx) orbital components of the partial DOS located around ω/teg =−5.3 and
ω/teg = 2 are the lower Hubbard band (LHB) and the upper Hubbard band (UHB), respec-
tively. For 3z2− r2 (x2− y2) orbitals, this group also separates into the UHB and LHB, as
the partial DOS of these orbital components located around ω/teg = 4 ∼ 6 and −4 ∼ −2,
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respectively. The gap between UHB and LHB approximates to U . The Fermi level is lo-
cated between the LHB for the eg orbitals and the UHB for the t2g orbitals, indicate that the
system is identified as a Mott insulating state.
The results of HS/LS state are plotted in Fig.5.7(d). The hybridization between eg
and t2g orbitals is not observed. In HS/LS ordered state, the xy orbital is fully occupied.
The yz and zx orbital components of the partial DOS are not equivalent and show slightly
difference. The partial DOS of these two orbital components split into three parts: the UHB
located around ω/teg = 1, the LHB located around ω/teg = −6, similar to the ones in HS
(AF) phase, and the band located around ω/teg = −3 similar to the one in LS phase. The
latter is termed the non-bonding band (NB) from now on. The 3z2− r2 and x2− y2 orbital
components of the partial DOS also show slightly difference and split into three parts. The
UHB and LHB are located around ω/teg = 4 ∼ 6 and −4 ∼ −2, respectively. The NB is
located around ω/teg = 1.5∼ 3.5 with the energy estimated to ∆.
5.3 Optical absorption spectra






















[ω− εn(k)+ εm(k)]2 +η2
Gαmn,Γ(k)
∗Gαmn,Γ′(k) (5.4)













Λ ≡ (i,ζ ) with i, ζ denote site and spin, respectively. γ is orbital. If Γ,Γ′ = Eg, we
can obtain σeg(ω) (σEg,Eg) and if Γ,Γ
′ = T2g, we get σt2g(ω) (σT2g,T2g). If Γ = Eg(T2g),
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Γ′ = T2g(Eg), we obtain σEg,T2g (σT2g,Eg). σtotal(ω) is calculated with all the five orbitals
included, i.e., Γ,Γ′ = Eg + T2g. The Lorentzian broadening of η/teg = 0.1 is used for
σαα(ω).
We start from the results of LS state. The optical absorption spectra are plotted in
Fig.5.8. There is no peak appear in the optical absorption spectra because the t2g orbitals
are fully occupied and eg orbitals are empty in LS state, and we do not consider the hopping
between eg and t2g orbitals, therefore the excitation between the nearest neighboring sites
is forbidden due to the Pauli exclusion principle.
Next, for HS (AF) state, the optical absorption spectra are presented in Fig.5.9. For




eg , which are consistent with the occu-
pancy results in Fig.5.1, as 〈ni3z2−r2〉=〈n
i
x2−y2〉. There are mainly four peaks in the optical






eg . These peaks
originates from the transitions between the LHB and the UHB of eg orbital components
as shown in Fig.5.10. The first sharp peak comes from the excitation between the top
of the eg orbital valence band with the bottom of eg orbital conduction band which has
the largest spectral weight compared with the rest three peaks. For the t2g orbital com-




t2g , which are also consistent with the occupancy results
as 〈nyz〉 = 〈nzx〉 6= 〈nxy〉. There is only one peak appear around ω/teg = 7.2. This peak
corresponds to the excitation between the LHB and the UHB of yz(zx) orbital compo-
nents and the spectral weight is roughly 1/4 of ω1eg . From the results of σtotal , it shows
σtotal(ω) = σeg(ω)+σt2g(ω). As presented in Fig.5.11, these peaks are identified as the
inter-site electronic excitation between the nearest neighboring HS states with the antifer-
romagnetic spin configuration and the excitation energy is of the order of U .
The optical absorption spectra results of HS/LS state are presented in Fig.5.12. In
HS/LS state, if we focus on eg orbitals, from Fig.5.1 and 5.2, 〈nA,D3z2−r2(x2−y2),↑〉 =




3z2−r2(x2−y2),↓〉 ∼ 0, indicate that the sites
located in yz plane are special in comparison with the sites located in xy and zx planes. This
is also shown from the optical absorption spectra decomposed by eg orbital components




eg . For t2g orbital components, the diverging be-




t2g due to the nonequivalent of 〈nt2g〉. The optical
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· · · , ω6eg . The peak located around ω
3
eg has the strongest intensity attributed to the excitation
between the LHB around ω/teg = −2.8 and the NB around ω/teg = 2.3 in the eg orbital
components as presented in Fig.5.13. The excitation between the LHB and the UHB of
eg orbital components induces a peak in the optical absorption spectra with the maximum
energy position around ω6eg . For σt2g , the excitation between the LHB of yz and zx or-
bital components around ω/teg = −1.5 with the NB of these orbital components around
ω/teg = 1 generates a peak in the absorption spectra located in ω/teg = 3.5 and the spectral
weight is roughly 1/3 of σeg . There is no excitation originates from the LHB and the UHB
of yz(zx) orbital components due to the large gap between these two bands and the electron
hopping integral tt2g is small. In HS/LS state, σtotal(ω) = σeg(ω)+σt2g(ω). As plotted in
Fig.5.14, the peaks appear in the optical absorption spectra are identified as the inter-site
electronic excitation between the nearest neighboring sites in HS and LS configurations,
respectively.
Finally, we focus on EI state. The optical absorption spectra results are presented in
Fig.5.15. From the results, no diverging behavior is observed, which is consistent with the




xy〉 = 〈niyz〉 = 〈nizx〉. In
Fig.5.15, the optical absorption spectra decomposed by orbital components are presented.
The top and second panels represent the absorption spectra σ(ω) decomposed by eg and
t2g orbitals, respectively. As explained in the previous section, the single-particle excitation
spectra mainly consist of two parts: the valence and conduction bands similar to the ones
in the LS phase, and the new eg and t2g components. For σEg,Eg , all the possible excitations
between the eg component and the conduction band give rise to a broad peak. The peaks
continuously appear from the low energy region around ω/teg = 2.1 to the high energy
region around ω/teg = 8. In this wide energy range, we select some typical sharp peaks
with strong intensity and label the peak positions as ω1eg , ω
2
eg , · · · , ω
9
eg . The first sharp
peak located at ω1eg originates from the excitation between the top of the eg shadow band
and the bottom of the conduction band as shown in Fig.5.16. The peak with the largest
spectral weight located around ω5eg corresponds to the excitation from the center of these
two bands. And the excitation between the lowest of the eg shadow band and the highest
of the conduction band induces a small peak in the optical absorption spectra with the
maximum energy position around ω9eg . For σT2g,T2g , the spectral weight of the peaks are
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very small in comparison with σEg,Eg , and the most significant peaks with positions labeled
as ω1t2g , · · · , ω
4
t2g , which represent the excitation between the conduction band and the t2g
component as shown in Fig.5.16.





































Figure 5.8: The optical absorption spectra of LS state. Parameter values are chosen to be
J/teg = 0.7, ∆/teg = 4.5.
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Figure 5.9: The optical absorption spectra of HS (AF) state. Parameter values are chosen
to be J/teg = 0.7, ∆/teg = 2.6.
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Figure 5.10: Band structure and partial DOS of HS (AF) state. Symbols ω1eg , · · · , ω
4
eg repre-
sent the excitation between the LHB and UHB of eg orbital components, and ωt2g represents
the excitation between the LHB and UHB of yz(zx) orbital components. Parameter values
are chosen to be J/teg = 0.7, ∆/teg = 2.6.
(a) (b)
Figure 5.11: Schematic view of (a) the electron configuration in HS (AF) state with up
and down arrows indicate the spin directions, and (b) the optical excitation processes in HS
(AF) state. Symbols LHB and UHB represent the lower Hubbard band and upper Hubbard
band for eg (red ones) and t2g (blue ones) orbital components, respectively. EF is the Fermi
energy.
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Figure 5.12: The optical absorption spectra of HS/LS state. Parameter values are chosen to
be J/teg = 0.7, ∆/teg = 3.2.
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Figure 5.13: Band structure and partial DOS of HS/LS state. Symbols ω1eg , · · · , ω
5
eg repre-
sent the excitation between LHB and NB, and ω5eg represents the excitation between LHB
and UHB of eg orbital components. ωt2g denotes the excitation between the NB and UHB
of yz(zx) orbital components. Parameter values are chosen to be J/teg = 0.7, ∆/teg = 3.2.
(a) (b)
Figure 5.14: Schematic view of (a) the electron configurations in HS/LS state with up and
down arrows indicate the spin directions, and (b) the optical excitation processes in HS/LS
state. Symbols LHB, UHB and NB represent the lower Hubbard band, upper Hubbard band
and non-bonding band for eg (red ones) and t2g (blue ones) orbital components. EF is the
Fermi energy.
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Figure 5.15: The optical absorption spectra of EI state. Parameter values are chosen to be
J/teg = 0.7, ∆/teg = 3.5.
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Figure 5.16: Band structure and partial DOS of EI state. Symbols ω1eg , · · · , ω
9
eg represent the
excitation between the valence and conduction bands of eg orbital components, and ω1t2g ,
· · · , ω4t2g represent the excitation between the valence and conduction bands of t2g orbital
components. Parameter values are chosen to be J/teg = 0.7, ∆/teg = 3.5.
For σtotal , we also select the significant sharp peaks with large spectral weight and
label the peak positions as ω1, ω2, · · · , ω9. Different with the optical absorption spectra
in HS (AF) and HS/LS states, the spectral weight of σtotal in EI state is larger than the
summation of σeg (σEg,Eg) and σt2g (σT2g,T2g). As presented in Fig.5.16, the intensity of the
peaks located at ω1 and ω2 are nearly twice of the σEg,Eg component at the same frequency
position. Therefore, new optical excitation processes are realized due to the hybridization
between eg and t2g orbitals and contribute to the total optical absorption spectra. The middle
two panels in Fig.5.15 denote the spectra attributed to the eg and t2g hybridization, and the
intensity of these two components are equivalent. These two parts correspond to the optical
excitation processes between the valence and conduction bands which is prohibited in the
LS phase. The spectral weight of σtotal(ω) are exactly equal the summation of these four
components.
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The optical absorption spectra decomposed by orbital hybridization are presented in
Fig.5.17. For example, σx2−y2,xy is obtained by taking Γ = x
2−y2 and Γ′ = xy. The results
imply that σ3z2−r2,yz = σ3z2−r2,zx and σx2−y2,yz = σx2−y2,zx. We analyze qualitatively the EI
order in the optical absorption spectra. The integrated intensities of these spectra defined by
IEI =
´
σ(ω)dω are calculated. The integrated intensities as a function of ∆ are plotted in
Fig.5.18 where the quadratic of the EI order parameters are also presented. There is a good
correspondence between the two results which imply that the EI peak intensity reflects the
EI order parameters and is available to identify the EI state.
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Figure 5.17: The optical absorption spectra decomposed by orbital hybridization terms in
EI phase. Parameter values are chosen to be J/teg = 0.7, ∆/teg = 3.5.
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Figure 5.18: (a) The quadratic of the EI order parameter and (b) integrated intensities of
the absorption peaks as functions of ∆. Parameter value is chosen to be J/teg = 0.7.
5.4 Summary
We summarize the results in this section:
• With increasing ∆, the spin state is changed as HS(AF)→ HS/LS→ EI→ LS. The
EI state is stabilized in a wide parameter range of J and ∆. The results are consistent
with the previous theoretical studies [28, 32].
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• The optical absorption spectra in HS (AF) state originate from the excitation be-
tween the LHB and UHB of eg orbital components as well as the excitation between
the LHB and UHB of yz(zx) orbital components. The optical absorption spectra in
HS/LS ordered state attribute from the excitation between the LHB and the NB, the
LHB and UHB of eg orbital components as well as the excitation between the LHB
and the NB of yz(zx) orbital components. There are no optical absorption spectra in
LS state.
• The optical absorption peaks continuously appear in a wide energy range in EI phase
which partly originate from the excitation between the eg (t2g) component and the
conduction (valence) band, as well as the excitation between the valence and con-
duction band due to the hybridization between eg and t2g orbitals.
Chapter 6
Summary
In this dissertation, we have presented the theoretical studies of the electronic states and
magnetic structures as well as the optical responses in multi-orbital systems with strong
electron correlation. In particular, we have focused on the impurity substitution effect in
correlated electron systems with spin-state degree of freedom. We have also investigated
the optical responses in the excitonic-insulating system. We summarize the results in this
section:
Impurity substitution effect
In Chapter 4, the electronic and magnetic states in the substituted Co oxides where Co
ions are partially replaced by other transition-metal ions of Cr, Mn, Fe and Ni are analyzed.
The multi band d-p model is adopted and studied by the exact diagonalization method. The
calculated results can be concluded as below.
• In the Co-O-Co system, with increasing J, the spin state is changed as LS-
LS→LS/HS→HS-HS (AFM).
• The ferromagnetic spin alignments appear in the HS-HS (FM) states in the Co-O-Cr
and Co-O-Mn systems and in the HS-LS (FM) in the Co-O-Ni and the antiferromag-
netic one appears in the HS-HS (AFM) state in the Co-O-Fe system.
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• The slope of the phase boundary between the LS-HS and HS-HS state is positive
for M = Cr, Mn and Fe, and is weakly negative for M = Ni. This is supposed to be
due to the large hybridization between Ni d and O p orbitals from the single-particle
excitation spectra and the kinetic energies results.
• The calculated results qualitatively provide a explanation for the experimental obser-
vation in the magnetizations of LaCoO3 with the ion substitution.
Optical responses in EI system
In Chapter 5, we studied the optical responses in EI system. The multi-orbital Hubbard
model is adopted and analyzed by the mean-field approximation. We confirmed the spin
state transition induced by the competition between crystalline field splitting and Hund’s
coupling. The band structure and single-particle excitation spectra as well as the optical
absorption spectra are also calculated. The obtained results are summarized as follows.
• With increasing ∆, the spin state is changed as HS(AF)→ HS/LS→ EI→ LS. The
EI state is stabilized in a wide parameter range of J and ∆. The results are consistent
with the previous theoretical studies [28, 32].
• The optical absorption spectra in HS (AF) state originate from the excitation be-
tween the LHB and UHB of eg orbital components as well as the excitation between
the LHB and UHB of yz(zx) orbital components. The optical absorption spectra in
HS/LS ordered state attribute from the excitation between the LHB and the NB, the
LHB and UHB of eg orbital components as well as the excitation between the LHB
and the NB of yz(zx) orbital components. There are no optical absorption spectra in
LS state.
• The optical absorption peaks continuously appear in a wide energy range in EI phase
which partly originate from the excitation between the eg (t2g) component and the
conduction (valence) band, as well as the excitation between the valence and con-
duction band due to the hybridization between eg and t2g orbitals.
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