Abstract. We give some statements that are equivalent to the existence of group inverses of Peirce corner matrices of a 2 ×2 block matrix and its generalized Schur complements. As applications, several new results for the Drazin inverses of the generalized Schur complements and the 2 × 2 block matrix are obtained and some of them generalize several results in the literature.
introduction
The classical Sherman-Morrison-Woodbury formula [23, 26] . There are applications of inverse matrix formulae of such type in various fields such as statistics, optimization, networks, numerical analysis, structural analysis, partial different equations [12] . Formulae of such type have been developed in the context of generalized inverses, such as the Moore-Penrose inverse [1, 19] , the weighted Moore-Penrose inverse [24] , the group inverse [6] , the weighted Drazin inverse [9] , the generalized Drazin inverse [10] , and the Drazin inverse [27] .
Researchers have tried to find formulae for the Drazin inverse of M in terms of its blocks, where A and D are square matrices [13, 14, 20] . This problem originates from the singular system of differential equations [3, 5] , and was proposed by Campbell and Meyer [4] , but it is still an open problem if no additional assumptions are made on the blocks.
There are also some significant definitions in the ring theory. Let R be a ring. A ring S ⊆ R (with the same multiplication as R, but not assumed to have an identity initially) is said to be a corner ring (or simply a corner) of R if there exists an additive subgroup C ⊆ R such that (1.1) R = S ⊕ C, S · C ⊆ C, and C · S ⊆ C.
In this case, we write S ≺ R , and we call any subgroup C satisfying (1.1) a complement of the corner ring S in R. In general, such a complement C is far from being unique. If a corner S of a ring R happens to have a unique complement, we shall call S a rigid corner of R, and write S ≺ r R.
In 2006, Lam [17] proved that a corner ring of any ring R must have an identity, although this may not be the identity of R. Remark 1.1. [17, Proposition 2.2] Let S ≺ R, with a complement C. If 1 = e + f for some e ∈ S and f ∈ C, then e is an identity of the ring S . In particular, the decomposition 1 = e + f is independent of the choice of the complement C, and e, f are complementary idempotents in R.
Let e, f be complementary idempotents in a ring R. Then R e is called the Peirce corner of R (arising from the idempotent e) such that (1) R e := eRe ≺ R, which is the largest subring (resp. corner) of R having e as identity element.
(2) R e ≺ r R (i.e., R e is rigid in R), with a unique complement
where C e is called the Peirce complement of R e . Recall that, for any ring R (with identity), Jacobson's Lemma states that if 1 − ab is invertible, then so is 1 − ba and
The group inverse of a complex square matrix A is the unique matrix A
The Drazin inverse of A is the unique matrix A d such that
where k is the smallest non-negative integer such that rank(A k ) = rank(A k+1 ), called index of A and denoted by ind(A). We also denote A e = AA d and
In this paper, our aim is, by the Peirce corner theory, to establish a relationship between group inverses of a 2 × 2 block matrix and its generalized Schur complements, and to find statements that are equivalent to the existence of group inverses of Peirce corner matrices of a 2 × 2 block matrix and its generalized Schur complements. Utilizing the equivalent statements, we derive some new results about Drazin inverses of the generalized Schur complements and the 2 × 2 block matrix, and generalize several results in the literature.
Throughout this paper, for notational convenience, we denote
where A ∈ C n×n , B ∈ C m×n , C ∈ C n×m , and D ∈ C m×m . Here C m×n is the set of m × n complex matrices. We treat n i=m * = 0 whenever m < n, which is used in Section 3 and Section 4. We denote by I the identity matrix of proper size.
Existences of group inverses
In this section, we give statements that are equivalent to the existence of group inverses of Peirce corner matrices of a 2 × 2 block matrix and its generalized Schur complements.
Here we cite a result which characterizes matrices with the same eigenprojection. (
Now we can give our first main result. 
Proof. We first show the implication (1) 
We observe that all of the matrices above are contained in the Peirce corner W E of W with identity E. Since W E is a finite dimensional algebra over C with identity E, by (1), (2), and (3) are equivalent. To prove that the implications (1)⇒ (10) and (1)⇒ (11) hold, we combine the equivalence of (1), (2) , and (3) to give
and so
The implication (10)⇒(2) holds because
In a similar way, we can verify that (11)⇒(3). Thus, (1), (2), (3), (10), and (11) are equivalent.
By (2.1), (2.2), and simple calculation, we obtain the representation of M # E in (12) and the equivalence between (12) , and (1)- (3) holds. The rest can be obtained by Lemma 2.1 and Jacobson's Lemma.
The equivalent statements in the above theorem distinctly provide relationship between the existence of group inverses of Peirce corner matrices of a 2 × 2 block matrix and its generalized Schur complements. Although some extra assumptions are imposed, the theorem yields a new method in the research field and can combine the two different research directions of the generalized inverses of the generalized Schur complements and the 2×2 block matrix. The result is applied to Section 3 and Section 4, and generalizes a few results in the literature.
We next conclude with a remark to provide for the application in Section 3. 
Remark 2.3. We note that [27, Lemma 2.4] states if
We can also conclude that if 
where A ∈ C n×n , B ∈ C m×n , C ∈ C n×m , and D ∈ C m×m . The following statements are equivalent:
( 
By direct calculation, we can obtain the following corollary. 
Then (2.7)
which is substituted into (2.6) to have
Therefore,
A e = A(A e X) + C(Z e Y) = AA d + AA d CZ d BA d − CZ d BA d = A e − A π CZ d BA d gives A π CZ d BA d = 0. We obtain 0 = B(A e X) + D(Z e Y) = BA d + BA d CZ d BA d − DZ d BA d = BA d − ZZ d BA d = Z π BA d .
Following [2, p. 52], we get the general solution of
Similarly, the general solution of the matrix equation We next consider the group inverse of s under the above equivalence restriction. 
where k = ind(A).
By Lemma 3.1 and Theorem 2.2, we get the following result.
Theorem 3.2. If any of (1)-(12) in Theorem 2.2 is valid, and A
where
and k = ind(A).
The following conclusion follows from Remark 2.3 and Theorem 3.2,
implies that s # exists and s e = A e , which belongs in one of the equivalent statements in Theorem 2.2, and also
or alternatively
We can see from [27] how Corollary 3.3 gives and generalizes the ShermanMorrison-Woodbury formula and some results in [11, 21, 22, 25] .
The following corollary, which is a dual version of Theorem 3.2, can be proved similarly. (1)- (12) 
We would like to point out that Corollary 3. Similarly, we can obtain the following result.
Corollary 3.5. If any of (1)-(12) in Theorem 2.2 is valid, and D
π BA d C = 0, then z = ZDD d and Z d = z # + k−1 i=0 (z # ) i+2 ZD i D π , where z # = D d Bs # CD d + D d , and k = ind(D).
applications to M d
Under new conditons, using Theorem 2.2, we present several representations for the Drazin inverse of a 2 × 2 block matrix M in terms of its blocks and also elements z and s which include corresponding generalized Schur complements.
We cite one result as follows.
where s = ind(P) and t = ind(Q).
In the case that one of equivalent statements of Theorem 2.2 holds, ACD π = 0 and DBA π = 0, we obtain the following representation for the Drazin inverse of M. (1)- (12) 
Proof. We can write M = P + Q, where Since PQ = 0, then, by Lemma 4.1,
Suppose that P = P 1 + P 2 , where Then P 1 P 2 = 0 and P 2 2 = 0. Using Lemma 4.1, we get
where the expression for P For
Applying Lemma 4.1 again, we obtain
By direct computation, we obtain (4.1).
As a consequence of Theorem 4.2, we obtain another expressions for M d . 
If 
(b) If any of (1)- (12) 
