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ABSTRACT
The possible mechanisms causing an increase of electrical resistance 
during fatigue of a commercial bondable fatigue gauge are considered. 
Commercial users of the gauge would welcome a greater sensitivity than 
at present available. If it were possible to isolate the cause of the 
resistance increase a more sensitive type of material might be suggested.
V -  *•
The present gauge material is annealed foil of composition 
Cu 43at?' Ni, 2at^ Mn* Previous work, reviewed under the broad headings 
- clustering in Cu-Ni alloys; electrical resistivity of defects and 
clusters; point defect mobility and fatigue and plastic deformation - 
indicates that Cu-Ni alloys contain clusters of nickel atoms and that 
the formation or break-up of these clusters, which are believed to 
affect the electrical resistivity, can be brought about by appropriate 
heat treatment or deformation.
Annealed foils of Cu, Ni, Cu 20.5* 50*6 and 75*9at?o Ni and comm­
ercial constantan (Telconstan - Cu 46.1at?o Ni, 1.4at^o Mn) were bonded 
to an aluminium alloy cantilever beam and fatigued in bending. Measure­
ments of electrical resistance were made during fatigue and subsequent 
annealing. The dislocation structures at different stages of fatigue 
and annealing were followed by electron microscopy, while the formation 
and growth of fatigue slip bands and of cracks were observed by optical 
microscopy.
The results indicate that the break-up of the nickel clusters may 
be the predominant cause of the resistance increase. This suggests 
that further work might usefully be carried out on other alloys known 
to show a large clustering effect.
Notes
1 • All diagrams and plates will be found at the end of the relevant 
chapter.
2. A list of references quoted will be found at the end of the 
thesis.
5* The compositions of all specimens used in the present investiga­
tion are given in at$. Those, quoted from other work are given as in 
the original, ie. at?6, wt$ or simply $ if otherwise unspecified#
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CHAPTER ONE
INTRODUCTION
1.1 Inspection of fatigue damage
Much work has been carried out on the failure of mechanical 
structures under repeated loading. Fatigue is a progressive phenom­
enon, often taking place under a largely unknown load spectrum in 
which repeated loads produce microstructural changes leading to crack 
initiation and finally failure. Until crack initiation there are no 
detectable changes so that present non-destructive means of testing 
are unable to estimate how much damage has been incurred. The need 
for more information on fatigue damage becomes even more vital in 
such applications as aircraft failure in which human lives are involved
Periodic inspection of operational aircraft can provide both 
some protection against catastrophic failure and also data for future 
quantitative analysis of structural response to, say, actual flight 
conditions. Methods used for accumulating such data have included:- 
full scale and component destructive testing; the location of cracks 
by magnetic dye penetration, ultrasonic testing, the use of eddy 
currents, infra-red reflection measurements and the absortion or 
retention of an inert gas at possible cracks; the attaching of foils ♦ 
or wires with known fatigue lives to the surface; the measurements 
of internal damping characteristics and the estimation of damage by 
a measurement of the loading in flight, using a counting accelero­
meter placed at the centre of gravity of an aircraft.
It can be seen that some of these tests are very costly, some , 
are operative only after crack formation, while the last mentioned 
gives data only for the stresses occuring at the centre of gravity.
An accelerometer weighs several pounds and cannot be placed in other 
locations. Theoretical estimates can be made of the stresses in 
components removed from the centre of gravity but the accuracy of 
these calculations is uncertain and therefore large factors of 
safety are required.
■,-There is then a place for a device that can monitor continuously 
the pre-crack damage at components removed from the centre of gravity 
eg. the tail fin, without adding additional weight to the structure.
In 1964 a bondable foil fatigue gauge was marketed under a patent 
from the Boeing Company. It was called an S/N Fatigue - Life Gauge. 
This gauge, similar in description to a strain gauge, but using an 
annealed constantan foil, showed a remarkable increase in electrical 
resistance with cycling. For many years strain gauge users have been 
plagued by a drift in the zero resistance when measuring strain under 
dynamic conditions. By psing an annealed foil the Fatigue Gauge 
manufacturers were able to take advantage of this drift using the well 
known fact that many metals undergo a resistance change during cold 
working.
The "S/N Fatigue - Life Gauge Applications Manual1,’ published in 
1966 by Micro Measurements Ltd (1), describes the use of this gauge 
of which the grid material is constantan foil, 0.0002 ins thick, of 
composition Cu 43a-t$ Ni, 2at$ Mn with traces of C, S, Si and Co. 
(Begemann and Slind (2)).
In 1967 R.S. Home of the Lockheed - Georgia Company published 
a report entitled "A...Feasibility Study for the Development of a 
Fatigue Damage Indicator*^ 3)» in which he describes results from 
testing a number of fatigue sensitive foils manufactured by various 
firms from either Constantan or Karma. Initially no work was done 
to show why this change came about or whether the material used was 
the. most sensitive available. Since then the only such work has been 
carried out by Begamann and Slind (2), who annealed the gauge foil 
after fatiguing to a known resistance change.
Commercial uses of the S/N Fatigue - Life Gauge include the
comparison of damage levels acquired in components nominally sub- '
jected to the same loading and the checking of theoretically pre­
dicted in-flight loading as compared to known loading cycles applied
in laboratory tests. However commercial users would like a greater
sensitivity than is at present available, and for a wider, range of 
strain amplitudes. The Fatigue Gauge has a threshold limit of about
0.0010 strain below which no resistance changes are measureable and 
it cracks after about 100 cycles at 0.010 strain.
Since this present work was started there has been a development 
in increasing the available sensitivity, (Home (4))* A multiplication 
factor of about 8 times the strain can now be achieved by using a 
strain multiplier. The fatigue gauge is mounted on this device before 
attachment to the structure. This allows small strains eg. at points 
far from the stress concentrations, to be multiplied up and hence det­
ectable by the gauge. Successful in-flight readings have been obtained 
in this way, but the addition of the multiplier does make the mounting 
more complicated and a greater sensitivity would still be welcome.
The aim of this project is to examine the electrical resistance 
changes brought about during the fatigue of metals and to correlate 
these with structural, defect or other changes taking place simultan­
eously. In this way it might be possible to show which product of 
deformation is responsible for the electrical resistance changes and 
to suggest a type of material in which a greater sensitivity could 
be achieved.
I.2 Previous work on the electrical resistance changes in metals 
due to fatigue damage.
There have been five publications concerned with work on pure 
copper (5,6,7,8,9)■and some results for pure aluminium and gold (10,
II,12,13) and for the semiconductor silicon (14)* .The copper results 
will be considered in a later section but were difficult to compare
as each author used a different method of fatigue and/or testing temp­
erature. For alloy systems work has been carried out on ot-brass (15)* 
Pt Ir (16); (Al)x (Mgg Si).,_x (17); A1 4wt$ Cu (18,1$ ; A1 10$ Zn (20); 
and Cu Ni Mn (constantan) (2). Relevant results will be reviewed in 
a later section.
1.3 Choice of present specimens
It was decided to limit investigations initially to the Cu - Ni 
system including pure copper and nickel, commercial constantan (Tel- 
constan) and three high purity alloys Cu 20, 45 and 70at$ Ni. After 
considerable difficulties in obtaining suitable specimen materials 
the following alloys were in fact obtained:- Cu 20.5* 50*6 and 75*9 
at °/o Ni and Tel cons tan - Cu 46.1at$ Ni, 1.4at$ Mn.
CHAPTER TWO
CLUSTERING IN CU - NI ALLOYS
2.1 Introduction
In a number of papers over the last few years it has been suggested 
that the Cu - Ni system does not have perfect miscibility but exhibits 
the phenomenon of clustering, eg. Mozer et al. (21), Hedman and Mattuck 
(22). It appears that such a state, in which like atoms are prefered 
as nearest neighbours, has less resistivity than a random state, eg. 
Koster and Schiile (23)- Begemann and Slind have shown that plastic 
deformation increases the resistance of Cu-Ni alloys and they attribute' 
at least part of the increase to the break-up of these clusters.
Robbins et al. (24) have suggested from low temperature specific heat 
and magnetic measurements that plastic deformation increases the number 
of clusters, ie. the existing clusters are broken up into a greater 
number of smaller ones.
Since the break-up of clusters may well play an important part in 
the working of the fatigue gauge, the theoretical and experimental 
basis for clustering and its break-up will be examined.
2.2 The thermodynamics of clustering
The condition for equilibrium in a system at constant temperature,
T and pressure, P, is that the Gibb's Free Energy, G, has a minimum 
value. By definition
G = U + PV - TS « H - TS
where U - total internal energy of a system of volume V, entropy S and 
enthalpy H.
Consider two metals A and B which can exist either as a mixture, 
ie. mixed on a scale greater than atomic, or as a single solution on 
an atomic scale. Since the environment of A atoms in pure A is diff­
erent from that of A atoms surrounded by B atoms, each property will 
have a different value for the mixture and the solid solution, eg. let 
the values for Gibb‘s Free Energy be G^ and Gg respectively. In 
addition for the solid solution there will be an extra entropy term 
introduced by the randomness resulting from the mixing. This is the
configurational entropy A S .
; 0
For a mixture G^ = : - TS^
For a solution G„ = ILC - TS0 - T A So 3 S c
Assuming that the thermal entropy is unchanged by;creating a 
solution from a mixture, ie. = Sg
Since H = U + FV it follows from the first law of thermo dynamics 
(q = U + PV where Q, - heat) that at constant pressure AH = Hs - %  
is simply the heat absorbed by the system during the reaction. A H  
is known as the heat of solution.
For low temperatures where the TAS^ term is small the sign of 
the term A H  will determine whether a mixture or a solution has lower 
free energy and is therefore the equilibrium state. A positive heat 
of mixing occurs for the state where like atoms tend to cluster together 
The value is zero for an ideal solution and negative when there is a 
tendency for ordering.
G
It can also be shown using the quasi-chemical approach of Guggenheim 
that a positive value of AH results if the nearest neighbour bond 
energy between unlike atoms is less than the average bond energy between 
the two kinds of like atoms, ie. if like atoms attract more strongly 
than unlike atoms•
The qualitative form of the free energy curve for positive enthalpy 
is shown in Fig. 2.1. The' free energy of pure A, G^. is arbitrarily 
taken to be zero and that of pure B, G^, to be greater than G^.
As the temperature increases the T ASc term becomes increasingly
important. Because of the entropy of mixing a disordered solution has
a greater entropy than a phase mixture. Thus at higher temperatures
the free energy is lowest for a homogeneous, disordered solution which
state becomes prefered. Fig. 2.2 shows the curve giving the condition 
^ G
~~^q - 0 as a function of temperature and composition. This curve
defines the miscibility limit. Below it the alloys will show phase 
separation and above it they will be homogeneous. This curve is shown 
symmetrical about the 50150 * composition• Such symmetry depends on 
three main assumptions:-
1. That only nearest neighbour interactions are important.
2. That the interaction energy between A atoms is equal to that bet­
ween B atoms•
5* That the specific heats of A, B and the solution are equal.
A curve similar to that in Fig,2.5 has been found for Au-Ni alloys. 
The non-symmetry there is attributed to the fact that clustering occurs ' 
as a result of strain energy arising from the size difference between 
Au and Ni atoms rather than because of atomic bond energy considerations.
In the next section the occurrence of segregation of small clusters 
from the matrix will be considered. How does this fit into the pre- 
ceeding thermodynamic theory which predicts large scale separation into 
two components? Dehlinger and Knapp (25) have pointed out that the
free energy used in the theoretical curve corresponds to a combination 
of large volumes of each phase. If a large number of very small comp­
lexes are formed there is a positive entropy term arising from the 
irregularity of the dispersion of these complexes in the matrix. This 
term decreases the value of G^. The calculation of Dehlinger and Knapp 
indicates that this diminution is sufficient to give a smaller free 
energy for the alloy possessing complexes than for a homogeneous solid 
solution.
There can be yet another term in the free energy of an alloy 
containing magnetic atoms. Ryan et al. (26) point out that if a clus­
ter is ferromagnetic another ferromagnetic atom joining the cluster
would lower its energy by an additional amount of about k_£ , where 0
2 c
is the Curie Temperature. Again this will lower G^. - .
2.3 The nature of clusters
The phenomenon of clustering is known to occur in a number of 
alloys. In some it is the equilibrium state below the miscibility 
gap, eg. Cu y/o Co (Servi and Turnbull (27)), while in others it is 
the first metastable state in the series leading up to precipitation, 
eg; Al 5a.Vfo Ag (Walker and Guinier (28)).
The conventional..method of obtaining precipitation is by solution
treating the alloys in the single phase region and then quenching .
through the miscibility gap. The solid solution is then supersaturated
with respect to both vacancies and solute. As the vacancies migrate
through the lattice they enable the solute atoms to lower the free
energy by segregating into small clusters. Such clusters may contain
17 18
several hundred atoms. The cluster density is typically 10 or 10 
or more clusters per cm , eg. for Al-Ag (Walker and Guinier (28)).
Guinier - Preston zones, which have been observed in the electron 
microscope, are essentially solute rich clusters contained within the 
solvent lattice, ie. coherent with the matrix. As they form the alloy
becomes harder. Both spherical and plate-like zones have also been 
detected by small angle X-ray diffraction. Guinier (29) suggested that, 
because of strain energy considerations, the shape of the zones depends 
on the relative diameters of solute and solvent atoms. When the dia­
meters are similar spherical zones result. Such spherical zones, of 
diameter about 15^, have been observed in Al-Ag alloys.
The existence of these zones is usually observed by means of X-ray 
and electron microscopy techniques. The intensity of low angle X-ray 
scattering depends on the square of the difference in electron density 
between the clusters and the matrix. In Cu-Ni alloys the electron 
density difference is inadequate to give a pattern although results 
have been obtained using the dispersion correction technique (Kidron 
(30)). Similarly for electron microscopy the scattering factors of 
copper arid nickel are too similar to allow direct observation of clus­
ters. ■
As far as can be ascertained from the literature there is no work 
which directly relates the clustered state found in Cu-Ni alloys with 
the preprecipitation phenomena described above. Clustering in Cu-Ni 
alloys has been considered as an isolated subject. This would seem to 
be a mistake as it is most unlikely that clustering should be different 
in this alloy series from those other series in which it has been 
studied in more detail. As it is difficult to observe;Athe state of 
clustering directly it may well be useful to compare such data as 
electrical resistivity with similar results from other systems where 
the related phenomena are understood.
An additional point is that all the published work found so far 
is concerned with clustering in dilute alloys. It is more difficult 
to visualise the effect of the clusters in say, a 50:50 alloy where 
the random distribution will already include many like atom nearest 
neighbours.
2.4 The miscibility gap
The driving force for nucleation of clusters is the difference in 
free energy between the random solution and the phase mixture. This 
difference will increase with decrease of temperature below the miscib­
ility gap, ie, the increase of undercooling. For a spherical particle
of radius r, growth involves a decrease in volume free energy propor-
3 2
tional to r and an increase in interfacial energy proportional to r .
The surface term is initially greater than the volume term but rises
less steeply with increasing r so that there is a maximum value of the
free energy at a radius rQ, the critical size for nucleation, Fig. 2.5*
A nucleus can only grow if its radius is greater than rQ. Below this
value a decrease in free energy is associated with a decrease in r, ie.
the cluster will dissolve. It can be shown that the critical nucleus
is in inverse proportion to both the degree of undercooling, ie. the
amount of cooling below the miscibility gap, and to increasing solute
content, Fig. 2.4 (Martin (31))•
Whether or not phase separation is observed during the initial 
heat treatment of an alloy depends on the relationship of the miscibi­
lity gap or critical temperature, T , to two ;important temperatures:c
T^ below which equilibrium is never obtained because diffusion rates 
are too slow and T^ - where equilibrium is established so quickly that 
no equilibrium states of higher temperatures can be retained.
Clapp and Moss (32) consider that an ordered alloy (clustering is
included as negative ordering) will not be completely disordered above
T . They use a theory for short-range order parameters in binary alloys 
c
that is mathematically equivalent in most respects to the ising theory 
of magnetic systems, see Fig. 2.6. The short-range order parameters 
are defined as:-
- 1 - 0.- yj) 2.1
(1 -  x )
where x is the atomic fraction of, say, A atoms in the alloy and y.
*this the average atomic fraction of A atoms in the i neighbour shell 
around an A atom. These parameters are negative for ordering, positive 
for clustering.
They derive an expression for the diffuse neutron scattering'
intensity produced by the short-range order present in an alloy above
T , from which the effect of nearest and higher neighbour interactions c
on the shape of the diffuse intensity can be calculated. At some
temperature lower than T , which can be predicted from the theory, thec
short-range order forces responsible for local order in the disordered 
phase will produce an ordered phase.
However it is more difficult to define a state for clustering 
equivalent to that of complete ordering, ie, the arbitrary value of 1. 
in Fig. 2.6, since the state will be a function of three variables - 
size, number and composition of the clusters, all of which may alter 
either with temperature or time. In addition clustering may only be 
a metastable equilibrium state which during prolonged aging at one 
temperature may change to another more stable state.
Lorimer and Nicholson (34) proposed a zone size distribution
curve as shown in Fig. 2.7. The longer the aging time or the higher
the aging temperature (providing only that it is below T ) the morec
the size distribution will be shifted along the axis.
From the above considerations it is possible to say that clustering
will occur for supersaturated solutions aged below Tq and that it is
likely tha.t above T this effect will diminish gradually and not have0
a sharp ’cut-off’.
2.5 Experimental evidence for clustering in Cu-Ni alloys
As was stated previously it is not possible to observe clustering 
in Cu-Ni alloys using standard electron microscopy or X-ray techniques.
However Kidron (34) using the dispersion correction technique v/as able 
to observe clustering in a Cu 49*2at$> Ni single crystal, homogenised 
at 900°C. The use of copper K« radiation gives a dispersion correction 
to the scattering of the nickel atoms giving a larger difference between 
the scattering factors of copper and nickel and making the resultant 
intensity four times higher. He observed a distinct small angle scat- 
tering peak which was found to be symmetrical about the origin. Such 
a peak indicates clustering although the results were difficult to 
interpret quantitatively (31>34)•
Mozer et al. (21), using an alloy Cu 47*5&t$ Ni isotopically 
enriched in nickel-62, were able to measure the cluster diffuse neutron 
scattering. They calculated that they had an equilibrium state equi­
valent to that at 550°C and assumed that this temperature is above T •c
Using the theory of Clapp and Moss (32) (see previous section) they 
found that the nearest neighbour parameter has a positive value (cx^
= 0.121) such that the probability of finding a nickel atom in the
first neighbour shell around a nickel atom is increased from 0.475 to
0.539* The solid solution beyond this shell was found to be essentially 
random. Using their results they predict a critical temperature roughly 
233 < T < 263°C. After quenching from temperatures between 25 ando C
1021 C they were able to determine the cluster scattering. There was 
a definite but not large decrease as the quenching temperature was 
raised. It would therefore appear that there is still a considerable 
amount of clustering in specimens quenched from above 1000°C and that 
the difference in clustered state for specimens quenched or furnace 
cooled from the same temperature may not be great.
Diffuse neutron scattering measurements were also carried out by
flr\ _
Cable et al. (35) on a Cu 20at$ Ni alloy quenched from 1000 C. Both 
first and second nearest neighbour parameters had positive but smaller 
values than that obtained by Mozer et al. for Cu 47*5a^ Ni, ie.
<*,j = 0,05 compared to 0.121. From equation 2.1 it can be calculated 
that the probability of finding a nickel atom in the first neighbour 
shell around a nickel atom is increased from 0.20 to 0.24*
As shown in section 2.2 a positive value of AH, the heat of 
mixing, is obtained for an alloy showing phase separation. Such posi­
tive values have been obtained throughout the Cu-Ni system.(Rapp and 
Maak (36)* Oriani and Murphy (37) and Leach and Bever (38))* The first 
two authors give results which are in approximate agreement and show 
an asymmetry with a maximum at about 70$ Ni. The values obtained by 
Leach and Bever (0 - 40$ Ni) are much greater. Rapp and Maak use their 
own data and that of Oriani and Murphy to calculate a miscibility gap 
with a maximum critical temperature of about 300°C at 70 - 80$ Ni. They 
state that the calculation is rather tentative. Using the same data 
Mozer et al. (21) calculated that for the composition Cu 47*5at$ Ni 
phase separation occurs at very approximately 200°C. In calculating 
the Ni-Cr-Cu phase diagram Meijering (39) predicted a miscibility gap 
in the Cu-Ni system with a maximum temperature of 177°0, but does not 
give for what composition. He states that the values used in obtaining 
this temperature and therefore the temperature itself can only be con­
sidered as.rough estimates.
Robbins et al. (24b) calculated that a magnetic moment of 
per cluster (obtained by Hicks et al. (40)), requires a cluster of 
about 30 nickel atoms and states that;clusters of this size may be 
expected in the required concentration on a statistical basis (Cohen 
(41)) as a consequence of the measured short-range order parameters.
In a previous paper Robbins et al. (24a) measured the low temperature 
specific heat, C, for alloys Cu 47*5 - 57at$ Ni which had been quenched 
from 1100°C. The specific heat includes a temperature independent term 
which according to Schroder (42) is proportional to the number of mag­
netic clusters regardless of their moment. Robbins et al. consider 
the changes in G during deformation and subsequent annealing and suggest 
that clusters were cut up by deformation slip. However on looking at 
their original results it would seem that they only deformed and aged 
t?/o of their specimens and that the results were different for the two 
specimens. Hence the conclusions they draw from these experiments are 
somewhat suspect. In their subsequent paper (24b) Cu 50at$ Ni spec­
imens quenched from 1100°C were either deformed or aged at 325° C for 
24 hours. The magnetization, M, versus field was measured for each
state. For all fields M was greatest for the aged specimen and least 
for the deformed specimen. On their environmental moment model ;M 
would he greatest for the largest clusters. Hence they conclude that 
slip during deformation cut up the clusters and the aging of a super­
saturated specimen increased clustering and therefore M. There is an 
interesting point here. The decrease in M with deformation is about 
JCrfo of the initial value v/hile the increase during annealing is 10^.
It looks as though there must be a fairly high state of clustering 
even with quenching from 1000°C, and that deformation has a drastic 
effect on it. It is a pity that no electrical measurements v/ere made.
The work by Ryan et al. (26) on the effect of neutron irradiation 
on clustering in Cu-Ni as measured by the mass susceptibility, has been 
used as a basis for comparison or calculation by a number of authors.
It will be shown that there is basis for doubt in their interpretation 
of the results. They consider their results for Cu $Q.8 and 46*5&t 
Ni in terms of the Curie-Weiss Law:-
■ ' X  ' =  — 2—
(T -  e o)
where - magnetic susceptibility and 6 - is the Curie Temperature.c
They calculate the value of C using values of B from Ahem ’(43)*c
They obtained an anomalously large value of C for the Cu 46*5&tfo Ni 
alloy - 6 x 10 J cgs units compared to the 1,5 x 10 cgs units pre­
dicted by •theory. They suggested that this high value could be accoun­
ted for if there are clusters rich in nickel in which the spins are
coupled ferromagnetically to give a large magnetic moment. Comparing
—1their curves of versus T with a series obtained by Hedman and
Mattuck (22) it can be seen that the JQ.Qa.V/o Ni alloy fits in the
series while the 46*5&tNi alloy does not. Hedman and Mattuck show
that B is very dependent on the previous treatment of the alloys, c
For a Cu 47^^ Ni alloy that had undergone the same heat treatment as
that of Ryan et al. 0 was found to be 75°K against the value of 40°Kc
assumed by Ryan et al. It is obvious from the Curie-Weiss law that 
at temperatures of measurement near the Curie Point the actual value
of the Curie Temperature is crucial and it is suggested that it is
their value of 9 that is incorrect and not the value of C, and there- 
c
fore they have no good reason to introduce clustering. The work of 
Kussman and Wollenberger (44) also shows that the values of C and the 
magnetic moment obtained by Ryan et al. do ;not agree at all with results 
found for a comprehensive series of Cu-Ni alloys.
Hedman and Mattuck (22) using specimens Cu 42.79 “ 58*34at$ Ni 
also measured the variation of pC with temperature for three conditions:-
1. Quenched from 1000°C - y  This temperature may be rather
overestimated due to ineffective quenching.
2. Quenched from 1000°C and annealed at 280°C for 50 hours - p£2*
3. Quenched from 1000°C and plastically deformed - £  y
The curves were shifted such that 2'. In addit­
ion annealing at increasing temperatures from 0 - 600°C (50 hours each) 
showed for the quenched specimens a maximum in pC and a minimum in p , 
the electrical resistivity. The pC measurements are in agreement of
those of Robbins et al. (24b) that clustering enhances 8 and there-c
fore / ,  and plastic deformation causes cluster break-up. The elect­
rical resistivity will follow these changes and it appears therefore 
that cluster growth causes a decrease in resistivity in this alloy.
The electrical resistivity results of Hedman and Mattuck (22) 
are confirmed by the work of Koster and Schule (23) and Schule and 
Kehrer (45) who investigated the electrical resistivity changes; in a 
wide range of Cu-Ni alloys in the following situations:-
1. During furnace cooling - here each point was obtained by cooling 
from 900°C to each of a series of decreasing temperatures and then 
quenching from that temperature.
2. After deformation.
3* During isochronal annealing after deformation.
They obtained curves similar to those in Fig. 2.8. The minimum 
found on annealing the deformed specimens was attributed to a greater 
achievement of clustering that was attainable during furnace cooling. •
An activation energy of 1.1ev was found for the formation of clustering 
and this was attributed to the motion of single vacancies.
Begemann and Slind (2) in an investigation of the S/N Fatigue - 
Life Gauge, annealed constantan (Cu 43^ Ni, 2$ Mn) foil and wire.
They obtained curves very similar in shape to those of Foster and 
Schule. The change in resistance .between quenching a specimen from 
about 700°C and furnace cooling it from the same temperature was about 
2.5/0* They state that this is the change caused by forming the clus­
ters. Changes of up to &fo of the initial resistance, R, were observed 
in the Fatigue - Life Gauge before micro cracking set in. They attributed.
Vfo of the change to the introduction of dislocations and 7^ to the
break-up of clusters. In view of the 2 . 5 change due to quenching it 
seems unlikely that a 7$ change can be produced by cluster break-up. 
Nevertheless the probability that some clustering is present even at 
700°C leaves the question open.
2.6 Experiments on ordering in Cu-Ni alloys
A few experiments have been carried out with a view to investi­
gating the possibility of ordering in Cu-Ni alloys. These will now 
be considered. The only evidence for ordering is that of Osipov (46) 
who believed that he detected an ordered alloy Cu, Ni from creep experi- 
ments. Such evidence is likely to be indirect but as the original, 
paper is in Russian the experimental details have not been found out. 
Kaufmann and Starr (47) attempted to detect long-range ordering near 
Cu^ Ni by slowly cooling a Cu 30i° Ni sample from 820°C to 220°C over 
a period of 10 days. Within an experimental accuracy of one per they 
were unable to observe any change in the magnetic susceptibility.
Coles (48), who cooled powder samples of 50 * 50 composition from ,900°C 
to room temperature in 2 days, was unable to detect any change in the 
lattice parameter from X-ray patterns such as is usually associated 
with ordering. As stated previously the measured heats of mixing for
Cu-Ni alloys have a positive value throughout the system. This should 
mean that there is a tendency to cluster for all alloys of the system,
2*7 Conclusions on the present state of knowledge of non-miscibility 
in the Cu-Ni system
From the preceeding results it appears that the Cu-Ni system has . 
a miscibility gap with a maximum critical temperature of about 200°C 
for the equiatomic concentration. Below this miscibility gap there is 
a clustering effect perhaps of particles rich in nickel atoms in an 
almost unaltered matrix. Because of the small size difference between 
copper and nickel atoms these clusters are likely to be spherical and 
coherent - perhaps similar to clusters in Cu-Co alloys and preprecipi­
tation zones in Al-Ag alloys. However even at temperatures up to 1000°C 
there is significant deviation from randomness so that it is impossible 
to obtain a truly random state.
The growth of these clusters is seen to increase the susceptibility 
and decrease the resistivity although the effect of their formation on 
the resistivity is as yet unknown. Deformation apparently breaks-up 
the clusters and decreases the susceptibility. The resistivity of 
deformed specimens is seen to increase but it is not known whether this 
is due to break-up of clusters or to the introduction of dislocations 
and point defects. It is suggested that enough defects are introduced 
to enable clustering to form at temperatures where diffusion is not 
possible during furnace cooling. These effects will be investigated / 
-further..
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CHAPTER THREE
ELECTRICAL RESISTIVITY
3.1 Causes of electrical resistivity
Y/hen an electric current flows through a metal the presence of 
deviations from an ideal state, ie. a pure, defect free metal at 
absolute zero, causes the electrons to be scattered. This scattering 
gives rise to the phenomenon of electrical resistivity. These devia­
tions include lattice vibrations, the presence and arrangement of 
impurity atoms and the presence of localised strains due to disloca­
tions etc.
In the case of nickel electrons are present in the 4s band while 
the 3d band is only partially filled. The effective mass of the'd- 
band electrons is very large and hence the current is carried by the 
4s electrons. In the interband scattering theory of Mott (49) the 
conduction electrons can be scattered not only into energy states in 
the 4s band but into vacant states in the 3d band. The probability 
of these transitions, which is proportional to the density of states 
in the final state, greatly increases the total scattering probability 
and hence the resistivity. In the ferromagnetic region spontaneous . 
magnetisation aligns the 3d electrons parallel to the direction of 
magnetisation so that it is only possible for half of the conduction 
electrons to make transitions to the d-band, ie. those with spin anti­
parallel to the direction of magnetisation. This has the effect of 
reducing the s-d scattering and thus the resistivity. For pure nickel 
the Curie Point occurs at 3^9°C.
There has been considerable argument in the literature concerning 
two models that have been used to d escribe the band structure when 
nickel is alloyed with copper. The first is the rigid band model due 
to Mott (50) in which the nickel and copper atoms are assumed to form 
common d and s bands and in which the nickel d-band is gradually filled
by the extra electron of copper with the filling complete at about 
53i° Cu. Recent evidence from photoemission spectra and optical reflec­
tivity data, eg. Seib and Spicer (51) favours the virtual bound model. 
Here the nickel d states form a band between the copper d states (loc­
ated about 2.lev below the Fermi level) and the Fermi level. This 
theory results in the proposition that the number of d holes per nickel 
atom stays approximately constant at all concentrations. Electronic 
specific heat and Mossbauer isomer-shift measurements lead to conclusions 
in agreement with this theory. If the virtual bound model is correct 
there will be a large contribution to the resistivity from s-d scatt­
ering at all alloy compositions.
3.2 The effect of clustering on the resistivity
At the present time the effect of the formation of clustering on 
the resistivity is uncertain. In preprecipitation phenomena observed 
in eg. Al-Cu and Al-Ag alloys it is well known that the formation of 
clusters or Guinier - Preston zones causes an initial increase in 
resistivity followed by a decrease. X-ray techniques show that the 
clusters continue to Increase in size during ageing until they reach 
a final constant value. It is accepted that the resistivity maximum 
coincides with a critical cluster size for electron scattering although 
there is no. agreement on the magnitude of this critical size. Mott 
(52) considered from wave mechanics that the maximum scattering effect 
will occur v/hen the-cluster size is comparable with the wavelength 
associated with the electrons, ie. he states about 4 - 5  inter-atomic 
distances. Rossiter and Wells (53) suggest that the cluster critical 
scattering size is that at which the linear dimensions become compar­
able with the mean free path of the conduction electrons. This length
is smaller for alloys than for pure metals.
A recent theory of Rossiter and Wells (54) proposes that the 
formation of clustering may either increase, or decrease the resistivity. 
They derive ah equation for order-disorder residual resistivity which 
depends in a complex way on the degree of ordering, the valence and the 
composition. For an f.c.c. lattice they state that if the first short-
range order parameter oc^  is positive (ie. a tendency to cluster) and 
there is a value of n, the number of conduction electrons per atom, of
about 1 then the formation of clustering causes a decrease in the
resistivity while for n approximately 2 there is a resistivity increase 
during clustering. For Cu 47«5at% Ni (55) they used n = 1 and the 
values of as found by Mozer et al. (21) and predict a decrease in
resistivity with the formation of clustering. This might also be
expected to be true for Cu 20at% Ni using the measurements of of 
Cable et al. (56). An increase is predicted for cluster formation in 
Al-Zn and Al-Ag alloys which is found to be true experimentally. The 
initial equation was calculated on the basis that only s-s scattering 
was occurring. Rossiter and Wells state that it is difficult to cal­
culate the effect of ordering on s-d scattering and will be investi­
gating this further. Mattuck (57) has developed an equation' showing 
the dependence of the energy band shape on the state of local order.
If the band shape changes during clustering the s-d scattering and 
hence the resistivity will be changed.
Rossiter and Wells (54) also consider the magnetic case, descri­
bing deviations of the spin system from complete disorder by spin
correlations, m., similar to the ot.s. For m. > 0, ie. the ferro- 
1 1 1
magnetic state, n = 1 gives a decrease of resistivity with formation . 
of the ferromagnetic region. It should be noted that while Cu 45% Ni 
is not magnetic, clusters of nearly pure nickel may be. A change of 
Curie temperature has been observed during changes in the state of 
clustering by Hedman and Mattuck (58).
3.3 The effect of defects on the resistivity
It is known that during deformation dislocations and vacancies
are introduced into a metal. For some pure metals the resistivity per
unit defect concentration has been calculated and/or measured although
there is disagreement on the results. Theoretical calculations of the
-6
resistivity per at% of vacancies in copper give 1.3 - 1*7 x ^8 XI'cm 
(Jongenburger (59)* Blatt (60) and Seeger (61)). Experimentally
Simmons and Balluffi (62) obtained (1*5 “ 0*3) x *10 ^jfLcm/at% of 
vacancies in copper. This result was obtained by combining equili­
brium dilatometry measurements with resistivity changes during quenching 
This method can be objected to on the grounds of vacancy losses during 
quenching. Borchi and Gennaro (63) combined the equilibrium dilato­
metry measurements of Simmons and Balluffi with equilibrium resistivity 
measurements of Ascoli et al. (64) and obtained p y about 4 times
greater than previously. Using pseudopotential form factors recently
—6
developed for noble metals they calculated to be 3 . 1 2 x 10 jl cm
/at$. It is apparent that the situation is still not clear although 
the former value has been generally accepted for use in calculations.
There appears to be no determination of the resistivity of inter­
stitials although the resistivity of 1 at% of Frenkel pairs (ie. a 
pair of one vacancy and one interstitial formed together during irrad­
iation) has been measured as 5 x 10 cm by Ramsteiner et al. (65) #
As far as can be ascertained there have been no results for 
alloys. Broom (66) suggests that it would be expected intuitively 
that the resistivity of a lattice defect should be related to the 
resistivity of a defect free lattice. This is supported (private 
communication to Broom by Nicholas - 1953) by 'the fact that for both 
f.c.c. pure metals and a number of alloys with widely different absolute 
resistivities the resistivity is approximately doubled by melting.
"On the other hand, calculations of the effect of defects on electrical 
resistivity generally derive an expression which gives the resistivity 
in terms which do not explicitly include the resistivity of the defect 
- free metal." Broom (66). However it should be borne in mind that, 
as discussed previously, in transition metal alloys the scattering 
probability is much greater than in other metals due to the possibility 
of the. scattering of 4s electrons into the vacant Jd. states. This 
means that every scattering process is more effective and hence invol­
ves a greater resistivity. It is therefore possible that defects in 
such alloys have a larger resistivity per at$.
The resistivity of dislocations in pure copper has been measured 
by Rider and Foxon (67). They obtained 1.3 x 10~^ncm^ at 4*2°K and 
1.6 x 10”^xi cm^ at 77°K. The value at room temperature is unknown. 
Dislocation resistivities have also been measured in a number of alloys, 
some having been found to have considerably greater values than that 
for pure copper. This has been attributed by Broom (68) to the pres­
ence of stacking faults. He suggested that in the case of wide stacking 
faults most of the resistivity may be due to the fault. Christian and 
Spreadbrough (69) established a strong correlation between a large 
resistivity increase after cold work and a large stacking fault probab­
ility.
The stacking fault probability in copper and nickel is known to 
be fairly low compared to such alloys as Cu-Zn and Cu-Al. Determina­
tions of the probability in Cu-Ni alloys using X-ray methods have been 
carried out by Nakajima and Numakura (70) and Henderson (71)* It was 
found that the stacking fault probability is only slightly increased 
by alloying, there being a maximum at about Cu 45^$ Ni.
Crampton et al. (72) deformed a series of annealed Cu-Ni alloys 
(10 - 29$ Ni) at room temperature by wire drawing and obtained resis­
tivity increases of 1 - 5$ (increasing with increasing nickel content) 
for 84$ deformation. For Cu 45$ Ni Koster and Schule (24) found that 
annealing a specimen deformed 70$ in rolling at 900°C gave a resistance 
decrease of 2$. V/ire drawing of copper and nickel (Smart et al. (73) 
and Broom (68)) with deformations of about 90$ gave resistivity increases 
.of 2.4 and 3*9$ respectively. Apart from Broom's concern about the 
intuitive feeling that the resistivity of a defect should be related 
to the resistivity of the defect - free lattice there appears to be no 
thought given to relative resistivity increases in pure metals and 
alloys inspite of the fact that the absolute change of resistivity is, 
for example, about 25 times greater in Cu 45$ Ni than in copper.
Crampton et al. consider the 1 - 5 $  change during deformation of Cu-Ni 
alloys to be "entirely a normal work-hardening effect" as in pure 
copper, ie. not due to ordering etc.
Similar deformations of some other polycrystalline alloys at 
room temperature give the following increases in resistivity:- 
Cu 10wt$ Au - 1.7$* Cu 20wt$ Mn - 10$, Au 15wt;$ Ag - 1.4$ (Tammann and 
Dreyer (74)); Au 65wt$ Ag - 1.1$ (Broom (68)). For alloys with high 
stacking fault probability deformation gives resistivity changes of:- 
Cu 7*5v/t$ Al — 3$a/of Cu 30wtio Zn - 26$ (Crampton (72)). For alloys 
that show long range ordering effects the results of similar deforma­
tions are:- Ag_ Mg ordered - 100$, disordered - 8$ (Clarebrough and 
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Nicholas (75)) and. Cu, Au ordered -82$, disordered - 2io (Dahl (76)).
From these results it appears that the resistivity changes due 
to deformation of Cu-Ni alloys are similar to those found in alloys 
of low stacking fault probability, (ie. there is no need to invoke a 
component due to the introduction of stacking faults additional to any 
such component in pure copper). Also it can be seen that changes in 
the state of long range ordering cause a very large resistivity change.
It therefore appears that if deformation causes any change in clustering 
in Cu-Ni alloys this change must be very small.
However the results of Hedman and Mattuck (58) given in Chapter 
Two should be considered. They use a model in which the Curie Temp­
erature, 0C, is proportional to the number of nearest magnetic neighbours 
round a magnetic atom. For Cu 47$ Ni they show that 6 has the following
values:- 0 - 7 5 °K, 8 - 100°K, 0 - 14°K, where 0 is for aq ’ a cw V  qo o
sample quenched from 1000 C, Q - annealed 50 hours at 200 C aftercL
quenching from 1000°C and ® cw ~ cold rolled \  = 0.70, after quenching 
from 1000°C being the relative decrease of cross-sectional area.
Thus it seems that deformation does affect the cluster size considerably. 
It is difficult to fit this in with the conclusions of the previous 
paragraph combined with the fact that a resistivity change is expected 
with growth or break-up of clusters. One possible explanation is that 
the’growth and hence break-up of clusters only causes a small resis­
tance change, say about 1% of the initial resistivity, such that the 
effect is not easily separable from that due to the introduction of 
defects. Another could be that the change in size of a very small 
cluster affects the magnetic properties far more than the resistivity.
3.4 Summary
It is still unknown whether the resistivity of point defects in 
alloys is different from that in pure metals. In some alloys there 
is an increased resistivity per unit dislocations density - as compared 
to the pure component metals - due to an increase in the stacking fault 
probability. This is unlikely to be true for Cu-Ni alloys where the 
stacking fault energy is similar to those for copper and nickel. How­
ever it is not known whether the resistivity per unit dislocation den­
sity for similar stacking fault energy differs in alloys from that in 
pure metals.
It has been predicted that the formation of clustering in Cu-Ni 
alloys decreases the resistivity. Deformation of these alloys gives 
a much smaller percentage resistivity increase than that obtained by 
deforming ordered alloys. Hov/ever magnetic results appear to show that 
nickel clusters are broken up by deformation, although this break-up 
and any resultant resistivity change is still very unclear.
CHAPTER FOUR
POINT DEFECT MOBILITY
4*1 Review of present knowledge
There is no agreement in the literature over whether point defects 
in copper are mobile at room temperature. Since, as will be considered 
in the next chapter, many point defects are created during fatigue, 
their mobility has an important effect on results of tests at different 
temperatures. To help clarify the situation it is worth considering 
the available evidence. In particular we need to know whether any 
defects are mobile in copper and nickel at room temperature and if so 
what they are. /
A great deal of work has been carried out on annealing out the 
defects introduced by irradiation, quenching, cold work and fatigue. 
Most of the work shows how very complex the subject is and how even 
the same process can introduce different defects under different condi­
tions and that changes of purity, defect concentration or temperature 
may alter- the activation energies of motion for the point defects. 
During the recovery, after defect introduction, of a physical property, 
eg. electrical resistivity or stored energy, five major annealing 
stages can be obtained. Stage I occurs only after irradiation, and 
will not concern us further here; stages II to IV are attributed to 
the annealing of point defects and stage V is due to dislocation 
annealing or recrystallisation. After heavy cold work stage V may 
occur at temperatures low enough .to obscure stage IV. There is still 
no agreement in the literature as to the interpretation of stages II 
to IV. Reviews of work up to 1957 and. 1961 have been carried out by 
Van Bueren (77>78) and up to 1968 by Van den Beukel (79)*
Stage II, which occurs in several sub-stages extends from stage 
I up to stage III (in copper about -200 to -50°C) has been attributed 
to interstitial release from traps, single or di-interstitial migration 
break-up of interstitial clusters and di-vacancy migration. In stage
Ill (for copper in the region of room temperature, sometimes over as 
wide a range as -50 to +130°C) suggested mechanisms are single and di­
vacancy migration and single interstitial migration# Stage IV (above 
250°C for copper), which has not been seen by some workers, has been 
attributed to single vacancy migration by those who have observed it.
In nickel each stage occurs in a higher temperature range than in 
copper.
One assumption that appears to have been made by all workers 
except Dawson (80) is that the same process will occur in each stage 
for all the metals considered - chiefly Au, Ag, Al, Cu, Ni and Pt.
It has usually been assumed as well that only one process with a single 
activation energy occurs in each stage. Knowledge of the order of the 
kinetics of annealing has often been used as an argument in favour of 
a chosen mechanism. Dawson shows how results from processes not singly 
activated and therefore not having simple first or second order kinetics 
can be made to have the apparent form of one of them thus giving false 
single activation energies.
Seeger (81) proposed a model based on a large amount of experimen­
tal data for copper:- stage II- 1. recombination by interstitial migra­
tion of pairs of vacancies and interstitials and 2. migration of vacancy 
clusters in particular di-vacancies; stage III - migration of single 
interstitials mostly annihilating with single vacancies; stage IV - 
migration of remaining vacancies to dislocations. This stage will be 
very small if most of the vacancies have previously been annihilated 
by the migrating interstitials.
From experiments on the recovery of volume and lattice expansion 
and of the electrical resistivity increase caused by deuteron bombard­
ment of copper he shows that stage III must be attributed to interstitial 
migration. From electron irradiation experiments the activation energies
of migration of single interstitials in stage III were found to be
+ +0.60 - 0.01ev and 1.03 - 0.04ev in copper and nickel respectively,
(Meechan and Brinkman (82) and Sosin and Brinkman (83)). By an in-
direct method Meechan (84) obtained an activation energy of 1.28 - 0.10 
ev for stage IV in copper - he irradiated copper wires between 100 and 
150°C with electrons and observed a decrease in electrical resistivity 
which was attributed to the removal of dislocations by climb made 
possible by the migration of single vacancies. He concluded that at 
low temperatures vacancies trap migrating interstitials thus stopping 
them, migrating to dislocations and preventing any climb. For nickel 
the activation energy for stage IV was estimated from calorimetric 
data to be 1.2 - 1.3ev. Seeger suggests that it is very likely that 
the results of various authors on stage IV are influenced by different 
impurity contents which may trap vacancies.
It appears that much of the argument over the various annealing 
stages has occured because it is assumed that the same mechanisms 
apply in the same annealing state for all metals. A consideration of 
results for other metals makes it seem possible that this is not so.
It is felt that a short summary of these other results will lead to a 
clarification of the situation and will show that Seeger1s analysis 
of the copper results is not in disagreement with other work. The 
resulting model for the six metals mentioned above is given in Table 
4.1.
For pure gold Seeger assumed the same annealing mechanisms as in 
copper but there were then no suitable irradiation results available 
to establish the process involved in stage III as had been done for 
copper. Since then Lee and Koehler (85) have concluded from irradia­
tion experiments that stage III annealing in gold is due to migration 
of single vacancies to interstitial clusters. They obtained an acti­
vation energy of 0.85 “ 0.02ev for 99*9999$ Au strip after irradiation 
and of 0.86 - 0.02ev after quenching. Their values compare well with' 
that of 0.82ev for single vacancies given by Seeger for unspecified 
conditions. Similar migration energies - 0.8 to 0.9ev - have been 
obtained after electron irradiation, plastic deformation and quenching 
by Sharma et al. (86) and after proton-and electron irradiation by 
Bauer and Sosin (87) and Dworschak et al. (88), although Schule,
Seeger et al. (89) found stage III recovery, after cold work, between
-40°C and +20°C with an activation energy of 0.71 “ 0.02ev and second 
order kinetics. They quote results of Manintveld (90) and Korevaar 
(91) who obtained recovery stages in the same temperature range with 
similar activation energies. Stage IV is generally not observed in 
gold. An exception is Schule et al. (89).
Annealing after quenching pure gold leads to two values of activ­
ation energy - about 0.70 and 0.83ev - each obtained by a number of 
workers. However Sharma and Koehler (92) have been able to obtain 
either result by changing the quench rate. A fast quench shows the 
higher activation energy attributed to single vacancies while slower 
rates give the lower energy and are thought to produce di-vacancies.
Lee and Koehler (85) also consider results obtained for other 
metals. In aluminium stage III activation energies following electron 
irradiation - 0.62ev - agree well with the effective migration energy 
of quenched-in defects (usually assumed to be mostly single vacancies)
4-
-0.61 - 0.04ev. This indicates that vacancy migration is also respon­
sible for stage III annealing in aluminium.- For copper and silver the 
situation is different. They quote results of equilibrium defect 
experiments of Simmons and Balluffi (93) which gave a single vacancy 
migration energy of 0.82 - 0.1 lev for silver. For copper Mehrer and 
Seeger (94) have given a value of about 1.03ev. However the stage III 
activation energy after proton irradiation was reported by Bworschak et 
al. (88) to be O.67 - 0.03ev for silver and 0.71 - 0.04ev for copper. 
Lee and Koehler (85) conclude that either a) the stage III activation 
energy can be lowered by some effect - eg. impurity effect or b) the 
annealing mechanism in copper and silver is different from that of 
gold and aluminium.
It is worth considering the second possibility. A model will be 
proposed and then compared with the available evidence.
4*2 A model for the annealing of point defects
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The model for the first group of metals is very similar to that 
proposed hy Seeger (81) for copper except that di-vacancy migration 
appears under stage III instead of stage II. However Seeger used a ' 
value of 0.3 - 0.5ev for di-vacancy migration but in a later paper 
(94) calculates that it is about 0.66ev. For this Tatter paper Mehrer 
and Seeger have carried out a detailed analysis of results from tracer 
measurements of the self-diffusion coefficient in copper (Rothman and 
Peterson (95)) combined with the determination of equilibrium concen­
trations of vacancies of Simmons and Balluffi (93)* They did not 
assume that only mono-vacancies contribute to self-diffusion but they 
concluded that the di-vacancy contribution is relatively small. From 
these results they obtained the energy for self-diffusion, Q « 2.09ev 
and the following energies of formation, motion and binding of vacancies 
in copper:-
E ^ >  1.03ev, = 1.06ev, Egy ~  0.66ev, E2® = 0.12ev.
where F - formation, M - migration, B - binding, 1V and 2V - single
and di-vacancies respectively. The accuracy with which the individual
F Mvalues of E^y and E^y can be deduced depends critically on the high
temperature equilibrium experiments. However it is certain that
ME^y > 1.0ev. This supersedes Simmons and Balluffi1s own conclusions 
using older self-diffusion data (62).
M •
Mehrer and Seeger compare their results for E^y with those of 
other workers including Ramsteiner et al. (96) - 1.06ev (from resistivity 
annealing of quenched copper) and Davidson and Galligan (97) “ 1.10 i 
0.1Oev (from the kinetics of quench hardening). Similar values have 
been obtained in cold working and irradiation experiments, eg. Ramsteiner 
et al. (98)V Smart et al. (99)> Smith (100), Queen (101) and Pare and 
Thompson (102). A result noticeably in disagreement with the above is 
that of Dawson (80) who obtained different annealing stages for diff­
erent annealing stages for different small amounts of cold work - up 
to about 10$ strain. Stage IV between 60 and 200°C had a continuous
spectra of activation energies up to 0.81ev. He also quotes other 
authors who found a range of energies. He considers that recrystalli­
sation may obscure stage IV in these cases.
Dawson's annealing results for copper, silver and gold showed four 
stages which he labelled a, b, c, and d. In each case a occured in 
stage II and was not considered further. For copper and silver stages 
b and c were in stage III and d in stage IV, while for gold stages b, 
c and d all occured in stage III, no stage IV being observed. It was 
shown that the defects mobile in c and d were capable of producing 
ordering in Au 4*64at$ Cu and Au 3.6at$ Ag as seen by an increase in 
the resistivity during annealing, and were identified as di- and single 
vacancies respectively. Dawson referring back to his thesis (103), 
believes that stage b is caused by interstitial migration. He states 
that in eg. Au-Cu alloys interstitial diffusion would not influence 
the ordering since the size difference between solvent and solute atoms 
is so large. Only copper atoms will occupy interstitial positions and 
exchange bet ween copper and gold cannot occur. The results of Dawson 
lead to a picture identical to Table 4*1 for copper and silver although 
for gold he also includes single interstitial migration'in stage III.
It is interesting that Lee and Koehler (85) also suggested distinguishing 
between copper and silver - and gold and aluminium. In the review of 
van den Beukel (79) it can be seen that the annealing spectra of copper 
and nickel are quite analogous as are those of gold and platinum.
In the experiments shov/ing ordering during annealing after cold 
working it is interesting that most ordering alloys based on gold and 
aluminium show ordering during stage III, eg. Au 4.6at$ Cu, Au 3#6at$ Ag 
(Dawson (80)); Al 2.4 and 10$ Zn (Ceresara and Federighi (104)); Al-Cu, 
Al-Ag, Al-Zn alloys (Turnbull et al. (105). An exception to this is 
Al 0.57at$ Mn (Kovacs - Csetenyi et al. (106)) which shows an increase 
in clustering between 200 and 400^0 after cold working. Similar 
results to the above are also observed after fatigue in Al 10$ Zn 
(Ceresara and Fiorini (19)) and. Al 4wt$ Cu (Roberge and Herman (18)).
On the other hand there is evidence that ordering or clustering does 
not occur until annealing in temperature ranges in stage IV in copper
and silver alloys, eg. Ag 41*8at$ Pd (250 - 375° C - Chen and Nicholson 
(107)); Cu $.9at$ Au (Dawson (80) - stages c and d assigned to stages 
III and IV respectively - attributed to di-vacancies and vacancies);
Cu 30 - 60$ Ni (Schule and Kehrer (45) ~ 100 — 450°C)
There is one point in stage III after cold work that needs consid­
eration. That is if there is a large dislocation density will inter­
stitials migrate to vacancies as proposed by Seeger (81) and Polak (IO8) 
rather than to the dislocations. For copper Polak calculated that the 
radius of the interaction between vacancies and interstitials will be 
five lattice spacings, ie. a large interaction volume. By comparison 
of his results with a calculation of Bullough and Hardy (109) for the 
strain field interaction between vacancies he suggested that even at a 
distance of five lattice spacings the interaction energy may be of the 
same magnitude as the thermal energy.
4.3 Summary
I
Evidence from annealing stages after point defect introduction 
and other experiments suggests that in copper and nickel interstitials - 
and di-vacancies are mobile in stage III (about room temperature in 
copper), the interstitials annihilating with vacancies. Any remaining 
vacancies anneal in stage IV to dislocations sinks and can assist in 
the formation of ordering or clustering in alloys; However there is 
still much argument over the interpretation of experiments in this 
field and these conclusions must be considered in this light.
4.4 Diffusion in Cu-Ni alloys
Monma et al. (110), using isotope tracer diffusion have measured 
both Dq, the diffusion coefficient, and Q, the activation energy of 
self-diffusion, for nickel and copper through the Cu-Ni system. The 
values of Q, are shown in Fig. 4*1* Correa da Silva and Mehl (111)
01
studied the movement of markers during diffusion at interfaces of 
copper and Cu-Ni alloys. From this they calculated the activation 
energies of self-diffusion throughout the Cu-Ni system. These are also 
plotted in Fig. 4»1 as are results for pure copper and nickel (Kuper 
(112) and Hoffmann (115) and Cu 60$ Ni (Schule and Kehrer (45))• It 
can he seen that the situation is confused.
Schule and Kehrer measured/an activation energy of 1.1ev during
the formation of clustering in Cu 60$ Ni. They attributed this to
Mthe motion of single vacancies, ie. E^v ■= 1.1ev. Since from the work 
of Mehrer and Seeger (94) E^y = 1.06ev in pure copper, Schule and 
Kehrer assume that the vacancy migration energy is constant throughout 
the Cu-Ni system.
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CHAPTER FIVE
FATIGUE AND PLASTIC DEFORMATION
5*1 Introduction
Fatigue deformation is usually considered as low amplitude
6 4 5 ■ , ;
(lives > 10 cycles) or high amplitude (lives < 1 0  - 10 cycles),
where the life is determined by the number of cycles to fracture. The
deformation is described in terms of a three stage model involving
crack initiation, stage I and stage II crack growth before final
fracture.
During fatigue some of the surface slip lines which are initially 
rather fine, subsequently broaden into bands which show a rather regu­
lar spacing. Slip bands which remain after electropolishing are known 
as persistent slip bands and it usually from these that fatigue cracks 
grow. In a polycrystalline copper specimen fractured after 3*6 x 10 
cycles Thompson et al. (114) found that the first persistent slip bands 
were seen after about 4f? of the life and that these began to extend 
across more than one grain by 43i° ike life. They found by repeated 
electropolishing that after 2 5 of the life the persistent slip bands 
extended to a depth of about
Smith (115) reports the work of Harries and Smith that in a pure 
aluminium sample persistent markings can be seen in the grain bound­
aries as well as in the grain interiors. A tensile deformation of 
10^ 6 was fo\md to open up persistent grain boundary bands of one or 
more grain diameters in length and it was concluded that these were 
therefore genuine cracks.
5.2 Fatigue hardening
When a material is fatigued changes in the mechanical and physical
properties usually take place rapidly initially and then slow down to
a saturation state. In annealed pure metals saturation hardness occurs
after only a few percent of the life as can be seen from the work of,
say, Dugdale (116) and Bullen et al. (117)* Dugdale cyclically strained
polycrystalline specimens (annealed at 600°C for one hour) at constant
strain amplitude 6.^ . He calculated the cumulative plastic strain
and plotted this against stress amplitude. Initial cycles produced
a rapid increase in stress, most of the change occuring before a total
plastic strain of 0.5« No measurable increase occured after a value
of 2.0. Thus for £, = 0.0017 £ =0.0015 (calculated from his
■ P
Fig. 3) and saturation occurs after about 1300 cycles. Bullen et al.
2
(117) fatigued copper in push-pull at a stress of 7*9 kg/mm • Hard­
ening was rapid in the first hundred cycles and was practically comp- 
3
leted after 10 cycles; They observed that slip lines were hardly 
3
visible at 10 cycles but subsequently intensified.
Electron microscopy results of Hancock and Grosskreutz (118) showed 
that during fatigue of copper at a constant total resolved shear-strain’ 
amplitude of 6^ = -0,0075 the dislocation density tended towards sat- ■ 
uration between about 100 and 600 cycles. These results and those of 
Segall et al. (119) °n copper, gold, nickel and stainless steel showed 
that these metals contained a high density of dislocation loops. The 
latter work shows a wide range in loop sizes from the smallest diameter 
resolvable (about 50^) to several 10o2. with some elongated loops several 
100oX long. The direction of elongation is generally parallel to the 
< 211> direction and normal to the Burger’s vector, ie. edge disloc­
ations. From comparison with work on single crystals Segall et al. 
believe that elongated loops occur in regions where slip is mainly 
confined to one system while the more equiaxed loops are formed in 
areas where multiple slip takes place.
There have been many theories of fatigue hardening which variously 
relate low and high amplitude fatigue hardening to hardening observed 
in stages I, II and III of unidirectionally hardening, eg. Feltner and 
Laird (120),Kettunen (121), Hancock and Grosskreutz (118) and Aiden 
and Backofen (122). The only theory that attempts to explain the pro­
duction of large numbers of dislocation loops is that due to Feltner . 
(123). He suggests that prismatic dislocation loops are created by 
moving screw dislocations and that these act as obstacles to continued 
dislocation motion during further cycling. Screw dislocations circum­
venting the obstacles by cross-slip create further loops. Eventually 
the dislocations become tangled in their own debris and the strain is 
then taken up with the flip-flop motion of the loops and the cyclic 
strain hardening rate becomes zero. There will still be a small move­
ment of the dislocations which results in the production of point defects 
by the non-conservative motion of jogs on the screws -(see next section) . 
There is a slight thermally activated interaction between these point 
defects and the loops resulting in a temperature dependence of the satr 
uration flow stress. Segall et al. (119) quote other workers who have 
observed loops in unidirectionally deformed copper and copper alloys 
but conclude that the much larger number observed during fatigue is 
due to the continuous to and fro motion of dislocations which can form 
a balance between the formation of new loops and the annihilation of 
others. Their observations also indicate that the hardening in a fati­
gued metal is mainly due to the loops.
There is uncertainty about the mechanism by which loops are formed 
but there is much evidence that it must involve cross-slip, eg. from 
electron microscopy and hardness tests on alloys of varying stacking 
fault energy (Howie (124) aud Avery and Backofen (125)* One such model 
is that proposed by Johnston and Gilman (126) in which a moving screw 
dislocation becomes jogged by cross-slip initiated at intersecting 
forest dislocations, impurity obstacles or by interactions between 
dislocations and loops formed previously.(Segall et al. (119) • The 
electron micrographs of Hancock and Grosskreutz (118) for pure copper 
show the formation of prismatic closed loop dipoles behind jogged 
screw dislocations although the authors state that very few primary
screw dislocations were observed and they believed them to be annihil­
ated by cross-slip during cyclic straining. Another model is the edge . 
trapping mechanism proposed by Tetalman (127). In .this model if two 
dislocations in parallel slip planes pass near to one another it is 
possible for part of each of them to reorientate parallel to the other 
so as to cancel part of the long range stress field. This parallel 
section can become either a dipole trail or a closed loop if one or 
both ends of the parallel section can cross-slip and isolate it from
s' .
the initial configuration. The length of dipole is predicted to be 
between 1500 and 6OO0X in good agreement with the lengths of closed 
loops in aluminium, 1000 - ^000% (Pourie and Wilsdorf (.128)). A 
similar mechanism;is proposed by Friedel (129).
5.3 The introduction of point defects '
Many experiments show that point defects are produced during 
plastic deformation, the evidence including the acceleration of pre­
cipitation and ordering phenomena requiring diffusion, eg. in Al-Cu 
(Roberge and Herman (17)) and in oc-brass (Damask (15))* and the fact 
that after deformation at low temperatures about half the extra resis­
tivity and stored energy anneal out without appreciable reduction of 
hardness, eg. in nickel (Clarebrough et al. (130))* However it is still
not certain whether vacancies and interstitials or vacancies alone are
created and there is doubt about the temperatures at which these defects 
are mobile (see previous chapter). Various models of point defect pro­
duction have been proposed based on either the mutual annihilation of 
lengths of edge dislocation or on the non-conservative motion of jogs 
on screw dislocations. Models up to 1962 have been reviewed by Balluffi
et al. (131) and up to 1968 by Van den Beukel (79).
Friedel (132) discusses the jog dragging mechanism first proposed 
by Seitz (133) and shows that jogs act as brakes to a moving disloca­
tion causing it to bow out between jogs which are then induced to climb 
in order to shorten the bowed lengths. The area swept out by the dis­
locations is bx cos 9, where b is the Burger's vector, x is the dis­
tance between jogs, and 0 is the angle between the line and the 
Burger's vector. The v/ork done b x cos 0 can only be large, ie. 
large enough to provide the energy for point defect formation if 0 is 
small, ie. for a highly screw component. According to Friedel (134) 
the number of defects so created is probably small. Only a small frac­
tion of jogs are on nearly screw dislocations and glide parallel to b 
rapidly brings them to portions of the lines with a larger edge charac­
ter. There is however a point that if the dislocation is split into 
two partials the jogs may not be able to glide along the dislocation.
As mentioned previously jogs have been observed in copper by Hancocks 
and Grosskreutz (118) although not behind screw dislocations.
On this model Van den Beukel (79) states that if the jogs were 
formed by the intersection of a moving dislocation with a stationery 
forest dislocation vacancies and interstitials will be produced in 
approximately equal numbers, while Cottrell (135) shows that if the 
predominant intersections are between two moving screw dislocations 
the jogs should be mainly of the interstitial producing type. Hirsch 
(136) has proposed a model in which, at low temperatures, vacancy jogs 
are sessile and interstitial jogs are glissile. This results in'the 
predominant formation of vacancies during cold work at low temperatures.
There have been a number of models based on the annihilation of 
edge dislocations. Friedel (137) proposed that if a Frank Read source 
is not symmetrical two spirals will develop round the pinned points. 
After each turn the equivalent points on each spiral will be separated 
by one more atomic distance. At each of the first turns these points 
will recombine by climb producing a row of point defects. After a few 
turns the planes will be too far away for rapid climb to occur and new 
dipoles will be formed.
Seitz (133) and Mott (138) proposed that when a moving dislocation 
intersects a screw dislocation in another plane it loops around the 
obstructive dislocation and the edge components annihilate to form a 
row of point defects as the loop closes. This results in a loop sur­
rounding the obstructive dislocation line which has bi-passed it. If
the number of screw dislocations threading the loop is more than one 
then plates rather than rows of vacancies or interstitials will be 
formed#
From a tree-loop intersection model Saada (159) proposed that the 
point defect concentration, c, is proportional to the work done, ie.
C O, J  or d a  
o
Prior to Saada!s work results were fitted to a formula c *. where
p had values between 1 and 2. This can be explained in Saada's theory 
in terms of the shape of the stress-strain curve. A value of about
1.5 occurs for parabolic stress-strain curves eg. Van Bueren (140), 
while p = 2, as observed by Blewitt et al. (141) is due to an almost 
linear stress-strain curve.
The above mechanisms include the creation of point defects during 
both the introduction and movement of dislocations. A relevant ques­
tion for fatigue studies is whether the point defect concentration will 
saturate at the same time as the dislocation density, ie. at saturation 
hardening, or whether the dislocation movements needed to accomodate 
the applied strain continue to produce defects. Peltner (125) assumes 
that jogs on the moving dislocations will produce defects. Assuming 
Friedel’s theory the jogs available for point defect production v/ill 
decrease with time as they glide to edge dislocation components, and 
since the hardness is not increasing no new jogs can be formed. This ' 
mechanism would lead therefore to a saturation of point defects but 
occuring after the dislocation saturation.
5*4 Experimental evidence for point-defect production during fatigue
During fatigue of copper single crystals Hancock and Grosskreutz 
(118) considered that in addition to loop flipping (see Feltner (125) 
section 5*2) the saturation strain can be accomodated by the movement 
of dislocations between or within the loop parches and show micrographs
of single dislocations within otherwise clear regions between disloca­
tion tangles. They calculate that only 50fo of the strain energy each 
cycle is taken up by movement of the dislocations and that the remaining 
amount is available for production of point defects. Without-giving 
any activation energy they s tate that if half the energy dissipated 
were equated to vacancy and interstitial production and diffusion a 
point defect concentration of approximately 10 per cycle would be 
generated.
Polak (8) fatigued copper wires, annealed at 400°C for one hour,
in torsion at room temperature and liquid nitrogen temperature and
measured changes in resistivity and hardness. -For tests at 77°K, for
a final mean plastic shear strain of 0.0011, the hardness saturated
at about 10^ cycles, while the resistivity was still increasing until 
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about 10 cycles. However for the room temperature tests the hardness 
v/as still increasing slightly at 10^ cycles while the resistivity was 
tending to saturate. Cracking, as indicated by a sharp increase in 
resistivity, set in before saturation of the resistivityms complete.
The results show that the absolute values of the resistivity changes 
are ten times lower during room temperature fatigue. From this and 
various annealing experiments he deduced that point defects and disloc­
ation were introduced at low temperatures while at room temperature 
point defects were mobile and annealed out leaving only dislocations.
However this effect may not be simply related to migration as seen 
in other experiments, ie. when a defect is produced it is perhaps 
only a few Burger’s vectors from a dislocation line - the defects may 
in effect not be formed. It may also be true that jog behaviour is 
different at the two temperatures. Polak also concluded that the 
saturation of point defects and dislocations occurs at the same time.
The difference in the number of cycles to saturation for the hardness 
and the resistivity at low temperatures is explained by the possibility 
that a further increase in dislocation density in the cell substructure 
fails to influence hardening to any appreciable degree. It is diffi­
cult to understand how this latter can be true - especially from the 
electron microscopy evidence of Hancock and Grosskreutz (118). Another 
possible explanation could be that, as suggested previously, the disloc­
ations moving to accomodate the saturation plastic strain are still 
able to produce point defects. It is believed that the presence of 
single point defects does not affect the hardness - eg. Clarebrough 
et al. (130) show that the hardness and the resistivity do not.anneal 
out in the same stage. Therefore it would be possible that the continued • 
introduction of point defects could increase the resistivity but not 
the hardness.
Further evidence can be obtained for the above hypothesis from 
the work of Ceresara (13) on pure aluminium fatigued in torsion at •
liquid nitrogen temperatures. He obtained resistivity saturation at
A  -4
10 cycles and attributed the increase to concentrations of 1 x 10
11 2vacancies and 2 x 10 dislocations/cm . After annealing at room
temperature, where the dislocations are immobile but point defects 
are expected to anneal out, a further small increase in resistivity 
(about one quarter of that previously attributed to vacancies) was 
observed over the next 10^ cycles at liquid nitrogen temperatures. 
Movements of the dislocations after saturation could cause a smaller 
increase in vacancy concentration than occurred during the larger move­
ments prior to saturation hardness.
Johnson and Johnson (7) found that fatiguing copper in push-pull 
at room temperature gave a resistivity saturation. However at 4*2°K 
there was no evidence of saturation at up to 10^ cycles although the 
dislocation density might be expected to have saturated. The sample 
fatigued at 4*2°K had been prestrained 25$ at room temperature so that 
it is difficult to compare these results with other experiments.
Annealing at room temperature gave a resistivity decrease of 60$ of
the fatigue induced increase. They estimated a point defect concen-
—5 —6tration at saturation of about 1 x 10 using a value of 1 x 10 yicm
/at$ of defects. .
Returning to the work of Polak; from cold work (108) he attributed 
stage III to the migration of interstitials to vacancies with an activ- 
ation energy of 0.70 - 0.2ev. The mechanism is the same as that pro-
posed by Seeger (81) although the activation energy is somewhat diff­
erent. For the fatigued specimens (142) he assumed equal concentrations 
of vacancies and interstitials with a resistivity of 5 x 10 s l cm/ 
of Frenkel pairs and calculated that the concentration of point defects 
in the saturation region is 1 x 10 However there is an interesting 
point in Polak's fatigue results. He shows isochronal annealing curves 
of specimens fatigued at the same shear strain amplitude at liquid 
nitrogen and room temperatures - curves 1 and 2 respectively. By 200°C
curve 2 is still unaltered ( A p  ~  15 x 10 cm) while curve 1 has
_9
decreased such that A? ~  35 x 10 \*vcm, ie the curves are not tending . 
to the same resistivity value. It is unlikely that the dislocation 
densities at the tv/o temperatures would be so different as to cause this 
much difference in resistivity and it thus appears as though a different 
final state is arrived at by fatiguing at liquid nitrogen temperature 
and subsequently annealing at room temperature that by fatiguing at 
room temperature. This suggests that perhaps the jog behaviour is 
different at the two 'temperatures as mentioned previously. In curve 1 
he attributes a stage starting at 190°C (apparently not present in 
curve 2) to the annealing of dislocations. Segall et al. (119) 
no loop annealing until above 250°C for copper but showed, from the 
work of Clarebrough et al. (130)» & stored energy annealing stage 
between 80 and 300° C (for high stress fatigue - magnitude unspecified) 
attributed to single vacancies or small point defect clusters. Curve 
2 gives the impression that vacancies, if they are produced at all, 
are annihilated during interstitial migration in the course of the 
fatigue test, while in curve 1 the situation is unclear but suggests 
that there may well be some point defects annealing out at a higher 
temperature. Polak also shows a curve with each point obtained by 
annealing at 90°C after low temperature fatigue. From this and the. 
original low temperature curve he concludes that point defects and dis­
locations saturate at the same time. However because it is not certain 
exactly.what state exists after annealing low temperature fatigue 
damage at 90°C his conclusion amy not be meaningful.
It has "been mentioned previously that fatigue in Al-Cu and Al-Zn 
alloys enhances the growth of Guinier-Preston zones at room temperatures 
and that this is attributed to stage III vacancies. Damask et al. (15) 
fatigued Cu 30$ Zn specimens in four point bending. At liquid nitrogen 
temperature, where no defects would be expected to be mobile, they 
observed a very small increase in resistivity during cycling. For eye-, 
ling at temperatures between 20 and $0°C there was a decrease in resis­
tivity with cycling. It is known that increasing short-range order in 
cx-brass decreases the resistivity. They concluded that short-range 
order is enhanced during fatigue at 20 to 90°C but that, on the basis 
of previous gamma irradiation experiments, the observed decreases are 
considerably smaller that would be expected if equilibrium order had 
been achieved.
During annealing of fatigued Cu 45at$ Ni 2at$i Mn in the temper­
ature range 100 to 450° C Begemann and Slind (2) observed a decrease in 
the resistivity that was attributed to an increase in clustering.
Similar effects were seen by Koster and Schiile (23) and Schule and . 
Kehrer (45) during annealing of various Cu-Ni alloys after cold work.
5*5 The effect of deformation on the state of clustering .
Two opposed processes are known to be able to occur during def­
ormation :-
a) Precipitates and clusters can be sheared by d islocation motion 
and may go into re-solution if the resulting components are of less 
than the critical size. Short-range order can also be destroyed by 
deformation.
b) Clustering or ordering can be enhanced either during fatiguing 
or after subsequent aging if point defects capable of enhancing diff­
usion are mobile at the temperature concerned.
Waldman and Schwartz (143) consider the effect of cold work on 
the nearest neighbour parameters taking into account both processes.
They conclude that extreme cold work destroys at most about half of
the short-range order present in the annealed condition. The results .. 
also imply that disordering occurs early in the straining.
An example of the first process occuring during fatigue is seen 
in the work of Shimura et al. (20) on Al 1.03wt% Mg 0.5GwVfi Si. a( 
decrease of resistivity during fatigue was attributed to the reversion 
of G.P. zones after their fragmentation by dislocations. It was pre­
viously known.that the formation of zones in this alloy increases the. 
resistivity. On the other hand in (X -brass (Damask et al. (15))» where 
the formation of short-range ordering causes a decrease in resistivity, 
such-a decrease during fatigue was attributed to the enhancement of 
diffusion by fatigue induced point defects. Work on Al -4vrt$ ■Cu' (Roberge 
and Herman (18)) and Al 10^ Zn (Ceresara and Piorini(19)) shows that 
cyclic straining can greatly accelerate the G.P. zone formation during 
subsequent aging. In the latter paper it appears that the zones.already 
formed are not cut during fatigue. This is shown by the fact that for 
a series of specimens the resistance increase during fatigue decreases 
with increasing zone size. If the zones were being cut up the largest 
zone size would be expected to be the most affected. The authors do 
not suggest an explanation for this effect.
From magnetic measurements Robbins et al. (24) and Iledman and 
■Mattuck (22) conclude that slip during heavy plastic deformation of 
Cu 47at^ Ni cuts up the nickel clusters causing a decrease in the 
susceptibility. This was also true for specimens quenched from about 
1000°C If the interpretation of their results is correct there must 
be a considerable amount of clustering at 1000°C.
Begemann■ and Slind (2) found an increase of &fo of the original 
resistance on fatiguing constantan foil (the S/N Fatigue - Life Gauge) 
at about - 0.0040 strain. .They considered that 1% was due to the intro­
duction of defects and 7$ to cluster break-up. They obtained these 
figures by comparing the resistance change with that in a wire deformed 
in tension. This gave a resistance increase of ifo which was attributed 
to the introduction of defects alone. It was then assumed that defects
introduced during fatigue would have the same resistance and the 
remaining resistance increase was. assigned arbitrarily to cluster 
break-up. There is no evidence that either of their assumptions is 
true.
(
The results of Koster and Schule (23), which are quoted by Begemann 
and Slind show that the resistivity of specimens quenched from 700°C is 
greater that that of furnace cooled specimens by 2.5%# If this is 
considered as the resistance due to cluster formation then it is not 
likely that cluster break-up should be responsible for a 7 change in 
resistance. However as has been shovn it is probable that specimens 
at temperatures considerably above rJ00°C are not truly random and that 
therefore even in such specimens there will be clusters that can be 
broken-up during fatigue.
One further point is that the clusters in Cu 455^  Ni are probably 
only a few Angstroms in diameter. Dislocation formation and most move­
ment, ie. that likely to cause cluster break-up, occurs before satura­
tion of the hardness. Pre-saturation slip is known to be separated 
by, regions of the order of 10o2, eg. 300^ £®r copper deformed in tension 
and a minimum of 120X for ct -brass (Kuhlmann Wilsdorf and Wilsdorf (144)) * 
With this distance between active slip planes it would seem that many 
clusters would remain,unaffected. Whether or not clusters in Cu 45?° Ni 
are broken-up by deformation is a problem that cannot be answered satis­
factorily at present.
5.6 Grain boundary effects
The failure of the Fatigue - Life Gauge grid was investigated by 
Home (3) who found it to be caused by microscopic cracks starting at 
the foil edge and following the grain boundaries. The thickness of 
the Fatigue Gauge foil is 0.0005cm and this is approximately the grain 
size as measured from Home's photograph of the surface. This suggests 
that many of the grains go right through the foil and that any crack 
formed in the boundary can immediately propagate across the specimen.
Grain boundary cracking is known to occur at high temperatures 
where the boundary becomes weaker than the matrix. Smith (116) found 
that fatiguing aluminium at a temperature lower than room temperature 
decreased the persistent slip bands at the boundaries compared to the 
number seen at room temperature. This seems unlikely to be the caUse 
of grain boundary cracking in constantan at room temperature since room 
temperature is a low temperature compared to the melting point. Other 
workers have suggested either that preferential precipitation or a 
depleted matrix at the boundary can cause it to be weaker than the 
grain interior. Some work has recently been carried out by Swearengen 
and Taggart (145) on copper and Cu-Al bi-crystals fatigued at a small 
constant strain amplitude. They showed that in a polycrystal stresses 
additional to those applied may be created at the grain boundaries by,, 
the incompatibility of the deformation in the adjoining grains. Addit­
ional ’compatibility slip’ may thus be brought about and this may domi­
nate or even exclude primary slip in the vicinity of an incompatible 
boundary. For copper they found that a saturation of the hardening 
was frequently never obtained (by 12 x 10^ cycles) and that in an incom­
patible bi-crystal persistent slip bands were seen while the crystal 
was still hardening. For incompatible bi-crystals crack nucleation 
always occured in the boundary affected zone while for compatible 
crystals nucleation occured remote from the boundary.
Theoretical results of Lin and Ito (146) for surface grains in a 
semi-infinite solid predict that during fatigue the number of cycles 
required to build up 100$ cumulative plastic strain decreases consid­
erably with increasing grain size. Forrest (147) shows that for a. 
number of copper based;alloys the fatigue life decreases with increasing 
grain size.
In tests to investigate the mechanical properties or sensitivity 
of the S/N Fatigue - Life Gauge it would thus appear to be useful to 
look at the effect of altering the grain size of the material.
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CHAPTER SIX 
EXPERIMENTAL TECHNIQUES
6.1• Introduction ^•
The general experimental procedure was that annealed or quenched 
foil specimens were glued to aluminium alloy cantilever "beams which 
were subjected to reversed cycling in bending. The electrical resis­
tance of the foils, was measured during interruptions of the cycling 
and plotted against the numbers of cycles. Some specimens were removed' 
from the beam for annealing studies or electron microscopy. The various 
techniques involved will now be described.
6.2 The specimens
The materials obtained for experiment were, O.F.H.C. copper kindly 
given by the -Central Electricity Generating Board, Cockfosters; 99*997% 
pure copper and nickel (Johnson Matthey Ltd.); Cu 20.5, 50.6 and 75*9 
at% Ni (Metals Research Ltd.) - initial purities of copper and nickel 
99*999%> Telconstan - Cu 4&.1at% Ni, 1.4at% Mn (Telcon Ltd. - Some of 
which was kindly donated). All specimens were obtained in foil form 
except the Cu 20.5at% Ni which was received as an ingot and rolled to 
foil by Dr. P. Plewitt of C.E.G.B., Cockfosters.
Specimens were die cut with a fly press to a dumb-bell shape. Die 
cutting gave a clean edge as observed in an optical microscope. The 
thickness of each batch of specimens, which was of the order of 0.007 - 
0.009cm, was measured with a dial micrometer gauge to 0.0001cm. There 
tended to be variations in thickness of 0.0004cm for any one-' specimen. 
Four fine copper wires were spot-welded onto each sample. These were 
the current and potential leads for the electrical resistance measure­
ments. The Cu 51 and 76at% Ni foils were too thick to cut with the fly 
press and so they were first electropolished to a suitable thickness.
The surfaces we re cracked in a number of places so that it was not worth 
rolling the foils further. The electropolishing v/as a lengthy process 
and as a result only a few specimens were prepared and fatigued.
Specimens were cleaned with Acetone and a tissue and annealed for
-5 •two hours in a silica tube under a vacuum of 10 torr. The temperature
of the specimens was controlled to within - 5°C, measured by a thermo­
couple running down the centre of the tube# Initially all specimens 
were annealed at 700°C. Other temperatures were then used to obtain 
different grain sizes. These annealing temperatures and the resulting 
grain sizes are shown in Table 7*1*
The specimens we re attached to an aluminium alloy cantilever beam.
A technique was evolved using Durofix and a cigarette paper backing. 
Durofix was chosen for the ease of removal after fatigue, ie. by simply • 
soaking in an Acetone bath until the specimen floated off. The cigarette 
paper was a good electrical insulator. There was a small decrease in
-9resistance on removal of the specimen - approximately 20 x 10 XL cm
-9compared to a total increase of about 1000 x 10 XL cm. In later tests 
with a new batch of Durofix continual variation in the electrical resis­
tance results finally led to the conclusion that adhesion was being 
lost during cycling. No continued supply of the original Durofix could 
be found and so it had to be abandoned. A series of other adhesives 
v/as tried and found to be no good for the purpose. It was finally found 
that if Eastman 910 was used the specimens could be removed after about 
30 minutes in boiling water. This heating did not appear to affect the • 
resistance of the foils fatigued at 0.0014€. However for specimens 
fatigued at 0.0038e there did appear to be a.small decrease although 
it was difficult to give this accuratelyas there was also the small but 
variable resistance decrease mentioned above. In time the Eastman 910 . 
aged and adhesion was no longer obtained throughout the test; Since 
it turned out that Eastman 910 is no longer easily obtainable further 
tests were made using M-bond 200, an adhesive with similar properties.
At the same time investigations were held up by one length of foil 
which turned out to be prone to cracking many cycles earlier than other 
similar samples. ‘ •
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As stated previously specimens were initially annealed for two 
hours at 700°C. The great majority were furnace cooled over a period ' 
of about 15 hours but a few were quenched. To.do this two specimens 
were sealed into an evacuated silica tube with a special break point 
and hung by a wire in a vertical furnace. After two hours the wire 
was cut and the tube allowed to fall into a bucket of water. The-narrow 
end of the tube broke allowing water to rush in but still retaining the 
specimens which remained undamaged.
After cycling some specimens were annealed isochronally and 
isothermally. At temperatures where oxidation was no-problem - for 
Telconstan about 400°C - they were annealed in air and quenched by 
taking the tube from the furnace and quickly tipping the specimens into 
a beaker of water. Otherwise the procedure described'above was used.
6.3 Electrical resistance measurements
Electrical resistance measurements were carried out at room temp­
erature using either a standard potentiometric technique with a Tinsley
_7
vernier potentiometer capable of resolving 10 volts or a five figure
Solartron digital voltmeter with a Keithley 140 nanovolt amplifier.
A specimen current of between 0.1 and 1 amp was used, a current supply .
4
having been designed to be stable to better than 1 part in 10 . In' 
order to eliminate the junction thermoelectric potentials the voltage 
across a specimen was made first with the current in one direction and 
then with, it reversed. This voltage was compared with that across a 
suitable Tinsley standard resistor connected in series with the specimen. 
It was possible to detect resistance changes of 0.005$ of the initial 
resistance. Total changes of the order of 1 - 8$ were expected.
The greatest source of uncertainty in the readings was due to 
temperature effects. For a 1°C temperature change the resistance changes 
for copper and Telconstan were 0.43$ a-nd. 0.002$ of the respective initial 
values. For specimens other than Telconstan this was a problem, 
especially as during fatigue there was a temperature rise in the spec-
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imen of about 1°C. To compensate for this readings'were taken with
the specimen on a block of large thermal mass in a draught free room
which wan temperature controlled. The temperature of the specimen was
measured by means of a fine thermocouple taped to the gauge length.
/
It was found relatively easy to keep the temperature constant at 22.0 
+ o
-0.1 C and all. readings were taken-in this range. After cycling the 
temperature of the specimen was allowed to fall back to 22°C before 
readings were taken.
Since the thickness of the foils was not constant all results are 
given as resistances rather than resistivities although initial resis­
tivities were calculated for some samples of each material. These are 
shown in Table 7*1 •
6.4 The fatigue machine
The foil specimens were glued to an aluminium alloy cantilever 
beam which was shaped (Home (3)) so that when it was bent there was 
a constant strain on all parts of the surface. The basic fatigue machine 
design was that of the National Aerospace Standards No. 942, see Plate 
6.1. The beam was bolted and clamped to a pillar at one end and attached 
at the other to a con-rod which was bolted eccentrically into a motor 
driven flywheel. The connection of the beam to the con-rod was made 
by means of a pivoting joint which allowed free movement of the beam 
end in an arc rather than constraining it to move in a vertical plane.
The amplitude of motion was varied to give strains of 0.0010 to 0.0038 
by changing the distance of the con-rod connection to the flywheel, 
from the centre of the wheel. Strains were measured by means of a 
strain gauge glued to the beam. The speed of cycling was varied between 
about-50 “ 1500 cycles per minute by means of a potentiometer connected 
to the motor. It was possible to set a cycle counter to cut out the 
motor after a fixed number of cycles.
6,5 Optical microscopy
In order to observe the grain size and also the growth of slip
bands during cycling some specimens were electropolished and etched for
viewing under a Reichart optical microscope. Initially all specimens
were electropolished in a solution of orthophosphoric acid in water
at room temperature with a polishing current density of about 1 - 2 
2amp/cm . Copper specimens were then etched in a 2io solution of ferric 
■chloride in water while the other samples could be etched simply by 
reducing the current density* For pure nickel the grains were visible 
without any etching. It was later found that Telconstan polished and 
etched much more easily in a solution of 3 : 7 nitric acid to ethanol 
at 0°C with current densities of 1 and 0.2 amps/cm^ respectively. 
Specimens were etched before die cutting and annealing. The complete 
beam was removed from the fatigue machine for observation and photo­
graphy of the foils after various numbers of cycles. Photographs were 
taken on Ilford G30 plates.
In addition, to enable observation of the depth of the slip bands 
after specimen cracking, a specimen was removed from the beam and the 
slip lines were observed after polishing away known amounts of material 
from one side only; the reverse side being coated with Fortalac. A 
Cu 20at^ Ni sample v/as used for this as it etched the most easily, 
allowing small amounts to be polished away. Most of the other specimens 
tended to form a black film when first put into the polishing solution.
6*6 Electron microscopy
For the purposes of electron microscopy thin foils of Telconstan
were prepared using a polishing solution of Q^ffo nitric acid and "]Qffo
ethanol at 0°C and a stainless steel cathode. A polishing current of 
2
about 0.5 amp/cm has been found to be most successful (Leong (148))*
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' 1 ifcs®
Plate 6.1 The fatigue machine.
Plate 6.2 Specimen shape - actual size.
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CHAPTER SEVEN 
EXPERIMENTAL RESULTS
7.1 Initial resistivity and grain size f
Table 7*1 shows the various specimen materials and foil thicknesses 
together with. annealing temperatures and resulting grain sizes and 
resistivities. The resistivity values can only be an estimate since 
the foil thickness tended to vary along each specimen.
7.2 Electrical resistance changes during fatigue
Pigs. 7*1 - 7*3 show the results obtained by fatiguing pure copper 
at varying grain sizes, speeds and amplitudes. The log-log plot of 
resistance versus number of cycles shows a steady increase of resistance 
with cycles which tends to level off at about 10^ cycles (for a strain 
amplitude of - 0.0014). It will be shown later that the final sharp 
increase in resistance is due to the formation of microcracks. The 
resistance increase is unaltered by varying the speed or the grain size 
but is considerably greater for a higher strain amplitude. Changing 
the grain size does not noticeably affect the number of cycles to crack 
initiation while increasing the amplitude decreases this number signif­
icantly.
Fig. 7*4 is obtained by fatiguing pure nickel. The first cycles' 
cause a decrease in resistance followed by an increase such that the 
total change eventually becomes positive. This initial decrease was 
not understood and*as such a result did not seem immediately relevant 
to the project no further work was done.
'Results for Telconstan are shown in Pigs. 7*5 - 7«9» The repro­
ducibility of results for one experimental condition can be seen in'.:
Fig. 7.$. The resistance increases linearly with the number of cycles
, 2 4
on a log-log plot between 10 and 5 x 10 cycles and then tends towards
saturation. The linear portion obeys a relation A* . anO-R
Increasing the strain amplitude or the grain size increases the resis-
tance change and decreases the number of cycles to crack initiation, 
whilo no effect could be seen due to varying the cycling speed. The 
effect of grain size is thus quite different from that in pure copper. 
Fig. 7.6 also shows a curve for the S/N Fatigue - Life Gauge obtained 
using the same apparatus. The resistance increase is smaller and(the 
life longer (it was still uncracked at 4 x 10 cycles) than for Tel­
constan with roughly the same grain size. The compositions of the t?/o 
commercial materials are slightly different, ie. Telconstan - Cu 4^.1at^ 
Ni, 1.4at^ Mn and the Fatigue - Life Gauge - Cu 43&ti° Ni, 2at^ Mn. It 
can be seen from Fig. 7*8 that increasing the nickel concentration 
increases the resistance change for similar grain sizes. It is not 
clear why the Fatigue - Life Gauge should have such a high fatigue life 
compared to that of Telconstan unless it is due to the processes of 
manufacturing or rolling. It was noticed that different strips of 
nominally the same Telconstan sometimes had different lives to crack 
initiation. Fig. 7*8 shows the effect of changing the composition on 
the resistance change. Very few runs were carried out on the alloys 
Cu 51 and rj6a,V/o Ni but it is obvious that the results are similar in 
form to those of Telconstan, with larger resistance changes for higher 
nickel concentrations. Also included is a curve for pure copper. It 
can be seen that although the magnitude of the percentage change of 
resistance for copper is similar to those for the alloys the shape of 
the curve is very different, ie. the increase in resistance during the 
initial cycles must have been greater for copper, the tendency towards 
a saturation value occuring earlier* This will be considered in the 
next chapter.
Some Telconstan specimens were quenched after annealing for 2 hours 
at 700°8. The result of fatiguing two specimens at 0.0014 strain is 
shown in Fig. 7*9 with the curve for the furnace cooled alloy for comp­
arison. It can be seen that there is very little if any difference 
between the effects of the two heat treatments.
Fig. 7*10 shows the change of resistance during cycling of Cu 20at^ » 
Ni. In this alloy the behaviour is quite different from the systems 
considered so. far. For a strain amplitude of - 0.0014 the resistance
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decreases for the first 10^ cycles and then after a plateau region 
begins to increase again although the change does not become positive. 
One test was carried out at a higher strain amplitude and it can be
seen that there is a greater initial decrease. However later in the
f
test the substrate beam fractured so that the later readings may not 
be representative of this amplitude. These results are plotted on a 
log-linear graph and the curve for Telconstan for the same annealing 
temperature and amplitude is shown for comparison. As far as can' be 
ascertained there is no previous work that gives any indication of a 
resistance decrease at this composition. However the readings v/ere 
very reproducible for more than 20 specimens and it is certain that 
the effect is a real one.
7.3 Electrical resistance changes during annealing
Some of the Telconstan specimens were fatigued to a resistance 
increase of 2%  of the initial resistance at i 0.0014 strain and then 
annealed isochronally or isothermally. Pig. 7#11 shows isochronal 
annealing for 1 hour and 100 hours at each temperature. It can be seen 
that there is a minimum in this curve in the region of 350° C for the 
1 hour anneals and that at this point the resistance is less than the 
initial resistance prior to fatiguing. The effect of the longer anneal 
is to shift the minimum to a lower temperature and to decrease the 
resistance even further below the initial value.
Pig. 7*12 shows isochronal annealing for 1 hour for Telconstan 
fatigued at - O.OO38 strain to resistance increases of 2 and 4 Also 
included is the previously shown curve for a 2% increase at - 0.0014 
strain. It can be seen that the resistance increase starts to anneal 
out at a lov/er temperature for the higher strain amplitude, probably 
at less than 100°C - see section 6.2. The resistance minimum occurs 
at approximately the same temperature for all specimens.
The result of isochronally annealing two Telconstan specimens 
after quenching from 700°C is shown in Fig. 7*13* The initial resis­
tance increase of 2.8$ occured as a result of quenching. The resis­
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tance minimum is considerably, smaller and occurs at a higher tempera­
ture than for fatigued specimens. For both specimens .ah electrical 
lead broke at about 400°C and the test could not be continued.
Isothermal annealing results for specimens fatigued to a 2^ (
+
resistance increase at - 0.0014 strain are shown in Fig. 7*14*- There 
is a very rapid initial decrease in resistance followed by a slow 
decrease over a long period, ie. several days. For temperatures between 
220 and ^>00°C there was still a noticeable decrease between 100 and 200 
hours. For temperatures above and below this range the resistance 
reaches a steady value somewhat earlier.
Isochronal annealing of Cu-20at$ Ni, fatigued to the maximum 
decrease in resistance, was attempted, annealing in air giving the 
curve in Fig. 7-15* However the specimen oxidised even at 100°C and 
it was not known whether this would affect the resistance significantly. 
In addition an electrical lead broke on each specimen at an early stage. 
The results indicate that the resistance decrease anneals out and that 
the final resistance is larger than that of the annealed specimen.
7*4- Calculation of the activation energy for the process causing the 
resistance decrease in Telconstan during annealing
The isothermal annealing results shown in Fig. 7*14 were used to 
estimate the activation energy of the process causing the resistance 
decrease. The rate of annealing of defects can be written as
dc = - f(c) exp (-E^p
dt (k it)
where c - the concentration of defects, - the energy of migration of 
the defects and T^ is the annealing temperature. If the change in a 
physical property, eg. A R  the change in resistance due to the defects, 
is proportional to the concentration of defects this becomes
If similar specimens are annealed isoihermally at two temperatures
\
the time to reach a known value of AR, say A R  , can be measured for 
each specimen, as can the rate of change of A R  at AR^, ie. Then
at
d(ARx)/dt1 = expC-l^A^) /
d(.AR^)/dt2 exp(-^/kT2)
ie. Em = ln(dARx . dtg ) . k T ^ .
(dt1 d A R x) (T1 - T2)
This process was carried out four times in the temperature region 
220 - 350°C and the following activation energies were obtained - 1.1, 
1.0, 1.2 and 1.0ev, ie the activation energy for the migration of defects 
between 220 and 350°C is about 1.1ev.
7.5 Electron microscopy
Plates 7.1 - 7*8 are a series taken during the fatigue of Telcon­
stan, initially annealed for 2 hours at 700° C, at resistance increases 
of 0.024*'0.20 and 2.0% of the initial resistance for a strain amplitude 
of - 0*0014* Poz* each stage there is a wide variation in defect density, 
which no small selection of plates can show adequately. Despite this 
it can be seen that the density of dislocations - particularly loops - 
is increasing over the period investigated. Resistance increases of
. X A
0.2 and 2.0% occur at approximately 10^ and 5.x 10 cycles. Since the 
dislocation density increases significantly between these two it would 
seem that the saturation hardening does not occur until at least 5 x 10^ 
cycles.
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It can be seen in Plate 7*2 that even after this small number of
cycles (about 60) there are some loops present. Of these a number
are elongated along one direction and some appear to have been formed
by the pinching-off process suggested by Johnston and Gilman (127)^  and
observed by Hancock and Grosskreutz (119) in copper. The elongated
loops are similar to those observed by Segall et al, (120) in copper
and nickel. The direction of elongation has not been determined but
is presumably along the <211> direction as determined by Segall et
al,. By 10 cycles the loops are beginning to form clusters (Plates 
N A
7*3 and 7.4) which by 5.x 10 cycles are very dense in some areas •
(Plate 7.5)* These loops are more clearly resolved in Plate 7*6 where
the pinching-off process can again be observed. It can also be clearly
seen how the density varies from area to area with the same grain.
Plate 7*7 at a higher magnification shows long joggy dislocations (also
observed by Segall et al.), dislocation dipoles and loops. Plate 7*8
shows the junction of several grains with varying densities of defects.
The linear structure seen in the top grain is typical of a number of
areas. It is possible that the dense loop patches seen in Plate 7*5
are not three dimensional structures but lie along parallel planes
giving the linear structure when observed in section across the planes.
Micrographs of Cu 20at^ Ni (Plates 7*9 and 7*10) after 10^ cycles 
(AR/R = -0.3^9 ie. the resistance minimum) show both very dense clusters 
of loops and almost clear areas. The similarities between some of the 
micrographs obtained for Telconstan and Cu 20at% Ni and some of the 
observations reported for pure copper and nickel (eg. Segall et al. (120)), 
together with the absence of stacking fault fringes, suggests that the 
stacking fault energy for these alloys cannot be very different from 
that for the pure metals. This is in agreement with the results of 
Henderson (71) and Nakajima and Nakamura (70) who found that the stacking 
fault energy is only slightly increased by alloying.
Some micrographs were also taken during the annealing of the fat­
igue induced resistance increase in Telconstan (Plates 7*11 - 7*14')*
No noticeable change in loop density can be seen after 250 hours at 
300°C or 15 rain at 450°C* After 15 rain at 550° C some of the smaller
loops have annealed and after 15 rain at 600°C the loop density has
noticeably decreased. These temperatures are much higher than'observed
by Segall et al. for pure copper and nickel, io. their loops started;to 
anneal out after 15 rain at about 250 and 350°C respectively and 90'/' had 
annealed by 390 and 550°C respectively. It is clear that the resistance 
decrease during isochronal annealing between,100 and.350°C cannot be due 
to dislocation annealing since the dislocation density is still unchanged' 
at these temperatures. ,
7.6 Optical microscopy
One Way of seeing the effect of plastic strain on a material is
by observation of the slip fine formation during fatigue. Some optical
micrographs of copper, Cu 20 and 51at/ Ni are included in Plates 7*15 -
7*22. All plates were taken after fatigue at - 0.0014' strain. Plates
37.15 and 7*16 show the deformation found in pure copper. At 4*6 x 10^ 
cycles (about 25/ of the life to crack initiation) slip is already well 
developed and occurs in a large number of grains. The wavy nature of 
the slip lines suggests that abundant cross-slip has occured. Plate 
7.16, at 2 x 10^ cycles, shows that slip has occured in most grains 
and in some is highly intensified. Plates taken after continued cycling 
into the region where cracking, as shown by the electrical resistance, 
see below, had occured indicated that the grossly deformed areas are 
in fact transgranular cracks. In Telconstan no fatigue slip bands were 
observed before about 2 x 10^ cycles and then the damage was very loca­
lised, ie. only a few grains were affected. Typical was the area seen 
in Plates 7.17 and 7*18 of Cu 51at/ Ni after 2 and 3 x 10^ cycles.
Fatigue slip jbands can be seen intensifying on two sets of slip planes 
in the one grain while there is only fine slip, again on more than one 
set.of planes, in the neighbouring grains. It v/as observed in a series 
of specimens that grain boundary cracking occurs at the point where the 
electrical resistance increases very sharply. This numbers of cycles 
v/as thus taken as the life to crack initiation.
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In Cu 20at^ Ni the situation appears to he somewhat different. 
Grain boundary cracking (Plates 7*19 and 7*22) was first observed at 
a point at the minimum of the resistance change versus.cycles curve. 
This being the case the onset of cracking does increase the resistance 
but not nearly so sharply as in the case of the alloys which show (a. 
resistance increase with cycling. Plate 7*22 shows the reverse side 
of the foil observed in Plate 7*19* The crack penetrates through the 
foil although not all the grains do so. The effect of polishing away 
8 and 20yam from the original side is seen in Plates 7*20 and 7-21•
The removal of 8^um reduces most of the slip bands to rows of.holes.
It v/as not known whether in this case these are some artifact of the 
electropolishing but such holes'have also been seen by Smith (116). -
20yiim below the surface no trace of the fatigue slip remains.. This 
can be compared with the work of Thompson et al. (115).who found persi­
stent slip bands in copper to a depth of about JO am.
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TABLE 7 A
Material Annenlino Grain Size Thickness Resist iv i t v '
Temnerature cm. _OLlQil_GJEL. ,0cm x /IQ 6
Telconstan
7 0 0 °C 0.001(3) 0 .0 0 8 0 47
700°C a 0.001(1) 0 .0 08 0 48
900°C 0.005(7) 0 .0 0 8 0 • 47
900°C q, 0 .0080
560°C 0.0005(5) 0 .0 0 8 0 47
Cu 20at% Ni
700°C 0.002(1) 0.0092 23
700°C a ► 0)0092 23
Cu 51 at% N: 700°C 0.005(7) 0.0076 + 46
.Cu76at% Ni 700°C 0.006(0) 0 .0086 *
Cu (O.RH.C.) 560°C 0 .0 0 3 8 1.8
Cu 99.997% 500°C A 0.003(0) 0.0056 1.8
560°C 0 .0 0 4 0 0 0 5 6 1.8
700°C • 0 .005 0.0056 1.8
9 0 0°C 0.009 0.0056
Ni 99.997% 700°C 0.002(0) 0.0078 8
S/N Fatigue - 
Life Gauge
620°C 
(1 hour)
0 .0 00 5  
(Horne(3))
0 .0005
* “ Polished to this thickness
Quenched - other specimens furnace cooled 
a -  Annealed I hour - normally 2 hours
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Fig. 7.1
o o
o o
o o
7  ui DDuojsJsaj p  d 6 u d ij3
C
y
c
l
e
s
F
A
T
I
G
U
I
N
G
 
C
O
P
P
E
R
 
- 
V
A
R
Y
I
N
G
 
F
R
E
Q
U
E
N
C
Y
68
Fig.7.2
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Fig. 7.7
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Plate 7*1 Telconstan after
56 cycles at - 0 .0 0 1 4 strain.
AR = 0.024%. x 25K.
R
Plate 7.2 Telconstan after
56 cycles at - 0.0014 strain.
AR - 0.024%. x 71K.
R
k
*  * *
*
I
Plate 7.3 Telconstan after 
105 cycles at i 0 .0 0 1 4 strain.
AR - 0.20%. x 44K.
R
/
Plate 7.4 Telconstan after
* +
10 cycles at - 0.0014 strain.
AR - 0.20%. x 44K.
R
Plate 7»5 Telconstan after
5 x 104 cycles - 0.0014 strain.
AR = 2.0%. x 25K.
R
Plate 7.7 Telconstan after 
5 x 104 cycles - 0.0014 strain.
AR - 2.0%. x 47K.
R
Plate 7.6 Telconstan after
5 x 104 cycles - 0.0014 strain.
AR = 2.0%. x 25K.
R
Plate 7.8 Telconstan after
5 x 104 cycles - 0 .0 0 1 4 strain.
AH - 2.0%-. x 10K.
R
Plate 7.9 Cu 20at% Ni after
104 cycles at - 0 .0 0 1 4 strain.
A R  = - 0.3%. x 13K.
R
Plate 7.10 Cu 20at% Ni after
104 cycles at - 0.0014 strain.
AR - - 0.3%. x 29K.
R
Plate 7.11 Telconstan
fatigued to AR = 2%
R
annealed 250 hours at 300°C. 
x 40K.
Plate 7.13 Telconstan
fatigued to A R - 2%
R
annealed 15 min at 550°C. 
x 40K.
Plate 7.12 Telconstan
fatigued to AR = 2%
R
annealed 15 min at 450°C. 
x 42K.
Plate 7.14 Telconstan
fatigued to AR - 2%
R
annealed 15 min at 600°C. 
x 36K.
Plate 7.15 Copper after 46OO cycles - 0.0014 strain, x 300.
Plate 7.16 Copper after 2 x 104 cycles t 0.0014 strain, x 300.
Plate 7.18 Cu 51at# Ni - 3 x 104 cycles 1 0.0014 strain, x 300.
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Plate 7.20 Cu 20at# Ni - reverse side of foil in Plate 7.19, x 192.
91
Plate 7*21 Cu 20at$ Ni - as Plate 7.19 with BjjLm polished away, x 192
• ate .2? Cu ?0at^  Ni — as Plate 7.19 with 20yuLm polished away, x 192
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■ CHAPTER EIGHT 
DISCUSSION
8.1 Introduction ^
In order to compare the effect of fatigue at constant total 
strain amplitude on different materials it is necessary to look at tv;o 
aspects of the problem, which could be described respectively as macro­
scopic and microscopic. The first concerns the plastic strain amplitude. 
in a given material for a known total strain amplitude - this will be 
different for ’soft* or ’hard' materials, for pure metals and for alloys 
and will probably vary with grain size. Por annealed material it will 
also decrease during cycling reaching a minimum value, ie. saturation 
plastic strain, at saturation hardening. Secondly - given that there 
is the same magnitude of plastic strain amplitude in two materials, 
what will be the difference in defect structure produced, and how will 
this affect the electrical resistivity? ie. how will the resistivity 
increase for unit plastic strain vary from one material to another?
This involves the rate of production of defects, the magnitude of the ' 
electron scattering for unit density of defects and the rearrangement:, 
of solute atoms.
This project has been mainly concerned with the defects introduced 
during fatigue and their effect on the properties of the material. 
Consideration of these results and their interpretation will form the 
main part of the discussion. There have also been a few results on the 
effect of varying the grain size, strain amplitude etc. and these will 
be considered later.
8.2 Comparison of present results with other work for copper
In this section the results of other workers for the fatigue of 
pure copper will be considered. It can be seen in Table 8.1 that even
for the one metal■testing conditions are so varied that any form of 
comparison is difficult. Since it is most likely that the changes 
within the material that are responsible for. the electrical resistance
change take place during the plastic portion of the cycle it would be
/best to consider the results in terms of the plastic strain amplitudes.
For pure annealed polycrystalline copper Fugdale (116) gives data 
v/hich enables a reasonably confident analysis of total strain'amplitude 
into the plastic and elastic components at saturation. Fig. 8.2 shows 
total strain amplitude against saturation stress amplitude, from Fugdale. 
The value of the saturation plastic strain amplitude £ can be calcul­
ated from the formula:- •
£ = 2( 6 A' - Cf /E)p t o '
see. Fig. 8.1, where £, is the total strain amplitude, O  is the sat-
X O
uration stress amplitude and E is Young's Modulus. Values of £ have
2 2
also been plotted against stress, using a value of E of 1;2 x 10 kg/mm .
In Table 8.1 values of saturation.plastic strain amplitude for the 
present investigation and for the tests at room temperature of Johnson 
and Johnson (7) were calculated in this way. It was not possible to do 
such a calculation for the copper tested by Johnson and Johnson at 4*2°K 
since the testing temperature was so different and the material was pre­
strained 25io and was thus not in the soft condition. It was also not 
possible to include the results of Polak (8) which were obtained by 
cycling in torsion. Helgeland gives plastic strain components, without 
showing how they were obtained, as 0.0015 - 0.0020 and 0.00005.
Helgeland observed for his lower stress amplitude a rapid increase 
of resistivity reaching a saturation value after "a Few thousand cycles'.’, 
and no room temperature recovery. But for the higher stress amplitude 
the resistivity continued to increase with cycling and partially recovered 
at room temperature. The recovery curves show two stages - one of them 
lasting about 10 minutes, losing 40^ of the 10 x 10 T^L cm introduced by
fatigue. The second stage was of the order of 50 hours in which a 
further 5a> was lost. Recovery measurements were started one minute 
after testing ended. In the present investigation a temperature rise 
of about 0.4°C was caused by a few-thousand cycles at 980 cycles per 
minute. This rise was indicated both by the thermocouple taped to the 
specimen and by the measured increase in resistance. Five to ten minutes 
were''needed before thermal equilibrium was restored. The drop in resis­
tivity observed by Helgoland in the first ten minutes is equivalent to 
temperature rise of about 0.6°C. His cycling speed was 4800 cycles per 
minute. As the temperature rise caused by cycling is not compensated 
for by the dummy it is suggested that the supposed first stage in the 
recovery of the resistance may be in fact a result of the cooling of 
the specimen. No other investigators have observed such a recovery.
If the above proposition is correct then the change in resistivity for
-9Helgeland’s results is 5 x 10 Jlcm. While this is the same order of 
magnitude as the room temperature results of Polak and Johnson and 
Johnson (although considerably lower than the present results) it. must 
be remembered that the summed plastic strain will be different for diff­
erent forms of test even though the saturation plastic strain is the same.
Results for deformation of copper by rolling at -196°C were obtained 
by Verel (150). He observed saturation in the resistivity at a defor­
mation corresponding, to a relative change in length of 'JOOfo. The resis­
tivity increase was 220^ of the resistivity at -196°C, ie. about 440 x
10 cm. From Yerel’s annealing results Dawson (10) calculates that
-9 /-100 x 10 ii cm is due to point defects annealing out between -19° and
0°C. Owing to the present-uncertainty about the temperature ranges in
which point defects anneal out it is not possible to calculate a defect
concentration from these figures as it is not known whether the vacancies
will have annealed out by this point. • •
8.3 Mechanisms proposed for the cause of electrical resistance increase 
in copner during fatigue
All the above authors suggest that a large part - if not all - of
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the resistivity increases duringfatigue at room temperature is due to 
an increase in the density of dislocations. The number at saturation
is variously estimated from annealing and resistivity measurements to
10 11 -2 
be from 2 x 1 0  to 2 x 10 cm . Polak and Johnson and Johnson quote
10 11 -2 / the dislocation density of 1 x 10 to 1 x 10 cm found by Segall et
al. (119) from electron microscopy on fatigued copper. However Segall 
et al. make it quite clear that the quoted densities are only for local 
regions. It may be that the resistivity increase attributed to disloc­
ations is too large in each case and that part of this should be assigned 
to vacancies or point defect clusters.
Evidence of point defect production during fatigue was considered
in section 5*5* was concluded that concentrations of the order of 
-4 -510 to 10 J can be introduced at temperatures where the point defects 
are not mobile, eg. in copper at low temperatures. Also there is some 
evidence that point defect production may continue even when the disloc­
ation density has saturated. It has been proposed that in copper at 
room temperature single interstitials are mobile and can migrate to 
and annihilate single vacancies, although there may be some doubt as 
to the latter (section 5*2 and 5*4)•
—9
Polak (8) attributed 55 x 10 cm of the low temperature resis­
tivity increase, ie. that not annealed by 90°C, to the introduction of 
dislocations. It has already been considered in chapter 5*4 that this 
might include a contribution due to vacancies that are not annihilated 
during interstitial migration. Perhaps even his room temperature results 
contain such a contribution. It is interesting to compare Polak1s 
results for the resistivity increase with cycles for specimens fatigued 
at room and liquid nitrogen temperatures with the present results which 
it will be shown are unlikely to be due to dislocations alone (see Pig. 
8.5)* The room temperature curves are similar in shape although those 
of Polak show less increase. This is not surprising if it is considered 
that fatigue by torsion will produce only little damage in the.central 
bulk of the specimen. If vacancies are present in Polak1s room temp­
erature results it makes it very difficult to estimate their contri­
bution either there or at low temperatures.
For the present work approximate resistivity increases of 18 and 
-954 x 10 A c m  were obtained during fatigue at room temperature v/ith
+ +
total strain amplitudes of - 0.0014 and - 0.0038 or calculated saturation
+  ■ +plastic strain amplitudes of - 0.0012 and - 0.0053* Taking the resis­
tivity per unit dislocation density as 1.6 x 10 cm (Rider and/ Foxon
11 11(67)) this gives dislocation densities of about 1 x 10 and 3*5 x 10
-2 10 11 -2
cm . The dislocation densities of 1 x 10 to 1 x 10 cm found from
the micrographs of Segall et al. (119) were for a copper specimen fat-
5 6
igued for about 10^ of an expected life of 3 x 10 to 2 x 10 cycles.
It is very difficult to compare the damage levels in the present samples,
v/ith those of Segall et al. although the present lower amplitude speci-
5
mens that cracked after about 10 cycles may be comparable. If this is
the case the calculated dislocation density is likely to be too high,
although when considering dislocation densities as determined by electron
microscopy there is the possibility that there may be very small loops
which cannot be resolved. Supposing that the dislocation density in
10 - 2the above specimen is only of the order of 10 licm , this gives a
“9 . —9
resistivity of about 2 x 10 .fl.cm, leaving a resistivity of 16 x 10
.A cm which may be attributed to the introduction of point defects. If
-6
vacancies have a resistivity of 1.5 x 10 a  cm per at$ (Simmons and
Balluffi (93)) there will be a concentration of about 10 For the
11 2
higher amplitude specimen if there are, say, 10 dislocations per cm ,
the vacancy’ concentration will be about 3 x 10 It is unfortunate
that it was impossible to fatigue specimens at liquid nitrogen temperatures
with the present apparatus, so that the additional resistivity increase
due to low temperature fatiguing is unknown. However if it is similar
to those obtained by Polak and Johnson and Johnson a value of ten times
-9
as large might be expected, ie. about 180 and 540 x 10 flcm.
Helgeland (6) has suggested that the maximum point defect concen­
tration is determined in part by the frequency of cycling. In the 
present v/ork the speed of cycling was varied between 60 and 1500 cycles 
per minute without an effect on the resistance increase (Fig. 7*2).
There is no evidence therefore, for such an effect.
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It can "be seen that the present specimens have a larger resistance 
increase than those obtained in other tests. They are also the thinnest 
of the specimens used for fatigue studies. The persistent slip hands 
are known to penetrate to an appreciable fraction of the total thickness 
of the foils - about lO^am into a thickness of about 80ynm. If the 
damage level is greater in this surface region it would be expected 
that thin foil specimens would show the'greatest resistivity increase 
when averaged over the whole specimen since the surface region forms a 
larger proportion of the total volume.
A tentative explanation for the resistance increase in copper 
during fatigue at room temperature is that it is due to the introduction 
of dislocations and a large concentration of vacancies, the interstitials 
being mobile and migrating to the dislocations.
8.4 Comparison of the Telconstan results with those for copper
Pig. 7*5 shows that for a strain amplitude of 0.0014 "the maximum 
resistance change in Telconstan is about 2 to yjo of the initial resis-
-9
tance, ie. approximately 1000 x 10 Siom. It is interesting to compare 
this result with that for pure copper for the same total strain ampli­
tude, ie. 1 %  or 18 x 10 .^flcm. While the percentage resistance changes 
are of the same order of magnitude the actual values of resistance 
change differ by a factor of 50* In addition the shape of the resis­
tivity versus cycles curves are quite different (see Fig. 7*8)*
Although it is not easy to compare the various published results 
for pure copper there is far less data available for the Cu-Ni alloy 
series. The only published work on resistance and fatigue has been 
carried out on the S/N Fatigue - Life Gauge (Micro Measurements Appli­
cations Manual (l)). Several authors have carried out exploratory 
investigations on the Gauge, eg. Harting (151> 152); Eeles and Thurston 
(153)» Beyer (154)? O'Neill (155) and Begemann-and Slind (2). Of these 
only the latter are concerned with the mechanism of resistance increase.
As discussed in section 5*5 they conclude, without evidence, that of 
an 8io change in resistance during fatigue is due to the introduction
of dislocations and 7$ to cluster break-up.
As yet no information on the cyclic hardening of Cu-Ni alloyi has
been found, so that it is not possible to say with certainty whether
saturation hardening is completed early in the fatigue life, although
the electron microscopy results discussed in the previous chapter indi-
3 4cate that the dislocation density increases between 1Cr and 5'x 10 
cycles. Further work on the cyclic mechanical properties of the alloys 
is needed before an estimation of the saturation plastic strain can be 
given. Because of this it is not possible to make a direct comparison 
between, pure copper and the Cu-Ni alloy series, particularly as regards 
the shapes of the AR/R versus N curves.
8,5 Possible mechanisms causing the resistance changes during fatigue,
quenching and annealing of Cu-Ni alloys
There are four points which need to be considered:-
1. The larger resistivity of a specimen quenched from 700°C compared 
to one furnace cooled from the same temperature.
2. The minimum in resistivity observed during isochronal annealing 
of Telconstan after quenching or fatigue.
3. The decrease in resistivity during fatigue of Cu 20at$ Ni at room 
temperature.
4* The increase in resistivity during fatigue of Telconstan, Cu 51 
and rjGaXcfo Ni at room temperature.
From previous work there is strong evidence that:-
1. Clustering of nickel atoms occurs in copper-nickel alloys of comp­
osition 20 - GQffo Ni, and that its formation decreases the resistivity.
2. Large numbers of point defects are introduced during fatigue and 
that these are capable of enhancing diffusion.
3. The stacking fault energy of copper-nickel alloys is little diff­
erent from that of copper and hence the resistivity of dislocations is : 
likely to be similar to that of copper* y
4. Point defect production may continue when the dislocation density 
has saturated. (
A model that deals with these points will be-proposed and discussed; 
For simplicity only Telconstan of the alloys Cu 51 and rJ&3.V?o Ni and 
Telconstan (Cu 46.1at^ Ni, „1.4at% Mn) will be mentioned when all three 
have similar results.
It is proposed that:-
1. The resistivity increase due to quenching the specimen is due to 
two things of which the first is the most important:-
a. That there is less clustering after quenching from 700°C than that 
which can form during furnace cooling. The latter process thus decreases 
the’resistivity due to the growth of clusters.
b.- The introduction of vacancies.
2. The resistivity minimum during the isochronal annealing of fatigued 
Telconstan is due to the enhancement of clustering by the migration of
.single vacancies, large numbers of which are created during fatigue.
The increase in resistivity after the minimum is caused by the re­
solution of the clusters with increasing temperature.
3. In Cu 20at$ Ni dislocations, vacanices and interstitials are pro­
duced during fatigue. Single interstitials are mobile at room temp­
erature and because of the small size difference between copper and 
nickel atoms are capable of enhancing clustering during their migration. 
This increase of clustering will decrease the resistivity. The even­
tual resistance increase may be caused by the formation of grain bound­
ary cracks (section 1.6).
100
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4* In Telconstan possibleAcausing the resistivity increase are:-
a. The introduction of point defects.
b. The introduction of dislocations.
c. The break-up of nickel clusters.
V ( '
Although there are arguments against any of these causing the bulk 
of the resistivity increase it appears by process of elimination that 
the cluster break-up mechanism must be responsible.
8.6 Comparison of these mechanisms with results of other work-.
The question of the quenched-in resistivity increasing with quen­
ching temperature has been considered by Panseri and Pederighi (156)
—9for Al 10% Zn. They concluded that the increase (about 250 x 10 x1 cm 
for quenching from ^00°G) was too large to be accounted for by vacancies 
alone (the equivalent figure for pure aluminium is about 8 x 10 cm) 
and that therefore it must be due to clustering during the quench. 
Similar results have been obtained for Al 0.64at% Ag by Murty and Vasu 
(157)* In these alloys the formation of clusters increases the resis­
tivity. Hence the process cannot be the same although the resultant 
effect is similar, ie. for Telconstan and Cu 20at% Ni quenching from
Q _»Q
700 C gives increases of about 1300 and 72 x 10 jx cm respectively. 
Values for copper have been given by Wright and Evans (158) and 
Simmons and Balluffi (93) as 0.5 x 10 cm and 10 x 10 cm after 
quenching from 800 and 1000°C respectively. It therefore appears again 
that vacancies alone will not account for the increase. Also the number 
of vacancies produced by quenching seems to be less than that introduced 
during fatiguing (see isochronal annealing curves - Fig. 7*13 and next 
paragraph) and yet the resistivity increase is greater for the former. 
This leaves the possibility of clustering during furnace cooling - this 
is equivalent to saying that the amount of clustering occuring at each _ 
temperature increases with decreasing temperature and involves the 
assumption that no defects are mobile enough to cause significant 
clustering during the quench. With reference to the aluminium alloy 
results it spuld be noted that the-activation energy for motion of
defects in aluminium is considerably less than for the equivalent 
defects in copper and that it might be quite possible for defects that 
are mobile in aluminium during quenching to be immobile in copper. The 
only results for the state of clustering at different temperatures in' 
Cu-Ni alloys are the uncorrected neutron scattering data of Mozex/ et 
al. (22) which indicate a small difference in specimens quenched-from 
20 and 1000°C. Perhaps a small change in the state of clustering has 
a relatively large effect on the resistivity. Further X-ray or neutron 
scattering work in conjunction with resistivity measurements might 
clarify the situation.
The isochronal annealing curves for Telconstan are typical of those 
observed for the growth and subsequent re-solution of clusters or 
ordering (Figs. 7*11 - 7*13)* Similar curves have been observed for ' 
Cu-Cr alloys (Kovacs and Szenes (159)* Szenes et al. (160)) and for 
Cu 20io Nij 20io Mn (Rolland et al. (161)). Longer annealing times enable 
more clustering to occur at lower temperatures, ie. approaching more 
nearly the equilibrium state. The minimum for the quenched alloy (Fig. 
7-13) is less pronounced and occurs at a higher temperature than for 
the fatigued specimens. This can be explained by the fact that fewer 
vacancies are retained during the quenching than during fatigue so that 
diffusion is not enhanced to the same extent. The activation energy 
of about 1.1ev obtained in the present work for the cluster formation 
process is in agreement with the suggested value for the single vacancy 
migration energy in copper (Mehrer and Seeger (94)) and in Cu GQrfo Ni 
(Schule and Kehrer (45)). From the electron micrographs of the disloc­
ation structures for various annealing temperatures (Plates 7.11“ 7*14) 
it can be seen that none of the resistance decrease during this process 
can be due to dislocation annealing. No lessening of the dislocation 
density is observed until the resistance is increasing once more. As 
regards the annealing at lower temperatures after fatigue at - 0.0038 
strain the results of Clarebrough et al. (130) show that higher stress 
fatigue of copper produces an additional stored energy annealing stage 
between about 80 and 300°C that is not present in low stress fatigue. 
They attribute this to interstitials and small point defect clusters.
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A decrease in resistivity during fatigue of o<-brass was seen by 
Damask et al. (15) and was attributed to the enhancement of ordering 
by fatigue induced point defects. Low temperature fatigue in Al-Cu 
and Al-Zn alloys accelerated Guinier-Preston zone formation on annealing 
at room temperature.(Roberge and Herman (17) and Ceresara and Fiorini 
(18)). It is known that vacancies are mobile in aluminium at room temp­
erature, while in copper it is more likely that it is interstitials 
that are mobile at room temperature and vacancies only at a higher 
temperature (section 5*2). Because of the small size difference of 
copper and nickel atoms it is proposed that clustering is enhanced 
during migration of the interstitials. An increase in amplitude of 
straining creates more interstitials which are able to enhance the 
clustering even further. It is not known whether the interstitials 
migrate to vacancies or some other sink.
Turning now to the resistance increase during fatigue of Telcon­
stan there appears to be no reason why the introduction of dislocations 
should give a much larger change of resistance in Cu-Ni alloys than in 
copper, suggested in section 8.3 to be of the order of 1 x 10 §m.
Couqk
From electron microscopy of the present specimens a very estimate of
A
the dislocation density present after a resistance increase of about
-9 + 9 -2
1000 x 10 jricm at - 0.0014 strain gave 2 .x 10 dislocations cm , v/hich
-10would cause a resistance increase of about 3 x 10 cm, using a resis-
• • 1 Q
tivity/unit dislocation density for copper of.1.6 x 10 s l cm (Rider and 
Foxon (67)). As stated earlier (section 3*5) there are no results for 
the resistivity of point defects in alloys. If the total resistance 
change is attributed to the introduction of vacancies, say a concen­
tration of 10~4, this would give a resistivity/at^ of vacancies of 1 x 
10“4il cm, or nearly 'JO times the value in copper. It is unlikely that 
the vacancy resistivities should be so different. Supposing, however, 
that the vacancy resistivity is proportional to the resistivity of the 
defect free lattice, ie. for Telconstan about 30 times that for copper,
ie. about 4 x 10*”^ n c m / a t I f  a concentration of 10 4 vacancies were
-9 .
introduced this would mean a resistivity change of 400 x 10 A  cm, ie.
_9 Y
600 x 10 n  cm would have to be introduced in another way. This leaves
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the possibility of cluster break-up. In favour of this are:-
1. The experimental magnetic evidence of Robbins et al. (24) and 
Hedman and Mattuck (22) which showed that deformation by rolling altered 
the susceptibility (related through the value of the Curie Temperature 
to the size of clusters) more than did the growth of clusters during 
annealing of a quenched specimen, ie. deformation had a large cluster 
break-up effect.
2. The decrease in resistivity during fatigue of Al Mg^ Si (Shimura 
et al. (19) was attributed to the reversion of Guinier-Preston zones 
after their fragmentation by dislocations - a similar process.
3. The results of Mozer et al. (21) show that some clustering exists 
even at high temperatures enabling the possibility of cluster break-up 
in quenched specimens.
4. The curves of resistance increase versus cycles for copper and 
Cu-Ni alloys (Fig. 7*8) indicate a difference in mechanisms in the two 
cases. This may, however, be explicable in terms of differences in 
cyclic hardening.
Against cluster break-up are:-
1. Nickel clusters are expected to be small - perhaps only a few 
Angstroms in diameter so that the majority will not lie in the path of 
glissile dislocations. This can be explained if a small change in the 
state of clustering has a large effect on the resistivity.
2. Wire drawing (Crampton et al. (72)) and rolling (Koster and Schule 
(23)) experiments on Cu-Ni alloys only involve resistance changes of
a few percent. In these experiments it might be expected that cluster, 
break-up would be more complete and that there should be a considerably 
larger effect, on the resistivity.
3. The fatigue of quenched and furnace cooled specimens gives very 
nearly the same resistance increase with cycles. It appears as if the 
two initial states of clustering must be different because of the diff­
erence in resistivity which can only be explained by a >70 times increase 
in the vacancy resistivity. This could be explained by the small num­
ber of clusters affected by fatigue and the localised nature of defor-. 
mation compared to the effects due to quenching and annealing.
4* Fatiguing at high amplitude can cause resistance increases of about 
8%. The resistance difference between quenched and furnace cooled 
states (from 700°C) is only 2.8$. The large increases during fatigue 
could only be due to cluster break-up if the clusters in the quenched 
state are large enough to undergo considerable break-up. Such an effect
Cu'Ni . v
for quenched Awas observed by Hedman and Mat tuck (22).
5* Dislocation movement and therefore, presumably, effectiveness in 
causing cluster break-up is greatest before saturation of the hardness. 
The resistance increase versus cycles curve increases linearly on a 
log-log plot over a long period. Unless the saturation of the hardness 
occurs much later than is expected in copper for the same total strain 
amplitude the continued break-up of clusters seems unlikely. However 
it can be seen from electron microscopy (section 7*5) that the disloc­
ation density is increasing at numbers of cycles two orders of magni­
tude greater than the expected saturation in copper.
The result of these arguments is that if most of the resistivity 
increase during fatigue of Telconstan is chiefly due to cluster break­
up it must occur by a mechanism operating on a very small scale for the 
whole-of the life to crack initiation. This process must apply equally 
to the clusters present in quenched specimens so that the final fatigued 
statfe is more random than that at high temperatures. It would be advan­
tageous to have experimental results in at least two other fields.
1. X-ray or neutron scattering measurements on Cu-Ni alloys of sus­
pected different clustered states.
2. Resistivity measurements during fatigue of other alloys known to 
contain Guinier-Preston zones where the size of these can be determined 
more easily. Of the three results at present available (section 4*5) . 
cluster break-up has only been proposed for Al Mg^ Si, where again no 
cluster size measurements were made.
It is also interesting to consider two other experimental results 
not yet mentioned
1. Crampton et al; (72) deformed Cu 2.83% Co by drawing in the solution 
treated and aged states. They obtained increases of 34% and 5% (about
4000 and 200 x 10 .^ftcm) respectively for an 84$-reduction in area. 
Cluster formation in Cu-Co alloys as in Cu-Ni alloys is thought to 
decrease the resistivity (Sinnamon - private communication). If this 
is the case it looks as if cluster "break-up cannot be involved here, 
and yet the resistivity increase is too large to be explained by ihe 
introduction of dislocations and point defects. It might be worth 
repeating this experiment to see if the results can be repeated.
2. Drawing of tungsten and molybdenum wires by more than 99$ reduction 
in area (Geiss and van Liempt (162)) at room temperature gave resistivity 
increases of 50 and. 18$ or 2750 and 1100 x 10 ^siom. Broom (68) states 
that these remarkably high values seem to be a result of the high recry­
stallisation temperatures of these metals such that a large concentra­
tion of defects is .'frozen-in'. As mentioned previously Verel (150) 
has rolled pure copper at 77°K (where no defects should be mobile) to
a deformation corresponding to a relative change in length of 1200$.
-9
He obtained a saturation resistivity increase of about 440 x 10 cm 
or 220$ at about 700$ increase in length. If Broom's suggestion is 
correct then either defects in the former metals have a greater resis­
tivity or it is possible to introduce considerably more defects during 
deformation. In either case if a large resistance increase is looked 
for it would be interesting to fatigue tungsten specimens at room temp­
erature.
8.7 The effect of grain size, grain boundaries and initial state after 
manufacture on the fatigue properties of copper and Cu-Ni alloys
The effects of grain size and of grain boundaries in copper and 
copper alloys has been discussed in sections 4*4 and 7*6. The present 
work shows that:-
1. In copper a varyiat,ion of grain size between 0.003 and 0.009 cm 
has no effect on the life to crack initiation or on the magnitude of 
the resistance increase during fatigue.
2. In Telconstan an increase of grain size increases the resistance 
increases during fatigue and decreases the life to crack initiation.
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3* Cracking in Telconstan occurs along the grain boundaries, while as 
was already known, copper cracks in a transgranular manner.
As discussed in section 5*6 there is at present no explanation 
for the importance of grain boundaries during fatigue of Telconstdn.
It cannot be excluded that impurities introduced during manufacture or 
rolling accentuate the boundary cracking. Large variations of the time 
to crack initiation were seen between strips of nominally identical 
material rolled separately. The life of the present specimens was much 
smaller than that of the S/N Fatigue - Life Gauge for similar fatigue 
conditions although again the materials were very similar.
The effect of grain size on the tensile properties of copper-based 
solid solutions, the Hall-Petch relation, was studied by Hutchinson and 
Pascoe (163)* Using a model which,related the grain diameter to either 
the rate of dislocation multiplication within the grains (Conrad (164)) 
or to the density of the dislocation forest resulting from dislocations 
generated at boundaries (Li (165)) they obtained reasonable correlation 
with theory for all materials except copper and Cu-Ni alloys up to 9 Hi.
Thompson and Backofen (166) consider that in general in materials 
where cross-slip is easy and a cell structure is developed in the persi­
stent slip bands even in low amplitude fatigue, the slip distance is 
related to cell size and not grain size. They also state that in mat­
erials where cross-slip is difficult the slip distance is related grain 
size. There are two points of relevance in their paper:-
1. they conclude that it is the stage 1 crack growth period rather 
than the crack nucleation period that is dependant on grain size. The 
present results indicate that the period of nucleation depends on grain 
size in Cu-Ni alloys.
2. Copper is a material showing easy cross-slip and the present results
are in agreement with those of Thompson and Backofen where for lives
5
to fracture of greater than 10 cycles there is no dependence of life 
on grain size. However as was discussed in section 3*3 ‘the stacking 
fault energy and hence the ease of cross-slip is similar for Cu-Ni
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alloys to that for pure copper. Hence no grain size dependence would 
be expected. However Thompson and Backofen consider the case of low- 
carbon steel which shows easy cross-slip and a grain size dependence 
below a certain grain size - 85y/m. This material is characterised by 
a transition grain size below which tensile yielding involves a liad 
drop and above which yielding proceeds smoothly. It was proposed by 
Li (167) that yielding is influenced by the availability of grain bound­
ary dislocation sources which are proportional to boundary area. Belov/ 
a certain grain size a reduction of grain size increases the number of 
grains in which it is difficult to initiate slip. It is possible that 
such a model could also apply to Cu-Ni alloys. The grain sizes used in 
the present experiments were 11 to
Coffin (168) has shown for a plastic strain range of A  6 the
2 P
number of cycles to failure, N oc 1/(A£ ) . If the number of cycles to
P
failure is affected by grain size the plastic strain will be also. 
Therefore for a larger grain size the plastic strain component and the 
damage will be greater and it would be expected that the electrical 
resistance increase will be larger. It can be seen in the present work 
that neither the resistance increase nor the life to crack initiation 
.is affected by altering the grain size in copper while the former is 
increased and the latter decreased by an increase of grain size in the 
Cu-Ni alloys.
8.8 Attributes necessary for a fatigue gauge material
Specific attributes required by a material used in a fatigue gauge 
will depend on the particular usage for which the gauge is intended. 
There are tv/o main catagories of use :-
1. for general use on aircraft etc. under varying conditions as a 
continuous check.
2. to collect data on fatigue loading for structures under carefully 
controlled conditions.
For all uses the material must be suitable for rolling to foil and for
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easy attachment of electrical leads - eg. spot welding or soldering.
It should also have a good fatigue life compared to the substrate in
order to avoid early gauge failure. It has however been suggested by
commercial users that the gauge could be repeatedly removed and replaced
in order to take advantage of the high rate of resistance increas4 early
in life before saturation begins to set in. If measurements are to be
taken under variable conditions of temperature a gauge must either have
a very small temperature coefficient of resistance or a very large change
of resistance with deformation. Of course to have both would be ideal.
—3If the temperature coefficient is, say, 1 x 10 this would mean changes 
of 2io of the initial resistance for a temperature variation of 20°C.
Total changes of resistance would have to be very large - about 100^ - 
before this would not matter. A small temperature coefficient of 
resistivity is only known to occur in alloys of noble and transition 
metals. The largest increases during unidirectional deformation occur 
in initially ordered alloys - up to 100^ resistance change (see Broom
(68) and section 3*3)* None of those mentioned by Broom are noble 
metal - transition metal alloys but it would be worth seeing the effect 
of fatigue on such an alloy particularly for the second application 
where temperature effects could be eliminated. In addition the resistance 
increase must not anneal out until temperatures considerably higher than 
those reached during testing. This latter will, of course, apply to 
controlled conditions as well.
8.9 Suggestions for further work
1. The situation on clustering in Cu-Ni alloys and how it is affected ' 
by heat treatment and deformation could be clarified by further neutron 
scattering or X-ray v/ork combined with resistivity results.
2. Cyclic hardening tests on Cu-Ni alloys would establish the number 
of cycles to saturation hardness and whether it is greatly different
in the pure metals and their alloys.
3. It would be interesting to fatigue Cu 20at^ Ni at;.low temperatures 
•to obtain the resistance change when no point defects are mobile.
4. The effect of larger^sizes in Telconstan could be investigated to 
see whether the grain size effect in this material during fatigue can 
be explained by the model of Thompson and Backofen,(166).
5. As mentioned previously (8.6) .-a. 34$ increase in resistivity has 
been observed during deformation of solution treated Cu 2.85$ Co. ^
Since it is possible to estimate the cluster size in this alloy it would 
be worth investigating resistivity changes and cluster size during 
fatigue.
6. Similar experiments could be carried out on alloys known to show 
ordering effects and perhaps on tungsten. In addition the alloy Cu 2$
Be is now available commercially and here again it is possible to measure 
the cluster size independently. It is known that the resistivity changes 
with heat treatment are large (169)
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