We show a lower bound on mixing time for a non-reversible Markov chain in terms of its eigenvalues. This is used to show a bound on the real part of the complex-valued eigenvalues in terms of the realvalued eigenvalues of a related reversible chain, and likewise to bound the second largest magnitude eigenvalue. A myriad of Cheeger-like inequalities also follow for non-reversible chains, which even in the reversible case sharpen previously known results. The same argument also produces a new Cheeger-like inequality for the smallest eigenvalue of a reversible chain, and a Cheeger-like inequality for the second largest magnitude eigenvalue of a non-reversible chain.
Introduction
Little is known about the relation between eigenvalues of a non-reversible Markov kernel P and either the rate at which its corresponding random walk converges, or geometric measures of congestion in the random walk. Both questions will be considered in this paper. We begin the by partially answering the first problem, by showing a lower bound on mixing time in terms of eigenvalues of the non-reversible kernel P. Such a bound was previously known for reversible chains, but for non-reversible chains lower bounds either involved the Cheeger constant (conductance) [6, 7] or required knowledge of the corresponding eigenvector [10, 13] , but do not appear to have been known in terms of the eigenvalues of the chain alone.
The remainder of the paper is devoted to consequences of the lower bound. With minimal work we can find that the gap 1−Reλ i between the real parts of the two largest eigenvalues is lower bounded by that of a related reversible kernel P+P * 2 , and that a similar relation holds for the gap 1−|λ i | between the two largest magnitude eigenvalues in terms of the reversible kernel PP * . An immediate consequence of this is a Cheeger inequality for non-reversible Markov chains, previously found by Chung [3] via other methods.
The bulk of the paper examines another consequence of our lower bound, generalizations of Cheeger inequalities. A Cheeger inequality bounds the smallest non-trivial eigenvalue of a Laplacian in terms of a geometric quantity. Such an inequality is found in a variety of settings, including graphs, Markov chains and manifolds. In the Markovian setting Lawler and Sokal [7] and Jerrum and Sinclair [6] showed that when the state space is finite then the second largest eigenvalue λ 1 of a reversible Markov chain satisfies a Cheeger inequality in terms of a measure of edge-expansion. In his study of expanders Alon [1] showed a related bound in terms of a measure of vertex-expansion.
One application of Cheeger inequalities has been towards upper bounding the rate at which an ergodic Markov chain converges to its stationary distribution. We turn the tables and apply ideas from the study of convergence rates back to the problem of studying eigenvalues. Such an idea was briefly considered in a draft version of the Evolving Sets paper of Morris and Peres [9] , but the resulting inequality was weaker than previously known bounds. Our contribution is to vastly generalize the range of Cheeger-like inequalities to which the method applies. In the case of reversible chains our Theorem 4.5 and an easy to use Lemma 5.1 will be found to give quick and improved versions of Cheeger's Inequality, related vertex-expansion bounds of Alon [1] and Stoyanov [12] , as well as mixtures of both types of bounds. The same argument also leads to what may be the first Cheeger inequality for the magnitude of eigenvalues of a non-reversible Markov chain; a derivative result is a new Cheeger inequality for the smallest eigenvalue of a reversible chain.
The paper is organized as follows. In Section 2 we show our new lower bound on total variation mixing. This is combined with a classical upper bound to give a proof of lower bound on eigenvalue gap for non-reversible Markov chains in Section 3. The method of evolving sets is generalized in Section 4 and applied to show a bound on non-reversible eigenvalues in terms of evolving sets. In Section 5 this is then used to give quick proofs sharpening Cheeger's Inequality, a vertex-expansion bound of Alon, and mixed edge/vertex-expansion bounds of Stoyanov. Similar bounds on the largest magnitude eigenvalue are found in Section 6. Section 7 works through the details of applying these techniques to the elementary example of a walk on a cycle.
Lower bounding mixing time
In this section we show a spectral lower bound on the mixing time of a non-reversible Markov chain. It is well known that such a relation holds for a reversible Markov chain, but in the non-reversible setting our result appears to be new. A common approach to lower bounding variation distance of a reversible chain is to write the n-step distribution in terms of an eigenbasis, and then drop the less significant terms. However, this does not apply to non-reversible chains as there may not be an eigenbasis. Our approach is instead motivated by methods used in Seneta's work on coefficients of ergodicity [11] .
We begin with some notation. Let P be a finite irreducible Markov kernel on state space V with stationary distribution π, that is, P is a |V | × |V | matrix with entries in [0, 1], row sums are one, V is connected under P (∀x, y ∈ V ∃n : P n (x, y) > 0), and π is a distribution on V with πP = π. Given initial distribution σ, the n-step discrete time distribution is given by σP n , while the t-time continuous time distribution is given by σH t where H t = e −(I−P)t . A chain is reversible if it satisfies detailed balance (∀x, y ∈ V : π(x)P(x, y) = π(y)P(y, x)), and is lazy if it is strongly aperiodic (∀x ∈ V : P(x, x) ≥ 1/2). The time-reversal is the chain given by π(x)P(x, y) = π(y)P * (y, x), so that P = P * if and only if P is reversible. Finally, given f ∈ C V (i.e. f : V → C) then P(f )(x) = y∈V P(x, y)f (y) is as would be expected if f were treated as a column vector.
Rate of convergence will be measured with respect to the variation norm, which for vector v ∈ R V or v ∈ C V is given by
The variation distance in discrete time is
with d(t) defined similarly in continuous time. This is the worst case distance between an n-step distribution and π, because for general initial distribution σ it follows that
It will be more convenient to work with an alternate notion of distance.
As with d(n), any initial distributions σ 1 , σ 2 will satisfy σ 1 P n − σ 2 P n T V ≤d(n). This distance is closely related to d(n), in particular set σ 2 = π so σ 2 P n = π to get the relation d(n) ≤d(n), while an application of triangle inequality δ x P n − δ y P n T V ≤ δ x P n − π T V + π − δ y P n T V leads to the relationd(n) ≤ 2d(n).
The key to our lower bound will be the following lemma:
Proof. For some x = y ∈ V we haved(n) = δ x P n − δ y P n T V = (δ x − δ y )P n T V . Thus the supremum dominatesd(n). Conversely, without loss assume v T V = 1 and v · 1 = 0. Then v + = max{v, 0} and v − = max{−v, 0} are probability distributions, and so vP n T V = v + P n − v − P n T V ≤d(n). The first identity follows. Now to the inequality. If v ∈ C V and v · 1 = 0 then (Rev)
where the first and third inequalities follow from the relation ∀a, b ∈ R : |a+bi| ≤ |a|+|b| ≤ √ 2|a+bi|, while the second inequality is due to the case of vectors in R V .
This can be used to show two useful submultiplicativity relations, previously proven via a coupling argument. If x, y ∈ V are such thatd(n + m) = ((δ x − δ y )P n )P m T V then one application of the lemma, followed by the definition ofd(n) implies the first relation below. If x ∈ V is such that d(n + m) = ((δ x − π)P n )P m T V , then apply the lemma, and end with the definition of d(n).
Our main result is the following:
The eigenvalues λ i = 1 of a finite, irreducible Markov chain satisfy
Proof. Let v i ∈ C V be a left eigenvector corresponding to eigenvalue λ i = 1 of P. Since 1 is the right eigenvector corresponding to eigenvalue 1 then
and since λ i = 1 then v i 1 = 0. By Lemma 2.2,
This can be sharpened a bit. If k ∈ N then by equations (2.1) and (2.3),
and taking k → ∞ it follows thatd (n) ≥ |λ i | n .
In continuous time the proof of the lemmas and theorem are similar. However, if the eigenvalues of P are given by λ i then those of H t are given by e −(1−λ i ) t . The magnitudes of these are e −(1−λ i ) t = e −(1−Reλ i ) t .
Eigenvalue gap for non-reversible chains
In the previous section we found that non-trivial eigenvalues of a non-reversible Markov chain can be used to lower bound the mixing time (where 1 is a trivial eigenvalue). In this section we turn to one of the first consequences of this, a bound on the gap 1 − Reλ i between the two largest real parts of eigenvalues, and a bound on the gap 1 − |λ i | between the two largest magnitude eigenvalues.
In order to show this result we require a related upper bound on variation distance. An upper bounds on variation distance of a discrete time chain in terms of eigenvalues of PP * and P+P * 2 were previously observed by Fill [5] . We review the argument for completeness, as this result is not as well known as it should be, and the proof is not difficult. Lemma 3.1. Given a finite, irreducible Markov chain P, the variation distance in discrete and continuous times respectively satisfy
where the spectral gap of a Markov chain K is given by
The term spectral gap is used because by the Courant-Fischer theorem a reversible Markov chain has
where λ 1 is the second largest eigenvalue of the Markov chain. 4) and so by induction
It is easily verified that σP π = P * (σ/π), and so it follows that
To finish, note that
1−π * π * . The continuous time case is similar, but with the relation
Note that in general λ P = λ P * = λ P+P *
2
. The lemma then says that mixing in continuous time is related to the spectral gap of the additive reversibilization P+P * 2 , while in discrete time the multiplicative reversibilization PP * is important.
It is only a short step from the previous lower and upper bounds on variation distance, to a relation between eigenvalues of non-reversible chains and those of an appropriate reversible chain.
Combining the lower and upper bounds we have that if λ i = 1 is an eigenvalue of P then
It follows that
This gives our main result. 
Recall that the second largest eigenvalue of a reversible chain satisfies 1 − λ 1 = λ. In particular, if P is reversible then P 2 is also reversible with eigenvalues |λ i | 2 , and re-arranging terms in the CourantFischer result we obtain the lesser known relation 1 − max i>0 |λ i | = 1 − 1 − λ P 2 . Theorem 3.2 shows that these two relations hold for non-reversible chains as well, at least as inequalities.
The theorem shows that the real part of the eigenvalues is related to the spectral gap of the additive reversibilization P+P * 2 , while the magnitude of the eigenvalues is related to the spectral gap of the multiplicative reversibilization PP * . This is not just an artifact of the method of proof, as the following shows: Example 3.3. Consider the walk on a cycle of length n that steps in the counterclockwise direction with probability one. The eigenvalues are λ k = e 2πki/n , while λ PP * = 0 and λ = 1 − cos(2π/n). The theorem then shows that
both of which are in fact equalities.
This has an immediately consequence in the settings of Cheeger inequalities. The Cheeger constant is given by
and if A, B ⊂ V then Q(A, B) = x∈A, y∈V π(x)P(x, y) measures the number of edges or ergodic flow from set A to set B. The Cheeger inequality [6] shows that the spectral gap is bounded by h:
By Theorem 3.2 related bounds hold for eigenvalues on non-reversible chains too:
The first of these relations was previously shown by Chung [3] with other methods (Chung in fact showed the first relation in Theorem 3.2, although this is disguised by her use of more complicated notation).
Example 3.4. Not only can spectral gap distinguish between Reλ i and |λ i |, but Cheeger inequality methods can as well. For instance, the counterclockwise walk on the 3-cycle has h = 1 and h PP * = 0. Our improved Cheeger's inequality shows that
However, we have no need to borrow Cheeger's inequality from other papers, as in the following section we show that our method of proof also leads to several generalizations of Cheeger's inequality.
The generalized Cheeger inequality
In the previous section we found how upper and lower bounds on convergence can be used to show a new relation between eigenvalues of a non-reversible Markov chain and those of related reversible chains. In this section we use a similar approach to show a generalization of Cheeger's inequality. First, however, we need an upper bound on mixing time to take the place of Lemma 3.1.
In order to relate a property of sets (the Cheeger constant / set expansion) to a property of the Markov chain (rate of convergence) we construct a walk K on sets, and study this walk instead. The walk of interest was previously studied by Diaconis and Fill [4] in bounding separation distance, later by Morris and Peres [9] for bounding L 2 distance (we borrow their notation), and this author [8] sharpened the technique and extended it to other distances. Definition 4.1. Given set A ⊂ V a step of the evolving set process is given by choosing u ∈ [0, 1] uniformly at random, and transitioning to the set
The walk is denoted by S 0 , S 1 , S 2 , . . ., S n , with transition kernel
Two useful properties of this walk are a Martingale property and a connection to the original random walk. We omit the proofs as they can be found in some form in any of the three papers referenced above.
where π S (y) =
denotes the probability distribution induced on set S by π.
The variation distance is easily bounded in terms of evolving sets.
Theorem 4.4. Consider a finite Markov chain with stationary distribution π. Then
whenever x ∈ V and S 0 = {x}.
Proof. By Lemmas 4.2 and 4.3,
The inequality was the triangle inequality,
It is now a short step to the main result of this section.
Theorem 4.5 (Generalized Cheeger Inequality
and f is non-zero except possibly at 0 and 1. Then the eigenvalues λ i = 1 of a finite, irreducible Markov chain satisfy
We call C f the f -congestion. It is a somewhat mysterious quantity, but we will find that it is surprisingly well-suited towards giving easy proofs of Cheeger-like inequalities. If f does not satisfy the condition f (a) ≤ f (1 − a) then the result still holds, but with C f = max A⊂V C f (A).
Proof. Given x ∈ V let S 0 = {x} and define M = max
. Also, we use the notation
The final inequality followed from C f (S # n−1 ) ≤ C f , and then induction. As in the previous section, we have
Take n → ∞ to obtain the relation |λ i | ≤ C f .
A continuous time result can also be shown, but it yields only the weaker bound Reλ i ≤ C f .
It is interesting to note that C √ a ≤ 4 1 − h 2 PP * , and so it follows that
which is the same that was derived earlier via Theorem 3.2 and Cheeger's inequality. This bound on C √ a can be found in [8] ; the method of proof is different than that being considered in this paper, so we do not show it here.
Of more interest to us in the following section is the observation that if a chain is reversible then the spectral gap satisfies the property
More generally, for a non-reversible chain
This latter characterization will be particularly useful because
is a lazy, reversible Markov chain.
Edge and vertex-expansion bounds
In the previous two sections we have found that the eigenvalue gap of a non-reversible chain can be studied by considering the gap of a corresponding reversible chain, and have found that this gap can alternatively be studied by considering the f -congestion C f . In this section we explore this latter characterization, and discover that it can be used to improve on and generalize characterizations of the spectral gap in terms of edge and vertex-expansion of graphs, and show related bounds on the eigenvalue gap of non-reversible chains as well.
The quantity C f is generally not easy to calculate exactly. However, the following lemma makes it easy to bound C f in terms of isoperimetric quantities.
Proof. The concavity of f (x) implies that
This follows because y = λ (y−δ)+(1−λ) (x+δ) with
Adding these two inequalities gives (5.5).
The inequality (5.5) shows that if a bigger value (x) is increased by some amount, while a smaller value (y) is decreased by the same amount, then the sum f (x) + f (y) decreases. In our setting, the condition that ∀t ∈ [0, 1] : Our interest is in bounding 1 0 f (π(A u )) du for a concave function f . To apply the lemma we minimize the integral t 0 π(A u ) du, recalling that π(A u ) is a decreasing function of u and 1 0 π(A u ) du = π(A), while taking into account whatever constraints are given by the isoperimetric quantities of interest. A key tool in this pursuit is the observation that, for a lazy chain, u>1/2 A u ⊂ A ⊂ A 1/2 and so
By the Martingale property,
In short,
This, and Lemma 5.1 will be the main tools in the remainder of this section.
Edge-expansion
We now turn our attention to the connection between edge-expansion and spectral gap of a Markov chain. Suppose a Markov chain is lazy and Q(A, A c ) is known for set A ⊂ V . By equation (5.6) Q(A, A c ) is the area below π(A u ) and above π(A), and also above π(A u ) and below π(A), and so the extreme cases can be drawn immediately, as in Figure 1 . 
By Lemma 5.1 the value C f (A) is minimized when π(A u ) = M (u) and maximized when π(A u ) = m(u), for every concave f . In particular, for any concave function f and eigenvalue λ i = 1 then
If the chain is reversible then λ = 1 − λ 1 ≥ 1 − |λ i | and so this gives a bound on the spectral gap. More generally, if the chain is not lazy or not reversible then consider the reversible, lazy Markov chain
. Then λ = 2λ P ′ = 2(1 − λ 1 (P ′ )), and Q P ′ (A, A c ) = Q(A, A c )/2, and so
We now come to the main result of this section, a generalization of Cheeger's inequality in terms of the shape of the Cheeger profile, rather than only in terms of h. 
.
To show the inequality, let Then F (y, δ) is convex in δ with minimum at δ = 0, and therefore F (y, δ) ≥ F (y, 0) = 0.
Suppose we want a Cheeger-like inequality in terms of the symmetrized Cheeger constant
The corollary will give such a lower bound if 
Corollary 5.3. The spectral gap of a finite, irreducible Markov chain satisfies
Ifh = 2h, as is often the case, then the first bound is twice as good as the "regular" Cheeger inequality λ ≥ h 2 /2. 
. The second and third results follow immediately from Corollary 5.2, with f (x) = x log(1/x) and f (x) = x(1 − x) respectively. Remark 5.4. In this section all bounds were stated in terms of λ, even though our work applies equally well with P ′ = I+P 2 to give a bound on 2 − |1 + λ i |. This was done because these quantities are the same for a reversible chain, while in general λ is the smaller quantity:
The first inequality was Theorem 3.2. The second was because any lazy walk K will satisfy
and so
and in particular λ KK * ≥ λ.
Vertex-expansion
Alon [1] showed a Cheeger-like inequality in terms of vertex-expansion (the number of boundary vertices) for the spectral gap of an undirected graph, and through this a bound on spectral gap of a Markov chain. Bobkov, Houdré and Tetali [2] and Stoyanov [12] generalized and sharpened this bounds. We sharpen and generalize these further. We restrict ourselves to studying C √ a (A), as f (a) = a(1 − a) seems to be the most useful choice of f . The reader can easily derive a differential equation argument similar to that in the edge-expansion case, which may provide slightly sharper bounds for specific problems.
There will be two notions of vertex-expansion, h in = min π(A)≤1/2 h in (A) measures the number of internal boundary vertices, while h out = min π(A)≤1/2 h out (A) measures external boundary vertices, where
given boundaries of size ∂ in (A) = {x ∈ A : Q(x, A c ) > 0} and ∂ out (A) = ∂ in (A c ) = {x ∈ A c : Q(x, A) > 0}. The minimum transition probability P 0 = min x =y∈V {P(x, y) : P(x, y) > 0} will also be required.
Theorem 5.5. The eigenvalues λ i of a finite, irreducible Markov kernel satisfy
Proof. Suppose the Markov chain is lazy, and fix set A ⊂ V .
A vertex x ∈ A is in ∂ in (A) if and only if P(x, A c ) > 0, which happens if and only if Q(A, x) < (1 − P 0 )π(x), if and only if x / ∈ A 1−P 0 . Thus, given only h in (A), the integral 1 0 π(A u ) du is minimized if it has the shape in Figure 2 . 
Now consider h out . The eigenvalues of P and P * are the same (if Pv = λ i v then (πv)P * = λ i πv), so we can study Markov chain P * instead. A vertex x ∈ A c is in ∂ out (A) if and only if Q P * (A, x) = Q(x, A) ≥ π(x)P 0 , if and only if x ∈ A P 0 for Markov chain P * . Figure 2 then gives the worst case for Lemma 5.1.
When the chain is not lazy then consider the walk P ′ = 1 2 (I +P). The eigenvalues are
then gives the theorem.
To compare this to the Cheeger inequality we rewrite it as
This is an improvement of Ω(P −1 0 ) over λ ≥h 2 4 whenh =h in P 0 . For instance, a random walk in which the bottleneck consists of a single edge.
Example 5.6. Consider the maximum degree walk on the barbell. That is, connect two copies of the complete graph K n by a single edge, and at each step transition to a neighboring vertex with probability 1/n, the remainder of the time do nothing. The edge and vertex congestion are minimum when A is a copy of K n , withh in = 2/n,h = 2/n 2 and P 0 = 1/n. The Cheeger bound is λ ≥h 2 /4 ≥ 1/n 4 whereas the vertex bound is better at λ ≥h 2 in P 0 /8 = 1/2n 3 , a factor n/2 improvement. Stoyanov [12] , improving on results of Alon [1] and Bobkov, Houdré and Tetali [2] , showed that a reversible Markov chain will satisfy
Our Theorem 5.5, and the approximations √ 1 − h out P 0 ≤ 1 − h out P 0 /2 and √ 1 + h in P 0 ≤ 1 + h in P 0 , give a stronger bound for reversible chains,
This will be improved even further in the following section.
In the non-reversible case recall that λ P = λ P+P *
2
, and so one can apply Theorem 5.5 to the chain
, so we obtain the bound
However, we can also derive a slightly stronger bound by applying Lemma 5.1 to explicitly construct the worst case for the chain P+P * 2 . Theorem 5.7. The spectral gap of a finite, irreducible Markov kernel satisfies
Proof. We restrict attention to h in (A), as the h out (A) case is similar. Consider the reversible, lazy walk
, so that λ P = 2(1 − λ 1 (P ′ )). Note that vertices y ∈ ∂ in (A) have Q P ′ (A, y)/π(y) ≤ 1 − P 0 /4, and that overall Q P ′ (A, A c ) = Q(A, A c )/2 ≥ π(∂ in (A))P 0 /2, and so the worst case is as in Figure 3 . 
Combining edge and vertex-expansion
In the previous two parts we have found that our method improves on Cheeger inequalities, and on vertex-expansion results of Alon, Stoyanov and others. Its real strength, however, lies in an ability to easily combine edge and vertex-expansion quantities, and for the maximization to take place at the set level rather than at a global level. The simplest form of this is to simply observe that we are using the relation λ ≥ min π(A)≤1/2 1 − C √ a (A), and so for each set A it suffices to use whichever of our upper bounds on C √ a (A) was best: Corollary 5.8. The eigenvalues λ i = 1 of a finite, irreducible Markov chain will satisfy
where h * out (A) is defined in terms of ∂ * out (A) = {x ∈ A c : Q(A, x) > 0} = {x ∈ A c : Q P * (x, A) > 0}, and P * 0 = min x =y∈V {P * (x, y) : P * (x, y) > 0}. 
However, this can be improved on by using the full power of Lemma 5.1 to simply write down the worst case scenario given h in (A), h out (A) and h(A), as follows.
Theorem 5.9. Given a finite, irreducible Markov kernel, then
Proof. This is no different from the cases just dealt with, other than that the worst case, given in Figure 4 , is somewhat more complicated.
Although we have been working with C √ a , due to its ease of use, the quantity C √
is actually better. To see this, let f (x, y) = y(1−y) with domain x, y ∈ (0, 1). This is convex in x and so by Jensen's inequality,
If the worst case in Figure 4 is used to compute C √
instead of C √ a , then a few π(A) and π(A c ) terms remaining after simplification in terms of h in (A), h out (A) and h(A). Simple calculus can 
be used to find the worst case is at π(A) = π * , which leads to the bound
This is sharp for the periodic walk on the uniform two-point space (i.e. V = {0, 1} and P(0, 1) = P(1, 0) = 1, so h in = h * out = h = 1). We did not give this because it is more useful than Theorem 5.9, as that is clearly not the case, but rather to indicate that our method can yield sharp results, even when the sharp bound requires a lengthy complex formula. Working with C √ a (1−a) is, nevertheless, useful for studying the larger symmetric quantities.
Theorem 5.10. Given a finite, irreducible Markov kernel, then
Proof. Assume the chain is lazy. The worst case is given in Figure 5 . To simplify notation, let h in =h in (A) andh =h(A). Substituting this worst case into Lemma 5.1 gives
This is maximized when π(A) = 1/2 (see the Appendix), and so setting π(A) = 1/2 gives a bound for a lazy chain. In the general case consider P ′ = from Figure 2 and Lemma 5.1. However, it also follows from the first relation by pessimistically assuming minimum flow, that ish =h in P 0 .
The final inequality follows from √ 1 − x ≤ 1 − x/2 and the second inequality.
Using the larger tilde versions the biggest improvement on Stoyanov's result is then
Knowing more than one of the congestion quantities might lead to substantially better bounds, as the following suggests.
Example 5.11. Consider the lazy simple walk on the boolean cube {0, 1} d given by choosing one of the d-coordinates uniformly at random and changing it with probability 1/2, i.e. P(x, x) = 1/2 and P(x, y) = 1/2d if and only if x and y differ at exactly one coordinate.
far from the correct bound λ = 2/d. However, when A = {x = (x 1 , x 2 , . . . , x d ) : , instead of going through 2 − |1 + λ i |.
Bounding the smallest eigenvalue
Recall that the Cheeger-like inequalities in this paper have been a consequence of our result
Our approach to re-writing this in terms of the Cheeger constant, and related vertex-expansion constants, has been to instead consider the chain
. One may want to understand the periodicity existent in a Markov chains, and not just the behavior of lazy walks, that is, we may want to study the largest magnitude non-trivial eigenvalue; in the reversible case this amounts to studying the smallest and largest non-trivial eigenvalues. In this case one would like to consider 1 − |λ i | explicitly, rather than 1 − λ i , as the former quantity may be smaller. Our methods largely carry over to this case as well, with the proviso that a modified version of Cheeger's constant will be required.
Before proceeding, observe that when applying Lemma 5.1 we can no longer assume that π(A u ) drops below π(A) at u = 1/2, since we consider the walk P directly instead of the lazy walk P ′ . Instead, let ℘ A be a value such that
Also, let
play the role that ergodic flow Q(A, A c ) had before. .
Define φ and φ(A) similarly but without π(A c ) in the denominator.
Observe that for a lazy chain Ψ(A) = Q(A, A c ), and soφ(A) =h(A), showing that modified conductance is an extension of the Cheeger constant.
We now come to our main result for this section.
Theorem 6.2. Given a finite, irreducible Markov chain and eigenvalue
Proof. The extreme cases in Lemma 5.1 can be drawn immediately, as in Figure 6 . 
The other bounds are similar, although the simplification steps require more work.
This bound certainly looks like that shown earlier in terms of the Cheeger constant. However, it is not immediately clear what the connection betweenφ andh may be. To discover this relation, observe that in a reversible, periodic chain the Cheeger constant may be large but the walk alternates between two sets of equal sizes (the partitions) and never reaches more than half the space at once, and hence never mixes. It seems more appropriate, therefore, to consider the chance of stepping from a set A into a strictly larger set, or alternatively the worst flow into a set of size π(A c ). With this motivation, consider
The following lemma shows this is equivalent to our earlier definition of Ψ(A) in terms of evolving set.
The proof will be closely related to the earlier argument of (5.6). For a lazy chain one may let ℘ = 1/2, and we get (5.6) again.
Proof. The second equality is from the Martingale property Lemma 4.2. The final equality follows from the second equality and the definition of ℘.
To prove the first equality, observe that ∀x ∈ Ω :
In particular, if π(A ℘ ) = π(A), then B = Ω \ A ℘ in the definition of Ψ(A), and the first equality follows.
More generally, if
which completes the general case.
In summary, we have found that to bound the spectral gap λ it is appropriate to consider the worst-case ergodic flow from a set A to its complement A c , via the Cheeger constanth, while to bound the eigenvalue gap 1 − |λ i | it is appropriate to consider the worst-case ergodic flow from a set A to a set the same size as its complement A c , via modified conductance. As far as we are aware, this may be the first isoperimetric bound on the eigenvalue gap 1 − |λ i |. 
Walk on a Cycle
In this paper we have developed new methods for lower bounding the mixing time of a non-reversible Markov chain, for bounding the real part and magnitudes of eigenvalues, found generalizations of Cheeger inequalities, and moreover shown how the eigenvalue gap 1 − |λ i | can be studied by use of the modified conductanceφ. Many of the methods are new, and so in this section we work through an example to demonstrate the technique and to show that the method can sometimes be used to determine exactly both the largest and smallest eigenvalues. Our first toy example will be the random walk on the cycle C n = Z/nZ of length n that always steps in the counterclockwise direction, that is P(i, i − 1 mod n) = 1. The eigenvalues of this walk are λ i = e 2πik/n for k = 0, 1, . . . n − 1, and so by Theorem 3.2 2d(n) ≥d(n) ≥ |λ i | n = 1 .
Thed(n) bound is exact, while that on d(n) is off by only a factor of 2¿ We now consider Theorem 3.2. The additive reversibilization P ′ = P+P * 2 is the simple random walk on the cycle, with P(i, i ± 1 mod n) = 1/2 and eigenvalues λ i = cos(2πk/n), while the multiplicative reversibilization PP * = I has eigenvalue 1 with multiplicity n. It follows that 1 − Reλ i ≥ λ = 1 − cos(2π/n) , We now proceed to apply equation (5.8) and Corollary 5.2 to give an isoperimetric argument for the exact value of 1 − Reλ i . To do this we require an improvement on the Cheeger inequality for λ = λ P+P *
2
. We will do a bit more and consider both λ P ′ and 1 − |λ i (P ′ )|, where P ′ = P+P * 2 , as this gives an opportunity to demonstrate the method for bounding smallest eigenvalue as well. In the remainder of the section the walk of interest will always be P ′ . For reference, the eigenvalues of P ′ are λ i = cos(2πk/n) where k = 0, 1, . . . n − 1. Now, for the walk P ′ every set A ⊂ C n satisfies the relation Q(A, A c ) ≥ 1/n. By Corollary 5. This is about four times better than the Cheeger bound, and a factor two from the correct value of the spectral gap λ.
To determine λ exactly, recall that in the proof of Equation (5.8) we worked with the lazy chain
, that is, the walk on the cycle with P(i, i) = 1/2 and P(i, i ± 1 mod n) = 1/4. It can be checked that λ I+P ′ 2 ≥ 1 − C sin(πa) = 1 2 (1 − cos(2π/n)), although we omit the details as direct computation of C f is not the focus of this paper. It follows that λ ≥ 2λ I+P ′ 2 ≥ 1 − cos(2π/n) , the correct value.
We now turn to determining the smallest eigenvalue. When n is even then Ψ(A) = 0 with the extreme set A consisting of half the points, alternating around the cycle, with B = A and Ψ(A) = Q(A, B) = 0. When n is odd and π(A) ≤ 1/2 then Ψ(A) ≥ 1/2n and the extreme case is given in Figure 7 , with A consisting of alternating points and B = A ∪ v ∪ (V \ B(A, 1)) for a vertex v neighboring an endpoint of A and the ball B(A, 1) = {y ∈ V : dist(y, A) ≤ 1}.
Although Corollary 5.2 does not apply to smallest eigenvalues, it still gives a good heuristic for choosing f if Q(A, A c ) is replaced by Ψ(A). Since Ψ(A) ≥ constant then just as above this suggests considering f (a) = sin(πa), and the bound is then λ n ≥ −C sin(πa) ≥ − max if n is even Again, these are both correct. 00 00 00 11 11 11 00 00 11 11 00 00 00 11 11 11 00 00 11 11 00 00 00 11 11 11 Figure 7: Circled region on left givesh. Forφ, let A be white points and B the circled points.
