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Abstract
Transition-metal dichalcogenides can be easily produced as atomically thin sheets, exhibit-
ing the possibility to optically polarize and read out the valley pseudospin of extremely stable
excitonic quasiparticles present in these 2D semiconductors. Here, we investigate a monolayer
of tungsten disulphide in high magnetic fields up to 30 T via photoluminescence spectroscopy
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at low temperatures. The valley degeneracy is lifted for all optical features, particularly for
excitons, singlet and triplet trions, for which we determine the g factor separately. While the
observation of a diamagnetic shift of the exciton and trion resonances gives us insight into the
real-space extension of these quasiparticles, magnetic field induced valley polarization effects
shed light onto the exciton and trion dispersion relations in reciprocal space. The field depen-
dence of the trion valley polarizations is in line with the predicted trion splitting into singlet
and triplet configurations.
Keywords: transition metal dichalcogenides, WS2, 2D materials, excitons, valley splitting,
valley polarization
Monolayer transition-metal dichalcogenides (TMDCs) have had a tremendous impact on semi-
conductor physics in the last years. Due to their direct bandgap and a large interband dipole
moment, atomically thin layers emit strong photoluminescence and represent a semiconducting
supplement to the two-dimensional and zero-gap material graphene.1,2 Additionally, the dielectric
confinement enables the formation and high stability of strongly bound excitons, charged excitons
(trions)3,4 and even excitonic molecules.5,6 The conduction- and valence-band edges are located at
the K-points in the Brillouin zone, where valley and spin degree of freedom are directly coupled.7
This effect manifests itself in a circular dichroism,8,9 i.e., excitons can be created in a specific val-
ley by choosing the right excitation helicity, giving access to an additional internal degree of free-
dom. However, excitonic states with different valley indices are energetically degenerate, linked
by time-reversal symmetry. This degeneracy can be broken by intense optical excitation via the
optical Stark effect10 or by magnetic fields.11–17 A direct control of the valley pseudospin energy is
of outstanding importance for future quantum electronics applications based on the manipulation
of the valley pseudospin.18 In recent experiments, the magneto-optical properties of single-layer
diselenides like MoSe2 11–13 and WSe2 14–16 have been investigated, including a lifting of the valley
degeneracy and the extraction of exciton and trion g factors. Recent reports on high-field magneto-
optics of transition metal disulfide monolayers are limited so far either to the field-induced rotation
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of the linear polarization of excitonic photoluminescence19 or to the investigation of CVD-grown
materials exhibiting large linewidths.20–22 This precludes a separate analysis of the behavior of
different excitonic quasiparticles like charge-neutral excitons and trions in magnetic fields, which
is substantial for understanding the underlying mechanisms for magnetic-field-induced changes in
the optical spectrum.
Here, we present low-temperature photoluminescence (PL) measurements on high-quality me-
chanically exfoliated monolayer WS2 exhibiting extraordinarily sharp resonances originating from
several distinct excitonic quasiparticles and bring these samples in high magnetic fields up to 30 T.
Charge-neutral excitons, singlet and triplet trions, as well as presumably phonon-related excitonic
features emerging at large external fields are identified in the PL spectrum. We determine g fac-
tors of ≈ −4.3 for exciton and triplet trion, and two regimes (low and high magnetic field) with
different g factors for singlet trions. A diamagnetic shift for the excitons (singlet trions) on the
order of 1 meV (2 meV) at 30 T is observed. The extracted exciton radius of 25 Å is in excellent
agreement with a theoretical model. Furthermore, we demonstrate the generation of valley polar-
ization via a magnetic field. The complex interplay between different excitonic quasiparticles and
the valley-orbit-splitted exciton and trion dispersions23,24 turns out to be of major importance in
the investigated sample and leads in the case of excitons to a predominant population of the ener-
getically unfavorable valley. The singlet and triplet trion valley polarization can be explained with
combined formation-rate-related and dispersion-related effects.
Figures 1(a) and (b) highlight the photoluminescence spectra of a single-layer WS2 flake (for
a micrograph of the sample see Supplementary Fig. 1) at 4.2 K and different magnetic fields
from 0 T to 30 T applied in out-of-plane direction (Faraday geometry) for left- (σ−) (a) and right-
circularly polarized (σ+) detection (b). For all measurements presented in this work, the sample
is excited via linearly polarized laser light at 2210 meV, leading to an initially equal population
of +K and -K valleys. At zero field, we can identify various peaks in the spectrum, details are
published elsewhere.6,25 The charge-neutral exciton (X) appears at an energy of 2096 meV, in
good agreement with values in recent literature.6,26 The negatively charged trion peak is split into
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an intravalley singlet (X−S ) and an intervalley triplet trion peak (X
−
T ) due to intervalley electron-
hole exchange interaction.23–25,27 The energetic separation amounts to 10 meV, with X−T having
the higher energy.
Around 2040 meV, a multiple peak structure (L1/XX) stemming from defect-related excitons
as well as biexcitons6 is discernible in the spectra. However, the low excitation densities used in
the experiment mainly preclude the observation of biexcitons.
Applying a positive magnetic field leads to two major effects: first, all excitonic resonances
shift in energy, depending on the detection helicity. Second, the relative intensities of the individ-
ual peaks vary significantly. The X−T peak disappears at high magnetic fields in σ
−-polarized de-
tection. At the same time, a new peak XU emerges 43 meV below the X resonance. Theoretically,
a biexciton binding energy in the same range as the trion binding energy has been predicted.28,29
However, only the L1/XX feature exhibits a superlinear excitation-power-dependence which is
consistent with biexcitonic PL (see Supplementary Fig. 2 and Supplementary Note 1). There-
fore, a biexcitonic origin of the XU peak can be excluded. Instead, this feature can be tentatively
interpreted as phonon-assisted transition of excitons, as the energetic difference between X and
XU is in excellent agreement with the energy of the 2LA(M) Raman mode.30 Nevertheless, more
detailed studies are necessary in order to reveal the origin of this peak. Being energetically close
to the trions and of low intensity, the XU peak is hardly visible in the zero field spectrum. In the
σ+-polarized spectra, it is barely discernible for all magnetic field strengths. The L1/XX peak also
dramatically decreases in intensity with increasing magnetic field in this detection polarization.
We can fit the exciton peak with a Lorentzian which accurately reproduces its lineshape. In
σ+ detection, we observe a redshift of the peak with increasing magnetic field, whereas in σ−
detection, it experiences a blueshift. As we are probing the +K (-K) valley with σ+ (σ−)-polarized
detection, we infer that the +K valley reduces its energy in a magnetic field whereas the -K valley
increases in energy as illustrated in Figure 1(c).
In single-layer TMDCs, three effects can lead to a magnetic-field-induced lifting of the valley
degeneracy:12–15 spin Zeeman effect, valley Zeeman effect and the atomic orbital contribution (see
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Figure 1: (a) σ−-polarized photoluminescence spectra of single-layer WS2 at T = 4.2 K for various
magnetic fields up to 30 T. (b) σ+-polarized photoluminescence spectra of single-layer WS2 at
T = 4.2 K for various magnetic fields up to 30 T. The red dashed lines in (a) and (b) serve as a guide
to the eye for the energies of the X, X−T , X
−
S and XU peaks. The narrow peaks around 2105 meV
are artefacts from the CCD and spectrometer. (c) Sketch of the +K and -K exciton dispersion under
applied positive magnetic field. The grey dotted parabolas indicate the zero field dispersion. Due
to exchange interaction, the dispersion steepness is different for +K and -K excitons in a magnetic
field. (d) Zeeman splitting of the X (black), X−T (blue), X
−
S (red), XU (green) and L1/XX peak
(brown) as a function of the magnetic field. The data sets are shifted each by -3 meV for better
visibility. The grey lines indicate linear fits of the data points.
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Supplementary Fig. 3 and Supplementary Note 2). As bright excitons originate from conduction
and valence band states having the same spin orientation, the spin Zeeman effect does not alter the
energy difference of these bands resulting in unchanged exciton energies. The conduction band
states do not carry an orbital magnetic moment, as they are comprised mainly of d orbitals with
m = 0. In contrast, the valence band maximum exhibits a valley-contrasting magnetic quantum
number: m = +2 in the +K valley and m = −2 in the -K valley.7 Hence, the +K valley exciton
energy decreases by 2µBB, whereas the -K valley exciton energy increases by the same amount,
with µB being the electron Bohr magneton and B the magnetic flux density. This yields a valley
splitting of −4µBB, i.e., a g factor of −4. Defining the Zeeman splitting for excitons EXZeeman =
EXσ+−EXσ− = gµBB, with the exciton energy in σ+ (σ−) detection EXσ+ (EXσ−), we extract an exciton
g factor of−4.25±0.05 in our sample (see Fig. 1(d), details are published elsewhere19). This value
differs slightly from 4, which would account for a pure atomic orbital contribution to the Zeeman
splitting. The deviation could stem from the valley magnetic moment, which arises from the
selfrotation of the Bloch wavepackets31,32 and is oriented in opposite directions in the two valleys.
In order to quantify the valley magnetic moment for excitons, we define ∆α = (Lzc−Lzv)/µB, with
the valley magnetic moments Lzc and L
z
v of the conduction and valence bands. Including the atomic
orbital contribution, we then have a net excitonic valley Zeeman splitting of ∆EXZeeman = −2(2−
∆α)µBB.14 In the framework of an ab initio DFT model, we have calculated Lzc and Lzv as well as the
atomic orbital contributions which slightly deviate from the value of−2τµBB, where τ is the valley
index (±1 for ±K), due to the admixture of p-type states to the band edges (see Supplementary
Note 3 and Supplementary Fig. 4). It turns out that ∆α has a negative sign and leads, together
with a reduced orbital magnetic moment, to a g factor of -4.746. While the simplicity of the model
precludes a thorough quantitative analysis, the calculations are in line with an absolute value of the
g factor larger than 4, as observed in the experiment.
The trion peaks X−S and X
−
T in our spectra (Fig. 1(a) and (b)) can be fitted by Gaussian func-
tions. As X−T is only visible as a shoulder and as its intensity decreases very fast with increasing
magnetic field in σ−-polarized detection, peak positions and intensities can be fitted only in the
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range from 0 T to 18 T. Defining the trion Zeeman splitting as the energy difference between the
σ+- and the σ−-polarized PL peaks, we see a good agreement of the triplet trion g factor with
the exciton g factor (Fig. 1(d)). As the trions in mechanically exfoliated WS2 monolayers are
negatively charged excitons, we also have to consider the magnetic field-induced energy shifts for
the conduction bands where the excess electrons reside. However, these energy levels are not di-
rectly visible in the PL spectrum, as the energy of the final state, which is the energy of the excess
electron, has to be subtracted from the energy of the initial state in order to reproduce the experi-
mentally observable peaks.11 The overall energy balance then reveals that the trion g factor should
be identical to the exciton g factor. Surprisingly, the singlet trion g factor differs from the value of
-4.3 and ranges between −3.4±0.2 from 0 T to 18 T and −7.6±0.2 from 18 T to 30 T. The origin
of the dualistic behavior remains elusive so far. Large trion g factors exceeding the exciton g factor
in absolute value could tentatively be explained by larger Berry curvature and hence also a larger
valley magnetic moment for trions due to exchange interaction.15
The XU feature exhibits a g factor of −4.4± 0.4 (see Fig. 1(d)), in good agreement with the
exciton g factor. This makes an excitonic origin of the XU peak likely. The L1/XX peak has a g
factor of −3.1± 0.1 (see Fig. 1(d)), indicating a significant influence of defect-bound localized
excitons.
After having investigated the Zeeman splitting of 2D excitons, we now discuss the change of the
exciton energy averaged over the two valley configurations. The Larmor term in the Hamiltonian
of the system gives rise to a diamagnetic shift of an excitonic resonance, which manifests itself as
a quadratic increase of the exciton energy in a magnetic field. Our good sample quality allows for
the clear separation of the exciton spectral feature from other quasiparticle peaks related to trions
or localized excitons. Therefore, we can investigate the diamagnetic shift stemming solely from
charge-neutral excitons, in contrast to previous reports,20,21 where it could be observed only for a
spectrally broad ensemble of different excitonic quasiparticles. Fig. 2(a) displays the energy shift
of the exciton averaged over the two detection helicities as a function of B. The data can be fitted
with a quadratic function following the equation EXdia = aB
2, with a factor a = 0.9 · 10−6 eVT−2.
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Figure 2: (a) Diamagnetic shift of the exciton resonance as a function of applied magnetic field.
The red curve represents a parabolic fit of the data. (b) Calculated radial electron distribution for
the 1s exciton ground state. aB is the Bohr radius, rrms the root-mean-square radius of the exciton.
(c) Diamagnetic shift of the X−S resonance as a function of applied magnetic field. The red curve
represents the sum of a linear and a parabolic fit of the data. (d) Diamagnetic shift of the X−T
resonance as a function of applied magnetic field.
8
This value is slightly larger than for a broad spectral feature with different excitonic portions,
as reported by Stier et al.20,21,33 . The diamagnetic shift in units of eV can be described by the
following equation:11,34
EXdia =
e2r2rms
8µ
·B2. (1)
Using a reduced effective mass of µ = 0.15me 35 and the experimentally determined factor a, we
get a root-mean-square exciton radius rrms of 25 Å. In order to compare this experimental value
with theory, we numerically solve a modified Schrödinger equation for 2D excitons26,36,37 (see
Supplementary Note 4). Hereby, we use a potential derived by Keldysh38 and take into account the
additional dielectric screening by the substrate via an increased screening length.26 The solution
for a charge-neutral exciton in a substrate-supported monolayer of WS2 gives us a binding energy
of 312 meV, in line with other reports.26,39 The calculated radial distance of the electron in the 1s
ground state, r ·R1s(r)2, is highlighted in Fig. 2(b). The maximum of the distribution appears at
16 Å and corresponds to the Bohr radius aB. The root-mean-square radius rrms is slightly larger
and lies at 25 Å, in excellent agreement with our experimentally measured value. Hence, the spatial
extension of the exciton can be directly extracted from our measurements and is strongly supported
by a simple 2D exciton model.
The X−S peak also shows a diamagnetic shift, as plotted in Fig. 2(c). Interestingly, we observe
first a red shift up to 9 T, followed by a more pronounced blue shift. Such a behavior for nega-
tively charged trions has been reported already in conventional III-V-semiconductor systems40 and
has been attributed to the combined effect of a magnetic-field-induced increase in binding energy,
having a linear dependence on B in first approximation, and of the diamagnetic shift, which has
a quadratic dependence on B and dominates at high fields.41 The corresponding fit is shown as
the red line in Fig. 2(c). The prefactor a for the diamagnetic shift is 5.7 ·10−6 eVT−2 and conse-
quently significantly larger than for the charge-neutral excitons. This finding hints to larger spatial
extensions of the trions in comparison to excitons.
For the X−T feature, a slight blue shift can be observed for the mean peak position (see Fig.
2(d)). However, the data does not allow for a detailed analysis.
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Figure 3: (a) Photoluminescence spectra of the exciton resonance without magnetic field (black
curve), at B = 30T for σ+-polarized detection (purple curve) and at B = 30T for σ−-polarized
detection (orange curve). (b) Magnetic field induced valley polarization degree Pcirc for X (black
circles), X−T (blue circles), X
−
S (red circles) and XU (green circles) as a function of magnetic field.
To increase the signal-to-noise ratio, the polarization degree of the XU peak has been averaged
over 3 data points.
When comparing the exciton peaks in PL spectra at finite magnetic fields for different detec-
tion helicities as shown in Fig. 3(a), one can see that, interestingly, the valley that shifts to higher
energies gets polarized, and not the reverse, as reported for MoSe2.11–13 This striking behavior is
counterintuitive, as one would expect that the valley with the lower energy is populated more. As
pointed out in several references,14,23,24 the exciton dispersion splits up into two branches which
are energetically degenerate at K = 0 and zero magnetic field, with the exciton momentum K (see
Fig. 4(a)). The upper exciton branch has a steeper dispersion than the lower one, that means
the bright exciton emission originates mainly from the upper branch, because for the excitons ex-
cited at higher energies a smaller change of their momentum is necessary to scatter into the light
cone. In a magnetic field, the degeneracy of the two branches at K = 0 is lifted and they get
valley-polarized14 (see Fig. 4(a)). This introduces an additional mechanism for bright exciton po-
larization, where the state with the lowest energy is expected to have a more efficient emission due
to thermal population. It is reversed to the one related to dispersion steepness, discussed above,
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and represents, for example, the dominant mechanism in MoSe2.13 In a simplified picture, the in-
terplay between the two described processes, the first associated with the dispersion relation, the
second with the lifted energy degeneracy of the two valleys, yields then the total magnetic field in-
duced valley polarization. However, the observed polarization effects are the result of a dynamical
equilibrium of excitons, different trion species and dark excitons.25,42 Due to the magnetic-field-
induced energy shifts, formation rates as well as relaxation rates might change separately for the
individual quasiparticles.43 Also, the intervalley relaxation rates might exhibit a field dependence.
Therefore, performing steady-state PL measurements that give only limited information on the dy-
namics, we refrain from prioritizing one of the above mentioned explanations for the anomalous
exciton valley polarization.
B = 0
B > 0
X
ΔE
Zeeman
a
b
δ δ
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B = 0 B > 0
+K -K
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Σ
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Singlet
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K
Figure 4: (a) Sketch of the exciton dispersion at zero magnetic field (left) and positive magnetic
field (right). Black color indicates unpolarized states, orange -K valley polarized and purple +K
valley polarized states. (b) Trion dispersion at zero (left) and finite positive magnetic field (right).
The branches are split by the energy δ already without an external field. The trions are assigned
to the valley, where the radiatively recombining electron-hole-pair is located. The spin orientation
of the excess electron is indicated by the brown arrows. In a positive magnetic field, the trion
energies shift according to the Zeeman shift of the electron-hole-pair (grey arrows) and the Zeeman
shift of the excess electron conduction bands (green arrows). The energy difference between the
two dispersion branches is quantified by the variable Σ. The dashed lines represent the zero-field
dispersion.
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Magnetic-field-induced exciton valley polarization degrees Pcirc = (Iσ+− Iσ−)/(Iσ++ Iσ−),
with Iσ± being the integrated PL intensity of σ+ (σ−)-polarized light, of only -10% to -20% can
be generated at a field of 30 T. Note that the sign of Pcirc is negative, indicating a polarization of
the energetically unfavorable valley.
Fig. 3(b) summarizes the circular polarization degrees for all investigated spectral features. The
discontinuity at 24 T may be related to a slight change in the focus position or in the measurement
position and does not affect the conclusions drawn in this section.
The XU peak shows a relatively large negative valley polarization up to −50% at the inves-
tigated field range (see Fig. 3(b)), having the same sign as for the charge-neutral exciton, which
indicates, that for this peak similar polarization mechanisms as for the exciton are active.
In the case of singlet trions, we observe mainly a negligible magnetic-field-induced valley
polarization, as depicted in Fig. 3(b). For triplet trions, Pcirc increases monotonically with the
applied field, resulting in a polarization degree of +30% at around 15 T. The positive sign of Pcirc
indicates that the X−T PL is emitted preferentially from the +K valley, which has the lowest energy.
The degeneracy of the two dispersion branches at K = 0, introduced above in the framework of
charge-neutral excitons, is already lifted at zero magnetic field for the trions,14,23 with an energetic
separation of δ = 10 meV.25 In order to investigate the shifts of the trion branches in a magnetic
field, we have to take into account the valley index of the exciton and the energy shift of the
excess electron conduction band, either in the same valley as the exciton (singlet trions), or in
the opposite valley (triplet trions).14 The corresponding scheme that arises from the theoretically
supported assumption that the valley magnetic moment is larger than and reversed to the spin
magnetic moment (see Supplementary Note 2) is drawn in Fig. 4(b). In consequence, the spin-up
conduction band state in the -K valley shifts to lower energies, whereas the opposite holds for the
spin-down conduction band state in the +K valley (see Supplementary Fig. 3). As the magnetic
field is increased, the triplet branch in the +K valley reduces its energy, while the reverse holds for
the -K valley. This means that the +K valley is energetically more favorable for triplet trions, which
leads to a large valley polarization with opposite sign as compared to excitons. In order to explain
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the negligible valley polarization of the singlet trions, we have to look at the energetic difference
Σ between the two trion branches. In the +K valley, singlet and triplet branch approach each
other, making the triplet branch energetically more favorable than without applied field. Given the
smaller velocity distribution of the triplet trions, this leads to an increase of the triplet formation
rate at the expense of the singlet formation rate. We have the reverse process in the -K valley,
where the splitting Σ increases with the magnetic field, yielding a larger singlet emission rate.
This mechanism, which is driven by the magnitude of Σ, is working in the opposite direction than
the polarization effect that stems from the pure energetic movement of the singlet branches in the
K valleys. Hence, both mechanisms, assuming equal strength, cancel out giving rise to a zero
polarization of the X−S feature for almost all investigated magnetic fields.
The experiments presented here support the theoretical prediction of a splitting of the trion
dispersion23,24 and give new insights into 2D exciton physics in atomically thin transition metal
dichalcogenides. Moreover, we have the possibility for tuning the singlet trion to triplet trion
intensity ratio. Applying a magnetic field to a single-layer of WS2 enables therefore additional
control mechanisms for Coulomb-bound quasiparticle complexes in a two-dimensional semicon-
ductor sheet.
In conclusion, we have investigated the photoluminescence of high-quality mechanically exfo-
liated monolayers of WS2 in high magnetic fields. Owing to the narrow linewidth in our samples,
we are able to observe a Zeeman splitting of +K and -K valley quasiparticles and to extract in-
dividually the g factors of charge-neutral excitons, intravalley singlet, intervalley triplet trions, a
newly emerging and highly polarized feature 43 meV below the exciton resonance, and of local-
ized excitons. Furthermore, the diamagnetic shift of charge-neutral excitons, singlet and triplet
trions can be analyzed separately. From these measurements, we deduce an exciton radius of 25Å,
which is in excellent agreement with the theoretical description of the excitonic quasi particle. The
magnetic-field-induced valley polarization of excitons, singlet and triplet trions is in line with the
picture of a longitudinal-transverse splitting of the exciton and trion dispersion. The polarization
effects for the trions provide strong evidence for the correct assignment of the singlet and triplet
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trion feature. The results of this work related to the splitting of the energy degeneracy of the two
distinct valleys as well as to the valley polarization effects in a magnetic field contribute to a more
detailed understanding of the nature of the quasiparticles in these two-dimensional semiconduc-
tors, which is of outstanding importance for the realization of future valleytronic devices, where a
complete control over the valley pseudospin is required.
Methods
Sample preparation
Single-layer flakes of WS2 are first mechanically exfoliated from bulk crystals (hq Graphene inc.)
onto PDMS substrates. Via a deterministic transfer process,44 the flakes are placed on the final
substrate, a Si chip with 300 nm SiO2 capping layer and lithographically defined Au-markers on
top.
Magneto-PL spectroscopy
The sample is mounted onto a x-y-z piezoelectric stage in a probe tube filled with He exchange
gas. In the cryostat, it is cooled down to 4.2 K. Magnetic fields up to 30 T can be applied with a
resistive magnet in Faraday geometry. For optical excitation, laser light at an energy of 2210 meV
is focussed onto the sample via a microscope objective in the probe tube to a spot size of ≈
4 µm, resulting in an excitation density of 0.4 kWcm−2. The backscattered PL is guided to the
spectrometer using a non-polarizing cube beam splitter. We use a liquid-nitrogen-cooled CCD
chip to detect the dispersed light. The polarization of the PL is analyzed with a quarter-wave plate
and a linear polarizer.
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Supplementary Figures
Supplementary Figure 1: Microscope image of the sample. Micrograph of the investigated monolayer WS2 sample
on top of a Si/300 nm thick SiO2 substrate. The distance between two Au markers (crosses) is 50 µm.
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Supplementary Figure 2: Power-dependence of the PL at 30 T. Normalized PL spectra for excitation densities of
0.4 kWcm−2 (red curve) and 64 kWcm−2 (black curve) taken at a temperature of 4.2 K and a magnetic field of 30 T.
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Supplementary Figure 3: Scheme of the magnetic-field-induced shifts of the band and trion energies. (a) Band
diagram of monolayer WS2 around +K and -K points under a positive out-of-plane magnetic field. The spin-up (spin-
down) bands are shown in red (blue), the lower-energy spin-split valence band is omitted. The zero-field energies of the
bands are denoted in dashed lines. The different contributions for the overall energy shifts are depicted as the brown,
dark yellow and black arrows, corresponding to the spin magnetic moment, the valley magnetic moment and the atomic
orbital magnetic moment, respectively. In the left (right) part of the subfigure, the electron configuration for the σ+-
polarized intravalley singlet-trion (intervalley triplet-trion) is displayed. Conduction-band electrons are symbolized in
green, missing valence-band electrons in orange. (b) Electron configuration for the σ−-polarized intravalley singlet-
trion (left part of the subfigure) and intervalley triplet-trion (right part of the subfigure). (c) Energy-level diagram
for the singlet and triplet trion energies in +K (purple) and -K valleys (orange) under a positive magnetic field. The
shift due to the change in the exciton energy is indicated by the grey arrow, the shift due to the change in the lower
conduction-band energy by the green arrow. The singlet-triplet splitting without (with) magnetic field is described by
the variable δ (Σ).
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(d) ∆L = Lzc(k)−Lzv(k)
Supplementary Figure 4: Ab-initio calculated quantities in the first Brillouin zone of WS2. (a) Degree of circular
polarization η(k) (no spin-orbit coupling), (b) angular momentum of the higher-energy valence subband Lzv(k), (c)
angular momentum of higher-energy conduction subband Lzc(k), and (d) difference between conduction and valence
band angular momentum ∆L = Lzc(k)−Lzv(k). The +K point resides at ( 4pi3a , 0).
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Supplementary Notes
Supplementary Note 1: Power dependence of the PL spectra in high magnetic
fields
In order to identify spectral features that could be related to biexciton emission, we performed PL
measurements at two different excitation powers in a high magnetic field of 30 T. In Supplementary
Fig. 2 normalized PL spectra for excitation densities of 0.4 kW/cm2 (red curve) and 64 kW/cm2
(black curve) taken at a temperature of 4 K and a field of 30 T are directly compared. The PL
peak positions differ slightly for the two measurements due to small variations in the measurement
spot and the optically increased quasiparticle density for the high excitation density. In relation to
the exciton and trion peaks, the L1/XX peak clearly gains in spectral weight for the high excitation
power, indicating a superlinear power-dependence of the corresponding PL intensity, which is rem-
iniscent of biexciton emission.5,45 We note that even at the relatively low cw-excitation densities
of 64 kW/cm2, as used in this experiment, the biexcitonic behavior of the L1/XX peak in the WS2
spectrum is observable, in line with recent reports.6
In contrast, we see no transfer of spectral weight to the XU upon an increase of the excitation
power. Instead of a clearly pronounced, sharp XU peak at the low excitation density, we observe
only a broad spectral feature comprised of trion and XU for the high excitation density. A biex-
citonic origin of the XU peak would imply a superlinear power dependence. Therefore, it should
dominate the high excitation density spectrum way more than in the presented data. The XU be-
haves rather like the exciton and trion features. Hence, a biexcitonic origin of the XU peak is
unlikely.
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Supplementary Note 2: Magnetic-field-induced energy shifts in the lower-
energy conduction band
The lower-energy conduction bands in Tungsten-based TMDCs experience an energy shift due
to two different magnetic moments: first, the valley magnetic moment, associated with the self-
rotation of the Bloch wave-packets, and second, the pure spin magnetic moment of the electrons.
The overall shift is then given by ∆Ec = (ταc + sz)µBB, with τ being the valley index, which
is +1 for +K and -1 for -K, sz the spin orientation (+1 for spin up and −1 for spin down) and
αc = Lzc/µB, where Lzc represents the valley magnetic moment of the conduction band and µB the
Bohr magneton. The lower-energy states of the spin-split conduction bands at the +K and -K points
are the ones where the excess electron is located.23,25 Their splitting in a magnetic field amounts
then to 2(αc−1)µBB = g′µBB. In order to describe the splitting Σ between singlet and triplet trion
state in a magnetic field, we have to take into account the Zeeman shift of the excitons and the shift
of the excess electrons. Therefore, we have:14
Σ= δ − τg′µBB, (2)
with δ being the zero-field singlet-triplet splitting and the valley index τ being assigned to the
valley where the initial electron-hole-pair is located.
A summary of all magnetic-field-induced band-shifts in a single-particle-picture and the elec-
tron configurations for the different trion species is given in Supplementary Fig. 3(a) and (b). The
changes of the singlet-triplet splitting Σ in a magnetic field are illustrated in Supplementary Fig.
3(c).
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Supplementary Note 3: Valley and orbital Zeeman angular momentum from
ab-initio calculations
In previous studies a three-band tight-binding model was used to estimate orbital effects in WSe2.15
In order to describe contributions to the valley Zeeman effect in WS2 we carry out ab-initio calcu-
lations to obtain the momentum-resolved self-rotating angular momentum expectation values31
Lzn(k) =
m
ih¯ ∑l 6=n
〈n,k| ∂H∂kx |l,k〉〈l,k|
∂H
∂ky |n,k〉
En−El − c.c.
≈ h¯
im ∑l 6=n
〈n,k|px |l,k〉〈l,k|py |n,k〉
En−El − c.c. .
We approximate the velocity operator by momentum matrix elements obtained by the plane-
wave DFT code QUANTUM ESPRESSO.46 In our calculations we use a lattice constant of 3.191 Å
and obtain a band gap of 1.89 eV using the PBE exchange-correlation functional.47
Additionally we calculate the degree of optical polarization48
η(k) =
|Pcv+ (k)|2−|Pcv− (k)|2
|Pcv+ (k)|2 + |Pcv− (k)|2
,
Pcv± =
1√
2
(Pcvx ±Pcvy ),
Pcv(~k) = 〈c,k|p |v,k〉 ,
which serves as a cross-check calculation for the momentum matrix elements. In Supplemen-
tary Fig. 4a we show the calculated degree of optical polarization η , which agrees very well with
results of Ref.,48 being positive around the +K and negative around the −K point.
We calculated the self-rotating angular momentum expectation values for higher-energy spin-
split subbands Lzn(k), where n labels the valence (v) and conduction band (c), which are shown
in Supplementary Figs. 4b and 4c, respectively. In our calculations we took into account 80
bands (in total 18 valence and 62 conduction bands), including spin-orbit coupling. We obtain
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values of Lzv(+K) = 3.580 h¯ and L
z
c(+K) = 3.038 h¯, yielding an effective contribution of ∆L =
Lzc(+K)−Lzv(+K) =−0.543 h¯. Additionally to the self-rotating angular momentum, we evaluate
expectation values of projections on spherical harmonics centered at the atom positions to get
the intracellular contributions to the angular momentum. In tight-binding theory one finds that
the states in question are composed out of pure d orbitals yielding mz = ±2 and mz = 0 for the
valence and conduction band, respectively.49 From the ab-initio point of view one expects also
contributions from p orbitals of the S atoms. We find mz = ±1.688 and mz = ∓0.142 for the
valence and conduction bands, respectively. This reduces the intracellular angular momentum
contribution from 2 h¯ to 1.830 h¯.
In total we obtain a g factor of −2(1.830−∆L/h¯) = −4.746. We believe our calculation can
give a semi-quantitative explanation of the enhancement of the g factor. To obtain fully quantitative
results, one should take into account the final spread of the exciton wave function in k space as well
as incorporate spin-orbit coupling contributions to the velocity operator.
Supplementary Note 4: Model for the theoretical description of a 2D exciton
Excitons in transition metal dichalcogenide monolayers cannot be described by a simple hydrogen
model as the anisotropic dielectric environment of the flake has to be accounted for. The bind-
ing energy and the wavefunctions are developped in the framework of an envelope approximation,
which describes the relative motion of electron and hole in a Wannier exciton.26,37 After a separa-
tion of the variables, the resulting Schrödinger equation for the radial part of the envelope function
ψ(r) reads:
∂ 2
∂ r2
ψ(r)+
1
r
∂
∂ r
ψ(r)+
[
2µ
h¯
(E−Veh(r))− l
2
r2
]
ψ(r) = 0, (3)
with the energy E, the orbital quantum number l, and the electron-hole-potential Veh(r). For s-states
with l = 0 and with the ansatz ψ(r) = r−1/2u(r), we get a 1D Schrödinger equation:
[
− h¯
2
2µ
∂ 2
∂ r2
+Ve f f (r)−E
]
u(r) = 0. (4)
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Here, the effective potential Ve f f reads as follows:
Ve f f (r) =Veh(r)− h¯
2
8µr2
. (5)
In 2D semiconductors, Veh differs considerably from the hydrogenic 1/r potential. Instead, a
potential proposed by Keldysh accurately accounts for the non-uniform dielectric environment of
the monolayer:38
V 2Deh (r) =−
pie2
2r0
[
H0
(
r
r0
)
−Y0
(
r
r0
)]
, (6)
with the Struve and Neumann function of order 0 and the screening length r0.
As introduced by Chernikov et al.,26 the crossover between the long-range 1/r and the short-
range log(r) Coulomb interaction is quantified by r0. Chernikov et al. have shown that with
an adjusted screening length of 75 Å (in contrast to 38 Å for the bare flake), the exciton model
describes very accurately the experimental exciton spectra of monolayer WS2 on a SiO2 substrate.
Taking a reduced mass of µ = 0.15me,35 the numerically calculated solution of the Schrödinger
equation (Supplementary Equation ??) yields for the 1s ground state a binding energy of 312 meV,
a Bohr radius of 16 Å and a root-mean-square exciton radius of 25 Å.
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