For the problem of estimating a regression function, µ say, subject to shape constraints, like monotonicity or convexity, it is argued that the divergence of the maximum likelihood estimator provides a useful measure of the effective dimension of the model. Inequalities are derived for the expected mean squared error of the maximum likelihood estimator and the expected residual sum of squares. These generalize equalities from the case of linear regression. As an application, it is shown that the maximum likelihood estimator of the error variance σ 2 is asymptotically normal with mean σ 2 and variance 2σ 2 /n. For monotone regression, it is shown that the maximum likelihood estimator of µ attains the optimal rate of convergence, and a bias correction to the maximum likelihood estimator of σ 2 is derived.
1. Introduction. In shape-restricted regression problems, there are observations of the form
where ε 1 ε n are independent, standard normal errors, −∞ < x 1 < · · · < x n < ∞ are design points and the regression function µ is known to possess a qualitative property such as monotonicity or convexity. Let denote the set of possible regression functions and suppose throughout the paper that is a convex set of functions. Next, let y = y 1 y n θ = µ x 1 µ x n , and ε = ε 1 ε n , where denotes transpose. Then the model (1) may be written as y = θ + σε (2) and the problem is to estimate θ, subject to the constraints imposed by the properties of . Typically, the latter constraints may be written in the form θ ∈ , where is a closed convex subset of n . For example, if is the class of nondecreasing functions on the interval x 1 x n , then the constraints are θ k+1 − θ k ≥ 0 for k = 1 n − 1 and the set of θ which satisfy these constraints is a closed convex set. In fact, this is a closed convex polyhedron, a set of the form = ω ∈ n γ k ω ≥ 0 k = 1 m , where γ 1 γ m ∈ n . Constraints like concavity and convexity in (1) lead to convex polyhedral in (2) too.
For any closed convex subset ⊆ n , the maximum likelihood estimator (MLE),θ say, of θ in the model (2) minimizes θ − y 2 with respect to θ ∈ . It is well known that the unique minimizing vectorθ =θ y is the projection of y onto . The latter is characterized by the conditionŝ θ ∈ and y −θ θ − ω ≥ 0 (3) for all ω ∈ . Moreover, if is a convex cone, so that cω ∈ for all c ≥ 0 and all ω ∈ , then (3) is equivalent tô θ ∈ y −θ θ = 0 and y −θ ω ≤ 0 (4) for all ω ∈ , and the last inequality in (4) holds for all ω ∈ n for whicĥ θ + εω ∈ for some ε > 0.
In this paper, we explore the role of the divergence for the MLE,
∂ ∂y iθ i y (5) and argue that D provides a measure of the effective dimension of the model. To see how this conjecture generalizes simpler models, observe that if is a linear space of dimension d, say, thenθ = Qy, where Q is the projection matrix onto , and D y ≡ tr Q = d for all y. Less transparently, D y is the number of distinct values amongθ 1 y θ n y for monotone regression, by an easy application of Proposition 1 below. Support for the interpretation of D takes two forms. For convex polyhedral θ y is the projection of y onto a subspace of dimension D y , as described in Proposition 1. Further, there are two inequalities that generalize equalities from the linear case: E σ µ θ − θ 2 ≤ σ 2 E σ µ D and E σ µ y −θ 2 ≤ σ 2 E σ µ n − D , where E σ µ denotes expectation in the model (1). Both inequalities may be strict, however, even asymptotically after renormalization, so that analogies with the linear case are incomplete. Using these inequalities, it is shown that the MLE of σ 2 is asymptotically normal with mean σ 2 and variance 2σ 4 /n under a mild growth condition on E µ σ D . This result is obtained for a class of estimators that allows for bias reduction of the MLE: for the important special case of monotone regression, it is shown that E σ µ D ≤ Cn 1/3 , where C depends only on = µ x n − µ x 1 /σ, and it follows easily from this thatθ attains the optimal rate of convergence. Under additional regularity conditions, it is also shown that there are constants c 0 ≈ 0 5 and c 1 ≈ 1 5 for which
In this sense, c 0 D and n − c 1 D are better candidates for the terms "effective dimension" and "residual degrees of freedom" than D and n − D. These results have implications for variance estimation. It is shown thatσ 2 = y−θ 2 / n−c 1 D * is asymptotically unbiased to order n −2/3 , where D * denotes a truncated version of D. The bias corrected MLEσ 2 has a smaller asymptotic variance than the omnibus estimators of Gasser, Sroka and Jennen-Steinmetz (1986) and Rice (1984) , though still a larger bias. The moderate sample size properties of the estimators are compared in a simulation study.
The term "effective dimension" is adapted from Hastie and Tibshirani (1990) , who propose three different possible definitions for linear smoothers (of which the first is equal to the divergence of the estimator). They too find that the expected residual sum of squares may differ from σ 2 times n minus the effective dimension. There is precedent for the use of D as degrees of freedom in monotone regression. For testing H 0 µ x ≡ c in monotone regression with a known σ 2 , the null distribution of the chi-squared statistic is a mixture of chi-squared distributions and the mixing distribution is the null distribution of D. See Theorem 2.3.1 of Robertson, Wright and Dyskstra (1988) .
Shape restricted regression.
The divergence. For this section suppose that is a closed convex set in (2). Thenθ is determined by (3). The first item of business is to show that D is well defined. Recall from Stein (1981) that a function f n → is said to be almost differentiable if there is a function g n → n for which
for a.e. x ∈ n for each y ∈ n . Then g is essentially unique; g is called the gradient of f and denoted by g = ∇f or g y = ∂f y /∂y 1 ∂f y /∂y n . It is not difficult to see that any Lipschitz continuous function f is almost differentiable with a bounded gradient. A simple proof is to convolve f with a normal density with mean 0 and covariance matrix h 2 I n and then show that the gradients of the convolutions are uniformly bounded in L ∞ n and, therefore, have a weak limit point as h → 0. The details may be found in Meyer and Woodroofe (1998 
where γ 1 γ m ∈ n , thenθ y is the projection of y onto the linear space,
Proof. To show almost differentiability and essential boundedness, it suffices to show Lipschitz continuity; that is, if y i ∈ n i = 1 2 then θ y 2 − θ y 1 ≤ y 2 − y 1 . To see this, letθ i =θ y i i = 1 2. Then it follows from (3) that y 1 −θ 1 θ 2 −θ 1 ≤ 0 and y 2 −θ 2 θ 1 −θ 2 ≤ 0. Adding these two inequalities leads to
m , let K J be the linear subspace K J = ω ∈ n γ i ω = 0 for all i ∈ J ; let be the collection of distinct subspaces of this form, and let Q K denote the projection operator onto K. Thus, each Q K is an n × n matrix for which Q K y ∈ K and y − Q K y ξ = 0 for all ξ ∈ K for each y ∈ n . Let J y = i ≤ m γ iθ y = 0 , and write K y and Q y for K J y and Q K y , as in the statement of the proposition. It is clear thatθ ∈ K y and therefore suffices to show that y −θ ξ = 0 for all ξ ∈ K y . This follows easily from (4). For if ξ ∈ K y , then γ i θ ± εξ = 0 for all i ∈ J y , and γ i θ ± εξ > 0 for all i ∈ J y for all sufficiently small ε, since γ iθ > 0 for all i ∈ J y . That is, θ ± εξ ∈ for all sufficiently small ε > 0, so that y −θ ξ = 0, by (4). 
For monotone regression, the maximum likelihood estimator of θ iŝ
whereȳ j l = y j+1 + · · · + y l / l − j . See Robertson, Wright, and Dykstra [(1989), page 23] . For a given y ∈ n , let 1 ≤ r 1 < · · · < r m ≤ n be the values of k for whichθ r k >θ r k −1 , whereθ 0 is to be interpreted as −∞. Then J y = 1 r 1 − 1 r 1 + 1 r 2 − 1 r m + 1 n , and D y = m, the number of distinct values ofθ 1 θ n . Risk inequalities. Recall that expectation in the model (1) is denoted by E σ µ . Then it follows from Proposition 1 and Stein's (1981) identity that
for any µ ∈ and σ > 0, where θ = µ x 1 µ x n , as in (2). The next result provides an unbiased estimator of the risk for the case in which σ is known.
Proposition 2.
where
Further,
Proof. Clearly,
by Proposition 1 and the assumption 0 ⊆ 1 . So, using (10),
Variance estimation. The MLE of σ 2 isσ 2 = y −θ 2 /n, and one may ask whetherσ 2 is asymptotically normal and efficient. Since
2 , normality and efficiency would follow from R = o p √ n . If is a linear subspace of dimension k, then y −θ θ − θ = 0 and E σ µ θ − θ 2 = k. So, one may expect that R = o p √ n whenever can be suitably approximated by linear subspaces of dimension k n = o √ n . This is the essence of Proposition 3 below, though the use of Stein's identity avoids any explicit approximation. It also avoids explicit smoothness assumption on µ.
To allow for bias reduction, consider estimators of the form
where 0 ≤ C = C y < n/D is a measurable function. The choice of C is discussed in the next section. The following simple result is valid for any choice of C. Writeθ n C n D n andσ 2 n forθ C D andσ 2 to emphasize the dependence on n and suppose that
as n → ∞ for appropriate α. It is shown below that (13) holds for any α > 1/3 for monotone regression, and it then follows from Corollary 2 that (13) holds whenever consists entirely of monotone functions.
Proposition 3. Suppose that C n ≥ 0, that C n D n < n w.p.1 and that C n are stochastically bounded. If (13) holds with α = 1, thenσ 2 n → σ 2 in probability, and if (13) holds with α = 1/2, then √ n σ 2 n − σ 2 is asymptotically normal with mean 0 and variance 2σ 4 .
Proof. First considerσ 2 n and writeσ 2 n −σ 2 = y n −θ n 2 /n+R n /n, where R n = y n −θ n 2 − y n − θ n 2 , as above. Then, from (10) and the definition ofθ n ,
√ n is asymptotically normal with mean 0 and variance
which is o p n α−1 , under the conditions of the proposition. ✷ Rice (1984) suggested two simple and general ways to estimate the residual variance following a nonparametric regression, one based on differences of successive points and one based on the residuals from straightline fits to successive triples, and Rice's suggestions were studied further by Gasser, Sroka, and Jennen-Steinmetz (1986) . These estimators are
n − 1. Compared to these estimations, the estimatorσ 2 of Proposition 3 has a smaller asymptotic variance, though a larger bias. For example, the asymptotic variance of (14) is 3σ 3 /n and, for equally spaced x 1 x n , the asymptotic variance of (15) is 35/9n σ 4 . The bias ofσ 2 is considered in more detail in the next section, and a bias-corrected MLE is compared to (14), (15) and the MLE in Section 4. Preliminary versions of the Propositions 2 and 3 appear in Meyer (1996) .
3. Monotone regression. In this section suppose that is the class of nondecreasing functions on the interval [0, 1] and that 0 ≤ x 1 < · · · < x n ≤ 1.
Approximations and bounds for D n . Recall the expression (7) for the MLE in the case of monotone regression and that D is the number of distinct value ofθ 1 θ n in this case. The following result is proved in Section 5, using (7) and some properties of random walks. Theorem 1. There are absolute constants κ 0 κ 1 and κ 2 for which
and
for all n ≥ 3, where
The following corollary shows that the maximum likelihood estimator attains the optimal rate of convergence, as described by Donoho and Johnstone (1995) and Efromovich (1997) . The result itself is known; it appears in the unpublished manuscript of Donoho (1990) and a closely related result appears in Van der Geer (1990) . The proof given here is quite different from earlier ones, however. Consider a sequence of regression problems, as in (13). Then (10) and Theorem 1 combine as follows.
Corollary 3. For any K > 0, E σ µ θ n − θ n 2 = O n 1/3 as n → ∞, uniformly with respect to µ for which µ 1 − µ 0 ≤ K.
The last corollary does not require any smoothness of µ. More detailed conclusions are possible when µ is smooth. Let F n denote the design distribution function
Further, let denote a standard two-sided Brownian motion; let
let W denote the greatest convex minorant of W and let a = −E W 0 and b = E W 0 2 . Then 0 < a b < ∞. See Groeneboom (1985 Groeneboom ( , 1989 
as n → ∞, where ∼ means that the ratio of the two sides approaches one as n → ∞.
The theorem is proved in Section 6 by finding the asymptotic distributions ofθ n and y −θ n , suitably normalized, and establishing uniform integrability. Here are some consequences.
Corollary 4. Under the conditions of Theorem 2,
Proof. Since y n − θ n 2 = y n −θ n 2 − 2 y n −θ n θ + θ n − θ n 2 , it follows directly from the theorem that
as n → ∞, and since θ n − θ n 2 + y n −θ n θ n − θ n = y − θ n θ n − θ n ,
as n → ∞. The corollary follows directly from these two observations, (20) and ( 
Proof. For the first assertion,
as n → ∞, by (17). For (23),
Clearly, E σ µ I n = o n −2/3 , by Corollary 4. Since n − c 1 D * n ≥ n/2, Proposition 4 then follows from
where Corollary 1 and the relation E σ µ y n − θ n 4 = n n + 2 σ 4 were used to obtain the final equality. ✷ 4. Simulations. A simulation study was conducted to determine the constants c 0 and c 1 described in Section 3, assess the quality of normal approximation toσ 2 , and compare several estimators of σ 2 , all in the context of monotone regression. The results are reported in this section.
To useσ 2 , the value of c 1 must be computed, and this was done by simulation. A simulated Brownian motion with parabolic drift is shown in Figure 1 with the greatest convex minorant marked. The step size in this simulation was 0.0001. From this simulation, it is possible to determine the values of W 0 and W 0 . Repeating the simulation 100,000 times then leads to confidence intervals for a = −E W 0 and b = E W 0 2 . These were 0 637 0 642 for a and 0 644 0 655 for b; a and b were taken to be the midpoints of these intervals, and c 0 = 0 504 and c 1 = 1 496 were computed from (22).
The bias corrected MLE (BCMLE) was compared to the MLE and the estimators (14) and (15) for three possible regression functions,
and the values σ = 0 25 0 5 1 0 2 0 and n = 25 50 100 250 500. Selected results are reported in Tables 1-3 . Reported in these tables are the relative biases, standard deviations and mean squared errors, E σ µ σ 2 /σ 2 − 1, Var σ µ σ 2 /σ 2 , and E σ µ σ 2 − σ 2 2 /σ 4 for each of the four estimatorsσ 2 = σ 2 σ 2 14 and (15), along with the risk and Kolmogorov-Smirov distance described below. Each entry was approximated by 2500 Monte Carlo runs.
There were several consistent patterns in the tables. The bias corrections to the MLE overcorrected in the cases considered, leavingσ 2 with a positive bias that was smaller than the absolute bias of the MLE, but larger than the biases of (14) and (15). Unsurprisingly, the BCMLE had a larger variance than the MLE and a smaller variance than (14) and (15) for larger n n ≥ 100 in all cases considered and n ≥ 50 for σ ≥ 0 50 . The total mean squared errors of the BCMLE and MLE were quite similar, though the BCMLE appears to do better for larger n. Mean square error, however, is suspect for variance estimation, because it penalizes overestimation much more severely than underestimation. For that reason, another possible loss function was included in the study, K σ 2 /σ 2 , where
The row labelled "risk" contains E σ µ K σ 2 /σ 2 . In terms of risk, the BCMLE outperforms the MLE for the cases considered. There are two other consistent relations in the cases considered: the estimator (14) consistently outperforms (15) in terms of variance, mean squared error, and risk, and BCMLE was consistently better (respectively, worse) than (14) for large (respectively, small) n. For n ≥ 100, BCMLE had smaller mean square error and risk than (14) in all but one of the cases considered; for n = 25 14 had smaller mean square error and risk than BCMLE in all but one of the cases considered. For n = 50, there was not much difference between the two. These consistent relations seem intuitive. Both (14) and (15) have small bias, and (14) has smaller asymptotic variance. Further, (14) is simpler and not dependent on asymptotic approximations, while BCMLE is asymptotically efficient, but highly dependent on asymptotic approximations.
The speed of convergence to normality was also considered in the simulations. To reduce the effect of skewness, we considered the distributions of
where C n = 0 5 n − c 1 D * forσ 2 C n = 0 5n forσ 2 , C n = n/3 for (14) and C n = 9n/35 for (15). The distribution of (24) appears to converge much faster for the BCMLE than for the MLE, but even for the BCMLE the convergence is slow in absolute terms. The convergence is faster for (14) and (15) though still not terribly fast. With such a large Monte Carlo sample size, all values of the Kolmogorov-Smirov statistic are significant at the 5% level.
5. Proof of Theorem 1. It suffices to prove Theorem 1 in the case that σ = 1 and = µ 1 − µ 0 > 0, since σ may be absorbed into µ and the result is known for = 0. See Robertson, Wright and Dykstra [(1988), pages 81, 82] . Since n is fixed throughout this section, it is omitted from the notation. Recall the expression (7) for the maximum likelihood estimator of θ and let A o k be If 0 ≤ j k < k and k < l k ≤ n are integers, to be specified later, then
This leads to the following side problem: given i.i.d standard normal random variables X 1 X 2 Y 1 Y 2 and positive integers m and n, find bounds for
for real z. Let P z denote a probability distribution under which X 1 X 2 Y 1 Y 2 are i.i.d. normally distributed random variables with common mean z and unit variance, so that P = P 0 . Further, let S k = X 1 +· · ·+X k k = 1 2 and let τ denote the first ladder epoch τ = inf k ≥ 1 S k > 0 . Some properties of τ and S τ are needed. From Feller [(1971), Chapter 12] , it is known that
for all n, and E 0 S τ = 1/ √ 2 and E z S τ = z exp Feller [(1971), Chapter 18] . Moreover, from Klass (1983) or direct analysis, lim z→0 E z S τ = E 0 S τ . So there is a c > 0 for which E z S τ ≤ c for 0 ≤ z ≤ 1. From Woodroofe [(1982), page 33] , this holds with c = 1 5.
Proposition 5. For all z > 0,
Proof. It suffices to prove the proposition for 0 < z ≤ 1. First, observe that P 0 max j≤m X j ≤ −z = P z max j≤m X j ≤ 0 = P z τ > m . So, since τ > m implies S m ≤ 0,
Continuing,
In the remainder of the proof, write X = max j≤m X j and Y = max k≤n Y k , and let F and G denote the distribution functions of X and Y, respectively. Then, since X + Y ≤ z implies min X Y ≤ z,
F y dy by (27) and (28) for 0 ≤ z ≤ 1 and, since e − 1/2 m ≤ 1/m, the last line is at most
A similar bound may be obtained for P Y ≤ z X ≤ z−Y , and the proposition then follows by collecting terms and using the inequality 2ab ≤ a 2 + b 2 . ✷ Proof of (16). Recall that θ = µ x 1 µ x n and let K = k 2 ≤ k ≤ n − 1 θ k+1 − θ k−1 ≤ 1 . Then, clearly, #K c ≤ 2 , where #K c denotes the number of elements that are not in K. So,
Let R be the least integer that exceeds −2/3 n 2/3 . For k ∈ K, let l k be the largest l for which k < l ≤ n l − k ≤ R andθ k l − θ k ≤ 1/ √ l − k, and let j k be the smallest j for which 0 ≤ j < k k − j ≤ R and θ k −θ j k ≤ 1/ k − j.
Further, let m k = k − j k and n k = l k − k. Then j k and l k are well defined by definition of K, andθ k l k −θ j k k ≤ 1/ √ m k + 1/ √ n k for all k = 2 n − 1. By (25) and Proposition 5,
If k ∈ J r , where r ≤ R then either k > n−r or k ≤ n−r and θ k+r −θ k > 1/ √ r. 
Of course, a similar bound may be obtained for n−1 k=2 1/m k , and (16) then follows by collecting terms.
Proof of (17). For the proof of (17), let R be the least integer that exceeds 1 + −2/3 n 2/3 . Then D ≤ 1 + 1 A 1 + · · · + 1 A n , and since A j and A k are independent when j − k > 2R,
The summation n j=2 P µ A j may be bounded as in the proof of (16), and (17) results. ✷ 6. Proof of Theorem 2. As in the last section, it suffices to prove Theorem 2 when σ = 1. Recall that n = sup 0≤x≤1 F n x − F x and suppose that n = o n −1/3 as in (19).
for all m and k, and if ν x ≥ 6δ > 0, then
for k ≥ n 2/3 and sufficiently large n.
Proof. The first assertion follows from a transparent integration by parts. For the second, let I = 
