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Describing classical spin Hamiltonians as automata: a new complexity measure
David Drexel and Gemma De las Cuevas
Institute for Theoretical Physics, Technikerstr. 21a, A-6020 Innsbruck, Austria
We introduce a new complexity measure of classical spin Hamiltonians in which they are described as au-
tomata. Specifically, we associate a classical spin Hamiltonians to the formal language consisting of pairs of
spin configurations and the corresponding energy, and classify this language in the Chomsky hierarchy. We
prove that one-dimensional (1D) local classical spin Hamiltonians correspond to deterministic pushdown au-
tomata, and the two-dimensional (2D) case corresponds to linear bounded automata. It follows that the Ising
model without fields is easy / hard if defined on a 1D / 2D lattice. This is in contrast to the computational
complexity of its ground state energy problem, which is easy / hard (namely in P / NP-complete) if defined on
a planar / non-planar graph. Our work puts classical spin Hamiltonians at the same level as automata, and paves
the road toward a rigorous comparison of universal spin models and universal Turing machines.
1. INTRODUCTION
Statistical physics and computational complexity theory
have had strong ties for decades [1, 2]. Traditionally, the
complexity of classical spin Hamiltonians has been studied
from the point of view of the computational complexity of
the ground state energy problem (GSE), which is defined as
follows: Given a Hamiltonian and an energy value, is there
a spin configuration with energy below that value? This prob-
lem is naturally in NP, as the spin configuration witnesses that
this is a yes-instance, and in some “simple” cases it is already
NP-hard [3]. For the most paradigmatic classical spin model,
the Ising model without fields, the GSE is easy (i.e. in P) if de-
fined on a planar graph, and hard (i.e. NP-complete) if defined
on a non-planar graph [4] [5].
Another complexity measure for Hamiltonians is the Kol-
mogorov complexity of the Hamiltonian, which is defined as
the length of the shortest algorithm that produces a descrip-
tion of the Hamiltonian as its output [6]. This description
of a Hamiltonian could be fed to a universal Turing machine,
which could then simulate, e.g., the time evolution produced
that it generates. This complexity measure is however uncom-
putable.
In this paper, we take a different route to measuring the
complexity of a classical spin Hamiltonian. We propose to de-
scribe a classical spin Hamiltonian as an automaton that sends
spin configurations to energies, and we classify what type of
automaton this is. Equivalently, we associate a classical spin
Hamiltonian to the formal language consisting of all pairs of
spin configurations and their corresponding energy, and clas-
sify this language in the Chomsky hierarchy. In other words,
we put classical spin models and automata at the same level,
and then borrow the classification of automata to infer a com-
plexity classification of classical spin Hamiltonians.
Our main result is that, on the one hand, classical spin
Hamiltonians with physically local 1−, 2−, . . . and k-body in-
teractions (where k is fixed) on a one-dimensional (1D) chain
correspond to deterministic context-free languages. On the
other hand, these Hamiltonians in dimensions higher than one,
for example on a two-dimensional (2D) lattice, correspond to
context-sensitive languages (see Fig. 1, and Fig. 2 for a classi-
fication in the Chomsky hierarchy).
Theorem 1 (Main result – informal version). Consider a q-
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FIG. 1. We describe classical spin Hamiltonians as automata. We
prove that 1D spin Hamiltonians with bounded interactions corre-
spond to deterministic pushdown automata, and 2D or higher D clas-
sical spin Hamiltonians with bounded interaction range, or models
with unbounded interaction range correspond to linear bounded au-
tomata.
level classical spin Hamiltonian with physically local 1-, 2-
,. . . , and k-body interactions, where k is fixed. The formal
language associated to this Hamiltonian is:
(i) deterministic context-free, if the Hamiltonian is defined
on a 1D chain, and
(ii) context-sensitive, if defined on a lattice of dimension
higher than 1.
Both results also hold if the local Hamiltonians are given as
part of the input.
These results apply, in particular, to the Ising model with-
out fields, and show that the boundary between ‘easy’ and
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FIG. 2. (Middle column) The Chomsky hierarchy L0 ⊃ L1 ⊃ L2 ⊃ L3 together with the intermediary class Deterministic Context Free
Languages (DCFL). (Right column) Each level of the Chomsky hierarchy is associated to the class of automata that recognizes it. (Left column)
In this work we put classical spin models at the same level as formal languages and automata, and find that 1D spin models with bounded
interaction range correspond to DCFL, and spin models on higher dimensional lattices or with unbounded interaction range correspond to
context-sensitive languages.
‘hard’ (more precisely: deterministic context-free and context-
sensitive) is given by whether the lattice is 1D or 2D. This
is a different threshold than for the GSE, which is given by
whether the graph is planar or not. Since the complexity mea-
sures are different—in particular, ourmeasure involves the full
Hamiltonian, not only its behavior around the ground state—,
it is not surprising that the thresholds are different.
A crucial point in casting classical spin Hamiltonians as au-
tomata is letting Hamiltonians be uniform in the system size,
that is, functions valid for all system sizes n. For example,
‘the 1D Ising model’ will refer to the set of maps
(s1, . . . , sn) 7→
n−1∑
i=1
sisi+1
for all n (here si ∈ {1,−1}). What is characteristic of the
1D Ising model, thus, is the form of the local Hamiltonian
h(si, si+1) = sisi+1. Intuitively, this local Hamiltonian will be
encoded in the transition rules of the head of the automaton,
and will determine ‘how complicated’ this automaton is. The
automaton will run (that is, compute the energy) for any sys-
tem size.
This point can also be seen as follows: If the system size
were fixed, the input–output relations (that is, the set of spin
configurations and their corresponding energy) would be a fi-
nite list. In this case, using an automaton to recognize this list
would be unnecessary—they would all correspond to the sim-
plest kind of automaton (the finite-state automata, see Fig. 2),
and our complexity measure would be meaningless. Equiva-
lently, the corresponding formal language would have a finite
number of elements, so it would be trivial.
This paper is organized as follows. In Section 2 we present
the preliminaries about formal languages and automata the-
ory needed for this work. In Section 3 we prove that 1D lo-
cal spin Hamiltonians correspond to deterministic pushdown
automata. In Section 4 we prove that the 2D version of
these Hamiltonians correspond to linear bounded automata,
and present the explicit construction of this automaton in Ap-
pendix A. In Section 5 we include the local Hamiltonian as
part of the input, and show that our results do not change. In
Section 6 we conclude and present an outlook.
2. PRELIMINARIES
In this section we introduce notation and definitions (Sec-
tion 2.1), the definition and basic properties of pushdown au-
tomata (Section 2.2), and of linear bounded automata and Tur-
ing machines (Section 2.3). For a more extensive introduction
to these topics we refer to the opening chapters of [7].
Throughout this paper, ‘language’ stands for ‘formal lan-
guage’, and ‘spin’ stands for ‘classical spin’.
2.1. Notation and definitions
In this subsection we review a number of standard defini-
tions commonly used in automata theory. Throughout this
work we denote the set of integers from 1 to n by [n] :=
{1, 2, . . . , n}.
For a given natural q ≥ 1, an alphabet Σq is a finite set
with cardinality |Σq| = q. The elements of an alphabet are
called symbols and are arbitrary—we only require that there
are q different symbols. The n-fold Cartesian product of Σq is
3denoted
Σnq = Σq × · · · × Σq︸          ︷︷          ︸
n times
.
A string α over an alphabet Σq is a finite sequence of symbols
in Σq, namely α ∈ Σ
n
q for some n. Here n is the length of
the string α, denoted |α|. For example, if A is a symbol in
the alphabet Σq, i.e. A ∈ Σq, then the n-fold repetition of A is
denoted An ∈ Σnq. We additionally define ε to be the empty
string, |ε| = 0, and in particular we define Σ0q = {ε} for any
alphabet Σq.
The Kleene star of an alphabet Σq, denoted Σ
∗
q, is defined as
Σ∗q =
⋃
i≥0
Σiq.
The Kleene star creates the set of all strings over the given
alphabet, including ε.
The fundamental binary operation on strings is concatena-
tion, which maps pairs of strings α and β to a new string αβ
by joining their ends. More formally, for two alphabets Σq,Σ
′
p,
concatenation is an operation defined on their Kleene stars:
Σ∗q × Σ
′∗
p → {γω | γ ∈ Σ
∗
q, ω ∈ Σ
′∗
p }
(α, β) 7→ αβ.
The empty string ε acts as the identity element of concatena-
tion
αε = εα = α.
2.2. Pushdown automata
Here we briefly review the notion of a pushdown automa-
ton. Later we will restrict to the less powerful deterministic
variant.
Definition 2 (Pushdown automaton). A pushdown automaton
(PDA) M is formally described by a 7-tuple
M = (Q,Σ, Γ, Z, δ, q0, F)
where
• Q is a finite set of states
• Σ is a finite set called input alphabet
• Γ is a finite set called stack alphabet
• Z ∈ Γ is the initial stack symbol
• δ is a finite subset of (Q× (Σ∪{ε})×Γ)× (Q×Γ∗) called
transition relation
• q0 ∈ Q is the start state, and
• F ⊆ Q is the set of accept states.
A PDA can be thought of as a combination of a tape on
which inputs are written as strings over Σ, a machine head
which can take any of the states in Q and move along the tape
from beginning to end, reading one symbol at a time, and an
infinite amount of last-in-first-out stack memory accessible to
the head. A computation of the PDA consists of a number of
discrete steps. At each step the head may read a symbol from
the tape, advance to the next symbol, and may pop the symbol
at the top of the stack. Depending on the tape symbol t, stack
symbol s, and state of the head q, the head transitions into a
state q′, and pushes a string γ ∈ Γ∗ on top of the stack. The
allowed transitions are given by δ and need not be unique—
for a given combination (q, t, s) there may be multiple possible
transitions, from which one is chosen. This property is known
as non-determinism. Additionally, transitions may not read
the current tape symbol and only operate on the stack; this is
called an ε-transition.
Initially the stack only contains the symbol Z and the head
is in state q0, positioned over the first input symbol. If, after
reading the entire input, there exists a sequence of transitions
such that the head enters a state in F, the automaton accepts
the input. Otherwise the input is rejected. The set of all ac-
cepted strings is the language recognized by the PDA. The
set of all languages recognized by PDAs are the context-free
languages, or L2.
A less powerful form of the PDA is the deterministic push-
down automaton.
Definition 3 (Deterministic pushdown automaton). A deter-
ministic pushdown automaton (DPDA) is defined in as a PDA
with one additional restriction: for any given instantaneous
description of the automaton (q ∈ Q, t ∈ Σ, s ∈ Γ) there is at
most one possible transition.
While the PDA can take multiple paths of transitions and
accepts if at least one of them stops in an accepting state, the
DPDA only follows one sequence of transitions for a given in-
put, and accepts if it enters an accepting state. The languages
which are recognized by DPDAs are the deterministic context-
free languages (DCFL), which are a proper subset of L2.
2.3. Turing machines
Let us now review a more powerful type of automaton: the
Turing machine.
Definition 4 (Turing machine). A Turing machine (TM) M is
formally described by an 8-tuple
M = (Q,Σ, Γ,⊔, δ, q0, q f , qr)
where
• Q is a finite set of states
• Σ is a finite set called input alphabet
• Γ is a finite set with Σ ⊂ Γ, called tape alphabet
• ⊔ ∈ Γ is called the blank symbol
• δ : Q × Γ → Q × Γ × {L,R} is the transition function,
where L,R are symbols for left, right
• q0 ∈ Q is the start state
4• q f ∈ Q is the accept state, and
• qr ⊆ Q is the reject state.
As the PDA, a Turing machine can be imagined as a ma-
chine head with a finite number of internal states and operat-
ing on a tape of symbols. The first major difference with PDA
is that, while in PDA the head can only move to the right, in
a TM the head can move left or right. The second major dif-
ference is the ability to overwrite the tape: While PDAs can
only read the tape, the TM can also replace the symbol it just
read. It is thus natural that the tape on which a TM operates is
infinite, namely both sides of the input string are padded with
endless strings of blank symbols ⊔.
To summarize, the TM works as follows: for a given inter-
nal state q ∈ Q and tape symbol A ∈ Γ, it overwrites A with
a symbol B ∈ Γ, enters a new state p ∈ Q, and chooses a di-
rection D ∈ {L,R} in which to move the head. In terms of the
transition function this is succinctly expressed as
δ(q, A) = (p, B,D).
Once the TM enters the accept or reject state, it is never
allowed to leave it. In this case, the automaton is said to
halt, and accept or reject this input, respectively. Formally,
this means that for all A ∈ Γ there exist B,C ∈ Γ and
D,D′ ∈ {L,R}, such that
δ(q f , A) = (q f , B,D)
δ(qr, A) = (qr,C,D
′)
Note that the TM need not halt: a computation can also loop
forever without ever entering the accept or reject state. The
set of languages recognized by Turing machines are the recur-
sively enumerable languages, or L0.
One further interesting type of automaton is the linear
bounded automaton (LBA). This is obtained by restricting the
tape of a Turing machine to be finite. More specifically, the
length of the tape accessible to the automaton is given by a
linear function of the length of the input. The special sym-
bols ‡L, ‡R denote the left and right ends of the tape, which
the LBA is not allowed to move past or overwrite. This means
that for all q ∈ Q there exist p, r ∈ Q such that
δ(q, ‡L) = (p, ‡L,R)
δ(q, ‡R) = (r, ‡R, L).
The languages accepted by LBAs are the context-sensitive lan-
guages, or L1. These are a proper subset of L0.
3. 1D SPIN HAMILTONIANS AS AUTOMATA
In this section we define 1D classical spin Hamiltoni-
ans (Section 3.1), associate formal languages to them (Sec-
tion 3.2), and show that they are deterministic context-free
(Section 3.3).
3.1. Definition of 1D spin Hamiltonians
In this subsection we provide a rigorous definition of 1D
classical spin Hamiltonians (Definition 5). Let us first fix
some notation and conventions.
A discrete classical spin variable can take q ∈ N distinct
values, which are called levels and labelled 1, . . . , q. In order
to make a connection to automata, we let these q levels define
the alphabet Σq.
We denote a configuration of n q-level spins as a tuple con-
sisting of the string of q-level spins, S (n), and the length n:
(S (n), n) = (s1s2 . . . sn, n) ∈ Σ
n
q × N.
For example, a spin configuration of four 2-level spins (with
Σ2 = {1, 2}) is denoted (S
(4), 4) = (1212, 4). Note that in 1D
n is redundant, as the string itself already has a well-defined
length, but this becomes meaningful when generalizing the
construction to higher dimensions, as it will be apparent in
Section 4. In addition, for a given spin configuration (S (n), n)
we denote substrings of adjacent spins starting at spin si′ and
ending at si as
S [i′ ,i] := si′ si′+1 . . . si−1si.
Note that for substrings we omit the superscript (n) to keep
notation simple.
We are now ready to define 1D classical spin Hamiltonians
with physically local interactions. Intuitively, k will denote the
maximum range of the interaction (see below for the precise
definition) [8].
Definition 5 (Local 1D spin Hamiltonian). Let q > 1, k ≥ 1
be fixed natural numbers. Let
D1D =
⋃
n≥1
{
(S (n), n) | S (n) ∈ Σnq
}
be the set of all 1D q-level spin configurations. A local 1D
spin Hamiltonian H with at most k-body interactions is a map
H : D1D → Q
(S (n), n) 7→
n∑
i=1
h(S [i−k+1,i]). (1)
In addition, h : Σkq → Q is called the local Hamiltonian.
In words, H takes a spin configuration of n q-level spins
and maps it to an energy value [9], which is obtained by sum-
ming up the local Hamiltonians for each substring of k adja-
cent spins. The details of the interaction will be contained in
the definition of h. Note that this definition of h includes 1-,
2-, . . ., and up to k-body interactions—hence the formulation
of “at most” k-body interactions.
Note that in Eq. (1) the sum starts from i = 1, causing hk to
be evaluated on substrings with initial indices i−k+1 < 1. The
way this is to be understood depends on the type of boundary
conditions considered. For periodic boundary conditions the
spin indices loop around
s j ≔ s j+n ∀ j < 1,
5whereas for open boundary conditions we identify spins s j for
j < 1 with special symbol x < Σq. The map
h : (Σq ∪ {x})
k → Q
is extended so that spins of symbol x do not contribute to
the energy. Note that this is just a notational choice to keep
Eq. (1) simple. In the remainder of this Section, in Section 4
and Section 5 we will consider open boundary conditions; in
Remark 16 we will briefly describe how to obtain the same
results for periodic boundary conditions.
To illustrate this definition, we now describe the 1D Ising
model with fields in this framework.
Example 6 (The 1D Ising model). Consider the 1D Ising
model with fields with homogeneous coupling strength 1 and
magnetic field 1,
H(σ1, . . . , σn) =
n∑
i=1
σi +
n∑
i=2
σi−1σi,
where σi ∈ {−1, 1}. In terms of Definition 5, this is described
by k = 2, q = 2, si ∈ {0, 1} ∪ {x}, and
h(si−1si) =

(−1)si if si−1 = x,
(−1)si + (−1)si−1+si otherwise.
3.2. The language associated to 1D spin Hamiltonians
In this subsection we associate a formal language to the def-
inition of 1D spin Hamiltonian that we just presented. Intu-
itively, the language associated to a Hamiltonian will contain
the set of all pairs consisting of the spin configuration and its
corresponding energy. Since the system size is not fixed, this
will give rise to a language with an infinite number strings.
There is obviously much freedom in the transformation of
(S (n),H(S (n))) to a string that belongs to a formal language.
Since we want to study the complexity of the resulting formal
language, it is only natural to choose the transformation that
gives rise to the simplest possible language. Here we will
choose one obvious encoding, in which we associate one spin
to a fixed number of symbols, express the energy in unary, and
introduce a constant overhead of string symbols [10].
We first introduce a rescaling of the Hamiltonian so that its
image is in the natural numbers. The rescaling of the Hamil-
tonian (as given in Definition 5) is accomplished by replacing
h by
h′(α) = λh(α) + Λ, (2)
where λ ∈ Q is the greatest common divisor of all values in
the image of h, and Λ ∈ N is given by
Λ = −min
α∈Σkq
h(α).
Note that λ and Λ are clearly computable, since the image of
h, and respectively Σkq, are finite sets. Note also that the image
of h′ now lies inN. The rescaling of a Hamiltonian H as given
by Definition 5 is then defined as
H′ : D1D → N
(S (n), n) 7→
n∑
i=1
h′(S [i−k+1,i]). (3)
Definition 7 (Unary encoding). The unary encoding u is a
map from N to strings over a single symbol alphabet {⋄}
u : N→ {⋄}∗
n 7→ ⋄n, n ≥ 1
0 7→ ε.
In words, u maps a number n to the string consisting of n
times the symbol ⋄, that is, ⋄n. It is important to note that ⋄ is
not part of the spin alphabet, ⋄ < Σq.
Definition 8 (Language of a 1D Hamiltonian). Let H be the
1D Hamiltonian defined as in Definition 5, rescaled as in (3).
The language associated to H, denoted L1D, is defined as
L1D = {S
(n) ⊢ u(H′(S (n), n)) ⊥
| (S (n), n) ∈ D1D}
where ⊢,⊥< Σq are delimiting symbols.
The symbol ⊢ serves as a separator between the spin con-
figuration and the energy, while ⊥ marks the end of the string.
Note that | has the usual meaning of ‘such that’.
3.3. Classifying the language of 1D spin Hamiltonians
We now classify the language of 1D spin Hamiltonians in
the Chomsky hierarchy (Theorem 10). To this end, we will
use the well-known pumping lemma for regular languages to
prove that L1D is not regular.
Lemma 9 (Pumping lemma for regular languages). Let L be
a regular language. Then the following property holds: There
exists a pumping length p ≥ 0 such that for any strings α, β,
γ with αβγ ∈ L, |β| ≥ p, there exist strings ω, µ, ν such that
β = ωµν, µ , ε, and for all j ≥ 0, the string αωµ jνγ ∈ L.
Theorem 10 (Main result – 1D). The language L1D (Defini-
tion 8) is deterministic context-free.
Proof. We first prove that L1D is not regular by Lemma 9. For
a given p we choose three strings
α = S (n) ⊢ β = u(H′(S (n), n)) γ =⊥
such that S (n) is a string of spins with H′(S (n), n) ≥ p. This
ensures that the string
αβγ = S (n) ⊢ ⋄ ⋄ ⋄ · · · ⋄ ⋄︸        ︷︷        ︸
≥p
⊥
6astart b
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ε,Z → ZTxx...x
si,TS [i−k+1,i−1] → u(h
′(TS [i−k+1,i] ))TS [i−k+2,i]
⊢,TS [n−k+2,n] → ε
⋄, ⋄ → ε
⊥, Z → Z
FIG. 3. A DPDA recognizing the language of a 1D local Hamilto-
nian. (a): An ε-transition pushes symbol Txx...x on top of the stack to
indicate that no spins have been read yet. (b): Each transition reads
the spin si+1 from the tape and the previous k − 1 spins S [i−k+1,i−1]
from top of the stack, pushing back the unary energy from their lo-
cal interaction and TS [i−k+2,i] on top. The total energy is successively
built up on the stack, while the topmost symbol always corresponds
to the previously read spins. This continues until the delimiter ⊢ is
encountered. (e): The energy string in the tape is compared to the
energy string in the stack, and the accepting state f is reached only
if their length matches. We have omitted all transitions that lead the
automaton to reject.
is an element of L1D with |β| ≥ p. It is now clear that any
choice of ωµν = βwith j , 1 will result in a malformed string
αωµ jνγ , L1D, since the spin configuration and the energy no
longer match. Therefore L1D < L3.
Now we prove that L1D is in DCFL by explicitly construct-
ing a DPDA that accepts L1D. In terms of Definition 3 the
automaton is described by
• States Q = {a, b, e, f }
• Input alphabet Σ = Σq ∪ {⋄, ⊢,⊥}
• Stack alphabet Γ = {Tω | ω ∈ (Σq ∪ {x})
k−1} ∪ {⋄, Z}
• Transition relation δ as shown in Fig. 3
• Start state a
• Initial stack symbol Z
• Accepting states F = { f }
A visualisation of the DPDA can be seen in Fig. 3. The main
idea of this construction is the following. We encode the last
k − 1 spins read from the tape in a single symbol TS [i−k+1,i−1] on
top of the stack. This makes them accessible at each step of
the computation. When reading the next spin si, the symbol
is popped from the stack and the appropriate amount of en-
ergy symbols is pushed, followed by an updated stack symbol
now including si. This way, each group of k adjacent spins
is considered while summing up the corresponding energy on
the stack. Once the delimiter ⊢ is read, the energy symbols of
the input and on the stack are compared. This is achieved by
reading an energy symbol from the tape and simultaneously
popping one from the stack. This process is continued until
the end symbol of the string ⊥ and the initial stack symbol
Z are reached. At that point, only if the amount of energy
Head
h′(s1, s2)
→
s1 s2 . . . sn ⊢ u(H
′(S (n))) ⊥ . . .
u(h′(s1s2))Ts2
Stack
Tape
Z
e
e
Ts1
read
FIG. 4. A DPDA recognizing the language of the 1D Ising model
with fields, L
Ising
1D
(Example 11). The tape initially contains the spin
configuration (written in some appropriate alphabet) and an energy
value written in unary. This input string is an element of L
Ising
1D
if and
only if the energy is precisely u(H′(s1, . . . , sn)). The head of the PDA
reads the state of the first two spins, calculates its energy h′(s1, s2),
and stores it on the stack in unary. It then proceeds similarly with
the second and third spins and so on until the last pair. Finally, it
compares the calculated energy stored on the stack with the value
written on the tape and accepts if and only if they coincide.
symbols on the tape coincide does the automaton move to an
accepting state. 
The code that simulates this DPDA is attached to this
manuscript, in the file called dpda_simulator.py.
Note that a trivial Hamiltonian (e.g. a Hamiltonian that
maps every spin configuration to the same value, H′ = 0)
is a particular case of Definition 5, and it corresponds to
a regular language. To see this, note that in this Hamil-
tonian the spin configuration is independent of the energy,
from which it follows that the pumping lemma for regular lan-
guages (Lemma 9) does apply.
Example 11 (1D Ising model with fields revisited). The lan-
guage corresponding to the 1D Ising model with fields (Exam-
ple 6), denoted L
Ising
1D
, is recognized by the DPDA of Fig. 4.
4. 2D SPIN HAMILTONIANS AS AUTOMATA
In this section we define 2D spin Hamiltonians (Sec-
tion 4.1), associate a formal language to them (Section 4.2),
show that they are context-sensitive (Section 4.3), and discuss
the extension to other lattices (Section 4.4).
4.1. Definition of 2D spin Hamiltonians
In order to define 2D Hamiltonians we need to introduce
some more notation. The total number of spins in the input
is denoted as a product of the form n = nrnc, where nr is
the number of rows in the spin lattice, and nc the number of
columns. The entire 2D configuration of n spins is denoted
(S (ncnr ), nc, nr). A double subindex si, j indicates the spin at the
7ith row and the jth column. In the string S (ncnr), this spin will
be labeled sinc+ j. Strings describing a rectangle in the spin
lattice spanned by the corners si′ , j′ and si, j are denoted
S [i′ ,i]×[ j′ , j] =si′ , j′ si′+1, j′ . . . si−1, j′ si, j′ si′ , j′+1 . . . si−1, jsi, j
∈ Σ
(i−i′+1)( j− j′+1)
q .
Entire rows of spins are denoted as Sˆ i, where Sˆ i ≔ S [i,i]×[1,nc]
corresponds to the ith row.
Definition 12 (Local 2D spin Hamiltonian). Let q > 1, k ≥ 1
be fixed natural numbers. Let
D2D =
⋃
nc,nr≥1
{
(S (ncnr), nc, nr) | S
(ncnr) ∈ Σncnrq
}
be the set of 2D spin configurations. A local 2D spin Hamilto-
nian H with at most k2-body interactions is a map
H : D2D → Q
(S (ncnr), nc, nr) 7→
nr∑
i=1
nc∑
j=1
h(S [i−k+1,i]×[ j−k+1, j]).
In addition, h : Σk
2
q → Q is the local Hamiltonian.
4.2. The language associated to 2D spin Hamiltonians
We now associate a formal language to 2D spin Hamiltoni-
ans. As in the 1D case, the local interaction is extended with
the special symbol x, which stands for “the absence of a spin”
and is used to model open boundary conditions. A rescaled
H′ is defined analogously as before. Namely first h′ is defined
analogously as (2), and
H′ : D2D → N
(S (ncnr), nc, nr) 7→
nr∑
i=1
nc∑
j=1
h′(S [i−k+1,i]×[ j−k+1, j]). (4)
Namely we rescale the local interaction h so that its image is
in N; this results in h′. The unary encoding is used exactly as
before.
Definition 13 (Language of a 2D spin Hamiltonian). Let H be
a 2D spin Hamiltonian as defined in Definition 12, rescaled as
in (4). The language associated to H, denoted L2D, is defined
as
L2D = {Sˆ 1¬Sˆ 2¬ . . .¬Sˆ nr ⊢ u(H
′(S (ncnr ), nc, nr)) ⊥
| (S (ncnr ), nc, nr) ∈ D2D}
where ⊢,⊥,¬ < Σq are delimiting symbols.
The new delimiter ¬ is used to indicate the end of a row of
spins.
4.3. Classifying the language of 2D spin Hamiltonians
Nowwe show that L2D is a context-sensitive language. Sim-
ilarly as before, we will use the pumping lemma for context-
free languages to disprove that L2D is context-free.
Lemma 14 (Pumping lemma for context-free languages). Let
L be a context-free language. Then the following property
holds: There exists a pumping length p ≥ 0 such that for
any string η ∈ L with |η| ≥ p, there exists a decomposition
η = αβγµν with |βµ| ≥ 1 and |βγµ| ≤ p, such that αβ jγµ jν ∈ L
for all j ≥ 0.
Note that the difference to the pumping lemma for regular
languages is that in this case there are two substrings β and µ
which are pumped simultaneously.
Theorem 15 (Main result – 2D). The language L2D (Defini-
tion 13) is context-sensitive.
Intuitively, the the jump in complexity from L1D to L2D is
due to the fact that the distance between interacting spins is
unbounded in the input string. For example, spin s1,1 interacts
with s2,1, but the input string is one-dimensional and presented
as s1,1, . . . , s1,nc , s2,1, . . .. Since the number of columns nc is
unbounded, s1,1 and s2,1 are arbitrarily separated in the input
string.
Proof. First we prove that L2D is not context-free by exploit-
ing Lemma 14. We do so by showing that for any choice of
pumping length p there exists an element of L2D that does
not fulfil the condition stated in the lemma. Specifically, for
p ≥ 0, choose any element η ∈ L2D with number of spin
columns nc > p and rows nr ≥ 3. Now, for any decomposi-
tion η = αβγµν as stated by the lemma, the middle part can
at most span across two of the rows, due to |βγµ| ≤ p ≤ nc.
Pumping the string with any choice of j , 1 will therefore
cause at least two rows to be of unequal length. It follows that
αβ jγµ jν < L2D. and therefore L2D < L2.
To prove that L2D ∈ L1 we explicitly construct a LBA in
Appendix A. 
Remark 16 (Periodic boundary conditions). Both Theo-
rem 10 and Theorem 15 hold for periodic instead of open
boundary conditions. In the 1D case the DPDA must be aug-
mented to carry the state of the first k − 1 spins all the way
through the computation to compute their interactions with
the last k − 1 spins. This is achieved by extending the stack
alphabet such that both the last k− 1 spins, as well as the first
k−1 spins read can be stored in a single symbol TS [i−k+1,i−1],S [1,k−1]
on top of the stack. On the last transition before comparing
the energies, the energies of the boundary-crossing interac-
tions are evaluated and pushed all at once.
For the 2D case the collecting spin step needs to be ad-
justed. Instead of adding the x symbol to the internal string
representation of the interaction when the edges of the lattice
are encountered, the automaton instead move its head to the
opposite lattice edge and continues collecting spins there. The
first half of either proof utilizing the respective pumping lem-
mas is unchanged by these alterations.
8Non-rectangular lattice
Rectangular lattice with
gaps filled by x symbols
FIG. 5. By extending the input tape alphabet by the special spin
symbol x Hamiltonians on non-rectangular lattices can be expressed
as 2D local spin Hamiltonians (Definition 12). The lattice is cast as
a rectangular lattice by filling the gaps with x symbols and choosing
an appropriate interaction range k, such that the interactions of the
original lattice are captured in a k-by-k square on the new lattice.
4.4. Extensions to other lattices
We now show that Theorem 15 is robust to a number of
changes in the definition of the Hamiltonian, Definition 12—
in particular, to other lattice shapes, and also when extended
to higher dimensional lattices.
First, the proof of Theorem 15 can also be applied to Hamil-
tonians on other periodic 2D arrangements of spin interac-
tions, as shown in Fig. 5 for a triangular lattice. To do so the
tape alphabet can be extended by the special symbol x, which
is then used to embed the lattice into a rectangular grid. The
interaction range k and the interaction map h can then be cho-
sen to reproduce the original interactions on this new lattice,
and language as well as automaton can be constructed with
the methods discussed earlier.
Second, we sketch the extension of the construction of the
LBA for 2D spin Hamiltonians (AppendixA) to higher dimen-
sional lattices. Consider a d-dimensional spin lattice, with a
local Hamiltonian acting on spins in a hypercube with kd el-
ements. The same steps as in the 2D case can be used here,
with the difference that the spin configuration is a hypercube.
The checking of the row lengths is expanded to verify uniform
length across each dimension of the hypercube and the spin
collecting step likewise navigates through these extra dimen-
sions. Both these changes can be handled by introducing fur-
ther states and transitions and require no additional space on
the tape, so the automaton is still a LBA. By the same pump-
ing arguments as before, the resulting language can also not
be context-free, making it a context-sensitive language.
5. LOCAL HAMILTONIAN ENCODED IN THE INPUT
In the previous sections, every spin Hamiltonian H was de-
fined by the uniform “action” on all spins of a given local
Hamiltonian h. For any H, h was fixed. In this section, we
consider the case in which h is specified as part of the input.
The only requirement will be that the interaction range of h be
bounded, and that h be chosen from a finite set. As before, we
first consider the 1D case (Section 5.1) and then the 2D case
(Section 5.2).
5.1. 1D spin Hamiltonians with unfixed local Hamiltonian
Here we define 1D spin Hamiltonians with unfixed local
Hamiltonian (Definition 17), associate a language to them
(Definition 18), and show that this language is deterministic
context-free (Corollary 19).
We consider the case in which the local Hamiltonian can
be chosen from a finite set, {h1, . . . , hp}, for some fixed p ≥
1. Which local Hamiltonian is applied, centered around every
spin, is given as part of the input. Namely, for every system
size n, H will also pick local Hamiltonians
hI1 , . . . , hIn ,
where each index I j ∈ [p] specifies the local Hamiltonian that
is picked “centered around spin j” (in fact j will be at the right
end of the interaction). The collection of all these indices is
denoted I = (I1, . . . ,In), where we omit the superscript (n)
to keep notation simple.
Definition 17 (Unfixed local 1D spin Hamiltonian). Let q >
1, k ≥ 1, p ≥ 1 be fixed natural numbers. Let
F1D =
⋃
n≥1
{
(I, S (n), n) | I ∈ [p]n, S (n) ∈ Σnq
}
be the set of all 1D spin configurations with unfixed local
Hamiltonians. An unfixed 1D local spin Hamiltonian H with
at most k-body interactions is a map
H : F1D → Q
(I, S (n), n) 7→
n∑
i=1
hIi(S [i−k+1,i]), (5)
where h1, . . . , hp : Σ
k
q → Q are the local Hamiltonians.
Recall that hi is a local interaction interaction in the phys-
ical sense (see [5]), meaning that it assigns energy values to
subconfiguration S (k) of k adjacent spins.
The rescaling of this Hamiltonian is done analogously to
Eq. (2), with the only difference that indices now run over the
finite set [p]. Namely, we choose λ as the greatest common
divisor among the images of all h j, and
Λ = −min
j∈[p]
min
α∈Σkq
h j(α).
The rescaled local interaction is thus
h′j(α) = λh j(α) + Λ,
and the Hamiltonian H′ as
H′(I, S (n), n) =
n∑
i=1
h′Ii(S [i−k+1,i]). (6)
Now we define the language associated to the Hamiltonian
of Definition 17. We use alphabet Σp = [p], whose symbols
correspond to the indices of the p different local Hamiltonians.
We denote a string of spin symbols interleaved with a string
of local Hamiltonian indices by
R(n) = I1s1I2s2 . . .Insn ∈ (ΣpΣq)
n.
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nian). Let H be a Hamiltonian as given in Definition 17, and
H′ its rescaled version given by (6). The language associated
to H, denoted Lunfix
1D
, is defined as
Lunfix1D = {R
(n) ⊢ u(H′(I, S (n), n)) ⊥
| (I, S (n), n) ∈ F1D}
where ⊢,⊥< Σq are delimiting symbols.
We now prove that the unfixed local Hamiltonians do not
change the complexity of L1D.
Corollary 19 (Unfixed 1D Hamiltonian). The language Lunfix
1D
as given in Definition 18 is deterministic context-free.
Proof. A construction of a DPDA accepting Lunfix
1D
is given in
Fig. 6. For k ≥ 1 and q ≥ 2 it is formally described by
• States Q = {a, b1, b2, e, f }
• Input alphabet Σ = Σq ∪ Σp ∪ {⊢,⊥, ⋄}
• Stack alphabet
Γ = {TIiω | Ii ∈ Σp and ω ∈ ([q] ∪ {x})
k−1} ∪ {⋄, Z}
• Transition relation δ as shown in Fig. 6
• Start state a
• Initial stack symbol Z
• Accepting state f
The automaton is similar to the previous construction for
the fixed interaction case. The stack alphabet TIi,ω symbols
are extended so that they do not only encode the previous
k − 1 spins, but also the last seen interaction map index. Us-
ing this information from the top of the stack the automaton
chooses its transitions to push the corresponding amount of
energy symbols on the stack for each interaction. The energy
comparison step is the same as before.
The proof that L1D is not regular is identical to the one for
the case of fixed couplings. 
5.2. 2D spin Hamiltonians with unfixed local Hamiltonian
Here we present an analogous study for the 2D case: We
define unfixed local 2D spin Hamiltonians (Definition 20), as-
sociate a language to them (Definition 21), and show that this
language is context-sensitive (Corollary 22).
Definition 20 (Unfixed local 2D spin Hamiltonian). Let with
q > 1, k ≥ 1, p ≥ 1 be fixed natural numbers. Let
F2D =
⋃
nc ,nr≥1
{
(I, S (ncnr), nc, nr) | I ∈ [p]
ncnr , S (ncnr) ∈ Σncnrq
}
be the set of all 2D spin configurations with unfixed local
Hamiltonians. An unfixed local 2D spin Hamiltonian H with
at most k2-body interactions is a map
H : F2D → Q
(I, S (ncnr ), nc, nr) 7→
nr∑
i=1
nc∑
j=1
hIi(S [i−k+1,i]×[ j−k+1, j]), (7)
where h1, . . . , hp : Σ
k2
q → Q are the local Hamiltonians.
Similar to the 1D case, and generalising the 2D case of Sec-
tion 4.1, we denote rows of spins interleaved with interaction
map indices by Rˆi,
Rˆi = Ii,1si,1Ii,2si,2 . . .Ii,nc si,nc ∈ (ΣpΣq)
nc .
Definition 21 (Language of an unfixed 2D Hamiltonian). Let
H be a Hamiltonian as given in Definition 20. The language
associated to H, denoted Lunfix
2D
, is defined as
Lunfix2D = {Rˆ1¬Rˆ2¬ . . .¬Rˆnr ⊢ u(H
′(I, S (ncnr ), nc, nr)) ⊥
| (I, S (ncnr), nc, nr) ∈ F2D}
where ⊢,⊥,¬ < Σq are delimiting symbols.
We now show Lunfix
2D
is, as L2D, context-sensitive.
Corollary 22. The language Lunfix
2D
as given in Definition 20
is context-sensitive.
Proof. The proof for Lunfix
2D
< L2 is identical to the one for L2D.
To prove that Lunfix
2D
is context-sensitive, we slightly mod-
ify the LBA given in Appendix A. During the collecting spins
step, the interaction map index of the current interaction spin
is also collected and considered when determining the energy
of the interaction. Since this addition does not require addi-
tional space on the tape beyond the input, the resulting au-
tomaton is still a LBA and Lunfix
2D
∈ L1. 
6. CONCLUSIONS AND OUTLOOK
We have introduced a new complexity measure for classical
spin Hamiltonians in which these are described as automata.
More precisely, we have associated a formal language to clas-
sical spin Hamiltonians and have classified this language in
the Chomsky hierarchy. Our main results are that:
(i) The language associated to local 1D spin Hamiltonians
L1D is deterministic context-free (Theorem 10), also if
the local Hamiltonian is part of the input (Corollary 19).
(ii) The language associated to local 2D spin Hamiltonians
L2D is deterministic context-free (Theorem 15), also if
the local Hamiltonian is part of the input (Corollary 22).
For the Ising model without fields, we obtain that the easy /
hard case correspond to the 1D / 2D case, in contrast to the
planar / non-planar distinction for the computational complex-
ity of its GSE.
We conjecture that classical spin Hamiltonians with un-
bounded interaction range, that is, where k diverges with n,
correspond to context-sensitive languages.
This work puts classical spin Hamiltonians and automata at
the same level (by describing one as the other), and thereby
opens the door to a transfer of results from one field to the
other. As a first result of this cross-fertilisation, we have bor-
rowed the Chomsky hierarchy of formal languages to derive a
complexity classification of classical spin Hamiltonians. But
this has sown the ground for many other results: An important
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astart b1 b2 e f
I1,Z → ZTI1,xx...x
si, TIi,S [i−k+1,i−1] → u(h
′
Ii
(S [i−k+1,i]))TIi,S [i−k+2,i]
Ii,TIi−1 ,S [i−k+1,i−1] → TIi,S [i−k+1,i−1]
⊢,TIn,S [n−k+2,n] → ε
⋄, ⋄ → ε
⊥,Z → Z
FIG. 6. A DPDA recognizing Lunfix
1D
. (a): The first transition reads the first interaction map index I1 and stores it on the stack in the symbol
TI1 ,xx...x. (b): On the transition from b1 to b2 the next spin si is read from the tape. In addition, the previous k−1 spins as well as the interaction
map index are read from the stack as a single symbol TIi ,S [i−k+1,i−1] . The local Hamiltonian is evaluated on the spins and the resulting energy is
pushed on the stack, followed by an updated stack symbol TIi ,S [i−k+2,i] that includes si. The transition from b2 to b1 reads the next interaction
map index Ii and stores it in the symbol on top of the stack. Once the delimiter ⊢ is encountered, the top stack symbol is discarded and the
automaton transitions to e. (e): The energy string on the tape is compared to the energy string in the stack, and the final state f is reached only
if their length matches.
one would be a rigorous comparison between universal spin
models [11] and universal Turing machines. (Note that trans-
lationally invariant universal classical spin Hamiltonians have
also been shown to exist [12]). For example, universal spin
models allow for a full characterisation [11, Theorem 15], but
universal Turing machines do not, due to Rice’s Theorem —
thus, the two notions of universality do not seem to be equiva-
lent. Another fascinating consequence involves exploring the
reach of universality in classical spin Hamiltonians.
Another line of research concerns the quantum case. One
would consider quantum spin Hamiltonians and describe them
as quantum machines. It would be interesting to associate
formal languages to them and to classify their complexity.
(Note that a complexity classification of the ground state en-
ergy problem for local qubit Hamiltonian problems has been
provided in [13].) For quantum spin Hamiltonians, the phe-
nomenon of universality has also been shown to hold [14], as
well as for translationally invariant versions thereof [15, 16].
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Appendix A: A LBA that recognizes the language of 2D spin
Hamiltonians
Here we construct a LBA that recognizes L2D, thereby prov-
ing that L2D ∈ L1 and completing the proof of Theorem 15.
The flowchart for this LBA is presented in Fig. 7. We first
present the basic properties of this LBA and then present the
main steps in Appendix A 1, 2, 3 and 4.
The LBA is described by
• States Q = Qrows ∪ Qvalidate ∪ Qcollect ∪ Qcompare ∪
{Accept,Reject}
• Input alphabet Σ = Σq ∪ {¬,⊥, ⋄, ⊢}
• Tape alphabet Γ = Σ ∪ Σ′q ∪ Σ
′′
q ∪ {⊔, ‡L, ‡R}
• Blank Symbol ⊔ ∈ Γ
• Left and right endmarker ‡L, ‡R ∈ Γ
• Transition function δ as specified by Tables I to IV
• Start state CountFirstRow ∈ Qrows
• Accept state Accept ∈ Q
• Reject state Reject ∈ Q
First note that the tape alphabet of the automaton not only
includes the spin alphabet Σq, but also Σ
′
q and Σ
′′
q . These are
copies of the spin alphabet where each spin symbol is marked
by a prime or double prime, and they are used by the automa-
ton to earmark selected spins in the configuration. This is used
to navigate the spin configuration during the computation.
Further note that for the sake of simplicity we split the tran-
sition table and set of states into four different parts as de-
picted in Fig. 7. In the following we go over every part and
explain the workings of the automaton in detail.
1. Checking the row length
In the first step it is ensured that the rows of the spin con-
figuration given in the input are all of equal length. This is
achieved by counting the spins in every row in parallel and re-
jecting if one row is either longer or shorter than the first. This
step is implemented via the states
Qrows = {CountFirstRow,AdvanceRow,CountRow,
BackToStart,CompareLengths}
as well as the transitions given in Table I. Note that some com-
binations of current state and symbol are omitted in this table,
as we go by the convention that any such omitted transitions
lead to the Reject state.
The automaton initially starts in state CountFirstRow,
marking the first spin of the configurationwith a prime. It tran-
sitions into AdvanceRow which moves the head to the next
row of spins, and then CountRow which marks the first un-
primed spin it encounters there with a prime. This continues
until one spin of every row has been marked and ⊥ is read, at
which point BackToStart is entered, which moves the head to
the beginning of the input and starts over with CountFirstRow.
Check
row length
Validate
input
start
Collect
interacting
spins
Compare
energy
reject accept
uniform
non-uniform
valid
invalid
repeat ∀ interactions
different same
FIG. 7. Scheme for a LBA recognizing the language of a 2D spin
Hamiltonian. Initially the input string is checked for uniform row
length (Appendix A 1) and then for unexpected characters (Appendix
A 2). For every spin interaction, the automaton reads all interacting
spins and calculates the energy of the interaction (Appendix A 3). It
overwrites the corresponding amount of energy symbols ⋄ from the
tape, and rejects if there are none left to overwrite. Afterwards the
tape is scanned for any leftover ⋄ (Appendix A 4), and if there are
none it accepts.
This way, with each cycle between these states, one spin of ev-
ery row is marked with a prime.
Once all spins in the first row have been marked,
CountFirstRow encounters the first row delimiting symbol, at
which point it enters the state CompareLengths and the entire
remaining input is scanned for unprimed spin symbols. If any
are encountered, the input is rejected as the rows are not of
uniform length. Additionally, if at any point during the previ-
ous transition cycles there were no spins left to prime in any
row, the input is also rejected. Otherwise, the right endmarker
‡R at the end of the input is encountered, and the automaton
moves on to the next phase, where the input is checked for
unexpected symbols.
2. Validating the input
In this step the automaton checks the input for unexpected
symbols and rejects if any are found. For example, an energy
symbol ⋄ in the spin configuration part of the input, or delim-
iters in the wrong places would cause the input to be rejected.
This step is implemented via the states
Qvalidate = {qs, q¬, q⊥, q⊢, q‡L , q‡R}
and the transitions are given by Table II. Starting from the end
of the input the automatonmoves its head to the beginning and
checks for unexpected symbols, by keeping track of the last
symbol encountered in its state. Further, all the marked spins
from the previous step are overwritten with their unmarked
counterparts.
After encountering the left endmarker ‡L the entire input
has been validated against unexpected symbols. The automa-
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Checking row length
q ∈ Q a ∈ Γ δ(q, a)
CountFirstRow s ∈ Σq (AdvanceRow, s
′,R)
CountFirstRow s′ ∈ Σ′q (CountFirstRow, s
′,R)
CountFirstRow ∗ ∈ {¬, ⊢} (CompareLengths, ∗,R)
AdvanceRow s ∈ Σq (AdvanceRow, s,R)
AdvanceRow ¬ (CountRow,¬,R)
AdvanceRow ⊢ (BackToStart, ⊢, L)
CountRow s′ ∈ Σ′q (CountRow, s
′,R)
CountRow s ∈ Σq (AdvanceRow, s
′,R)
CountRow ∗ ∈ {¬, ⊢} (Reject, ∗,R)
BackToStart ∗ ∈ Γ \ {‡L} (BackToStart, ∗, L)
BackToStart ‡L (CountFirstRow, ‡L,R)
CompareLengths ∗ ∈ Γ \ Σq ∪ {‡R} (CompareLengths, ∗,R)
CompareLengths s ∈ Σq (Reject, s,R)
CompareLengths ‡R (q‡R , ‡R, L)
TABLE I. Transitions of a LBA for validating that a 2D spin config-
uration given as input has equal row length. By making use of the
primed spin alphabet Σ′q the automaton counts the spins in all rows of
the configuration in parallel, marking them with a prime. If there is
any unmarked spin left after the first row is done being counted, or if
any other row is done counting before the first, the input is rejected.
Otherwise, the head moves to the end of the input and into the state
q‡R , continuing with the transitions shown in Table II.
Validating input
q ∈ Q a ∈ Γ δ(q, a) q ∈ Q a ∈ Γ δ(q, a)
q‡R ⊥ (q⊥,⊥, L) qs ¬ (q¬,¬, L)
q⊥ ⋄ (q⊥, ⋄, L) qs ‡L (q‡L , ‡L,R)
q⊥ ⊢ (q⊢, ⊢, L) q¬ s
′ ∈ Σ′q (qs, s, L)
q⊢ s
′ ∈ Σ′q (qs , s, L) q‡L s ∈ Σq (RowEnd, s
′,R)
qs s
′ ∈ Σ′q (qs , s, L)
TABLE II. Transitions for validating the input of a LBA correspond-
ing to a 2D spin Hamiltonian. Starting from the end, primes placed
on the spins by the previous step are removed and the input is
checked for unexpected symbols. If none are encountered, the au-
tomaton marks the first spin of the input with a prime and transitions
to the state SeekEnd ∈ Qgather, continuing with the transitions shown
in Table III.
ton moves to the next step by again marking the first spin in
the configuration with a prime and transitioning into the state
RowEnd.
3. Collecting interacting spins
This step determines the energy associated to the interac-
tion of a k-by-k square subconfiguration of the input and is al-
ternated with the energy comparison step until all interactions
have been considered. It is implemented via the states
Qcollect = {RowEnd,Return} ∪ {MarkSpini | 0 ≤ i < k}
∪ {NextRowi | 0 ≤ i < k}
∪ {CollectSpinsαi, j | 0 ≤ i, j < k
and α ∈ ({x} ∪ Σq)
∗ and 1 ≤ |α| ≤ k2},
where the indices i, j, α are used to index a multiplicity of
states. The transitions of this step are given in Table III.
Continuing from the previous step the head of the automa-
ton starts to the right of a spin marked with a prime, this spin
marks the bottom right corner of the square interaction which
is currently being determined. We refer to this spin in the fol-
lowing as the interaction spin, and similarly to the row it is
part of as the interaction row. All other spins are unmarked.
Beginning in the state RowEnd the head moves to the right
until it reaches the end of the interaction row, signalled by ei-
ther of the delimiters ¬ or ⊥, where it switches to the state
MarkSpink−1.
Next the automaton tries to identify which spins fall into
the interacting square subconfiguration. This is accomplished
by marking the rightmost unmarked spin from of k rows with
a double prime, beginning with the interaction row and con-
tinuing left. This is repeated until the interaction spin in the
interaction row is encountered. Once the interaction spin is
reached, the spins to the right of the subconfiguration in each
row will be marked with a double prime making it possible to
find the subconfiguration spins by skipping over the marked
ones.
This behaviour is implemented via the MarkSpini,
NextRowi and Return states. MarkSpini moves the head to
the left, skipping over double primed spins until encountering
an unmarked one. This spin is then marked with a double
prime and the state changes to NextRowi, which continues to
the left until encountering a delimiter signalling the start of an-
other row, at which point the state transitions to MarkSpini−1.
The index i keeps track of how many more rows need to be
marked. Once MarkSpin0 marks a spin the automaton transi-
tions into Return and moves back to the start of the current
row instead of continuing. Similarly, if NextRowi encounters
the left endmarker ‡L it transitions to Return, because the sub-
configuration extends beyond the input configuration.
After returning to the end of the current row the process
repeats. This continues until MarkSpink−1 encounters the
interaction spin s—distinguished by being marked with a
single prime—at which point the automaton transitions to
CollectSpinssk−1,k−1.
The purpose of the CollectSpinsαi, j states is to visit all the
spins in the subconfiguration on the tape and store them in α,
building a representation of the subconfiguration in the inter-
nal state of the automaton. The index i keeps track of how
many more spins of a row still need to be collected, and j
keeps track of how many more rows there are to visit. While
i > 0, j > 0 the head moves to the left, skipping over double
primed spins and prepending any unmarked spins it reads to
α, decrementing i for each spin collected in this manner. For
i = 0 the head continues moving to the left, but stops collect-
ing spins. Whenever the row delimiter ¬ is encountered α is
prepended by the string xi, j is decremented, and i is set to
k. In the cases where i , 0 the string xi is non-empty and
corresponds to i spins missing from the current row, other-
wise x0 = ε and α remains unchanged. As explained in ear-
lier sections, this serves to model open boundary conditions
in the cases where the subconfiguration extends beyond the
input configuration.
This step ends once both i = 0 and j = 0, α now contain-
ing k2 spins collected from k consecutive rows. The automa-
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q ∈ Q a ∈ Γ δ(q, a)
RowEnd s ∈ Σq (RowEnd, s,R)
RowEnd ∗ ∈ {¬, ⊢} (MarkSpink−1, ∗, L)
MarkSpini s
′′ ∈ Σ′′q (MarkSpini, s
′′, L)
MarkSpini, i > 0 s ∈ Σq (NextRowi, s
′′, L)
MarkSpini, i = 0 s ∈ Σq (Return, s
′′,R)
MarkSpink−1 s
′ ∈ Σ′q (CollectSpins
s
k−1,k−1, s
′, L)
NextRowi ∗ ∈ Γ \ {¬, ‡L} (NextRowi, ∗, L)
NextRowi ¬ (MarkSpini,¬, L)
NextRowi ‡L (Return, ‡L,R)
Return ∗ ∈ Γ \ Σ′q (Return, ∗,R)
Return s′ ∈ Σ′q (RowEnd, ∗,R)
CollectSpinsαi, j, i > 0 s ∈ Σq (CollectSpins
sα
i−1, j, s, L)
CollectSpinsα1, j, j > 0 s ∈ Σq (CollectSpins
α
0, j, s, L)
CollectSpinsαi, j s
′′ ∈ Σq (CollectSpins
α
i, j, s
′′, L)
CollectSpinsαi, j, j > 0 ¬ (CollectSpins
xiα
k, j−1,¬, L)
CollectSpinsαi,0 ¬ (SubtractEnergyh′(xiα),¬,R)
CollectSpinsα0,0 ∗ ∈ Γ (SubtractEnergyh′(α), ∗,R)
CollectSpinsαi, j ‡L (SubtractEnergyh′(xi+ jkα), ‡L,R)
TABLE III. Transitions of a LBA for gathering all spins involved in
an interaction of a 2D spin Hamiltonian. The states with indices
in this table correspond to multiple different states as indexed by
0 ≤ i, j < k, or by a string α ∈
⋃k2
i=1(Σq ∪ {x})
i. By making use of
the prime spin alphabets Σ′q,Σ
′′
q the automaton navigates the lattice to
find all spins in a k-by-k square interaction and stores them in its in-
ternal state as α. Open boundary conditions are handled by prepend-
ing α with the symbol x, indicating missing spins, when the edges
of the lattice are encountered. Once all interacting spins have been
collected, the LBA transitions into a state SubtractEnergyi, where
i is the energy of this particular interaction, and continues with the
transitions in Table IV.
ton transitions to the state SubtractEnergyh′(α) and proceeds
to the energy comparison step. The index of the state corre-
sponds to the energy of the square interaction. If instead the
head encounters the left endmarker before collecting all spins
it transitions to SubtractEnergyh′(xi+ jkα), which accounts for i
spins from the current row, as well as j complete rows miss-
ing.
4. Comparing energy
This step determines if the energy of the spin configuration
and the energy given as part of the input match. It is alter-
nated with the collecting spins step until all interactions have
been considered, at which point the tape is checked for any
remaining energy and the automaton either accepts or rejects
the input. It is implemented via the states
Qcompare = {NextInteraction,CheckEnergy}
∪ {SubtractEnergyi | 0 ≤ i ≤ max
β∈Σk
2
q
h′(β)},
and the transitions given in Table IV.
Continuing from the previous step the automaton is in the
state SubtractEnergyi, where i corresponds to the energy de-
termined from the previously collected spins. This energy is
Comparing energy
q ∈ Q a ∈ Γ δ(q, a)
SubtractEnergyi, i > 0 ∗ ∈ Γ \ (Σ
′′
q ∪ {⋄,⊥} (SubtractEnergyi, ∗,R)
SubtractEnergyi, i > 0 s
′′ ∈ Σ′′q (SubtractEnergyi, s,R)
SubtractEnergyi, i > 0 ⋄ (SubtractEnergyi−1,⊔,R)
SubtractEnergyi, i > 0 ⊥ (Reject,⊥,R)
SubtractEnergy0 ∗ ∈ Γ \ Σ
′
q (SubtractEnergy0 , ∗, L)
SubtractEnergy0 s
′ ∈ Σ′q (NextInteraction, s,R)
NextInteraction s ∈ Σq (RowEnd, s
′,R)
NextInteraction ¬ (NextInteraction,¬,R)
NextInteraction ⊢ (CheckEnergy, ⊢,R)
CheckEnergy ∗ ∈ Γ \ {⋄,⊥} (CheckEnergy, ∗,R)
CheckEnergy ⋄ (Reject, ⋄,R)
CheckEnergy ⊥ (Accept,⊥, L)
TABLE IV. Transitions of a LBA for comparing the energy of a spin
configuration as calculated by the automaton with the energy given
in the input. The states SubtractEnergyi overwrite i energy symbols
from the tape, where the i corresponds to the energy of a particular
interaction. If there are no more symbols left to overwrite, or if there
are still some left on the tape after all interactions have been con-
sidered, the input is rejected. Conversely, if the amount of symbols
overwritten after all interactions is exactly the amount of symbols
initially in the input, the input is accepted.
next subtracted from the energy written on the tape as part of
the input. To achieve this the head moves to the right, skip-
ping over spins and delimiters. Spins marked with a double
prime s′′ are overwritten with their unmarked version s. Once
the head reaches the energy section of the tape, the automaton
begins overwriting energy symbols ⋄ by the blank symbol ⊔
one by one, decrementing i each time. If the end of input sym-
bol⊥ is read then there are no more ⋄ on the tape to overwrite,
meaning the energy written on the tape does not match the en-
ergy of the spin configuration, causing the automaton to reject
the input.
As soon as SubtractEnergy0 is reached, exactly as many
energy symbols as determined in the spin collection step have
been overwritten. The head now moves back to the left, skip-
ping over everything until the interaction spin—marked with
a single prime—is reached. The automaton transitions to
NextInteraction to determine the next interaction spin, and
moves to the right until encountering a spin s. Once it does
the spin is marked with a prime as the new interaction spin,
and the automaton transitions to the state RowEnd, starting
with the spin collection step again. If instead the end of the
spin configuration ⊢ is encountered before a spin is read, all
spins have already been considered as interaction spins and
the automaton transitions to CheckEnergy.
CheckEnergy tests if there are any energy symbols ⋄ re-
maining on the tape. The head is moved to the right skipping
over everything until ⋄ or ⊥ is read. If ⋄ is read, there are
still energy symbols remaining on the tape, meaning that the
energy given as part of the input does not match the energy
of the given spin configuration and the automaton rejects the
input. If instead⊥ is read, there are no ⋄ left on the tape, mean-
ing the input energy and the spin configuration energy match
exactly and the automaton accepts. This concludes our con-
struction of a LBA which recognizes L2D, proving L2D ∈ L1.
