Introduction
The brain is a very important part of the body and is one of the special organ . The brain consists of large number of cells which grow on increasing from third month upto the seven years of age. Each cell has its own special function. When some of the cells in the body grow in an orderly way to generate new cells then the body is healthier. But if cells grow irregularly then various cells which are in excess form a cluster or mass of tissue known as tumor. Brain tumor is one of the most common and deadly diseases in the world. Detection of the brain tumor in its early stage is the key of its cure [1] . Brain tumors may be benign or malignant [2] .
The term gray level is often used to refer to the intensity of the monochrome images. In the field of medical, segmentation has wide application . Color images are formed by a combination of individual 2-D images. An image may be continuous with respect to the x and y coordinates and also in amplitude. A continuous image is converted to digital image which requires that the coordinates as well as the amplitude be digitized. By using image segmentation, the image can be divided into various parts such as mutually exclusive and exhausted regions. Image segmentation is an important and challenging factor in the medical image segmentation [3] . The ultimate aim in a large number of image processing applications is to extract important features from the image data, from which a description, interpretation, or understanding of the scene can be provided by the machine .Image segmentation is too complex to be used in image processing and is very sensitive and important component when image is being analyzed. In this paper various methods of image segmentation are used, mentioned as follows : Thresholding such as Region growing, Otsu,Clustering such as k means, Fuzzy cmeans and Hierarchical Self Organizing mapping [4] .It utilized the HSOM, thresholding and clustering methods to identify which type of brain tumor suffered by patient regarding to the image of brain tumor from the Magnetic Resonance Imaging (MRI) and scan as inputs for the network and other methods.
II. Problem Description
The required area of an image is exploited by using the undesired component, atmospheric interference. So rather than analyzing the original image, the image segmentation technique is used.Various experiments with published benchmarks are required for this research field to progress [4] .The drawback which occurs in this paper is that image is divided into number of segmentation [5] .This drawback is overcome by selecting an appropriate model for segmentation and then modified with reduced computational time and output is of high quality.
III. Segmentation Of Image By Thresholding And Clustering Methods
Clustering can be taken as a process of partitioning or grouping a given portion which is an unlabeled pattern into a large number of clusters such that a group is assigned to similar patterns. Clustering is used for pattern recognition in image processing, and usually requires a high volume of computation. Thresholding is the simplest method of image segmentation. From a grayscale image, thresholding can be used to create binary images. During the thresholding process, individual pixels in an image are marked as "object" pixels if their value is greater than some threshold value (assuming an object to be brighter than the background) and as "background" pixels otherwise. This convention is known as threshold above. Variants include threshold below, which is opposite of threshold above; threshold inside, where a pixel is labeled "object" if its value is between two thresholds; and threshold outside, which is the opposite of threshold inside. Typically, an object pixel is given a value of "1" while a background pixel is given a value of "0." Finally, a binary image is created by coloring each pixel white or black, depending on a pixel's labels. The major drawback to threshold-based approaches is that they often lack the sensitivity and specificity needed for accurate classification.
Fuzzy C Means Algorithm
The goal of a clustering analysis is to divide a given set of data or objects into a cluster, which represents subsets or a group. The partition should have two properties: 1. Homogeneity inside clusters: the data, which belongs to one cluster, should be as similar as possible. 2. Heterogeneity between the clusters: the data, which belongs to different clusters, should be as different as possible. Clustering is a process to obtain a partition P of a set E of N objects Xi (i=1, 2,…, N), using the resemblance or dissemblance measure, such as a distance measure d. A partition P is a set of disjoint subsets of E and the element Ps of P is called cluster and the centers of the clusters are called centroid or prototypes. Many techniques have been developed for clustering data. In this report c-means clustering is used. It's a simple unsupervised learning method which can be used for data grouping or classification when the number of the clusters is known [4] . It consists of the following steps:
Step 1: Choose the number of clusters -K Step 2: Set initial centers of clusters c1, c2… ck
Step 3: Classify each vector x [x , x ,....x ] T into the closest centre ci by Euclidean distance measure ||xi -ci || = min || xi -ci||
Step 4: Recomputed the estimates for the cluster centers ci. Let ci = [ci1 ,ci2 ,....cin ] T cim be computed by, cim = Σxli ∈ Clter(Ixlim) Ni .Where, Ni is the number of vectors in the ith cluster.
Step 5:If none of the cluster centers changes in step 4 stop; otherwise go to step 3.
K Means
It is also one of the clustering method and is very famous because it is simpler and easier in computation. It is the simplest unsupervised learning algorithms that solve the well known clustering problem. It classifies the input data points into multiple classes based on their intrinsic distance from each other. The algorithm assumes that the data features form a vector space and tries to find natural clustering in them [4] . The algorithm which follows for the k-means clustering is given below: The cluster centers are obtained by minimizing the objective function : xi ∈ si ............ (1) 1.Initialize the centroids with k random values. 2. Repeat the following steps until the cluster labels of the image do not change anymore. 3. For each data point, we calculate the Euclidean distance from the data point to the mean of each cluster :
...(2)
If the data point is not closest to its own cluster, it will have to be shifted into the closest cluster. If the data point is already closest to its own cluster, we will not shift it. 4. Compute the new centroid for each of the clusters. Where k is a parameter of the algorithm (the number of clusters to be found), i iterates over the all the intensities, j iterates over all the centroids and μ i are the centroid intensities.
Region Growing
Region growing comes under region-based segmentation method [5] . In this an image is partition into regions. There is predefined criteria where there are k clusters Si , i= 1,2,….,k and μ i is the centroid or mean point of all the points, according to which groups of pixels are formed or groups of sub-regions are formed into larger regions as a result region growing takes place If suppose there is no priori information, then the procedure is to compute at every pixel the same set of properties that ultimately will be used to compute at every pixel the same set of properties that ultimately will be used to assign pixels to regions during the growing process.
Otsu Method
In image processing, Otsu's method is used for thresholding [6] of image by histogram method which is done automatically. The gray level image is converted to a binary image. In this method, the image on which this thresholding process has to be done is done in such a way that there are two models of histogram, known as bimodal histogram of the image. In other words, there are two classes of pixels one is background and other is foreground. In image segmentation, the sub-division of image is done by using intensity of background and object. So both the different regions are then distinguished by a suitable value of threshold value. It consists of two classes within class variance and between class variance. In Otsu's method the value the threshold is chosen such that it minimizes the intra-class variance, defined a weighted sum of variances of the two classes : σ 2 ω (t) = ω 1 (t) σ 1 2 (t) + ω 2 (t) σ 2 2 (t) ……………………………….(3) ω1 & ω2 are weights, probabilities of the two classes separated by a threshold and variances of these classes.In this, threshold operation is done in such a way that an image is sub-divided into two classes R0 and R1 at gray level t. Let partitioning of the pixels is done between objects and background. Therefore, R 0 = {0, 1, 2, ….t} and R 1 = {t+1, t+2 … L-1}. The within-class variance, between class variance, and the total variance are denoted by σ 2w , σ 2b , and σ 2T respectively. So an optimal value of threshold is obtained by minimizing one of the following (equivalent) criterion functions with respect to : t = Arg Min η …………………………….(4) The value of η lies between 0 & 1. There are two limits in the value of η. Where when η= upper limit = 1, then only two-valued images are given and when η= lower limit = 0, then only single constant gray-level is given.
Hierarchical Self Organizing Mapping (HSOM)
A self organizing map (SOM) comes under unsupervised learning of feedback networks. SOM is another type of neural networks also known as SOFM (Self Organizing Feature Maps).As in the brain, SOM also has self organization property. There is direct connection between input and output devices, and output nodes are also interconnected (different from general feed forward NN).The weights of the output nodes will be adjusted based on the input connected to them, and also the weights of the neighborhood output nodes. Therefore, output nodes will be ordered in a natural manner. Similar nodes will be close to each other. There are two modes in which SOMs operate, such as : training and mapping. Training is a competitive process, also called vector quantization. Mapping automatically classifies a new input vector. The HSOM is the extension of the conventional self organizing map used to classify the image row by row. In this lowest level of weight vector, a higher value of tumor pixels, computation speed is achieved by the HSOM with vector quantization. In the field of medical, segmentation has wide application. The hierarchical self organizing map has been used for multi scale image segmentation. The combination of self organization and graphic mapping technique is known as HSOM. Here hybrid technique is used which has the advantages of HSOM, so as to implement for the MRI image segmentation. MR brain image is loaded into MATLAB 7.0. in the form of matrix. Next initialize the variables sigma, weight vector and winning neuron .In that Calculate the neighborhood function, weight vector and winning neuron .Here neuron is the input and winning neuron is the output [3] . 
IV. Results And Discussion
The proposed algorithms have been implemented using MATLAB. Here various methods of image segmentation are analyzed and discussed. In this system, based on the power of Artificial Neural Network (ANN), a computer-aided brain tumor diagnosis based on hierarchical Self Organizing Mapping is done. It is too much complex to measure the segmentation of image because of no common algorithm. So in order to measure the quality of segmentation of image the statistical measurements are used. The experiment is conducted over the five MRI images using the algorithms Hierarchical Self Organizing mapping, Region Growing, Otsu,K Means and FCM. To evaluate the performance various parameter values are found such as rand index (Ri), global consistency error (Gce), segmentation accuracy (Sa), variations of information (Vi), and area (a). Rand Index : The Rand index (RI) counts the fraction of pairs of pixels and pixels are those whose labeling are consistent between the segmentation which was computed and the ground truth averaging across multiple ground truth segmentations.
Global Consistency Error :
The Global consistency error (Gce) measures the extent by which one segmentation can be viewed as a refinement of the other.
Variation of Information :
The variation of information (Vi) represents the distance between two segmentations as the average conditional entropy of one segmentation given the other, and as a result measures the amount of randomness in one segmentation which cannot be explained by the other.
In this paper the comparison of methods i.e. cluster based algorithms, thresholding algorithms and hierarchal self organizing mapping algorithms was done and HSOM was found as the best method for image segmentation . The performance parameters chart reveals that the rand index of hierarchical self organizing mapping is higher than others while the global consistency error and variation of information error of hierarchical self organizing mapping is lower than others. 
