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ABSTRACT 
We study the invariance groups S(f) of boolean functions f e Bn (i.e. f : 2n ~ 2) on n 
variables, i.e. the set of all permutations on n elements which leave f invariant. We give 
necessary and sufficient conditions via POlya's cycle index for a general permutation 
group to be of the form S(f ), for some f e Bn. For cyclic groups G S Sn we give an 
NC -algorithm for determining whether the given group is of the form S(f ), for some 
f eBn. Also for any sequence <Gn S Sn : n <:: l> of permutation groups we study the 
asymptotic behavior of I {/ e Bn : S(f) = Gn ) I . For instance, it is shown that asymptoti-
cally "almost all" boolean functions have trivial invariance groups. We show the appli-
cability of group theoretic techniques in the study of the parallel complexity of 
languages. For any language L let Ln be the characteristic function of the set of all 
strings in L which have length exactly n and let Sn (L) be the invariance group of Ln. 
We consider the size of the index I Sn :Sn (L) I as a function of n and study the class of 
languages whose index is polynomial inn. We use the classification results on maximal 
permutation groups to show that any such language is in NC 1• We also show that the 
problem of "weight-swapping" (modulo a sequence of groups of polynomial index) is in 
NC 1• We give the invariance groups of Dyck and palindrome languages, provide an 
algorithm for testing membership in the invariance group of a regular language, and con-
sider the problem of constructing languages with given invariance group structure. 
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1. Introduction 
The aim of this paper is to study the invariance groups of boolean functions, provide "efficient" 
parallel algorithms for determining the representability of a given group as the invariance group 
of a boolean function, and use group-theoretic techniques in order to deduce results about the 
complexity of formal languages. 
More specifically, let there be n input values each of which can assume one of two possible 
states 0,1. We are given a "module" M which, when given values for each of these n input states 
located at positions 1,2, ... ,n, outputs a value which also assumes one of these same states 0,1. 
The output of the module when the input values are x 1, .. • .xn depends in general on the values of 
the corresponding states. There are certain permutations of the input states which leave the out-
put state invariant (i.e. unchanged). For example, it may be that the output is independent of any 
permutation of the input states, in which case the given module is called symmetric. In general, 
for a given module, the set of permutations which when applied to any set of input states leave 
the output invariant is easily seen to form a permutation group. 
More formally, the operation performed by such an n -ary module M is usually represented 
by an n -ary boolean function f : 2n ~ 2. For fixed n , let the set of all such n -ary boolean func-
tions be denoted by Bn. If the input states of the module are assigned the boolean values x i, •.. ,xn 
then by definition f (x 1 .... .xn) is the value of the output state of the module M on input x 1, ... ,xn. 
Given such an n -ary boolean function f let S(f) be the set of all permutations on the n elements 
1,2, .. .,n such that for all input values (x1, ... ,xn)E2n,f(x1, ... ,xn)=/(xa(l)>· .. ,xa(n»· Clearly, the 
group S(f) equals the full symmetric group Sn when the boolean function f is symmetric. 
By a counting argument Lupanov-Shannon-Strassen have shown that "most" boolean func-
tions have exponential size circuit complexity. Despite this result, very little is known concern-
ing specific languages or families of boolean functions. Our interest in the present study arose 
from attempting to use group theoretic techniques in order to generalize the simple observation 
that any family {/ n : n ~ 0}, f n : 2n ~ 2 of symmetric boolean functions has polynomial size 
circuits. Probabilistic techniques have been successfully used by several authors [Yao, Furst-
Saxe-Sipser], etc., in order to obtain lower bounds on families of certain symmetric boolean func-
tions. However, there are few results giving tight upper bounds, apart from the well-known fact 
that any family of symmetric boolean functions has log depth polynomial size circuits (formula 
size bounds have been obtained by various authors in this case). In this paper we indicate the 
applicability of group theory in obtaining upper bounds for the parallel complexity of families of 
boolean functions. Our work is different from, but somewhat related to studies on the automor-
phism groups of error-correcting codes (e.g. k-th order Reed-Muller codes, which are specific k-
dimensional subspaces of 2n [Mac Williams et al.]), as well as to work in [Harrison, 1964] where 
group theoretic methods are used to calculate the number of non-equivalent boolean functions, 
where f - g if and only if f = g0 , for some cre Sn. 
In [Finkelstein et al.] it was indicated how the classification theorem for finite simple 
groups could be applied to VLSI technology by giving an algorithm to minimize pin-count in a 
sequence of circuits. Here we consider the problem of placement of modules on a chip where per-
mutation of input wires is allowed. It is expected that study of the invariance groups of boolean 
functions may lead to algorithms for optimizing space in VLSI design, e.g. knowledge that cer-
tain modules leading into a block can be permuted without changing the function computed. 
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1.1. Results of the Paper 
Following is an outline of the main results and contents of the paper. We begin by providing 
some preliminary results regarding the size of the index of a permutation group. We remind the 
reader of the essential parts of Po1ya's beautiful enumeration theory that will be used in the 
present study. 
In section 3 we study the representation problem for general permutation groups. We dis-
tinguish between groups which are "(equal to a) representable" and groups which are "isomorphic 
to a representable" group. In the case of "isomorphic to a representable group", we show that 
every permutation group ~ Sn is isomorphic to a representable group S(f ), for some 
f : 2n<Iogn+l) ~ 2; but as stated, this isomorphism is at the expense of increasing space from n to 
n(logn+l). The problem is more interesting in the case of "equal to a representable group". We 
give a necessary and sufficient condition in terms of the Pc5lya index, for a general permutation 
group ~ Sn to be of the form S(f ), for some boolean function f : 2n ~ 2. Using the 
classification theorem for maximal permutation groups we show that "with few exceptions" 
(essentially, only the alternating group An, for n ~ 10) all maximal permutation groups on n 
letters are of the form S(f ), for some f : 2n ~ 2 (such a group is called strongly-representable). 
This contrasts with the fact that there are numerous non-representable permutation groups. We 
also give an NC-algorithm which on input a cyclic group G :5: Sn decides whether G is represent-
able, in which case it outputs a boolean function f : 2n ~ 2 such that G = S(f ). Finally we 
prove that a "0-1 law" holds for sequences of permutation groups <Gn ~Sn : n ~ 1 > by studying 
the limit 
l . I {f e Bn : SU')= Gn} I Im 2• . 
n-+co 2 
In particular, our result implies that asymptotically "almost all" boolean functions have invari-
ance group which is equal to the identity (permutation group). 
Given a language L ~ { 0,1} *, let Ln be the characteristic function of the set of words of L 
of length exactly n . Section 4 is concerned with the complexity of languages of polynomial 
index, i.e. languages L for which there exists a polynomial p (n) such that I Sn : Sn (L) I :S: p (n ), 
where Sn (L) denotes the invariance group of the boolean function Ln. We study the closure pro-
perties of the class of these languages and use classification results on maximal permutation 
groups in order to show that any language of polynomial index is in non uniform-Ne 1• 
As an immediate consequence of our methods we generalize the "almost necessary and 
sufficient property for a family of symmetric boolean functions to be in AC0" given in [Fagin et 
al.] to all families of languages of polynomial index. As a further application of our techniques, 
we also show that for any sequence of permutation groups of polynomial index G = <G n : n e N > 
such that Gn ~Sn, for all n, the problem SWAP(G) is in NC 1, where by SWAP(G) we under-
stand the following problem: 
Input. n e N, a i, •.. ,an e Q+. 
Output. A permutation creGn such that for all 1 ~ i < n, acr(i) + acr(i+l) ~ 2, if such a permuta-
tion exists, and the response "NO" otherwise. 
Recall that the stipulation of the layout problem is to find an optimal layout given a number 
of modules together with their connections. A popular algorithm which attempts to solve the lay-
out problem is due to Kernighan-Lin [Kernighan et al.] and partitions the chip into an upper and a 
lower half, swapping modules on either side, trying to minimize a certain parameter, then 
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recursively partitioning simultaneously the top and bottom into left and right parts, swapping 
modules between left and right parts to minimize a parameter, etc. Our problem stipulation in 
SWAP is quite different: instead of being given a list of modules and their connections (including 
which input port of a target module), we allow the input ports of the target module to be swapped, 
provided that the resultant function is not changed. 
In the last two sections we present a number of complementary results concerning the 
invariance groups of certain types of languages, like palindromes, parentheses, regular languages, 
and study the reverse problem of constructing languages realizing specific types of groups. We 
compute the invariance groups of Dyck, Palindrome languages and give an efficient algorithm for 
determining the invariance group of regular languages. We show that each of the cyclic (for 
n :#:- 3,4,5), dihedral, and hyperoctahedral sequences of groups are representable by regular 
languages and construct groups which cannot be represented by regular languages. Finally, in the 
last section, we discuss some open problems and give directions for further research. 
An acquaintance with the standard results on group theory and finite permutation groups, as 
presented for example in [Hall] and [Wielandt], will be essential for an adequate understanding of 
the results of the present paper. 
2. Preliminaries 
Here we give some introductory definitions and results regarding permutation groups and com-
plexity of circuits that will be used in our subsequent investigations. The three topics we will dis-
cuss include: (1) the size of the group index, (2) the size of the cycle index and its computation 
via Po1ya's formula, and (3) complexity of boolean functions via the size of the circuits realizing 
them; the circuits concerned are constructed with "or", "and", and "not" gates. 
2.1. Index of a .Permutation Group 
In the sequel it will be convenient to think of permutations on the set { 1,2, ... ,n } as bijective map-
pings on positive integers such that for all k > n, o(k) = k. Part of this paper is primarily con-
cerned with "large" permutation subgroups of the full symmetric group. Let Sn denote the group 
of permutations on n elements, and An be the subgroup of even permutations (also known as the 
alternating group on n letters). In general, for any non-empty set Q let Sn denote the set of per-
mutations on Q. For any group G the symbol H s; G means that H is a subgroup of G . Regard-
ing the sizes of permutation groups the following theorem summarizes some of the known 
results. 
Theorem 1. 
Let H :::;; Sn be a permutation group. 
(1) If H ::t: Sn and H ::t: An then I Sn :H I ~ n. 
(2) If the order of H ::t: An is maximal then I Sn :H I = n . In fact, for n ::t: 6 the only sub-
groups H of Sn with I Sn :HI = n are exactly the one point stabilizers of Sn. 
(3) If H does not contain An and is primitive then 
(Bochert) lSn:H I~ [(n+l)/2]!. 
(Praeger and Saxl) I H I < 4n . 
• (Cameron) either H is a "known" group or I H I < n JOJoglogn. e 
The proof of (3) is not easy. For more information and proofs of the above theorem the 
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interested reader can consult [Wielandt], [Tsuzuka], as well as the references in [Kleidman et al.]. 
In the sequel, we only remind the reader of the simple proof of (1). It is based on the following 
claim. 
Claim. If H is a subgroup of G and I G :H I = n then there exists a normal subgroup N of 
G such that Ng.{ and I G :N I divides n ! . 
Indeed, consider the set Q ={Hg : geG} of cosets of the quotient group G!H. By assump-
tion, this set has size n. Let Sn be the group of permutations on n. For each x e G consider the 
permutation <!>(x): Q ~ Q, where <!>(x)(Hg) = Hgx. Clearly, 4>: G ~Sn is a group homomor-
phism. Morover, it is easy to see that 
N :=Ker(<!>)= rl H8 ge(f" 
is a normal subgroup of G, where ff 8 = g-1Hg. By the homomorphism theorem, the order of the 
quotient group GIN divides the order of the permutation group Sa. This proves the claim. 
Now to prove (l); by the above claim there exists a normal subgroup N of Sn such that 
Ng./ and I Sn :N I divides (n-1)!. It follows that N -:f:. 1. Since the only normal subgroups of Sn 
are An, Sn, and 1, the result is clear. • 
2.2. Cycle Index of a Permutation Group 
The main objects of study of this paper are boolean functions and their invariance groups. Let 
Bn.k be the set of all k-valued functions f : 2n ~ k on n boolean variables. If k = 2 then we 
abbreviate Bn .2 by Bn. If Zi denotes the finite two-element field then it is clear that 
Bn = Z2[x J.·· 0 .Xn l 
(x? - x1, i = 1,2, ... ,n) 
For x = (x 1'···.Xn )E 2n and <re Sn, let x 0 = (Xo(l)•· .. .Xo(n,). For any n-ary boolean function f E Bn 
let/0 be defined by 
f 0 (xi, ... ,Xn) = f (Xo(l)•· .. .Xo(n»· 
The invariance group off is defined by 
S(j)= {<rESn :f =/ 0 } = {<rESn: 'v'xe2n/0 (x1, ... ,xn)=/(x0 (1)• ... .Xo(n>)}. 
(If K ~ { 0, 1 }n is a set of words of length n then by abuse of notation we shall write S(K) for the 
invariance group of the characteristic function of the set K .) If L ~ { 0, 1} * is a set of finite words 
and n ~ 1 then Sn (L) denotes the invariance group of the n -ary boolean function Ln. Clearly, 
S(j ), being nonempty and closed under multiplication, is a subgroup of Sn. Study of these groups 
leads very naturally to the cycle index of a permutation group, which we now proceed to define. 
Let G be a permutation group on n elements. Define an equivalence relation i - j if and 
only if for some <re G, <r(i) = j. The equivalence classes under this equivalence relation are 
called orbits. Let G1 = {<re G : <r(i) = i} be the stabilizer of i, and let i 0 be the orbit of i. The 
stabilizer theorem asserts that I G :G1 I = I i0 I. Using this last theorem we can obtain the well 
known theorem of Burnside and Frobenius, which states that for any permutation group G on n 
elements, the number of orbits of G is equal to the average number of fixed points of a permuta-
tion oe.G, 
Oln(G) = ..,l. Y I {i : a(i) = i} I, 
I l.T I otti 
(1) 
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where ron(G) is the number of orbits of G [Comtet]. Any permutation creSn can be identified 
with a permutation on 2n defined as follows: 
x = (xi, ... ,Xn) ~ x 0 = (Xa(l)>···.Xa(n))· 
Hence, any permutation group G on n elements can also be thought of as a permutation group on 
the set 2n. It follows from (1) that 
l{xG :xe2n}I =ih
0
ful{xe2n :x0 =x}I, 
where xG = {x0 : cre G} is the orbit of x. We would like to find a more explicit formula for the 
right-hand side of the above equation. To do this notice that x 0 = x if and only if x is invariant on 
the orbits of cr. It follows that I {xe 2n : x 0 = x} I = 2°<0 >, where o (a) is the number of orbits of 
(the group generated by) cr. Using the fact that o(cr) = c 1(cr)+ · · · +cn(cr), where ci(a) is the 
number of i-cycles in cr (i.e. in the cycle decomposition of cr), we obtain Po1ya's formula: 
(2) 
The number I {xG : xe 2n} I is called the cycle index of the permutation group G and will be 
denoted by 0(G ). If we want to stress the fact that G is a permutation group on n letters then we 
write 0n(G), instead of 0(G). For more information on Po1ya's enumeration theory the reader 
should consult [Berge] and [Po1ya et al.]. 
Since for a function f e Bn, its invariance group S(f) 2:: G if and only if is invariant on each 
of the different orbits xG, x e 2n, we obtain that 
I{/ E Bn : S(f);::: G} I = 2e<G>. 
It is also not difficult to compare the size of 0(G) and I Sn :G I. Indeed, let H :5: G :5: Sn. If 
Hg1,Hg2, ... J/gk 
are the distinct right cosets of G modulo H then for any xe zn we have that 
xG = xHKiuxHllzu ... ux"K•. 
It follows that 0n (H) :5: 0n (G )·I G :H I. Using the fact that 0n (Sn)= n + 1 we obtain as a spe-
cial case that 0n (G) :::;; (n + 1) I Sn :G I. In addition, using a simple argument concerning the size 
of the orbits of a permutation group we obtain that if di. ... ,d00 are different orbits of the group 
G:::;; Sn acting on {1,2, ... ,n} then (ld1 I + 1) · · · (ld00 1 + 1):::;; E>n(G). To sum-up we have proved 
the following useful theorem. 
Theorem 2. 
For any permutation groups H :::;; G :::;; Sn we have 
(1) E>n(G) :5: 0n(H):::;; E>n(G)· IG :HI. 
(2) E>n(G):::;; (n + 1)· ISn:G I. 
(3) n + 1 :::;; E>n (G):::;; 2n. 
(4) If di, ... ,a00 are different orbits of G then (I a1 I + 1) · · · (I dro I + 1):::;; E>n (G ). • 
It is easy to see that in general I Sn :G I and E>n (G) can diverge widely. For example, let 
f(n)=n -logn and let G be the group {creSn: Vi>f(n)(a(i)=i)}. It is then clear that 
0n(G)=(f(n)+l)·210gn is of order n 2, while IS11 :GI is of order nlogn. Another simpler 
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example is obtained when G is the identity subgroup of Sn. 
2.3. Circuits 
We consider n-ary, 2-valued, fan-in circuits ex constructed from the gates-,, v, A. For such a cir-
cuit ex let c (ex) denote the number of gates of ex and let d (ex) denote the depth of ex, i.e. the maxi-
mal length from an input to the output node. Intuitively speaking, for a circuit ex, d (ex) represents 
"time", while c (ex) represents the "number of processors". Any boolean function f : 2n ~ 2 can 
be realized by such a circuit. We define 
c (f) = min{c (a) : ex realizes f} 
If we have an algorithm A , such that given an n -ary boolean function f it constructs an n -ary cir-
cuit A (f) that realizes f then we define 
CA (f) = c (A (f )). 
Further define for each n, 
L (n) = max { c (f) : f e Bn } , 
LA (n) = max{cA (f): f e Bn }. 
We are interested in algorithms such that L (n) and LA (n) are asymptotically equal. The follow-
ing results are known [Yablonsky]. 
1. For any symmetric function f e Bn, c (f) = 0 (n ). 
2. For any e > 0, the ratio off e Bn such that L (f) > ( l-e)2n-11n tends to 1 as n ~=. 
3. There is an algorithm A such that LA (f) is asymptotically less than or equal to 2n+3/n. 
4. (Lupanov) There is an algorithm A. such that LA (f) is asymptotically equal to 2n In. 
5. (Lupanov-Shannon-Strassen) I{/ e Bn : L (j') < q} I = 0 (qq+t). 
A language L ~ {0,1} * is said to have (or be solvable by) polynomial size circuits, denoted 
L eSIZE (nOO>), if there is a circuit family <ex11 : n e N> where exn computes the characteristic 
function of Ln = Ln{0,1} 11 and c(exn) ~p (n) for some polynomial p. A language L ~ {0,1} * is 
in non-uniform NCk if there is a circuit family «ln : n EN> where CXn recognizes Ln and in addi-
tion it is true that 
d(exn) = O((logn)k), and c(exn) = n°0>. 
We also define NC =Uk NCk, the class of problems (languages) solvable in polylog ((logn )0 0>) 
time using non-uniform polynomial size circuits [Pippenger]. Similarly, ACk is defined like NCk 
but with unbounded fan-in v, A-gates. circuits. Also AC= Uk ACk and NCk ~ACk ~NCk+1 • 
RNC k and RNC are defined as NC k and NC , respectively, but using probabilistic, boolean, cir-
cuit families. RNC is also known as the class of problems solvable in probabilistic polylog time 
with a polynomial number of processors. 
3. .Representations of Permutation Groups 
The aim of this section is to give general results on permutation groups G ~ S11 which can be 
represeflted as the invariance groups of boolean functions, i.e. G = S(f) for some f e Bn. It will 
be seen in the sequel that there is a "rich" class of permutation groups which are representable 
thus. 
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The main motivation for the results of the present section is the simple observation that the 
alternating group An is not the invariance group of any boolean function f E Bn , provided that 
n ~ 3. Although this will follow directly from our representation theorem it will be instructive to 
give a direct proof. We claim that for any boolean function f E Bn if An <;;;. S if) then Sn = S if). 
Indeed, assume that An <;;;. S if) and let OE Sn be an arbitrary permutation. We must prove that 
also OE S if). If o is the product of an even number of transpositions then by assumption 
OE Sif ). If o is the product of an odd number of transpositions then we claim that for all 
x E 2n if (x0) = f (x) ). To prove this let x E 2n be arbitrary. Since n ~ 3 there exist i < j such that 
xi = Xj. It follows that x't = x, for the transposition t = (i ,j ). Hence f (x0 ) = f (xw) = f (x ), as 
desired. In either case we have that OE Sn if), which is a contradiction. As a matter of fact it is 
clear, using part (1) of theorem 1 of the previous section, that An is not even isomorphic to the 
invariance group Sif) of any f E Bn. However, An is isomorphic to the invariance group Sif) for 
some boolean function f E Bn(logn+l) (see theorem 2, below). 
Compared to the difficulties regarding tl1e question of representing permutation groups 
G ~ Sn in the form G = Sif ), for some f E Bn, it is interesting to note that a similar representa-
tion theorem for the groups S(x) = {OE Sn : x 0 = x }, where x e 2n, is trivial. It turns out that 
these last groups are exactly the permutation groups which are isomorphic to SkxSn-k for some 
k. Indeed, given x E 2n let 
X = { i : 1 ~ i ~ n and xi = 0}. Y = { i : 1 '5. i '5. n and xi = 1 } . 
It is then easy to see that S(x) is isomorphic to Sx xSy. ln fact, oe S(x) if and only if X0 = X and 
ya=Y. 
3.1. Elementary Properties 
Before we proceed with the general results we wiU prove several simple observations that will be 
used frequently in the sequel. We begin with a few useful definitions. For any f E Bn, 
S+if) = { O'E Sn : 'v' x E 2n if (x) = 0 => f (x 0 ) = 0)}. For any permutation group G '5. Sn and any 
A<;;;. { 1,2, ... ,n } let G d be the set of permutations ae G such that ('v' i e A)( cr(i) = i ). G d is called the 
pointwise stabilizer of G on A. Notice that (Sn){k+I, ... ,111 = Sk, fork ~ n. For any permutation o 
and permutation group G let G0 = cr1G o, also called conjugate of G. For any f E Bn let 
l©/EBn be defined by (1$/)(x)=l©/(x), for xe211 • If fi.···lkeB11 and /eBk then 
g =fifi. .. Jk)eB 11 is defined by g(x)=fif 1(x), . .,f11.(x)). The first theorem contains sevaral 
useful observations that will be used frequently in the sequel. 
Theorem 1. 
(1) If f E Bn is symmetric then Sif) = S 11 • 
(2) Sif) = S(l©/ ), for all/ E Bn. 
(3) For any permutation o, Sif 0 ) = Sif )a. 
(4) For each f E Bn' Sif) = S+if ). 
(5) If/ i, ... /kE Bn and/ EBk and g =!if 1 ... Jk)E Bn then Sif 1)r1 · · · nSifk) <;;;. S(g). 
(6)('v' k '5. n )(3/ E Bn )Sif) = sk. 
Proof. 
The proofs of (1) - (3), (5) are easy and are left as an exercise to the reader. To prove (4) 
notice that S+if) is a group (every nonempty subset of a finite group which is closed under 
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multiplication is also a group under the same operation) and trivially S(f) ~ S+(J ). Now let 
O'ES+(J) and suppose that/ (x0 ) = 0 holds. Since, <J1E s+(J) we have that/ (x) = f ((x0)0-1) = 0. 
It follows that s+(f) ~ S(f ), as desired. To prove (6) we consider two cases. If k + 2::;; n define 
f by 
-{ 1 if Xk+l $ Xk+2 $ ... $ Xn 
f (x) - 0 otherwise · 
Let aeS(f ). First notice that Vi >k(a(i) > k). Next it is easy to show that if cr is a nontrivial 
permutation then there can be no k ::;; i < j ::;; n such that au) < O'(i ). This proves the desired 
result. If k = n - 1 then the function f must be defined as follows. 
-{ 1 if X 1'···..Xn--1 ~ Xn f (x) - 0 otherwise · 
A similar proof will show that S(f) = Sn-l · This completes the proof of the theorem. • 
A permutation group G ::;; Sn is called representable (respectively, strongly representable) if 
there exists an integer k and a function/EBn,k (respectively, with k =2) such that G =S(f). 
G ::;; Sn is called weakly representable if there exists an integer k, an integer m < n and a func-
tion f : m n ~ k such that G = S(f ). It will be seen in the sequel (representability theorem) that 
the distinction representable and strongly representable is superfluous since these two notions 
coincide. 
Notice the importance of assuming m < n in the above definition of weak representability. 
If m = n were allowed then every permutation group would be weakly representable. Indeed, 
given any permutation group G $ Sn define the function f as follows: 
{o if (x1, ... ,.Xn )E G f (x1, ... ..xn) = l otheIWise 
(here, we think of (x h···..Xn) as the function i ~ x; in n n) and notice that for all O'E Sn, O'E S(f) if 
and only if V'tE Sn ('tE G ~ 'tO'E G ). Hence G =SU'), as desired. 
Another issue concerns the number of variables allowed in a boolean function in order to 
represent a permutation group G ::;; Sn. It can be shown that every finite permutation group 
G ::;; Sn is isomorphic to the invariance group of a boolean function f E Bn(logn+l)· The proof of 
this is given in the next theorem. 
Theorem 2. (Isomorphism Theorem) 
Every finite permutation group G ::;; Sn is isomorphic to the invariance group of a boolean 
function f E B n (logn +I)· 
Proof. 
First, some notation. Let w be a word in { 0, 1 } * . I w 11 is the number of occurrences of 1 in 
w, and w; is the i th symbol in w, where 1 ::;; i ::;; I w I = length of w. The word w is monotone if 
for all 1 ::;; i < j ::;; I w I , w; = 1 => Wj = 1. The complement of w, denoted by w is the word 
which is obtained from w by "flipping" each bit w;, i.e. I w 1 = I w I and w; = lEBw;, for all 
1 ::;; i ::;; I w I . Fix n and let s = logn + 1. View each word w E { 0, 1 } ns (of length ns) as consisting 
of n-many blocks each of lengths and let w(i) = W(i-l)s+l · · · Wis denote the ith such block. For 
a given•permutation group G ::;; Sn let Lo be the set of all words w E { O,l}ns such that 
either (i) I w 11 = s and if the word w is divided into n -many blocks w (1), w (2), ... , w (n) 
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each of length s then exactly one of these blocks consists of 1 s, while the rest of the blocks 
consist only of Os 
or (ii) I w 11 ~ s-1 and for each 1 ~ i $ n • the complement w (i) of the i th block of w is 
monotone (this implies that each w(i) consists of a sequence of ls concatenated with a 
sequence of Os) 
or (iii) I w 11 ;:::: n and for each 1 ~ i ~ n, w (i )i = 0 (i.e. the first bit of w (i) is 0) and the 
binary representations of the words w (i ), say bin (w ,i ), are mutually distinct integers and 
CJw E G, where O'w : {1, ... ,n } ~ { l , ... ,n } is the permutation defined by 
O'w (i) =bin (w ,i). 
The intuition for items (i) and (ii) above is the following. The words with exactly s -many 
ls have all these ls in exactly one block. This guarantees that any permutation "respecting" the 
language LG must map blocks to blocks. By considering words with a single 1 (which by mono-
tonicity must be located at the first position of a block) we guarantee that each permutation 
"respecting" LG must map the first bit of a block to the first bit of some other block. Inductively, 
by considering the word with exactly (r-1)-many ls all located at the beginning of a single 
block, while all other bits of the word are Os, we guarantee that each permutation "respecting" LG 
must map the (r-l)st bit of each block to the (r-l)st bit of some other block. It follows that any 
permutation respecting LG must respect blocks as well as the order of elements in the blocks, i.e. 
for every permutation 't'E Sns (LG), 
('i/O -5, k < n )(30 -5, m < n )('ill 5. i '5 n )'t'(ks +i) = ms+i. 
Call such a permutation "s-block invariant". Given a permutation 't'ESns(LG) let 't'ESn be the 
induced permutation defined by 
t(k) = m <=>('ill ~ i $ n )'t'(ks+i) = ms+i. 
-
-
We claim that G = {'t: 't'E s;:s(LG)}. Indeed, to prove(~) notice that every element 't of G gives 
rise to a unique "s-block invariant" permutation 't. If wELo and lw 11 ~s ~en bys-block 
invariance of 't, w-r:E Lo. This proves (~). If w E Lo and O'w E G then O'(w') = O'w 't'E G (composi-
tion is from the right). To prove (~) l:_t w_E Lo be such that O'w is the identity on Sn. Then for 
any 't'ESns(Lo), w-r:ELG, so cr(w')=O'w't='t'EG, which proves the above claim. This completes 
the proof of the theorem. • 
Clearly, the idea of the proof of the previous theorem can also be used to show that for any 
alphabet l:, if L ~ l:n then Sn (L) (the set of permutations in Sn "respecting" the language L) is 
isomorphic to Sns (L' ), for some L' ~ { 0, 1 }ns, where s = 1 + log I l: I . 
We conclude by comparing the different definitions of representability given above. 
Theorem 3. 
For any permutation group G ~Sn the following statements are equivalent: 
(1) G is representable. 
(2) G is the intersection of a finite family of strongly representable permutation groups. 
(3) For some m, G is a pointwise stabilizer of a strongly representable group over Sn+m, i.e. 
(j = (Sn+m (f )){n+l,. .. ,n+m }• for some f E Bn+m and m ~ n. 
Proof. 
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First we prove that (1) ~ (2). Indeed, let f E Bn ,k such that G = S(f ). For each b < k 
define as follows a 2-valued function f b : 2n ~ { b ,k } : 
It is straightforward to show that 
{
b if f (x) = b 
f b (x) = k if f (x) :# b · 
S(f) = S(f o)n · · · riS(f k-1). 
But also conversely we can prove that (2) ~ (1). Indeed, assume that/bEBn. b < k, is a given 
family of boolean valued functions such that G is the intersection of the strongly representable 
groups S(f b ). Define f e B n ,2t as follows 
f (x) = <f o(x), ... /k-1(x)>, 
where for any integers no, ... ,nk-i. <no, ... ,nk-1> represents a standard coding of the k-tuple 
(no, ... ,nk-1). It is then clear that S(f) = S(f o)ri · · · riSlfk-1), as desired. 
To prove that (3) is equivalent to statements (1) and (2) it is enough to show that (i) for any 
family {/i : 0 :s; i :s; k } of boolean functions fie Bn there exists an integer 0 :s; m :s; logk and a 
boolean function f e Bn+m such that 
(S(j)){n+l, ... ,n+m} = S(f 1)ri · · · riS(jk), (*) 
and (ii) also conversely, for any integer m ~ 0, and any boolean function f e Bn+m there exist 
boolean functions {/; : 0 :s; i :s; k } , with k c:; 2m such that (*) holds. 
Indeed, part (i) of the above statement follows by repeated application of part (6) of the 
theorem 1 and the case k = 2 of the above statement. To prove the case k = 2, define 
f (x i, ... ,xn ,i) = f; (x 1 .... .xn ). The desired equality is now easily proved. To prove the converse 
part (ii), let m, f be as in the hypothesis and define the desired family of functions f b 1,. •• .bm as fol-
lows. 
It is now easy to see that (*) is satisfied. This completes the proof of the theorem. • 
J.2. Representation Theorems for General Permutation Groups 
Here we study the representability problem for general permutation groups, give a necessary and 
sufficient condition via Po1ya's cycle index for a permutation group to be representable and show 
that the notions of representable and strongly representable coincide. In order to state the first 
general representation theorem we define for any n + 1 :s; 0 :::; 2n and any permutation group 
G :s; Sn the set G~n> = {M :s; G : 0n(M) = 0}. Also, for any H ~Sn, and any geSn, the notation 
<H ,g >denotes the least subgroup of Sn containing the set llu{g }. 
Theorem 4. (Representation Theorem) 
The following statements are equivalent for any permutation groups H < G :s; Sn. 
(1) H = G (")!(,for some strongly representable pe1mutation group K :s; Sn. 
(~ H = G (")/(, for some representable permutation group K :s:; Sn. 
(3) ("i/geG-H)(0n(<H ,g >) < 0n(H)), 
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(4) H is maximal in G~n), where E>n (H) = 0. 
Proof. 
We prove the equivalence of the above statements by showing the following sequence of 
implications: (1) ~ (2) ~ (3) ~ (1) and (4) ~ (3) ~ (4). The proof of (1) ~ (2) is trivial. First 
we prove (2) ~ (3). By results of the previous section K is the intersection of a family strongly 
representable groups. Hence by assumption let S(fi ), where {/ i }~Bn, be a finite family of 
invariance groups such that 
H = r'\ S(fj}nG. 
I 
Assume on the contrary that there exists an H < K :::; G such that E>(K) = E>(H). This last state-
ment is equivalent to the statement 
We show that in fact 
K ~ r'\ S(fi)nG, 
I 
which is a contradiction since the right-hand side of the above inequality is equal to H. Indeed, 
let ae K and x E 2n. Then we know that 
xK = (x 0 )K == (x 0 'fl. 
It follows that x = (x0 )'r, for some 'tE H. Consequently, ft (x) = f i ((x0 )'t) = f i (x 0 ), as desired. 
Next we prove that (3) ~ (1). By assumption for all geG-H, 28 •(<11,g>) < 2°.<H>. In par-
ticular, for for all geG-H, there exists a boolean function fgEBn such that H =:;Snlf8 ), but 
<H ,g > is not a subset ofSn (f g ). Consider the representable group K defined by 
It is now trivial to check that H = K nG. Moreover, as in the implication (2) ~ (3) above, it fol-
lows that the permutation group K satisfies property P, i.e. (VL > K)(E>n(L) < E>n(K)). We 
want to show that K is strongly representable. Assume on the contrary that this is false and let K 
be of maximal size satisfying P , but is not strongly representable. It follows that 
(VL > K) (L satisfies P ~ L is strongly representable). 
Since the full symmetric group Sn is strongly representable we can assume without loss of gen-
erality that K < Sn. In particular, there is strongly representable group L > K of minimal size. 
Let he Bn be such that L = S(h ). For the groups K < L chosen as before we have that 
VM(K < M < L ~ M does not satisfy P). (*) 
In the sequel we derive a contradiction from {*) by showing that in fact K is strongly represent-
able. Since K satisfies P, we have that E>n (L) < E>n (K ). It follows that there exist x, ye 2n such 
that 
x = y mod L, x -:t:- y mod K, 
where- for H ~ Sn and x, y E 2n the symbol x = y mod H means that y = x0 , for some CJE H. 
Define a boolean function g E Bn as follows, for we 2n, 
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{
h(w) ifw :t.x modK, w :F-y modK 
g(w) = 0 ifw =x mod K 
1 ifw =y modK. 
It follows from the definition of g that K 5 S(g ) < S(h ) = L. Since every strongly representable 
group satisfies P, an immediate consequence of (*) is that K = S(h ). This completes the proof 
(3) ==> (1). 
It remains to prove the equivalence of the last statement of the theorem. First we prove (4) 
==> (3). Assume that H is a maximal element of G~n >, but that for some g E G-H, we have that 
E>n ( <H ,g >) = 0n (H ). But then H < <H ,g > ::;; G , contradicting the maximality of H. Finally 
we prove (3) ==> (4). Assume on the contrary that (3) is true but that H is not maximal in G~n>. 
This means there exists H <K SG such that E>n(K)=E>n(H). Take any geK-H and notice 
that 
E>n(<H ,g>) ~ 0n(K) = 0 = E>n(H) ~ E>n(<H ,g >). 
Hence, E>n (H) = E>n ( <H ,g > ), contradicting (3). • 
A "naive" algorithm for testing the representability of a general permutation group G $Sn 
is to test all boolean functions f E Bn to see if G =Sn (f ). Clearly, this requires time 22n. An 
immediate consequence of the representation theorem is the following algorithm whose running 
time is O((n !)2) = 20(nlogn), 
Algoritm for Deciding the Representability of Permutation Groups 
Input 
A permutation group G $ Sn. 
for each O'ESn -G do 
if E>n(<G ,O'>) = E>n(G) 
then output G is not representable. 
else output G is representable. 
end 
Remark. An idea similar to that used in the proof of the representation theorem can also be 
used to show that for any representable permutation groups G < H ::;; Sn, 
2·1{hEBn :H=S(h)}I :5 l{gEBn :G=S(g)}I 
Indeed, assume that G, H are as above. Without loss of generality we may assume that there is 
no representable group K such that G < K < H. As in the proof of the representation theorem 
there exist x, y E 2n such that x = y mod H, x :F- y mod G. Define two boolean functions 
hb E Bn, b = 0,1, as follows for w E 2n, 
{
h(w) ifw :F-x modG, w :F-y modG 
hb(w)= b ifw=xmodG 
b ifw =y mod G. 
,, 
Since G :::; S(hb) < S(h ), it follows from the above definition that each he Bn with H = S(h) 
gives rise to two distinct hb E Bn , b = 0, 1, such that G = S(hb ). Moreover it is not difficult to 
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check that the mapping h ~ {ho,hd, where H =S(h), is 1-1. It is now easy to complete the 
proof of the assertion. 
An immediate consequence of the representation theorem is that all cycle indices 0n(G) 
can in fact be realized by representable permutation groups. The previous theorem also has a 
consequence concerning the representation of "maximal" permutation groups. 
Theorem 5. (Maximality Theorem) 
(1) If H is a maximal proper subgroup of G :S Sn then 
0n(G) < 0n(H) ~ (3feBn)(H =GnS(f)). 
(2) All maximal subgroups of Sn are strongly representable, the only exceptions being: (a) 
the alternating group An, for all n 2: 3; (b) the 1-dimensional, linear, affine group AGL 1(5) 
over the field of 5 elements, for n = 5; (c) the group of linear transformations PGL 2(5) of 
the projective line over the field of 5 elements, for n = 6; (d) the group of semi-linear 
transformations PrL2(8) of the projective line over the field of 8 elements, for n = 9. 
Proof. 
To prove (1) let H be a maximal proper subgroup of G such that 0n(G) < 0n(H). Put 
0 = 0n (H ). Since condition ( 4) of the representation theorem is satisfied, H is of the form S(f ), 
for some f e Bn. This completes the proof of ( ==> ). To prove the other direction, assume that 
0n(G) = 0n(H). Then for all geG-H, 0n(<H ,g >) = 0n(H). Hence again by the representa-
tion theorem there is no f E Bn such that H = G nS(f ). This completes the proof of (1). 
To prove (2) let M be a maximal subgroup of Sn. We distinguish two cases. 
Case 1. 0n(M) > n + 1. 
In this case the desired assertion follows from part ( 1) of the theorem since 0n (Sn) = n + 1. 
(Notice that by theorem 2 (4) in the section on preliminaries, the condition of case 1 is satisfied 
by all intransitive groups M, i.e. groups with CJ>n (M) 2: 2.) 
Case 2. 0n(M) = n + 1. 
In this case we know from the main theorem of [Beaumont et al.] that M is of one of the 
forms in the statement of the theorem. • 
As noted above all maximal permutation groups with the exception of An are of the form 
S(f ), provided that n 2: 10. Such maximal permutation groups include: the cartesian products 
SkxSn-k (k :S n/2), the wreath products Sk l S1 (n =kl, k ,I > 1), the affine groups AGLd(p ), for 
n =pd, etc. The interested reader will find a complete survey of classification results for maxi-
mal permutation groups in [Kleidman et al.]. It should also be pointed out that there are plenty of 
nonmaximal permutation groups which are not representable. In fact it can be verified that exam-
ples of such groups are the wreath products G l An. In general we can prove the following 
theorem for any permutation groups G :S Sm , H :S Sn . 
Theorem 6. 
(1) G and H representable ::::} G l H is representable. 
(2) G l H is representable ::::} H is representable. 
p> G l H is representable and 2n < m :=> G is weakly representable. 
(4)Forp prime,ap-SylowsubgroupP of Sn isrepresentable~p *3,4,5. 
Proof. 
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(1) Suppose we are given two representable groups G = S(La) ~Sm, H = S(LH) ~Sn, 
where La!;{O,l}m,LH!;{O,l}n. We want to show that the wreath product GlH ~Smn is 
representable. The wreath product Gl H consists of all permutations p = [a;'ti, ... ,'tm], where 
GE G and 'ti, ... ,'tm EH, such that 
p((k-l)n +i) = a(k )n + 'to(k)(i ), 
for 1 ~ k ~ m, 1 ~ i ~ n. (Intuitively speaking, p acts on m xn matrices in such a way that 'ti acts 
only on the i th row and a pennutes rows.) Without loss of generality we can assume that 
om ,lmELa and on ,1 nELH. Define a setL~{O,l }mn of words w by the disjunction of the follow-
ing three clauses: 
(a) I w I 1 = n, and for some 0 ~ k < m, Wkn+l = · · · = Wkn+n = 1 (i.e. the k+lst row con-
sists only of ls). 
(b) lw I 1 > n, and w is of the form efe2 · · · efii, where the word ele2 · · · emEL0 . 
(c) lw I 1 > n and w is not of the form efe2 · · · e:;., but Wkn+l · · · Wkn+nELH, for all 
O~k < m. 
We claim that Smn (L) = Gl H. Indeed, the inequality Gl H !; Smn (L) is clear. To prove 
the other direction assume that pE Smn (L ). By clause (a), p respects the n -blocks of words of 
length mn. Hence, p is of the form p=[CJ;'t1,. • .,'tmJ• and 'tjESn,GEG, where i =l,. .. ,m. If 
a'/. G, then there is a word v of length m, with v e La and v"'l. la. Then (using clause (b) above) 
we have that w = v fv 2 · · · v:;. EL , but w Pfl. L , which is a contradiction. If for some i , 'ti 'I. H, then 
there is a word v of length n such that veLH and vt'"-LH. It follows (by clause (c) above) that 
the word w = v · · · v EL, but wPf/. L, a contradiction. This completes the proof of (1 ). 
(2) By assumption, G l H = Smn (F ), for some f E Bmn. Hence, 
Gl H = {[a;'ti. ... ,'tm]ESm l Sn: (VX i, ... ,Xm)f(X~b»· .. ,X~fm>) =f(X i. ... .Xm)}. 
In particular we have that 
'tE H ~ [idm ;'t,idn ,. . .,idn ]E G l H 
~ VX i[VX 2, ... ,Xm(/x2, •.• .Xm(X'f) = f X2,. .. ,x.,(X 1))] 
as desired. 
The proof of (3) is similar and uses the simple observation that for any permutation GE Sm, 
[a;idn, .. .,idn]E Gl 1 ~ (VX i, ••• ,Xm)f (Xo(l)•· .. .Xo(m>) = f (X 1 .... .Xm). 
(4) Let p be a prime p ~ n. By Sylow's theorem, all the p-Sylow subgroups of Sn are con-
jugates of one another. Moreover, by [Passman], pp. 8 - 11, if C is the cyclic group <(1,2,. . .,p )> 
then there exists an integer r such if we iterate the wreath product r times on C then the group 
Cl Cl··· l C obtained is ap-Sylow subgroup of Sn. Combining this with the previous asser-
tions of the theorem, as well as part (3) of theorem 1, we obtain the desired result. • 
The converse of part (1) of the above theorem is not necessarily true. This is easy to see 
from th~ following example. We show that the wreath product A3l S2 is representable, however 
A3 is not. Indeed, consider the language 
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L = {001101, 010011, 110100, 001110, 100011, 111000} ~ 26. 
We already proved that A3 is not representable. We claim that A3L S2 = S6(L ). Consider the 
three-cycle t = ({1,2}, {3,4}, {5,6}). It is easy to see A3L S2 consists of the 24 permutations CJ in 
S6 which permute the two-element sets {1,2}. {3,4}, {5,6} like in the three-cycles t, 't2, t3. A 
straightforward (but tedious) computation shows that S6(L) also consists of exactly the above 24 
permutations. 
Another example of nonrepresentable groups is given by the direct products of the form 
AmxG, GxAm, where G is any permutation group acting on a set which is disjoint from 
{ 1,2, ... ,m } , m ~ 3 (for a proof of this see the next subsection). 
We conclude this section by showing the representability of the normalizers of groups G 
generated by a family of "disjoint" tnmspositions. Let G be a subgroup of Sn and let 
H = <H(x): xe2n >be a family of normal subgroups of N(G) (the normalizer of G in Sn) such 
that for all CJEN(G), xe2n, H(x) = H(G(x)). (This last condition is satisfied if for example each 
H(x) = 1 or each H(x) =G.) For any xe2n let Gx ={GE G : x 0 = x} be the stabilizer of G at x. 
Define the function f G JI : 2n -) 2 as follows: 
{
1 if Gx =H(x) 
f GJf(X) = 0 if Gx *H(x)" 
Normalizers of certain permutation groups can be written in the form S(f ). To see this observe 
the following two claims. 
(l)N(G) ~ SifaJ1). 
(2) If ('v'CJESn)[('v'xe2n)(Gx =H(x)<=>Ga(x)=H(x))=>G 0 =G] then there exists an 
/EBn suchthatN(G)=S(f). 
For convenience, let CJ(x) denote x0 • To prove (1) let CJeN(G). This means that G 0 =G. 
We want to show that 
'v'xe 2n(Gx = H(x) <=> G a(x) = H (x)). 
To prove the implication(=>) notice that 
H(x) = Gx = (G 0 )x = (Ga(x))0 = H(x)0 
Hence, H (x) = G a<x). as desired. The converse ( <=:) is similar. 
The proof of assertion (2) is immediate. The hypothesis is simply a restatement of the con-
dition SifaJI) ~N(G). • 
3.3. An NC Algorithm for the Representabily of Cyclic Groups 
This section is devoted to the proof of the existence and correctness of an NC algorithm which 
when given as input a cyclic group G ~ Sn decides whether the group is representable, in which 
case it outputs a boolean function f e Bn Jc such that G = S(f ). 
The representability of general abelian groups which can be decomposed into disjoint fac-
tors c.an be decided with the following NC algorithm: (l) use an NC algorithm [Luks et al., 
McKenzie, McKenzie et al., Mulmuley] to "factor" the given abelian group into its cyclic factors 
and then (2) use the "cyclic-group" algorithm in the box to each of the cyclic factors of the given 
- 17 -
Algorithm for Representing Cyclic Groups 
Input 
G = <CJ> cyclic group. 
Step l 
Decompose a= 0"10"2 · · • O"t. where O"i,0"2, ... ,0'k are disjoint cycles of lengths l 1h, ... ,lk ~ 2, 
respectively. 
Step2 
ifforall 1 ~i ~k. 
Ii = 3 => (3j ;t: i )(3 I lj) and 
Ii = 4 => (3j ;e i)(gcd(4,lj) :t: 1) and 
Ii= 5 => (3j :t:i)(5 1 lj) 
then output G is representable. 
else output G is not representable. 
end 
permutation group G. In view of the first lemma below the group G is representable exactly 
when each of its disjoint, cyclic factors is. 
Lemmal. 
Let G ~ Sm , H ~ Sn be permutation groups. Then 
G xH is representable <=> both G , H are representable. 
Proof. 
( {:=) By the representability of the groups G , H there exist boolean functions f e Bm and 
g e Bn such that G xH = S(f )xS(g ). By the maximality theorem there exists a function 
h : 2m+n ~ 2 such that S(h) = Sm xSn. Hence if we put F (x ,y) = <f (x ),g (y )> then it is easy to 
see that 
S(f )xS(g) = S(h) n S(F ). 
This implies that G xH is representable, and hence also strongly representable. 
To prove(=>) assume that GxH = S(f ), for some/ : 2m+n ~ k. It is then ea">y to see that 
G = {creSm: <O",idn>EGxH} 
= {creSm : (Vx ,y)(f (x0 ,y) = f (x ,y))} 
= {aeSm : (V'y)(/y0 = fy)} 
= (I S(fy). 
ye2n 
A similar proof works for the group H. • 
The main result of the present section is the following theorem. 
Theorem 7. (Cyclic Group Representability Theorem} 
Th~re is an NC algorithm which when given as input a cyclic group G ~Sn decides 
whether the group is representable, in which case it outputs a function f e Bn such that 
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G =S(f). • 
The rest of this section is dedicated to the proof (sketch) of correctness of the above algo-
rithm. The proof is in a series of lemmas. At first we will need two definitions. A boolean func-
tion f E Bn is called special if for all words w of length n, 
lwl 1 =1~/(w)=l. 
Let O'i, ... ,O'k be a collection of cycles. We say that the group G = <cri, ... ,crk > generated by the 
permutations O'i, ... ,O'k is specially representable if there exists a special boolean function 
f : 2° ~ 2 (where Q is the union of the supports of the O'i s) such that G = S(f ). The support of 
a permutation cr, denoted by Supp ( cr), is the set of is such that cr(i) -:;:. i. The support of a permu-
tation group G, denoted Supp (G ), is the union of the supports of the elements of G. 
3.3.1. Main ideas of the Proof 
Before proceeding with the details of the proof it will be instructive to give an outline of the main 
ideas needed for the correctness proof. We are given a cyclic group G generated by a permutation 
cr. Decompose cr into disjoint cycles cri.crz, ... ,crk of lengths I i.1 2, ••• ,lk ~ 2, respectively. 
If k = 1 then we know that G is specially representable exactly when 11 -:;:. 3,4,5. (The 
representability of the cyclic group Cs, for s -:;:. 3,4,5 is proved in section 6; for s = 3,4,5 observe 
that for any f E Bs, if Cs k: S(f) then Ds k: SU"). We refrain from repeating the proof and refer 
the reader to section 6, theorem 2 for the details.) 
If k = 2 then the result will follow by considering several possibilities for the pairs (1 1,1 2): 
if gcd (/ i./2) = 1 then G = <cr1>X<0"2> is the direct product of <0"1> and <O"z>. Hence, G 
is specially representable exactly when both factors are specially representable, 
if (1 1,lz) = (3,3) or (4,4) or (5,5) then G is specially representable, 
if (1 1,lz) = (3,m )(with 3 I m) or (4,m )(with gcd(4,m)-:;:. 1) or (5,m )(with 5 I m) then G is 
specially representable. 
This will take care of deciding the representability of G for all possible pairs (/ 1,lz). A similar 
argument will work for k ~ 3. This concludes the outline of the proof of correctness. 
3.3.2. Outline of the Proof 
The details of the above constructions are rather tedious but a sufficient outline is given in the 
sequel. 
Lemma2. 
Suppose that O'i, ... ,O'n+l is a collection of cycles such that both <O"i, ... ,O'n > and <O'n+l> are 




and iet I Oo I = m, I !l1 I = k. Suppose that f o : zOu ~ 2 and f l : 2a1 ~ 2 are special boolean 
functions representing the groups <cri, ... ,O'n> and <O'n+J>, respectively. Without loss of 
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generality we may assume that 1 = f o(O"') -:t: f 1 (Ok) = 0. Let 0 = Oou01 and define the function 
f :2n~2by 
f (w) = f o(wt Oo)/ 1(wt 01). 
Clearly, <cri. ... ,O"n+i> ~Sn(/). Hence it remains to prove that Sn(/)~ <<ri. .. .,O"n+1>. Assume 
on the contrary that 'tESn(/)- <<ri. ... ,O"n+1>. We distinguish two cases. 
Case 1. (3i e 0 0)(3j e Q 1)('t(i) = j) 
Let WE {0,1 JO. be defined by Wt QO =()"I, and 
{o if/ * j (wt 01)(1) = 1 if I = j, 
for I E 0 1. Since f is a special boolean function and using the fact that f o(O"') ::/:. f 1(0k) we obtain 
that f (w) = 1 ::/: f (w") = 0, which is a contradiction. 
Case 2. (Vi Oo)('t(i)E Oo). 
Put 'to= ('tt 0 0)e Sao and 't1 = ('tt Q1)E Sn1• By hypothesis, for all w E 2n, we have that 
f (w) = f o(w r Oo)/ 1(W r 01) =I (w") = f o((W f Oo)"0)/ i((w f 01)"1), 
which implies 'toE Stlo(f o) and 't1ES(l1(/1). This completes the proof of the lemma. • 
An immediate consequence of the previous lemma is the following 
Lemma3. 
If G, H have disjoint support and are specially representable then G xii is specially 
representable. • 
Next we will be concerned with the problem of representing cyclic groups. In view of 
theorem 1 in section 6 we know that the cyclic group <( 1,2, ... ,n )> is representable exactly when 
n ::/: 3,4,5. In particular, the groups <(l,2,3)>, <(l,2,3,4)>, <(1,2,3,4,5)> are not representable. 
The following lemma may therefore come as a surprise. 
Lemma4. 
Let the cyclic group G be generated by a permutation a which is the product of two disjoint 
cycles of lengths / 1, 12, respectively. Then G is specially representable exactly when the 
following conditions are satisfied: 
l 1 = 3 ~ 3 I l 2 and l 2 = 3 ~ 3 I I i. 
(/ 1=4 ~ gcd(4,/2) ::/:. 1) and (/2=4~gcd(4,l1) ::/: 1 ), 
l 1 = 5 ~ 5 I l 2 and l 2 = 5 ~ 5 I l 1. 
Proof. (Sketch) 
It is clear that the assertion of the lemma will follow if we can prove that the three asser-
tions below are true. 
(1) The groups <(l,2,. .. ,n)(n+l,n+2,. .. ,kn )>are specially representable when n = 3,4,5. 
(2) The groups <(1,2,3,4)(5, .. .,m+4)> are specially representable when gcd (4,m) -:t: 1. 
(3) Let m ,n be given integers such that either m = n = 2 or m = 2 and n ~ 6 or 
n = 2 and m ~ 6 or m,n ~ 6. Then <(l,2,. .. ,m)(m+l,m+2, ... ,m+n)> is specially represent-,, 
able. 
Proof of (1) 
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We give the proof only for the case n = 5 and k = 2. The other cases n = 3, n = 4 and k ~ 3 
are treated similarly. Details of these constructions are lett to the reader. Let O' = O'oO'i. where 
cr0 = (l,2,3,4,5) and cr1 = (6,7 ,8,9,10). From the proof of theorem 1 in section 6 we know that 
D s = Ss(L ') = Ss(l "), 
where L' =O*l*O*u1*0*1* and L" = {weL': lw 10 ;?; 1}. Let L consist of all words w of 
length 10 such that 
either I w 11 = 1 
or I w 11 = 2 and (31 s; i s; 5)(Wt = Ws+t and (\I j:;ei ,S+i )(wj = 0)) 
or I w 11 = 3 and (30 s; i s; 4)(w = (1000011000)0 ' or w = (l 100010000)0 i) 
or I w 11 > 3 and w 1 · · · w sE L' and w 6 · · · w we L" . 
We want to show that in fact <(1,2,3,4,5)(6,7,8,9,10)>=S10(L). It is clear that 
<(1,2,3,4,5)(6,7,8,9,10)> ~ S10(L ). Conversely, suppose that 'tE S10(L ). Assume on the contrary 
there exists an 1 s; i s; 5 and a 6 s; j s; 10 such that 't(i) = j. Let the word w be defined such that 
w1 = 0, if I = j, and = 1 otherwise. It follows from the last clause in the definition of L and the 
fact that OSe L" that w e L and w te L, contradicting the assumption 'tE S 10(L ). It follows that t is 
the product of two disjoint permutations 'to and t1 acting on 1,2,. . .,5 and 6,7, .. .,10, respectively. It 
follows from the last clause in the definition of L that t 0e Ds and t 1e 1t-1Ds1t, where 1t(i) = 5+i, 
for i = 1, .. .,5. Let Po= (l,5)(2,4) and and Pt= (6,10)(7,9) be the reflection permutations on 
1,2, .. .,5 and 6,7,. . .,10, respectively. To complete the proof of (1) it is enough to show that none 
of the permutations 
Po. Pt. PoPi. pocrf, cr6P1t cr6cr{, 
for i :;e j, belong to S 10(L ). To see this let x = 1000011 OOOe L. Then for the permutations 
t =po, Pi. PoP1. pocrf, for i = 1,2,3,5 and t = cr6p1 for i = 1,2,4,5 it is easy to check that xteL. 
Let x = 110001 OOO. Then for t = p0crf and t = crJp1 it is easy to check that xte L. Finally, for 
x = 1000010000eL and cr6cr{, where i:;; j, we have that xte L. This completes the proof of part 
( 1) of the lemma. 
Proof of (2) 
Put cr0 = {l,2,3,4), cr1 = (5,6, .. .,m+4), cr = crocr1. Let L be the set of words of length m + 4 
such that 
either I w 11 = 1 
or lw l1=2and(30s;i s;lcm(4,m)-l)(w ={10001()'11-l)ai) 
or lw 11=3 and (30 s; is; lcm(4,m)-l)(w = (11001()'n-l)ai) 
or lw It> 3 and Wt ... W4EL' and W5 ... Wm+sEL"' 
where L' = o* 1*o*u1 * o* 1 * and L" are as in theorem 1 of section 6 satisfying 
Sm(L") =Cm and moreover for all i~l. tj <t.L". Clearly, <(1,2,3,4)(5,6,. .. ,m+4)> ~ Sm+4(L ). It 
remains to prove that Sm+4(L) ~ <(l,2,3,4)(5,6,. .. ,m+4)>. Let te <(l,2,3,4)(5,6, .. .,m+4)>. As 
before t=toti. where toED4 and t1e1r1Dm1t, where 1t(i)=4+i for i =1,2, .. .,m. Let 
p = (1,4)(2,3) be the reflection on 1,2,3,4. It suffices to show that none of the permutations 
pcrf, cr6cr{, 
for i :;; j mod 4 are in Sm+4(L ). Indeed, if t = cr6cr{ then let x = 10001om-t. So it is clear that 
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xeL, butx'teL. Next assume that 't = paf. We distinguish the following two cases. 
Case 1. m = 4k, i.e. a multiple of 4. 
Let x = 10001 om-1• Then x e L, but x'te L unless xt = xol for some j. In this case j = 3 and 
mod 4 j = i mod 4k. So it follows that i = 3, 7, 11, ... ,4k-1. Now let y = 11001 om-1• Then ye L, 
but y'teL for the above values of i, unless yt = y 0 ' for some I. In that case we have that 
l = 2 mod 4 and l = i mod 4k. So it follows that i :.:: 2,6,10, ... ,4k-2. Consequently, -re Sm+4(L ). 
Case 2. gcd(4,m) = 2. 
Let x = 10001om-1• Then xeL, but xteL unless xt=x0 j for some j. In this case 
j = 3 mod 4 j = i mod 4k. So it follows that for even values of i, -re Sm+4(L ). Let 
y = 11001om-1• Then yeL, but yteL unless yt=y 0 ' for some l. In that case we have that 
I = 2 mod 4 and I = i mod m. So it follows that for odd values of i, -re Sm+4(L ). This completes 
the proof of (2). 
Proof of (3) 
A similar technique can be used to generalize the representability result to more general 
types of cycles. Details are left as an exercise to the reader. • 
A straightforward generalization of lemma 4 is given in the next lemma. 
Lemmas. 
Let G be a permutation group generated by a permutation a which can be decomposed into 
k-many disjoint cycles of lengths I i. l 2, · · · • h, respectively. The group G is specially 
representable exactly when the following conditions are satisfied for all 1 ::; i ::; k, 
I; = 3 ~ (3j :;t: i )(3 I lj) and 
I; =4 ~ (3j :;t: i)(gcd(4,lj) :;t: 1) and 
I; = 5 ~ (3j :;t: i)(5 I lj ). • 
Now the correctness of the algorithm is an immediate consequence of lemmas 1 through 5. 
3.4. Asymptotic Behavior 
Finally, we prove an interesting asymptotic result, which indicates how difficult it is to represent 
permutation groups as the invariance groups of boolean functions. In fact, we prove that a "0-1 
law" holds for sequences of groups. Namely, for any sequence <Gn::; Sn : n 2: 1> of permuta-
tion groups we study the value of the limit 
l . l{feB11 :S(f)=Gn}I Im 2 . n~oo 2 • 
More formally, we have the following theorem. 
Theorem 8. (0-1 Law for Representable Groups) 
For any family <Gn : n 2: 1 >of permutations groups such that each Gn ::; Sn we have that 
lim l{feBn :S(f)={idn}}I = lim l{.feBn :S(f)::;Gn}I =l. 
n~ 22• n~oo 22" 
Moreover, if lim I Gn I > 1 then 
lim l{/EBn :S(f)~GnJI = lim l{/eBn :S(f)=Gn}I =O. 
n~ 22· n-+oo 22· 
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Proof. 
During the course of this proof we use the abbreviation 0(m) := 0m(<(l,2, ... ,m)>). First 
we prove the second part of the theorem. By assumption there exists an n0 such that for all 
n ~ n0, I Gn I > 1. Hence, for each n ~no, Gn contains a permutation of order k(n) ~ 2, say <Jn. 
Without loss of generality we can assume that each k (n) is a prime number. Since k(n) is prime, 
CJn is a product of k(n )-cycles. If (i i. ... ,ik<n» is the first k (n )-cycle in this product then it is easy 
to see that 
It follows that 
l{/EBn :S(f)~Gn}I $; l{/EBn :CJnES(f)}I =2e.(<o.>)$;28(k(n))·2•-1 en>. 
Recall from [Berge] that the formula 
E>(m) = _1 . ~ $(k )·2mtk 
m k"rm 
gives the POlya cycle index of the group <(1,2, ... ,m)> acting on {1,2, ... ,m }, where $(k) is 
Euler's totient function. However it is easy to see that fork prime 
In fact the function in the right-hand side of the above equation is decreasing ink. Hence, fork 
prime, 
E><k) < eq> = 3 
-r- 2 4· 
It follows that 
Since the right-hand side of the above inequality converges to 0 the proof of the second part of 
the theorem is complete. To prove the first part notice that 
where CJ ranges over cyclic permutations of order a prime number $; n . Since there are at most n ! 
permutations on n letters we obtain from the last inequality that 
as desired.• 
I{/ E Bn : S(f) *- {idn}} I $; n ,.2-2•-2 = 2ocn1ogn).2-2•-2 ~ 0, 22· 
As a consequence of the above theorem we obtain that asymptotically almost all boolean 
functions have trivial invariance group. 
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4. Invariance Groups of Languages and Circuits 
In this section we classify languages according to the size of their invariance groups. Furthermore 
we consider questions concerning their structural properties and complexity. Recall that for each 
L ~ { 0, 1} * and n , Ln is the set of strings in L of length exactly n . By abuse of notation we also 
denote the characteristic function of Ln with the same symbol. Let Sn (L) denote the invariance 
group of the n -ary boolean function Ln. For any language L and any sequence o = <On : n ;::: 1 > 
of permutations such that each On E Sn we define the language 
Ln°={xe2n :x0 •elnl· 
For each n let Gn s; Sn and put G = <Gn : n ~1 >. Define 
LG= U Ln°·. 
a.ea. 
For each 1 s; k s; oo let Fk be the class of functions nclog<t>n, c > 0, where logO>n = logn, 
log(k+On = loglog<k>n, and logHn = 1. Clearly, Foo is the class P of polynomial functions. We 
also define F 0 as the class of functions zcn , c > 0. Let L(F k) be the set languages L ~ { 0, 1 } * 
such that there exists a function f E F k satisfying 
V'n(ISn:Sn(l)I '5.f (n)). 
We will also use the notation L(EXP) and L(P) for the classes L(Fo) and L(Fco), respectively. 
Occasionally, we will be refering to a language l E L( P) as a language which has polynomial 
index. 
4.1. Structural Properties 
The following theorem gives some of the structural properties of the classes of languages L(Fk). 
Theorem 1. 
For any 0 s; k s; oo and any language LE L(F k ), 
(1) L(F k) is closed under boolean operations and homomorphisms, 
(2) (L·l:) E L(Fk), 
(3) L 0 eL(Fk), where o =<On : n ;::: l>, with each OnESn, 
(4) if ISn:Ns.(Gn) I S,/ (n) and/ eFk then LGeL(Fk), where G = <Gn : n ;::: 1>. 
Proof. 
We use extensively (even without explicit mention) the results of theorem I in section 3. 
To prove (1) notice that Sn(--,L) = Sn(L). To prove that L(Fk) is closed under union and inter-
section use the following inequality from group theory: for K ,K' s; G, 
I G :K nK' I s; I G :K I · I G :K' I. 
For example, for closure under intersection we have, that Sn (L )nSn (L') ~ Sn (L nL' ), which 
implies that 
IS~ :Sn(LnL') I s; ISn:Sn(L )nSn(L') I s; I Sn :Sn(L) I· I Sn :Sn(L') I. 
To prove closure under a homomorphism h : L -t L' notice that Sn (L) ~ Sn (h (L )). Hence, 
I Sn :Sn (L') I = I Sn :Sn (h (L) I s; I Sn :Sn (L) I. 
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To prove (2) let L' = L .r, = {xa : x e L, a e l:} and notice that 
I Sn :Sn(L') I ::; n-1 Sn-1:Sn-1(L) I. 
To prove (3) notice that Sn (l )0 • = Sn (l 0 ). To prove ( 4) notice that we have 
Ns.(Gn)nSn(L)~Sn(LG). Indeed, for "CENs.(Gn)nSn(L) we have that Gn't='tGn, which in 
turn implies that 
L c. 't = L 'tG. = U L 'ta. = U L 0 • = L c. 
11 n o.ec. n a.~c. n n . 
Hence, 
as desired. • 
The classes L(P) and L(EXP) enjoy an extra closure property to be proved in the theorem 
below. 
Theorem2. 
L(P) and L(EXP) satisfy the following closure properties, respectively: 
(1) Le L(P) andp E P ~ I Sp(n): Sp(n)(L) I = nOO>. 
(2) LI, L2eL(EXP) ~ L = {.xy : xeL 1,yeL2, l(x) = /{y)}eL(EXP). 
Proof. 
(1) follows from the fact the class of polynomials is closed under composition. It remains 
to prove (2). It is clear that Sn (L 1) x Sn (L2) ~ S211 (L ). It follows from Stirling's formula that 
I S2n :Szn (L) I ~ I Sn (L5~~1>§n (L) I 
= <2n )! · IS :S (L) 12 llf.iiT n n 
Let REG denote the class of regular languages. 
Theorem 3. 
The following properties hold for any 1 ~ k < oo, 
(1) L(Foo) = L(P) c · · · c L(Fk+1) c L(Fk) c · · · c L(EXP) = L(Fo), 
(2) REG n L(P) ::1:- 0, REG - L(EXP) :t:- 0, L(P) - REG :t:- 0. 
Proof. 
To prove L(Fk+J) c L(Fk ), for 1 ~ k < oo, put/ (n) = n - log<k>n and consider the language 
L ={xe2n :Xf(n)+I~ ·• • ~Xn}. 
Then we have that 
I Sn :Sn (L) I = ~ = izO(log<k>n>. 
It follows that L(F k+ 1) c L(F k ). (Notice that by the pumping lemma for regular languages L 
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cannot be regular.) The proof of L(Fk) c L(Fo) is more delicate. The group SnXSn is maximal in 
S2n. It follows from our representation theorem for maximal groups that there exists a language 
L such that for all n , 
S2n (L) = Sn XSn . 
It follows from Stirling's formula that I S2n : S2n (l) I = 2°<n>, as desired. The proof of 
L(Fco) c L(Fk), k ~ 1, follows from the above remarks. This completes the proof of (1). To 
prove REG n L(P) :;t: 0, consider the trivial language L = { 0,1} *. To prove 
REG - L(EXP) :;t: 0, consider the language L = O* 1 *. To prove L(P) - REG :;t: 0. For any set 
s of positive integers let Ls = {on : n Es } . Clearly' L~(x) = 1 if n Es and x = on' and = 0 other-
wise. It is easy to see that for all S, Ls e L(P), and hence L(P) is uncountable. (In fact, 
Sn(LS) =Sn, for all n and S .) In particular, the non-regular language L ={OP : p is a prime 
number } e L(P). • 
A few useful and illuminating examples are now in order. 
Examples. 
(1) Let Lk={xe{0,1}* :l(x)~k,x 1 5 ... 5xt}. Then Sn(Lk)=Sn-k and therefore 
I Sn :Sn (L) I = n !/(n-k )! = 0 (nk). Hence, for all k, Lk E: L(P). 
(2) For each word x =xi · · ·xn let xT =xn · · ·xi and LT= {xT :xeL}. Put 
<Jn(i) = n -i + 1. Then LG =LT, where <J =<<Jn : n ~ 1>. 
(3) There exist languages L0,L1eL(P) such that L0-L 11CL(EXP). Indeed, put Lo= {O}*, 
L 1 = {1}*. Then L =L0-L 1 ={on1m: n ,m ~ 0}. It is easy to see that IS:Sn(L)I =n !. 
(4) There exists a language Le L(P) such that L" ~ L(P). Indeed, put L = {01 }. Then for n 
even, <JES if and only if Vi~ (i is even if and only if <J(i) is even). It follows that 
I Sn :Sn (L) I = (n 12)l(~ 12)! . Hence, L" e L(EXP) - L(P). 
(5) L(P) is not closed under inverse homomorphism. Indeed, let D be the Dyck language on 
one parenthesis and h : D ~ L be the homomorphism h (0) = h (1) = 0. In view of the results of 
section 5, D li!O L(P). 
( 6) For each function f : ro ~ ro such that for all n ~ 1, f (n) 5 n , we define the language 
Ll = {xe2n : X1 5 · · · :SXJ(n)}, Lf = Ulf 
n 
Using the pumping lemma for regular languages we can show that Lf e REG => Sijf f (n) < oo. 
Similar classes of languages corresponding to the cycle index can be defined as follows. 
Let La(Fk) be the set languages L such that there exists a function/ e Fk satisfying 
V n (9(S(ln )) :5 f (tt )). 
Since, 0(Sn (L) 5 (n + 1 )·I Sn :Sn (L) I, it is clear that L(l<\) ~ La(F k ). In fact we can show that 
L(F k) c L0 (F k ). To see this take f (n) = n - loglk >n. Define x e Ln if and only if 
x15x25 ... 5Xf(n)' ThenitiseasytoseethatSn(L)=St<n)· Hence, ISn:Sn(L)I =0(n10gn), 
while 9(Sn (L)) = (f (n) + 1)2log<.t>n = 0 (n2). 
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4.2. Circuit Complexity of Formal Languages 
In the sequel we study the complexity of languages Le L(P). 
Theorem 4. 
For any language L ~ { 0,1} *, if Le L(P) then l is in non-uniform NC. 
Proof. 
As a first step in the proof we will need the following claim. 
Claim. There is an NC 1 algorithm which, when given xe {0,1 }n, it outputs cre Sn such that 
x 0 = 1mon-m, for some m. 
Proof of the claim. 
Before giving the proof of the claim, we illustrate the idea by citing an example. Suppose 
that x = 101100111. By simultaneously going from left to right and from right to left, we swap an 
"out-of-place" 0 with an "out-of-place" 1, keeping track of the respective positions.* This gives 
rise to the desired permutation cr. In the case at hand we find cr = (2,9)(5,8)(6,7) and x 0 = 1603. 
Now we proceed with the proof of the main claim. By work of [Buss] the predicates 
Ek,b(u), which hold when there are exactly k occurrences of b in the word u (b =0,1) are in 
NC 1• Fork= 1, ... ,[n/2] and 1g<j9z, let o.i,j.k be a log depth circuit which outputs 1 exactly 
when the kth "out-of-place" 0 is in position i and the k th "out-of-place" 1 is in position j. It fol-
lows that o.; ,j ,k (x) = 1 if and only if "there exist k-1 zeroes to the left of position i , the i th bit of 
x is zero and there exist k ones to the right of position i" and "there exist k-l ones to the right of 
position j, the j th bit of x is one and there exist k zeros to the left of position j ". This in turn is 
equivalent to 
Ek-1,o(x 1 .. ..X;-1) and x; = 0 and Ek,1(x;+1 ... Xn) and 
Ek-1,I(Xj+t .. .Xn) andxj = 1 andEk,o(x1 ... Xj-1). 
This implies that the required permutation can be defined by 
fn/2] 
cr = II {(i ,j) : i < j and k'tt o.; ,j.k } . 
Converting the fan-in, [n/2]-v-gate into a log([n 12]) depth tree of fan-in, 2-v-gates, we have an 
NC 1 procedure for computing cr. This completes the proof of the claim. 
Next we continue with the proof of the main theorem. Put G n = Sn (L) and let 
Rn = {h i, ... ,hq } be a complete set of representatives for the left cosets of Gn, where q ~ p (n) and 
p (n) is a polynomial such that I Sn : Gn I ~ p (n ). Fix x e { O,l}n. By the previous claim there is 
a permutation cr which is the product of disjoint transpositions and an integer 0 ~ k ~ n such that 
x 0 =1kon-k. Sox =(1kQn-k)0 • In parallel for i = l, .. .,q test whether hr1cre Gn by using the 
principal result of [Babai et al.], thus determining i such that cr = h; g, for some g e Gn. Then we 
obtain that 
Ln(X) = Ln ((lkon-k)o) = Ln ((lkOt1-·k >'''g) = ln ((1 kon-k)h;). 
By hardwiring the polynomially many values ln ( 1 k on-·k )h') for 0 ~ k ~ n and 1 ~ i ~ q, we pro-
duce a polynomial size poly logarithmic depth circuit family for L. • 
" 
*This is a well-known trick for improving the efficiency of the "partition" or "split" algorithm used in quick-sort. 
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Theorem 4 involves a straightforward application of the beautiful NC algorithm of Babai. 
Luks and Seress [Babai et al.] for testing membership in a finite permutation group. By using the 
deep structure consequences of the O'Nan-Scott theorem below, together with Bochert's result on 
the size of the index of primitive permutation groups (see theorem 1 (3) in section 2), we can 
improve the NC algorithm of theorem 4 to an optimal NC 1 algorithm. First, we take the follow-
ing discussion and statement of the O'Nan-Scott theorem from [Kleidman et al.], page 376. 
Let I = { 1,2, ... ,n } and let Sn act naturally on I. Consider all subgroups of the following 
five classes of subgroups of Sn. 
0.1: SkxSn-k. where 1 ~ k ~ n/2, 
<lz: Sal Sb, where either (n = ab and a ,b > 1) or (n = ab and a ~ 5, b ~ 2), 
0.3: the affine groups AGLd (p ), where n =pd, 
~: Tk ·(Ou. \T )xSk ), where T is a non-abelian simple group, k ~ 2 and n = IT I k-1, 
as well as all groups in the class 
<ls: almost simple groups acting primitively on I. 
Theorem 5. (O'Nan-Scott) 
Every subgroup of Sn not containing An is a member of 0.1 u · · · ua.5. • 
Now we can improve the result of theorem 4 in the following way. 
Theorem 6. (Parallel Complexity of Languages of Polynomial Index) 
For any language L~{O,l} *,if Le L(P) then L is in non-uniformNC 1• 
Proof. 
The proofrequires the following consequence of the O'Nan-Scott theorem. 
Claim. 
Suppose that <Gn ~Sn : n ~ 1 > is a family of permutation groups such that for all n. 
I Sn : Gn I ~ nk, for some k. Then there exists an integer N such that for all n ~N there 
exists an in ~k for which Gn =UnXVn with the supports of Un, Vn disjoint and 
Un ~Si.• Vn = Sn-i •. 
Before proving the claim we complete the details of the proof of theorem 6. Apply the 
claim to G n = Sn (L) and notice that given x e 2n, the question of whether x belongs to L is 
decided completely by the number of ls in the support of Kn = Sn-i. together with information 
about the action of a finite group Hn ~ S;., for in ~ k. Using the counting predicates as in the 
proof of theorem 4, it is clear that this is an NC 1 algorithm. Hence, the proof of the theorem is 
complete assuming the claim. 
Proof of the claim. 
We have already observed at the beginning of section 3 that Gn -:;:. An. By the O'Nan-Scott 
theorem, Gn is a member of <l1u · · · ua.5• Using Bochcrt's theorem on the size of the index of 
primitive permutation groups (section 2, theorem 1 (3)), the observations of [Liebeck et al.] con-
cerning the primitivity of the maximal groups in 0.3u0.4u<l5 and the fact that Gn has polyno-
mial index with respect to Sn, we conclude that the subgroup G n cannot be a member of the class 
<lJu<l4u<l5• It follows that Gne<l1u<l:z. We show that in fact Gn~<l:z. Assume on the con-
trary that Gn ~ Hn =Sal Sb. It follows that IHn I =a !(b !)a. We distinguish the following two 
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cases. 
Case 1. n = ab , for a ,b > 1. 
In this case it is easy to verify using Stirling's interpolation formula 
(nle r..r;:; < n ! < (nle )n3 .. r;; 
that 
Is ·H I - n! 
n • n - a !(b !)" 
Moreover it is clear that the right-hand side of this last inequality cannot be asymptotically poly-
nomial in n, since a :::; n is a proper divisor of n, which is a contradiction. 
Case 2. n = ab, for a '2::. 5, b '2::. 2. 
A similar calculation shows that asymptotically 
IS·Ht- n! - n! 
n • n - a!(b!)" - a!(b1 !)"' 
where b' = ab-1. It follows from the argument of case 1 that this last quantity cannot be asymp-
totically polynomial in n, which is a contradiction. It follows that Gn E CX.1. Let Gn :::; SixSn-i, 
for some 1 :::; in < n/2. We claim that in fact in ~ k, for all but a finite number of n 's. Indeed, put 
in = i and notice that 
I Sn : SixSn-i I = i!(:~i)I = Q(n 1):::; I Sn : Gn I :::; nk, 
which proves that i :s;k. It follows that Gn = UnXVn, where Un :::;si. and Vn :s;Sn-i.· Since 
in :s;k and lSn: Gn I :::;nk it follows that for n large enough Vn =Sn-i.· This completes the 
proof of the claim and hence of the theorem. • 
4.3. Applications 
An immediate consequence of our analysis is that if <Gn ::;; Sn : n '2::. 1> is a family of transitive 
permutation groups such that I Sn : Gn I = n°0> then G,, = S," for all but a finite number of n 's 
(this answers a conjecture of D. Perrin). It is also posssible to give a more algebraic formulation 
of the main consequence of theorem 6. A family <pn : n '2::. 1 > of multivariate polynomials in 
Z2[xi, ... ,xn] is of polynomial index if I Sn : S(pn) I = n°0>. 
Theorem 7. 
If <Pn : n '2::. 1 > is family of multivariate polynomials (in Z2[x i, ... ,x,,]) of polynomial index 
then there is a family <qn : n '2::.1> of multivariate polynomials (in Z2[x1, ... .xnD of polyno-
mial length such that Pn = qn. • 
Because of the limitations of families of groups of polynomial index proved in the claim 
above, we obtain a generalization of the principal results of [Fagin et al.]. Namely, for 
L ~ { 0, 1} * let µL (n) be the least number of input bits which must be set to a constant in order 
for the resulting language Ln =Ln{O,l}n to be constant (see [Fagin et al] for more details). 
Then we can prove the following theorem. 
,,Theorem 8. 
If Le L(.P) (i.e. L is a language of polynomial index) then 
(1) µi (n)::; (logn )0 0> => L eAco. 
(2) µi(n) ~ n°o> => L ~Ac0. • 
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Our characterization of permutation groups of polynomial index given during the proof of 
theorem 6 can also be used to determine the parallel complexity of the following problem con-
cerning "weight-swapping". Let G = <Gn : n EN> denote a sequence of permutation groups 
such that G n ::; Sn, for all n. By SWAP (G) we understand the following problem: 
Input. n EN, a J, ••• ,an E Q+. 
Output. A permutation O"E Gn such that for all 1 Si < n, ao(i) + ao(i+I) S 2, if such a per-
mutation exists, and the response "NO" otherwise. 
Theorem 9. 
For any sequence G of permutation groups of polynomial index, the problem SWAP (G) is 
in non-uniform NC 1• 
Proof. 
By the characterization of sequences of groups of polynomial index, there exist integers 
k,N such that for all n ~N. Gn =HnxKn, where Hn SS1. and Kn =Sn-i.• with in Sk. Given 
n ~N, and n positive rational weights a J,. •• ,an test whether there exist permutations aEHn and 
'tEKn such that for 0 Si < n, aox't(i) + a0 xt(i+I) :S 2, as follows. For 't, sort the set of weights 
{a;: ieSupp(Kn)} in decreasing order. Let pEKn be a "sorting" permutation such that 
ap(l) ~ ap(2) ~ · · · ~ ap(n-i.)' Test in parallel whether 
ap(l) +ap(n-i.) $ 2, ap(2) + ap(n-1.-1) S 2, ... , etc. 
If so, then let 't be the appropriate permutation such that 
· (1) · ( · ) · ( n-in l) . ( n-in ) JI -7 P , )2 -7 P n-ln , .. .,Jn-i.-1 -7 P -z-- .Jn-i. -7 P -z- , 
if n - in is even, and a va.iiant of this, if n - in is odd. Since sorting is in NC 1, computing 't is in 
NC 1. Since H n s S;., where in S k, there are only a finite number of possibilities to test for a. 
These are hardwired (by non-uniformity) into the circuit. • 
The following conjecture might relate the cycle index of a sequence G = <Gn : n ~ 1 > of 
groups with the circuit complexity of the language L. 
Conjecture 10. 
For any language Lk{O,l }*,if Le Le(P) then L is in non-uniform NC. 
This conjecture appears somewhat plausible, since it follows from the next theorem that if 
G = <Gn S Sn : n ~ 1 > is a sequence of groups whose cycle index 0n (Gn ), as a function of n, 
majorizes all polynomials, then there is a language L with Sn (L) ;;d Gn and L ~SIZE (n0<1>). 
Theorem U. 
For any sequence G = <Gn : n ~ 1 >of permutation groups Gn S Sn it is possible to find a 
language L such that 
L~ SIZE(-../0(Gn )), and 'ef n (S(Ln) ;;d Gn ). 
Proof. 
By Lupanov's theorem l{/EBn :L(f)~q}I =O(qq+1)=20(qlogq). Hence, if qn --700 
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then I {/ E Bn : L (f) ::; qn} I < 2qn2. In particular, setting qn = -.Je(Gn) we obtain 
I {f E Bn : L (f)::; -.JS(Gn)} I < 28 <G.> = I {f E Bn : S(f) ;J Gn} I. 
It follows that for n big enough there exists an f n E Bn such that S<f n) ;J Gn and 
L<f n) > -.Je(Gn). This completes the proof of the theorem. • 
5. Invariance Groups of Certain Languages 
Here we compute the invariance groups of well-known formal languages. We begin with the 
parenthesis and palindrome languages and conclude with an "efficient" algorithm for computing 
the invariance group of regular languages. 
S.1. Dyck (Parenthesis) Languages 
The semi-Dyck language D [Harrison, 1978] is defined as the least set of strings in the alphabet 
0,1 such that AeD and ('efx,yeD)(xyeD and OxleD). The semi-Dyck language is not regular 
as can be seen from the fact that the elements on give rise to infinitely many distinct equivalence 
classes in the right congruence relation for D . The Dyck languages Dr, r ~ 1, are defined in the 
alphabet l:, = { Oi, 1 i : :i = 1,. . .,r } in a similar fashion: D' is the least set of strings in the alpha-
bet I:, such thatAeD' and ('efx,yeD')('efi'.f:r)(xyeD' andOiXlieD'). Clearly,D =D 1. Next 
we determine the invariance group of the Dyck languages. 
Theorem 1. 
For the Dyck language D' defined above we have that 
{
1 ifnisoddorr;:::2 
Sn(D') = <(i ,i+l): i < n is even> if n is even and r = 1 
Proof. 
First of all notice that D is a homomorphic image of D'. The homomorphism h, : I:, ~ I: 
is defined by setting hr(bi) = b, where be {0,1 }. It follows that for all strings x oflength n, and 
all permutations creSn, h,(x0 ) = (h,(x))0 , which in turn implies that Sn(D')~Sn(D). To prove 
the theorem, it is enough to show that for n even, 
Sn(D) = <(i ,i+l): i < n is even>, 
(i ,i +1) ~ Sn (D'), for i even, r ;::: 2. 
(1) 
(2) 
The proof of (2) is rather trivial. For example, ( [ ] ) e D], but ( ] [ ) !I!: D]. So we concentrate on 
the proof of (1). For any string x = x 1 • • • xk let I (x) = k be its length and s (x) its signature, 
where 
s(x) = ~(-l)x'. 
Then we can prove the following claims. 
Claim 1. For any string x, xeD <=> s(x) = 0 and 'efi~l(x)(s(xfi) ~ 0). 
Proof of claim 1. 
:rhe direction from left to right is trivial by induction on the construction of xeD. To 
prove the other direction, assume the right hand-side is true. We use induction on the length of x. 
If for some k < l (x ), s (x f k) = 0 then x = (x f k )y, for some y . Clearly, the induction hypothesis 
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applies to x t k and y. Consequently, both x t k, y ED and hence also x ED. Otherwise, for all 
k <I (x), s(xtk) > 0. Clearly, Xz(x) = 1 (otherwise s(x) > 0). We also know that x 1=0. Hence, 
x = Oy 1, for some y. Clearly, this y satisfies the induction hypothesis stated in the right-hand side 
of claim 1. Hence, y ED and consequently also x ED. 
If n is odd the theorem is trivial. Hence, in all the proofs below we assume that n is even. 
Claim 2. For any be {0,1} and any 1 < i < n there exists a string xeDn such thatx; =b. 
Proof of claim 2. 
The proof is by induction on n. The claim is trivial if n = 2. So assume n > 2. If i = 2 then 
consider the strings Oly, OOllzEDn. If i = n-1 then then consider the strings yOl, z0011EDn. 
Hence, without loss of generality we can assume that 2 < i < n-1. But then consider strings of 
the form Oy l, where y ED n-2. and use the induction hypothesis. 
Claim 3. O'ESn(D) => a(l) = 1, a(n) = n. 
Proof of claim 3. 
Assume a(l) = i * 1. Consider an xEDn such that x; = 1 (use claim 2). Then notice that 
xa = ly (t: D n, for some stringy, which is a contradiction. A similar proof shows that a(n) = n. 
Claim 4. If ae Sn (D ) and a[{ 1,. .. ,i-1 }] = [{ 1,. . .,i -1 }] and a(i) > i then 
(a) i is even, (b) a(i) = i + 1, (c) a(i + 1) =i. 
Proof of claim 4. 
To prove (a) assume on the contarry that i is odd. Consider an xeDn such that 
x = y 0 · · · lz, where x; = 0 and Xa(i) = 1 and s (y) = 0. Applying a to x we obtain that 
xa=yal · · ·. But then s(yal) =s(ya)-1 =s(y)-1=-1<0. Hence, xa(t:Dn, by claim l, a 
contradiction. 
To prove (b) assume on the contrary that cr(i) > i + 1. For simplicity assume that 
a(i)=i+2 (a similar proof will work if cr(i);?:i+2). We distinguish several cases. If 
a(i + 1) = i + 1 then consider the string x = y 001 l · · · E Dn, with l (y) = i-2, Xi-l = Xi = 0 and 
Xi+l = X;+2 = 1. Then it is clear that xa = yao11 · · · (t: Dn, a contradiction. If a(i + 1) = i + 3 then 
consider the string x = y000111 · .. eDn, with I (y) = i-2, Xi-l = x; = Xi+l = 0 and 
Xj +2 = Xj + 3 = Xj +4 = 1. Then it is clear that x O' = y ao 11 . . . (i: D n ' a contradiction. If 
a(i + 1) > i + 3 then consider the string x = yOOl 1···1 · · · EDn, with /(y) = i-2, Xi-l =x; = 0 
and x;+1 = x;+2 = Xa(i+l) = 1. Then it is clear that xa = yao11 · · · (t: Dn, a contradiction. Thus, we 
obtain a contradiction in all cases considered above. Hence, a(i) = i + 1. This completes the 
proof of (b ). 
To prove (c) use an argument similar to (b). Indeed, assume on the contrary, a(i +1) -:f:. i. It 
follows that a(i+l)~i+2. If cr(i+l)=i+2 then take x ==y0011 ·· ·eDn, with x;_1 =x; =0, 
Xi+l = X;+2 = 1. If we apply cr to x then we obtain x0 = y 0 011 · · · (t: Dn, which is a contradiction. 
If a(i +1) = i +3 then take x = y00101 · · · eDn, with X1-1 = x; = X1+2 = 0, X;+1=x;+3=1. If we 
apply a to x then we obtain x 0 = yao11 · · · (t: Dn, which is a contradiction. In general, a similar 
proof works if cr(i +1) ~ i+3. This completes the proof of (c). 
Now we are ready to complete the proof of the theorem. Let aeDn. We know that 
a(l) = 1. Let i 1 be minimal such that a(i 1) * i 1 and Vi <i 1 ( a(i) < i 1). By minimality cr(i 1) > i 1. 
It follows from claim 4 that i 1 is even and CJ(i 1) = i 1 + l and a(i 1 + 1) = i 1• Let i 2 be minimal 
> i 1 such that cr(i2) * i2 and Vi <i2(a(i) < i2). By minimality a(i 2) > i 2. Hence, claim 4 applies 
again to show that i2 is even and cr(i2) = i1+1 and a(i2 + 1) = i 2. Proceeding in this fashion we 
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show that Sn(D) ~ <(i ,i+l): i < n is even>. It remains to show that in fact equality holds. 
Indeed, let i < n be even. There are four possibilities for Xj Xi + 1 in the string x: 
X 1 =yOO · · · ,X2=y01 · · · ,X3=ylO · · · ,X4=yll · · ·, 
where y is a string of odd length. But then it is easy to see that for all j = 1,2,3,4, 
XjEDn ~Xfi·i+l)EDn, 
which completes the proof of the theorem. • 
5.2. Palindrome 
The palindrome is defined as the set of all strings (in the alphabet l:, with at least two elements) 
u = u 1 • • ·Un such that Vi (ui = Un-i+1). 
Theoreml. 
If L is the palindrome then 
GE Sn(L)~(Vi ::;;n)(G(n -i +l)=n -G(i)+l). 
Moreover, Sn (L) is isomorphic to S[nf2JX(Z2)Cnl21. 
Proof. 
(~) Let GE Sn (L ). Suppose that G(i) = j. Consider the string u = u 1 · · ·Un such that 
Uj = Un-j+I = 0, and uk = 1, for all k -::f:. i ,n - j -1. Clearly, UEln· Hence, also ucreLn. It follows 
that Ucrco=Uj =0 and consequently Ucr(n-i+t)=O. But this is true only if G(n-i+l)=n-j+l, as 
desired. (<=)This direction is obvious from the very definition of the palindrome. 
To determine the group Sn (l ), notice that by the previous result a permutation GE Sn (L) is 
determined by the values G(l),. .. , G( [n/2]). Further, notice that if n is odd then 
G((n + 1 )/2) = (n + 1 )/2. Now consider the permutation Go such that for all i ::;;n, Go(i) = n + 1-i and 
put Gn = {GGoGGo1 : GEScn121 }. It is easy to see that Gn is isomorphic to Scnt2J• moreover the 
group H n generated by G n and the transpositions (i ,n -i + 1) is exactly the group 
Gnx<(1,n)>x<(2,n-1)>X · · · x<([n/2],n-[n/2]-1)>. 
Moreover Hn =Sn (L ). This completes the proof of the theorem. • 
5.3. An Algorithm for the Invariance Group of Regular Languages 
Here we are interested in studying the complexity of membership in the invariance group of a 
regular language. To this end consider a term t (x, y) built up from the variables x, y by concate-
nation. For example, t(x,y)=.xyx, t(x,y)=x2yx 5y 3, etc. are such terms. The number of 
occurrences of x and y in the term t (x, y) is called the length of t and is denoted by I t I , e.g. 
It I = 3 and It I = 11, in the two previous examples. For any permutations G, 't let the permuta-
tion t(G,'t) be obtained from the term t(x,y) by substituting each occurrence of x,y by G,'t, 
respectively, and interpreting concatenation as product of permutations. We know that the sym-
metry group Sn is generated by the cyclic permutation Cn = (1,2, ... ,n) and the transposition 
't = (1,2) (in fact any transposition will do) [Wielandt]. A sequence G = <Gn : n ~ 1> of permu-
tations is term-generated by the permutations c n, 't if there is a term t (x, y) such that for all 
n ~ 2: Gn = t(cn, 't). We have the following theorem. 
Theorem 3. 
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(1) Let a= <Gn : n ~ 1 >be a sequence of permutations which is term-generated by the per-
mutations Cn = (1,2, ... ,n ), 't = (1,2). Then for any regular language L, L cr is also regular. 
(2) For any term t of length I t I the problem of testing whether for a regular language L, 
L = L cr, where a= <Gn : n ~ 1 > is a sequence of permutations generated by the term t via 
the permutations en= (1,2, ... ,n), 't = (1,2), is decidable; in fact it has complexity 0(21t 1). 
Proof. 
Part (2) is an immediate consequence of the proof of part (1) and the solvability of the 
equality problem for regular languages [Harrison, 1978]. So we concentrate only on the proof of 
(1). To prove the theorem we need the following claim. 
Claim. 
L e REG ~ {x : Ox e L } E REG. 
LE REG~ {x :xleL} E REG. 
Le REG~ {x: OxleL} E REG. 
L e REG~ {x : lxOeL} E REG. 
Proof of th.;.: claim. 
One way to prove this is using finite automata. Here we use regular expressions. We start 
by proving the first part of the claim. The proof is by induction on L. Closure under boolean 
operations is trivial. To prove closure under concatenation we have that 
{x : OxeLL'} = {x : OxeL and AeL'} u {x : Oe L and xe L'} u {x : OxeL }L'. 
This proves closure under concatenation. Substituting L' =in we obtain that 
{x :OxeLn} = {x :OxeL andAeL} u {x :OeL andxeLn-1} u {x :OxeL}Ln-1. 
It is now easy to see that this implies closure under Kleene star. The proof of the second part of 
the claim is similar. The third and fourth part follow directly from the first two parts. This com-
pletes the proof of the claim. 
Now we return to the proof of the main theorem. First we show how to prove the theorem 
when Gn = (1,n ). Indeed, 
LJl.n) = {XE 2n : XnX2 · · · Xn-1X1EL} 
and this last set is the union of the following four sets: 
{xe2n :Ox2···xn-10eL}, {xe2n: lx2···xn-1lEL}, 
{xe2n: Ox2 · · · Xn-1lEL }, {xe211 : lx2 · · · Xn-10eL }. 
This completes the proof in view of the above claim. A similar proof will yield the result when 
each Gn = (1,2). Next we use the above result for the transpositions (1,n) to prove the result for 
the n -cycles, Gn = Cn. Indeed, 
Le REG ~{x1 ... xn:xleL}eREG 
~ {x1 ... Xn : X1 .. ..Xn 1 EL} E REG 
~ {x1 ... x11 : lx2 .. .x11 x1 EL} E REG 
~ {x1 ... x11 : Xz .. ..X11 X1 EL} E REG. 
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Finally, the theorem follows by using the following product formula which is valid for any per-
mutations 't i. 't2E Sn , 
This completes the proof of the theorem. • 
The assumption on term generation of the sequence <O' n : n ~ 1 > of permutations, made in 
the last theorem, is necessary as the following example shows. 
Example 1. 
Let R be an r.e. but nonrecursive set. Consider the permutation O'n which is equal to (l,n ), 
if n e R , and is equal to idn, if n e R , where idn is the identity permutation on n letters. Consider 
the regular language defined by. L = 1 o* . Then it is easy to see that 
Ln°= {ton: n+leR} u {Qnl: n+leR }. It follows that neR ~ on-11eL0 • Hence, L 0 is not 
even a recursive language, although L is regular. 
6. Constructing Languages with Given Invariance Groups 
This section is concerned with the problem of realizing specific sequences of finite permutation 
groups by languages L !;;;;; {0,1} *. A language L is said to realize a sequence G = <Gn : n ~ 1 > 
of permutation groups Gn ~Sn if it is true that Sn (L) = Gn, for all n. We consider the following 
types of groups: 
Reflection. Rn = <p>, where p(i) = n + 1 - i is the reflection permutation, 
Cyclic. Cn = <(1,2, ... ,n)>, 
Dihedral. Dn = C n X Rn, 
Hyperoctahedral. 0 n = <(i ,i + 1) : i is even ~ n > 
and determine regular as well as non-regular languages realizing them. 
Theorem 1. 
(1) Each of the identity, reflection, cyclic (for n :t: 3,4,5), dihedral and hyperoctahedral 
groups can be realized by regular languages. 
(2) Each of the identity, cyclic and dihedral groups can be realized by languages L such that 
LeSIZE(n°0>). 
Proof. 
(1) For each of the above mentioned types of groups we provide a regular language realiz-
ing it. 
Identity. 
This case is simple: take L = o* 1 * . 
Dihedral. 
Let L = O* 1 * O* ul * O* 1 *. It is clear that Dn ~ S,, (L ). Let p be the reflection permutation 
defined by p(i) = n + 1 - i and let O' = ( 1,2, .. . ,n ). It is easy to check that opo = p. It follows that 
Dn = { ak p1 : k ~ n, I = 0, 1}. Next we prove the following claim. 
Claim. For all 'tE Sn, if addition is modulo n , 
tEDn ~\fi~('t(i +l)=t(i)+ l)or'v'i:5n(t(i)=t(i +1)+1). 
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Proof of the claim. 
From left to right the equivalence is easily verified for the permutations 
akpl (1 ::; k ::; n, l = 0, 1). For example, a(i + 1) = a(i) + 1 and p(i) = p(i + 1) + 1. To prove 
the other direction, assume that 't satisfies the right-hand side. Say, 't(l) ==> k. It is then easy to see 
that either 't = ok-1 or 't = ak p. This completes the proof of the claim. 
It remains to show that Sn (L) k; Dn. If n ~ 3 the result is trivial. So assume that n ;::= 4. Let 
't<lDn. There exists an i ::;n-1 such that l't(i+l)-'t(i)I ;::=2. Let us suppose that 
1 ~ 't(i) + 1 < 't(i + 1) ~ n . Then we have that 
x = Qi-112on+H ELn, xt = ()'t(i H l()'t(i+IH tn-'t(i+l)e Ln. 
Reflection. 
Let L = O* 1 * O*. It is clear that Rn k; Sn (L ). We want to show that Sn (L) k; Rn. By the 
proof given in the case of dihedral groups we have that S(Ln) k; Dn. Assume on the contrary that 
'tE Sn(L ), but'tE Dn - Rn. It follows that 't = ai p, for some i ;::= 1. Since pe Sn (L) we obtain that 
ai E Sn (L ), which is a contradiction. 
Cyclic. 
First assume that n = 2. Then consider the regular language 
L = (OlulO)O* 1 * 
and notice that Sn (L) = <(1,2)>. 
Next assume that n ;::=6. Consider the regular language L =L1nI.,2, where L 1 is 'the 
language 
1*0* 1*uo*1 * o* u101000* luO* 1101ooo*uo*o1101ouo*oo1101u10* 00110uo10* 0011 
and L 2 is the language 
10*00101 
Clearly, C n k; Sn (L ). In view of the result on dihedral groups we have that Sn (L) k; D n. Let 
x = 1010Qon-61ELn. Then xP = 1on-60010le Ln, where p(i) = n + 1 - i. Hence, Cn = Sn(L ), for 
n ~6. 
It is interesting to note that for 3 ~ n ~ 5 the groups C n are not representable. This is obvi-
ous for n = 3, since C 3 = A3. For n = 4, 5 one can show directly that for any boolean function 
f EBn, if Cn k; S(f) k; Dn then S(/) =Dn. 
Hyperoctahedral. 
Consider the language L consisting of the set of all finite strings x = (x 1'···.Xk) such that for 
some i ~ k 12, x 2;-1 = x 2;. The regularity of the language follows from the obvious equality 
L = GEI:)* (OOul l)l:*. 
For any set I = { i ,j } of indices let fI be the n -ary boolean function defined by 
,, 
{ 
1 ifx; =x1 
fI(x) = 0 if Xi "# Xj 
Put m = [n/2]. For each i = 1, ... ,m consider the two-element sets I;= {2i-l,2i} and the func-
tions /Ii defined above. Consider the boolean function 
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f = f 1,v · · · vf1 ... 
It is then clear that Sn (L) = S(f ). It is also easy to see that this last group consists of all permuta-
tions cre Sn which permute the blocks h, i = 1, ... ,m. In fact this last group has exactly 
2ln12l.[n/2]! elements. 
To prove part (2) of the theorem we use Lupanov's theorem, i.e. 
l{/eBn :L(/)<q}I =O(qq+t). 
Identity. 
By Lupanov's theorem we have that 
l{fEBn :L(f)s;n 10gn}I =20(n10""(logn)2)«22" -1{/EBn :S(f)=l}I. 
It follows that for all but a finite number of n there exists f n e Bn such that L (/ n) ~ n logn and 
S(f n) = 1. If we define a language L such that for all n , Ln = f n then the proof is complete. 
Cyclic. 
The result will follow by a proof similar to the above if we could prove that 
I {f e Bn : S(f) = Dn} I '?!- 22•1n --n(n-1)12 » 20(n'""'/n(logn)2). (1) 
Indeed, the left part of the above inequality is true because one may independently assign a value 
of 0,1 to each orbit, except for orbits of words having 2 or 3 occurrences of the symbol 1. Let 
cr = (1,2, ... ,n) be the n -cycle and let p be the reflection on n letters. We agree to have 
/(v):t:./(w),where lvl 1 = lwl 1 =2and 
v e {(12on-2)0 ': 0 s; is; n-1}, we 2n - {(12on-2)0 ': 0 s; is; n-1}. 
This removes n choose 2 independent choices while adding one choice of 0 or 1. We agree to 
have/(v) :t:.f(w), where lv I 1=lw1 1=3 and 
v e {(l010oon-61)ai: Os;i s;n-1}, we {(lon-600101)0 ': Os;i s;n-1}. 
Again, this removes n choose 2 independent choices while adding one choice of 0 or 1. Hence 
the proof of the desired lower bound (1) is complete. 
Dihedral. 
By [Berge] page 171, 0(Dn) '?:. 2n-11n. An argument similar to the one for cyclic groups 
used above shows that 
I {/ e Bn ; S(f) = Dn} I "?:_ 22•-1/n - n(n-1)12 » 20(n10"'/n(logn)2). 
This completes the proof of the theorem. • 
There is another interesting way for realizing the cyclic groups C n, for n "?:. 4. For any 
groups G, H, put [G ,H] = {g-1h-1gh : geG, heH }. Let G, H s; Sn be two permutation 
groups. Consider the set of words in G * defined by 
LGJI = {weG*: weH}. 
(The reader should be warned of the different interpretation of w in the expressions we G * and 
we H: the former is a word in G * and the latter is an element of a group. 
Theorem 2. 
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For any permutation groups G, H ::;;; Sn if [G ,G] is not a subset of the normal subgroup H 
of G then Sn (LG JI) = C n, for n ~ 4. 
Proof. 
First we show that Cn ~ Sjj(LGJI ). Indeed, consider the cyclic permutation en = (1,2, ... ,n) 
and notice that for w = cr1 · · · CJnE G*, 
It follows from the normality of H in G that c11 E Sii(Lo Jf ). This completes the proof of 
C n ~ Sjj(Lc ,11 ). Next we prove that Sn (Le JI) &;;;; Cn. Indeed, let p be a permutation in Sn - Dn. 
It follows from the proof of theorem 1 that 
either (A) there exists an i such that I p(i + 1) - p(i) I mod n > 1 
or(B) lp(n)-p(l)I modn > 1 
We show that pe Sn (Lo JI). First we consider case (A) and distinguish four subcases. 
Case 1. 1::;;; p(i) < p(i+l) < n. 
Let cr;t be given such that [cr,t] = cncr1r 1 e H. Let j = p-1(p(i) + 1), 
k = p-1(p(i +1) + 1). Consider w = CJ1 • • ·an E Gn, where CJ; =a, CTt+l = cr1, crj = 't, ak = -r1 and 
all other a1 's are equal to 1. Then we have that w = crcr1n-1 or acr1-r1-c depending respectively 
on whether or not j < k or k < j. In either case w = 1, but wP = crtcr1-r1 e H. 
Case 2. 1 < p(i) < p(i + 1) ::;;; n . 
Let a;t be given such that [cr;t] = a-ca··1r 1 e H. Let j = p-1(p(i) -1) and 
k = p-1(p(i) + 1). Choose w such that w = cr1 · · · a 11 e G n, where aj = cr, O;+i = -r1, a; = 'C, 
crk = cr1 and all other a 1 's are equal to 1. Then it is clear that w = 1, while wP e H. 
Case 3. 1 ::;;; p( i + 1) < p( i ) < n . 
Similar to case 1. 
Case4.1 <p(i+l)<p(i):=;;;n. 
Similar to case 1. 
Case (B) is handled exactly as before. Hence we have proved that Sn(LGJI) ~Dn. It 
remains to show that in fact Sn (LG JI)= C n. Since [G ,G] is not a subset of H, G IH cannot be 
abelian. Therefore there exist elements g i.g2,g3,g 4E G such that 
g 1gzg3g4EH, but g4g3gzg 1eH. 
It follows that the reflection permutation does not belong to Sn (La JI), which completes the proof 
of the theorem. ~ 
Given a language L ~ ~* over the alphabet l: the syntactic semigroup GL of L is defined as 
follows. Define w = w' mod L if for all u , v E ~* , uwv EL <=> uw' v EL • Then let G L be the quo-
tient of I:* modulo the equivalence relation = mod L. Recall that the Krohn-Rhodes theorem 
[Arbib] states that the syntactic sernigroup GL of any given regular language L is the 
homomorphic image of a wreath product of cyclic simple groups, non-cyclic simple groups and 
three particular non-group semigroups called "units". If G is abelian and H = 1 then it is clear 
that Sn (Lo JI) = Sn . If G is a non-abelian group and H = 1 then Theorem 2 yields that 
Sn (LG 0) = C n. We have seen families of these groups as invariance groups of regular 
languages. However, we have examples of representable groups whose homomorphic image is 
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not representable, (e.g. <(1,2,3)> is the homomorphic image of <(l,2,3)(4,5,6)>) thus indicating 
that it is unlikely that the Krohn-Rhodes theorem can be used to characterize those families of 
invariance groups of regular languages. Similarly, from the examples given in the paper, there is 
no invariance group structure preserved when taking regular operations: from Sn (L) and Sn (L' ), 
we cannot say anything in general about Sn (M ), where M =L#L' and # is a boolean operation or 
language concatenation or where M = L * (Kleene star). This blocks a natural attempt to induc-
tively define the families of invariance groups of regular languages. 
It is not known whether there is a characterization of those sequences of groups which can 
be realized by regular languages. However it is interesting to note that for regular languages L 
the invariance group S2n(L) can never be equal to the { 1,2,. .. ,n} point-stabilizer of S2n. 
Theorem 3. 
(1) There is no regular language L such that for all but a finite number of n we have that 
S2n (L) = (S2n )[ 1,2, ... ,n} 
(2) There is a regular language L such that for all n we have that 
S2n (L) = (S2n )(2i : i :S n/2) 
Proof. 
(1) By the pumping lemma for regular languages [Harrison] there exist words ai .bi, i < m 
and £9 .~, j < m and languages Li , 0 such that 
where -.L = { 0, 1 } * - L is the complement of L . Let r be the least common multiple of the 
lengths of all the above words. Put i = r + 1, j = i +r and no = 3r. Consider the transposition 
't = (i ,j) and let n ~ n0. Then for any word w of length n we consider the following two cases. 
Case 1. wELn. 
Then for some i o < m and some s we have that w must be of the form ai0 bf,, Cj0• The i th 
position in the word w falls within the block bio· Since the length of bi0 divides r the jth position 
of the word w falls in exactly the same position with respect to the block bio· It follows that 
w; = Wj and hence wt= w. 
Case 2. w e=Ln. 
This is similar to the proof of case 1. 
It follows from the above that 'tE Sn (L ), as desired. This completes the proof of part (1). 
(2) Consider the languages L' = O* and L" = 1 * O'". It is clear that for all n, Sn (L') =Sn and 
Sn (L") = 1. Let L be the set of all words w of even length 2n such that 
Clearly, L is a regular language and S2n (L) ;;2 (S2n >12; : ; 5 nt2)· It remains to show that in fact 
S2n (L' s;;; (S2n )[2i : i :S n/2}· Indeed, let O'E S2n (/..,) and decompose O' as a product of the disjoint 
cycles 0'1 • · · ak. Assume on the contrary that there exists an i o such that O'j0 =(a1,. .. ,ar) and 
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(i) either there exists a 1 ~ jo < r such that a10 is even and a10+1 is odd 
(ii) or ar is even and a 1 is odd. 
We treat only case (ii) the other case being entirely similar. Consider a word w defined as 
follows. Let w i = W3 = · · · = Wzn-1 = 0 and Wz = w 4 = · · · = Wa, = 1 and the remaining wi s 
equal to 0. Then we L. However, (w0)a 1 = 1, where al is odd, and so 
(w 0 )1(w 0 )J · · · (w 0 hn-1eL'. 
It follows that w 0 e L. Hence, cre Szn (L ), a contradiction. • 
7. Discussion and Open Problems 
Three of the main questions we tried to answer in the present paper are (1) which permutation 
groups arise as the invariance groups of boolean functions, (2) which permutation groups are iso-
morphic to invariance groups of boolean functions, and (3) determine the complexity of deciding 
the representability of a permutation group. Concerning question (1 ), we saw that most (i.e. with 
a few exceptions) maximal permutation subgroups of Sn are representable. In the case of ques-
tion (2), we have shown that every permutation group G ~ Sn is isomorphic to the invariance 
group of a boolean function f e Bn(logn+l)· However, we do not know if this last "upper bound" 
can be improved to f e Ben, for some constant c independent of n. Concerning question (3), we 
gave an NC -algorithm for deciding the representability of abelian groups. In general however, 
we do not know of any efticient algorithm for deciding the representability of any "class" of per-
mutation groups other than abelian ones (e.g. rnlpotent, solvable, etc.). 
In section 4 we studied the relation between the size of the index of the invariance group of 
a formal language and its complexity. We showed that any language of "polynomial size index" 
is in non-uniform NC 1• It is possible that a finer analysis of the structure results for maximal per-
mutation groups will yield a similar result for other classes of languages, like the ones with 
subexponential or even exponential size index. We also conjecture that a similar result is true for 
any language of "polynomial size Pc5lya index". ln the last part of section 4 theorem 11 we pro-
vide some evidence for this conjecture. 
Another interesting question concerns the problem of giving an efficient algorithm A which 
on input a formal language L, a permutation cre Sn, and an integer n it determines whether or not 
O'E Sn (L ), i.e. 
{ 
l ifcreS11 (l) 
A (L' n • cr) = 0 if cre: Sn (L) 
We investigated this question in the present paper for regular languages. The obvious algorithm 
has complexity 0 (2n) (to check membership of a permutation cr in Sn (L) test whether for all 
x e 2n, x e Ln ~ x 0 e Ln ). A similar question applies to right-quotient representatives of Sn (L ). It 
would also be interesting to investigate these questions for other types of languages, like CFL, 
etc. 
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