Merging Expressive Spatial Ontologies Using Formal Concept Analysis with Uncertainty Considerations by Curé, Olivier
Merging Expressive Spatial Ontologies Using Formal
Concept Analysis with Uncertainty Considerations
Olivier Cure´
To cite this version:
Olivier Cure´. Merging Expressive Spatial Ontologies Using Formal Concept Analysis with
Uncertainty Considerations. Springer-Verlag. Methods for Handling Imperfect Spatial In-
formation, Array, pp.189-209, 2010, 256, 978-3-642-14754-8. <10.1007/978-3-642-14755-5 8>.
<hal-00799022>
HAL Id: hal-00799022
https://hal-upec-upem.archives-ouvertes.fr/hal-00799022
Submitted on 11 Mar 2013
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Chapter 1
Merging Expressive Spatial Ontologies
using Formal Concept Analysis with
Uncertainty Considerations
Olivier Cure´
Abstract In this chapter, we present a solution to the problem of merging
structures that represent the conceptual layer of some information systems.
The kind of structures we are studying correspond to expressive ontologies
formalized in Description Logics. The proposed approach creates a merged
ontology which captures the knowledge of a set of source ontologies. A main
constraint to our solution consists in the fact that instances associated to the
concepts of the source ontologies are available. Then it is possible to apply the
techniques associated to Formal Concept Analysis. The main contributions
of this work are (i) enabling the creation of concepts not originally in the
source ontologies, (ii) providing a definition to these concepts in terms of
elements of the source ontologies and (iii) handling the creation of merged
ontologies based on the uncertainties encountered at the object and alignment
levels. This approach is particularly useful in domains where ontologies are
intensively exploited. This is typically the case for spatial information where
for instance, the nature of land parcels can be characterized by a geographical
ontology.
1.1 Introduction
The information stored in Geographical Information Systems (GIS) usually
needs to be exchanged and integrated between multiple applications. These
tasks raise several important issues due to format and semantics heterogene-
ity but also to handle several forms of uncertainty that are encountered. For
instance, we can distinguish between uncertainties at the application domain
level and uncertainties at the integration/exchange level. Concerning the first
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type of uncertainty, the information stored into GIS are almost always sam-
pled. Some sampling uncertainties are related to geodesy’s positional accuracy
or semantical accuracy when characterizing the nature of a sample. Uncer-
tainty occurring in matching and mapping operations are considered as an
important issue and several solutions have already been proposed, see [16]
for a survey.
In this chapter, we are also interested in the semantic issues. The inte-
gration of ontologies within the information system, usually to represent its
conceptual layer, has been one approach to respond to these concerns. This
is the case in GIS and the spatial information domain in general where sev-
eral ontologies emerged recently. For instance, the Semantic Web for Earth
and Environmental Terminology (SWEET) [29] provides an upper-level on-
tology for Earth system science. In the context of space parcels, the CORINE
land cover [15] and the ATKIS catalogue [1] are terminologies that enable to
characterize land-use types. Application designers also frequently generate
their own ontologies to reply to some special needs. These ontologies may be
created from scratch or by an alignment and extension from existing ontolo-
gies. Hence, it is well-known that many ontologies coexist in some specific
domains, e.g. geographical information and medicine.
With so many ontologies being produced, it is inevitable that some of their
content overlaps and possibly disagrees on some concepts. In order to support
ontology interoperability, it is required that these ontologies can be semanti-
cally related. Thus ontology mediation [14] becomes a main concern. Ontology
mediation enables to share data between heterogeneous knowledge bases, and
allows applications to reuse data from different knowledge bases. Ontology
mediation takes two distinguished forms: (i) ontology mapping, where the
correspondences between elements of two ontologies are stored separately
from the ontologies. The correspondences are generally represented using ax-
ioms formulated in a peculiar mapping language. (ii) ontology merging, which
consists in creating a new ontology from the union of source ontologies. The
merged ontology is supposed to capture all the knowledge of the sources.
Ontology mediation is an active research field where many kinds of solu-
tions have been proposed: schema-based, instance-based, machine learning-
inspired, hybrid approaches; see [20], [16] for surveys on this domain. Thus
the methods used in ontology mediation usually depend on the kind of infor-
mation one can access about the local ontologies. For instance, the availability
of instance datasets are highly desirable and generally ensure good media-
tion results. But the efficiency of these methods also depends on the kind of
source ontologies the system is dealing with. In [23], the author presents an
ontology spectrum which characterizes the expressiveness of several ontology
solutions.
In this paper, we are interested in declarative and logic-based formalisms
to represent ontologies. In fact, we consider one of the currently most popular
formalism, i.e. Description Logics (DLs). Popular because DLs are underpin-
ning the Web Ontology Language (OWL) [7] proposed by the World Wide
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Web Consortium. Thus this language is being used to represent a large num-
ber of ontologies in domains as diverse as social networking, medicine, bioin-
formatics and spatial information. Part of this popularity is also due to the
availability of a number of ontology tools such as editors, e.g. Prote´ge´, Swoop,
and reasoners, e.g. Pellet, Racer, Fact, HermiT, to infer, usually with sound
and complete methods, implicit knowledge from the explicitly represented
one.
In this chapter, we propose a solution to the ontology merging problem
which is based on the techniques of Formal Concept Analysis (FCA) [17].
It extends [8] by dealing with expressive ontologies and their concept de-
scriptions. FCA algorithms are machine learning techniques that enable the
creation of a common structure, which may reveal some associations between
elements of the original structures. Thus it requires that some elements from
the source ontologies can be attached to a same observable item. Starting
from this assumption, the processing of our FCA-based algorithms provides
a merged ontology.
Our solution extends existing FCA-based systems for ontology merging in
the following way: (i) we provide a method to create concepts not originally
in the source ontologies, (ii) we define emerging concepts in terms of elements
of the source ontologies and (iii) we handle the creation of merged ontologies
based on the uncertainty underlying the extension and alignment of source
concepts. Step (i) is the classical approach named ontology alignment in FCA
literature. Steps (ii) and (iii) are an extension of this alignment and exploit
concept descriptions, DL reasoner functionalities and notions from possibility
theory.
The paper is organized as follows: in Section 1.2, we present some basic
notions about FCA, the ALC description logic and possibilistic logic. In Sec-
tion 1.3, we detail our method which enables to create an expressive merged
ontology. The main steps are: concept generation, axiomatization of emerging
concepts and optimization of the resulting ontology. Section 1.4 proposes a
solution to deal with the different forms of uncertainty encountered. Section
1.5 relates our work with existing systems in ontology merging and collabo-
rations between FCA methods and DLs. Section 1.6 concludes this chapter.
1.2 Background
1.2.1 Formal Concept Analysis and Galois connection
FCA is the process of abstracting conceptual descriptions from a set of ob-
jects described by attributes [17]. We use some of the methods associated to
FCA to merge geographical ontologies. Intuitively, this means that we merge
several ontologies in a context consisting of a set of objects (the extent),
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a set of attributes (the intent), one for each ontology, and a set of corre-
spondences between objects and attributes. FCA is based on the notion of a
formal context.
Definition 1: A formal context is a triple K = (G,M, I), where G is a set
of objects, M is a set of attributes and I is a binary relation between G and
M, i.e. I ⊆ G×M . For an object g and an attribute m, (g,m) ∈ I is read as
“object g has attribute m”.
Given a formal context, we can define the notion of formal concepts:
Definition 2: For A ⊆ G, we define A′ = {m ∈ M |∀g ∈ A : (g,m) ∈ I}
and for B ⊆ M , we define B′ = {g ∈ G|∀m ∈ B : (g,m) ∈ I}. A formal
concept of K is defined as a pair (A,B) with A ⊆ G, B ⊆ M , A′ = B and
B′ = A.
The hierarchy of formal concepts is formalized by (A1, B1) ≤ (A2, B2)⇐⇒
A1 ⊆ A2 and B2 ⊆ B1. The concept lattice of K is the set of all its formal
concepts with the partial order ≤. This hierarchy of formal concepts obeys
the mathematical axioms defining a lattice, and is called a concept lattice (or
Galois lattice) since the relation between the sets of objects and attributes is
a Galois connection.
We now introduce the notion of Galois connection which is related to the
idea of order and plays an important role in lattice theory, universal algebras
and recently in computer science [5]. Let (P,) and (Q,) be two partially
ordered sets (poset). A Galois connection between P and Q is a pair of
mappings (Φ, Ψ) such that Φ : P → Q, Ψ : Q→ P and:
• x  x′ implies Φ(x)  Φ(x′),
• y  y′ implies Ψ(y)  Ψ(y′),
• x  Ψ(Φ(x)) and y  Ψ(Φ(y))
for x,x’ ∈ P and y,y’ ∈ Q.
Several algorithms have been proposed to compute a concept lattice, some
optimized ones are proposed in [6]. Intuitively, such an algorithm starts with
the complete lattice of the power set of all individuals (the extent), respec-
tively for attributes (the intent) and retains only the nodes closed under the
connection. That is beginning with a set of attributes, the algorithm deter-
mines the corresponding set of objects which itself provides an associated
set of attributes. If this set is the initial one, then it is closed and preserved
otherwise the node is removed from the lattice.
1.2.2 The Description Logic ALC
DLs are a family of knowledge representation formalisms allowing to reason
over domain knowledge, in a formal and well-understood way. Central DL
notions are concepts (unary predicates), roles (binary predicates) and indi-
viduals. A concept represents a set of individuals while a role determines
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a binary relationship between concepts. DLs are a fragment of first-order
logic and thus concepts and roles are designed according to a syntax and a
semantics. Some of the main assets of this family of formalisms are decid-
ability, efficient reasoning algorithms and the ability to propose a hierarchy
of languages with various expressive power.
A key notion in DLs is the separation of the terminological (or inten-
sional) knowledge, called a TBox, to the assertional (or extensional) knowl-
edge, called the ABox. The TBox is generally considered to be the ontology.
Together, a TBox and an ABox represent a Knowledge Base (KB), denoted
KB = 〈TBox,ABox〉.
The TBox is composed of “primitive concepts” which are ground descrip-
tions that are used to form more complex descriptions, “defined concepts”
which are designed using a set of constructors of the description language, e.g.
conjunction(u), disjunction (unionsq), negation (¬), universal (∀) and existential
(∃) value quantifiers, etc.
The description language we are using in this paper correspond to ALC
(Attributive Language with Complements). Concept descriptions in this lan-
guage are formed according to the following syntax rule, where the letter A
is used for atomic concepts, the letter R for atomic roles and the letters C
and D for concept descriptions:
C,D ::= ⊥ | > | A | ¬C | C u D | C unionsq D | ∃R.C| ∀R.C
The terminological axioms accepted by ALC are sentences of the form
C v D and which are called General Concept Inclusion (GCI).
The semantics generally adopted for the ALC language is based on Tarski-
style semantics.
An interpretation I is a pair I = (∆, ·I), where ∆ is a non-empty set
called the domain of the interpretation and ·I is the interpretation function.
The interpretation function maps:
• Each atomic concept A to a subset AI of ∆.
• Each atomic role R to a subset RI of ∆×∆.
• Each object name a to an element aI of ∆.
The interpretation function can be inductively extended to concept de-
scriptions as follows:
• ⊥I = ∅
• >I = ∆I
• (C uD)I = CI ∩DI
• (C unionsqD)I = CI ∪DI
• (¬C)I = ∆I \ CI
• (∃R.C)I = {a ∈ ∆I |∃b ∈ ∆I , (a, b) ∈ RI ∧ b ∈ CI}
• (∀R.C)I = {a ∈ ∆I |∀b ∈ ∆I , (a, b) ∈ RI → b ∈ CI}
In DLs, the basic reasoning service on concept expressions is subsumption,
written C v D. This inference service checks whether the first concept always
denotes a subset of the set denoted by the second one. We use this service
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on the optimization of merged ontologies. Another service that we are using
intensively is consistent checking of a knowledge base, i.e. an ABox A is
consistent with respect to a TBox T, if there is an interpretation that is a
model of both A and T [2].
Both domains, FCA and DL ontologies, use the term of concept. In the
rest of this paper, concepts in the context of FCA (resp. DL ontology) are
named formal concepts, resp. DL concepts. To clarify the distinction between
them, we can state that DL concepts correspond to the attributes of K.
1.2.3 Possibilistic logic
Possibilistic logic, or possibility theory, [12] provides an efficient solution for
handling uncertain or prioritized formulas and coping with inconsistency. In
this theory, each formula is associated to a real value in [0,1]. The notion
of possibility distribution pi is fundamental to define this logic’s semantics
and defined as pi : Ω → [0, 1], where Ω represents the set of all classical
interpretations.
From a possibility distribution, two important measures can be processed:
(i) the possibility degree of a formula φ, defined asΠ(φ)= max{pi(ω) | ω |= φ},
where ω(φ) is the degree of compatibility of interpretation ω with available
beliefs. (ii) the certainty degree of a formula φ, defined as N(φ)=1 - Π(¬φ).
A possibilistic formula is a pair (φ, α) where φ is a logic formula and α
expresses a degree of certainty. A set of possibilistic formulas, also called a
possibilistic knowledge base (PKB), has the form {(φi, αi)} with 1 ≤ i ≤
n The classical knowledge base (CKB) associated with PKB corresponds
to {φi | (φi, αi) ∈ PKB}. A PKB is consistent if and only if its CKB is
consistent.
Given a PKB and α ∈ [0, 1], the α-cut of PKB is:
PKB≥α = { φ ∈ CKB | (φ, β) ∈ PKB and β ≥ α}.
The inconsistency degree of PKB, denoted Inc(PKB), is defined as
Inc(PKB) = max{αi | PKB≥α is inconsistent}.
Recently, possibilistic logic has been studied in the context of DL [13], [22],
[27]. In Section 1.4, we exploit some of these results.
1.3 Ontology merging using FCA
In this section, we present the process of merging two source ontologies. In
fact, the method can be used for several ontologies as long as these ontologies
share elements of their datasets. That is ABoxes of these ontologies contain
assertions about the same objects.
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1.3.1 Source TBoxes
Let us consider two geographical applications that manipulate space parcel
data. Each application uses an independent ontology formalism to represent
the concepts related to its data. Also the teams of experts that designed each
ontology may not agree on the semantics of some concepts.
Nevertheless, the two applications need to exchange information, and thus
require that some correspondences are discovered between their DL concepts.
The following two ontology extracts, O1 and O2, are used all along this paper.
In order to ease the understanding and reading of our example, all concepts
and roles are under scripted with the number of their respective ontology, i.e.
’1’ for O1 and ’2’ for O2.
Terminological axioms of ontology O1:
(1) CF1 ≡ F1 u ∃vegetation1.C1
(2) BLF1 ≡ F1 u ∃vegetation1.M1
(3) C1 uM1 v ⊥
This extract of ontology O1 defines two concepts, CF1, standing for Conif-
erous Forest, and BLF1, standing for Broad Leaved Forest, in terms of the
concepts F1 (Forest), C1 (Coniferophyta) and M1 (Magnoliophyta). Line #1
states that the coniferous forest concept is defined as the intersection of the
concept Forest of O1 and the concept having at least one vegetation being a
coniferophyta. Line #2 defines the concept of a broad leaved forest accord-
ingly with magnoliophyta. Line #3 states that the concepts coniferophyta
and magnoliophyta are disjoint.
Terminological axioms of ontology O2:
(4) CF2 ≡ F2 u ∀vegetation2.C2 u ∃vegetation2.C2
(5) BLF2 ≡ F2 u ∀vegetation2.M2 u ∃vegetation2.M2
(6) MF2 ≡ F2 u ∃vegetation2.C2 u ∃vegetation2.M2
(7) C2 uM2 v ⊥
The study of O2 emphasizes that designers do not entirely agree on the
semantics of forest related concepts of O1. On line #4, the concept of a conif-
erous forest is defined has being a forest composed of at least coniferophyta
vegetation and exclusively of this kind of vegetation. Line #5 defines the
concept of broad leaved forest accordingly with magnoliophyta. In order to
represent other kinds of forests, the designers of O2 define a mixed forest
concept as the intersection of being a forest with at least one coniferophyta
vegetation and at least one magnoliophyta vegetation. Finally Line #8 states
that the concepts coniferophyta and magnoliophyta of O2 are disjoint.
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Merging the ontologies O1 and O2 with some other ontologies would re-
quire that the TBoxes for these new ontologies are available and are no more
expressive than ALC.
1.3.2 Source ABoxes
Given the kind of TBoxes presented in the previous section, e.g. ALC, we
consider DL knowledge bases with non-empty ABoxes. In a first step, we map
the information of the two ABoxes on a common set of observed objects.
The information of these ABoxes can be stored in a structured or unstruc-
tured format. It is interesting to note that the activity of several research
teams in the DL and Semantic Web community focuses on studying coop-
erations between the domains of databases and knowledge bases represented
in a DL. For instance, the authors of [26] recently claimed that the ideal
solution would be to have the individuals of the ABox stored in a relational
database and represent the schema of this database in a DL TBox. Also
tackling this same objective, the team supporting the Pellet reasoner, one of
the most popular OWL reasoners, recently released OWLgres which is be-
ing defined by their creators as a ’scalable reasoner for OWL2’ (the latest
version of the OWL). A main objective of this tool is to provide a conjunc-
tive query answering service using SPARQL and the performance properties
of relational database management systems. Hence, using such an approach,
the set of observed objects may be retrieved from existing relational database
instances.
The mapping we propose between both ontologies can be represented by
a matrix, either generated by a specific tool and/or by interactions with end-
users. In order to map concepts of both ontologies via the selected set of
observed objects, a reference reconciliation tool may be used [10]. Using an
approach that exploits a relational database as the data container for the
ontology ABox enables to use existing FCA tools. This is the case of the
ToscanaJ suite [4] which provides features for database connectivity.
We present a sample of this mapping in Table 1.1: the rows correspond to
the objects of K, i.e. common instances of the KB’s ABox, and are identified
by integer values from 1 to 6 in our example. In the context of geographical
information, these values identify spatial parcels. The columns correspond
to FCA attributes of K, i.e. concept names of the two TBoxes. In the same
table, we present, side by side, the formal concepts coming from our two
ontologies, i.e. CF1, BLF1, F1 from O1, and CF2, BLF2,MF2, F2 from O2.
Thus this matrix characterizes the type of spatial parcels in terms of two
different ontologies.
Merging more than two ontologies would require that the individuals of
the ABox belong to the extension of the concepts of these ontologies. That is
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concepts from a third ontology can be added to the columns of Table 1.1 and
objects of the ABox (rows of the table) are instances of these new concepts.
1.3.3 Generation of the Galois connection lattice
The matrix is built using the information stored in the TBox and ABox of
both ontologies:
- first, for each row, mark the columns where a specific instance is observed,
e.g. the object on line #1 is an instance of the CF1 and CF2 concepts. Thus
ABox information is used in this step.
- then, complete the row with the transitive closure of the subsumption re-
lation between ontology concepts, e.g.: line #1 must be also marked for DL
concepts F1 and F2, as respective ontologies entail that: CF1 v F1 and
CF2 v F2. Here, the concept hierarchy of TBoxes is exploited.
Table 1.1 Sample dataset for our ontology merging example
CF1 BLF1 F1 CF2 BLF2 MF2 F2
1 x x x x
2 x x x x
3 x x x x
4 x x x x
5 x x x x
6 x x x x
It is interesting to note that lines #3 and #6 emphasize different assump-
tions for their respective parcels. For instance, the parcel corresponding to
line #3 has been defined as a coniferous forest using the classification of O1
while, possibly due to a vegetation not limited to coniferophyta, it has been
defined as a mixed forest using O2. The same kind of approach applies to the
parcel associated to line #6.
Using Table 1.1 with the Galois connection method [9], we obtain the
lattice of Figure 1.1, where a node contains two sets: a set of objects (identified
by the integer values of the first column of our matrix) from K (extension),
and a set of DL concepts from the source ontologies (intension), identified by
the concept labels of source ontologies.
1.3.4 Dealing with emerging concepts
In order to concentrate solely on the intensional aspect of the lattice, i.e.
the TBox, we now remove the extensional part of each node of the lattice.
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Fig. 1.1 Galois connection lattice
Hence, the only set present in each node correspond to concept names (Figure
1.2). Considering that the relationship holding between two nodes in this
lattice corresponds to an inheritance property, it is possible to minimize each
node’s set by removing concept names that are present in an inherited node.
The method we propose consists in deleting repeated occurrences of a given
concept name along a path of the lattice and thus to obtain a minimal set of
concept names for each node. Next, we define this notion of minimality:
Definition 3: Given a node N in the Galois connection lattice and a set
of concept symbols S contained in its intension fragment. We consider that
S is minimal for N if and only if there is no S’ for N such that |S′| < |S|,
where |S| denotes the size of S.
Due to the lattice structure obtained by applying the Galois connection
method, we can proceed by using a top-down navigation, i.e. starting from
the top concept (Top), on the concepts of the merged ontology. Basically, this
algorithm (named optimizeLabel and presented in Algorithm 1) proceeds as
follows: for a given formal concept C of the lattice, it computes all its chil-
dren c (line #1) and checks if a concept symbol used to characterize C is
used in the concept name set for c (line #2). If this the case, this symbol is
removed from their set of c (line #3) otherwise the set of symbols of c remain
unchanged. Finally, the method is applied recursively to each concept c until
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all concepts are processed (line #5).
Algorithm 1 optimizeLabel (Concept C)
1 FOR EACH child c of C DO
2 IF label(C) ∈ label(c) THEN
3 remove label(C) from label(c)
4 END IF
5 optimizeLabel(c)
6 END DO
Processing this algorithm on our running example, yields Figure 1.2 where
lattice nodes contain singleton sets, corresponding to concept names from
some of the source ontologies or newly introduced symbols, e.g. α, which
replace empty sets. Several kinds of nodes, in terms of the size of a name set,
can be generated with this method. Basically, it is important to distinguish
between the following three kinds of nodes:
1. a singleton: a name of a concept from some of the source ontologies,
because it can be distinguished from any of its successors by this specific
name, e.g. this is the case for the {CF1}. lattice node.
2. an empty set, denoted by a variable (α), because it can not be directly
distinguished from any of its possible successors. We have 2 such nodes
in Figure 1.2, namely α and β.
3. a set of several concept symbols, all belonging to source ontologies, be-
cause the mediation based on the given ABoxes, has not been able to
split the concepts into several nodes. Indeed, it is as if the two names
are glued together in a single concept name. In our running example, we
have one such node with concept set {F1, F2}.
All singletons are maintained in the resulting merged ontology and we are
now aiming to provide a concept description to the remaining concepts, case
2 and 3 of our node categorization. The first step toward our solution is to
expand the concepts of the merged ontology according to their respective
TBoxes [2]. That is, we replace each occurrence of a name on the right hand-
side of a definition by the concepts that it stands for. A prerequisite of this
approach is that we are dealing with acyclic TBoxes. Thus this process stops
and the resulting descriptions contain only primitive concepts on the right
hand-side.
We first deal with the nodes which are formed of several concept symbols,
denoted σi, e.g. the node labeled F1, F2 in Figure 1.2. Due to the fact that
the algorithm adopted results from the generation of the Galois connection
lattice [9], these nodes appear at the top of the lattice and do not have
multiple inheritance to concepts that are not of this form. Thus we adopt
a top-down approach from the top concept (>) of our merged ontology. We
consider that the concepts associated are equivalent, e.g. F1 ≡ F2, since they
have exactly the same extension. We also propose a single concept symbol σ,
e.g. F (Forest) for F1, F2, and associate information to this concept stating
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Fig. 1.2 Galois connection lattice with “empty nodes”
that this concept is equivalent to the original concepts for interoperability
reasons, e.g. F ≈ F1 and F ≈ F2. Now all occurrences of the concept σi
are translated into the concept symbol σ in the concept descriptions of the
merged ontology.
We can now concentrate on the nodes with empty sets, e.g. α and β. Ac-
cording to the Galois based lattice creation, these nodes can not be at the
root of the lattice. This means that they inherit from some other concept(s).
We use the description of these inherited concept(s) to provide a description.
Using this method, the concepts α and β of Figure 1.2 have the following
description:
α ≡ CF1uMF2 ≡ F u∃vegetation1.C1u∃vegetation2.C2u∃vegetation2.M2
β ≡ BLF1uMF2 ≡ Fu∃vegetation1.M1u∃vegetation2.C2u∃vegetation2.M2
All concepts from the merged ontology have been associated to a con-
cept description, except of course the primitive concepts. Alignments between
primitive concepts and roles of the source ontologies are able to refine the
merged ontology. Later in this section, we will propose solutions to finding
these alignments and dealing with their uncertainty, but we now present the
impact of providing such correspondences between TBox elements.
Suppose that we are being provided the following alignments: C1 ≡ C2,
M1 ≡ M2 and even vegetation1 ≡ vegetation2. So we can easily introduce
some concept symbols to simplify the different equivalences:
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(8) C ≡ C1 ≡ C2, M ≡ M1 ≡ M2 and vegetation ≡ vegetation1 ≡
vegetation2
We are then able to modify the descriptions of the merged ontology and
we denote this TBox as Om1:
(9) CF1 ≡ F u ∃vegetation.C
(10) BLF1 ≡ F u ∃vegetation.M
(11) CF2 ≡ CF1 u ∀vegetation.C u ∃vegetation.C
(12) BLF2 ≡ BLF1 u ∀vegetation.M u ∃vegetation.M
(13) MF2 ≡ F u ∃vegetation.C u ∃vegetation.M
(14) α ≡ F u ∃vegetation.C u ∃vegetation.M
(15) β ≡ F u ∃vegetation.C u ∃vegetation.M
(16) C uM v ⊥
We can notice that the descriptions for the concepts α, β andMF2 are the
same. Thus we can state that MF2 ≡ α ≡ β. Finding such equivalences, or
subsumption relationships, is easily processed by a DL reasoner. This result
is comforted by the fact that starting from the ontologies O1 and O2 and
the alignments of (8), any DL reasoner is able to provide the ontology Om1,
assuming that we have the alignment F ≡ F1 ≡ F2 (which has been deduced
from our Galois lattice). The lattice corresponding to this new ontology is
depicted in Figure 1.3.
Fig. 1.3 Lattice corresponding to merged ontology Om1
Of course, alignments different from (8) can be proposed between primitive
concepts and roles of O1 and O2. For instance, if we consider the alignments
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in (17), then the optimized merged ontology again correspond to Figure 1.3.
(17) M2 vM1, C ≡ C1 ≡ C2 and vegetation ≡ vegetation1 ≡ vegetation2
Concentrating on the relationships between M1 and M2, alignments other
than (8) and (17) can generate different merged ontologies. Let consider the
alignments in (18) where the only difference with (8) and (17) is that now
M1 is a subconcept of M2:
(18) M1 vM2, C ≡ C1 ≡ C2 and vegetation ≡ vegetation1 ≡ vegetation2
Then looking at the descriptions of BLF1 and BLF2 (respectively (2) and
(4) in Section 1.3), we can no longer state that BLF1 v BLF2. We consider
that the alignments of (18) do not contradict our FCA-based method but
instead refine the constructed lattice of Figure 1.2. In fact, this lattice is the
result of applying a Galois connection based algorithm from a given dataset.
This dataset can be considered to be a model of the merged ontology but it
is only one of the possible models for this ontology. The statements in (18)
say that instances of BLF2 need not to be instances of BLF1, a situation
that was not present on our dataset (Table 1.1).
Moreover, the statements of (18) allow us to state that MF2 v CF1 and
α ≡ MF2 but prevent us from saying that MF2 v BLF1. The lattice corre-
sponding to this new merged ontology, which we denote Om2, is presented in
Figure 1.4.
Fig. 1.4 Lattice corresponding to merged ontology Om2
In terms of the DL model-theoretic semantics presented in 1.2.2, the
MF2 v ¬BLF1 axiom makes the ABox represented in Table 1.1 inconsistent
with the merged ontology of Figure 1.4. Recall that an ABox A is consistent
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with respect to a TBox T , if there is an interpretation that is a model of
both A and T . Intuitively, MF2 v ¬BLF1 states that it is not possible to
be an instance of both BLF1 and MF2 in a given model which is not case of
object #6 in our dataset.
This raises the issue of the confidence one has on the existence of an object,
of an alignment and to their relationship. For instance, we can have a greater
confidence on the statements of (18) than on the existence of object #6. This
would yield a merged ontology similar to the one presented in Figure 1.4 but
without the β concept. We will provide details on the notion of confidence
values when introducing our solution to deal with uncertainties in Section
1.4.
In summary, we can generate different ontologies based on the fact that
we are able to propose different alignments, to assign them confidence values
and to assign confidence values to some objects of our sample dataset matrix.
In order to provide alignments between source ontologies, we consider the
following two approaches: these alignments originate from external ontologies
or they are provided by the end-user.
1.3.4.1 Alignments originating from external knowledge
The alignments of primitive concepts and roles can be provided by an ex-
ternal knowledge source. This is in fact frequently the case when designing
ontologies. Early in the design process, a background ontology, preferably rec-
ognized as a standard in the application domain, is identified and imported
in the source ontologies. It is likely that the source ontologies we consider for
fusion, import some common parts of a given background ontology, e.g. it
can be the case in spatial information with the SWEET ontology. Then the
alignment of some imported primitive concepts and roles is straightforward
and less subject to some uncertainty since their interpretations are identical.
1.3.4.2 End-user defined alignments
In cases alignments can not be provided by some background knowledge, end-
users can define their own correspondences between concepts and roles. In
such a situation, different end-users may provide differing alignments. Also,
an end-user may not be totally confident on an alignment she is providing.
This uncertainty aspect needs to handled by the system in order to propose
the most adequate merged ontology.
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1.4 Dealing with uncertainty
In the previous section, we highlighted several situations characterized by
some forms of uncertainty. In particular, we highlighted uncertainties at the
’object-level’, that is we are not totally confident in the correctness of some of
our dataset objects. We also emphasized on uncertainties at the ’alignment-
level’, that is one can be more or less confident on the correspondences set be-
tween concepts and roles of the source ontologies. In order to deal with these
uncertainties, we use possibilistic logic to encode both object and alignment
confidences within a DL knowledge base context.
Concerning the setting of confidences on objects of the source datasets, we
do not believe that an automatic solution can produce reliable and relevant
confidence values. Hence, it is necessary to integrate the end-user, generally
a domain expert, in the process of setting these certainty levels. Two so-
lutions can be envisioned: (i) ask the end-user to assign confidence values
to all the tuples of the dataset, (ii) assume that the dataset is sound and
ask the end-user to set certainty degrees only on the tuples that are causing
inconsistencies.
Solution (i) can not be realistically implemented since the dataset may be
very large and the end-user may not have the time and knowledge to assign a
confidence value to each tuple. In this perspective, solution (ii) is much more
realistic and efficient since we are asking the end-user to study only a subset of
the dataset objects. This is based on the assumption that the data contained
in practical databases is sound and that only a subset of it is erroneous. Hence,
this approach requires that all objects are first set to a default value of 1,
i.e. assuming soundness, recall that confidence are set in [0,1]. It also implies
that the system provides a solution to check consistency of the knowledge
base and is able to identify objects responsible for inconsistencies. Such a
solution is already implemented in several DL reasoners, e.g. Pellet. Once
the knowledge base has been detected as inconsistent, we invite the end-user
to refine the confidence value of each object responsible for the knowledge
base inconsistency.
The next question to ask ourselves is: when to check the consistency of
the (merged) knowledge base ? In fact, this knowledge base can only be
detected inconsistent after the application of some alignments. This is due to
the consistency of the merged ontology computed from our Galois connection
based solution.
We will come back to this inconsistency aspect but first, we would like to
make precise the definition of uncertainties on the alignments. We consider
that alignments originating from some external knowledge or deduced by our
FCA solution (e.g. F1 ≡ F2) are set with a default value of 1. This assumption
is motivated by the following facts:
• the quality of the external ontology generally imported in specific ontolo-
gies. That is, we consider the import of an ontology fragment as a strong
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end-user commitment which ensures the adequacy and quality of this ex-
ternal ontology.
• in practice, our FCA solution only computes concept equivalence on large
concept extensions which are likely to be correct.
Nevertheless, the end-user has the ability to refine confidence values on any
alignment. Each alignment proposed by the end-user requires a confidence
value which can only be defined manually.
Consider our running example and the alignments of (18), we can define
the following set of possibilistic formulas for our alignments :
{(F1 ≡ F2, 1),(M1 v M2, 0.5),(C1 ≡ C2, 0.9),(vegetation1 ≡ vegetation2,
1)}. That is, we are totally confident on the following alignements: F1 ≡ F2
and vegetation1 ≡ vegetation2. But to certain extent, we are not totally
confident of the correctness of C1 ≡ C2 and M1 v M2 since their degree of
certainty are respectively of 0.9 and 0.5.
The process of generating a consistent merged ontology with respect to a
set of alignments and some certainty levels can be defined by the following
algorithm.
Algorithm 2 createOntology (Ontology O, Alignment Al, Dataset D)
1 create an ontology O′ from O and Al.
2 create an ABox A′ from O′ objects of D
3 WHILE (< O′, A′ > is inconsistent)
4 I(D) = inconsistent set of objects of < O′, A′ >
5 Ask end-user to set confidence values to entries of I(D)
6 END WHILE
7 classify O′
8 return O′
The understanding of this algorithm is relatively straightforward. Our
FCA-based solution generates a merged ontology which is later refined by
a set of alignments (step 1). Moreover, the object matrix of our source on-
tologies is transformed into an ABox (step 2). All axioms are associated with
a certainty degree which makes this knowledge of a possibilistic one. Initially,
these certainty levels correspond to the value 1 for all concepts and objects of
the knowledge base and axioms of the alignments are defined by the end-user.
We now need to clarify the notion of consistency checking of step 3 in the
context a possibility logic theory. The notion of consistency of a possibilis-
tic knowledge base (PKB) is related to its possibility distribution, denoted
piPKB , see Section 1.2.
Adapted to the DL context, a PKB corresponds to 〈PTBox, PABox〉
where PTBox and PABox are respectively a possibilistic TBox and ABox.
The classical DL axioms associated to PTBox (resp. PABox) is TBox,
i.e. {φi | (φi, αi) ∈ PTBox} (resp. ABox defined similarly) and KB =
〈TBox,ABox〉. With α ∈ [0, 1], the α-cut of PTBox is (defined similarly
for PABox):
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PTBox≥α = { φ ∈ TBox | (φ, β) ∈ PTBox and β ≥ α}. Thus, PKB≥α =
〈PTBox≥α, PABox≥α〉.
The possibility distribution of an interpretation I of PKB can be defined
as follows:
piI =
{
1 if ∀φi ∈ PKB, I |= φi
1−max{αi|I 6|= φi, (φi, αi) ∈ PKB} otherwise
Then a PKB is consistent if and only if piPKB |= PKB and we are now
able to compute the consistency checking the step 3 of our algorithm.
In order to identify the instances responsible for the inconsistencies, we
use the instance checking inference service which states that an individual a
is a plausible instance of a concept C wrt a PKB if PKB>Inc(PKB) |= C(a),
where PKB>α, the strict α-cut, is defined as follows: {φ ∈ CKB|(φ, β) ∈
PKB and β > α}.
In the context of our running example with alignments (18), the first two
lines of the createOntology algorithm generates the Om2 ontology with an
ABox containing the 6 objects of the Table 1.1. This classical knowledge
base (CKB) is inconsistent since the intersection of MF2 and BLF1. In fact
a standard DL reasoner is able to identify object #6 (denoted obj#6) as a
source of this inconsistency. In step (5) of our our algorithm, the end-user is
proposed to modify the certainty level associated to object #6. Suppose that
the end-user is aware that some parcels have been erroneously classified or
that some sensors were not really accurate during some field experiments and
sets the certainty level of this object to a value of 0.3. We now concentrate
on two concepts which have object #6 in their extensions: MF2 and β. The
possibility value ofMF2 (resp. β) is the maximum possibility value of objects
#3 and #6, i.e. max{1,0.3}=1, (resp. maximum possibility value of object
#6, i.e. max{0.3}=0.3).
Let α=0.3, we have PKB≥0.3 = {PTBox≥0.3, PABox≥0.3} where the
formulas MF2 v ¬BLF1, β v BLF1 are contained in PTBox≥0.3 and
PABox≥0.3 contains the assertionsMF2(obj#6) and β(obj#6) (respectively
stating that object #6 is an instance ofMF2 and β). It is clear that PKB≥0.3
is inconsistent. Now let α=0.5, then PKB≥0.5 = {PTBox≥0.5, PABox≥0.5}
where PTBox≥0.5 contains the formula MF2 v BLF1 and PABox≥0.5 con-
tains the assertions MF2(obj#6) PKB≥0.5 is clearly consistent. Therefore
Inc(PKB)=0.3. Hence, our method enables to compute several merged on-
tology based on a set of given alignments and interactions with end-users to
specify possibility values of certain objects.
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1.5 Related work
In this Section, we survey related works in ontology mediation solutions and
in particular we present some solutions which exploit extensions of the on-
tologies, i.e. ABoxes.
In the literature, two distinct approaches in ontology merging have been
distinguished. In the first approach, the merged ontology captures all the
knowledge of the source ontologies and replaces them. An example of such a
system is presented in [25] with the PROMPT tool. In the second approach
the source ontologies are not replaced by the merged ontology, but rather a so-
called ’bridge ontology’ is created. The bridge ontology imports the original
ontologies and defines the correspondences using axioms which are called
“bridge axioms”. An example of such an approach is the Ontomerge solution
which has been described in [11].
The most relevant work related to our solution is the FCA-merge system
[28]. It uses instances of ontology classes to exploit an FCA algorithm. The
FCA-merge system produces a lattice of concepts which relates concepts from
the source ontologies. This new concept lattice is then handed to the domain
expert in order to generate the merged ontology. Thus we can consider FCA-
merge to be a semi-automatic solution while our solution aims to generate the
merged ontology automatically. So the main differences are that the FCA-
merge is unable to propose concepts emerging from the fusion of the source
ontologies and does not propose a label generation solution. Also, without
the help of domain experts, the FCA-merge system is not able to refine the
merged ontology.
The Ontex (Ontology Exploration) method, presented in [19], also tackles
the tasks of creating and merging ontologies using the knowledge acquisition
technique of Attribute Exploration [18] encountered in FCA. For both on-
tology creation and merging, the Ontex method concentrates on providing
a high quality conceptual hierarchy of the top-level concepts. Considering
the merging task, Ontex provides an interactive knowledge acquisition tech-
nique for the top-level concepts. The other concepts of the of the merged
ontology can be created using heuristics-based approaches. Comparatively,
our approach does not limit the concept processes in terms of levels in the
hierarchy.
Considering works involving FCA methods and DLs, it is interesting to
study [3]. In this paper the authors are concerned with the completeness
quality dimension of TBoxes, i.e. they propose techniques to enable ontology
engineers in checking if all the relevant concepts of an application domain are
present in a TBox. Like our approach, one of their concerns is to minimize
interactions with domain experts. Hence FCA techniques are being used to
withdraw trivial questions that may be asked to experts in case of incomplete
TBoxes. The approach we presented in this paper is more concerned with the
generation and optimization of a mediated ontology. We can also consider
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that our approach is more involved in the soundness quality dimension and
tackles the issue of generating different forms of merged ontology.
1.6 Conclusion
In this paper, we presented an approach to merge DL ontologies based on
the methods of FCA. Our main contribution enables the creation of concepts
not originally in the source ontologies and the description of the concepts in
terms of elements of source ontologies. Moreover, through the management
of several forms of uncertainty (at the object and alignment levels), with DL
extended to possibility theory, we are able to easily handle the creation of
different merged ontologies.
We have presented this approach in the geographical domain but it can
be exploited in all fields where ontologies are used. We are currently testing
its usefulness in the context of life science applications, i.e. medicine and
pharmacology.
Future work on this system are related to extracting automatically an op-
timized set of instances from ABoxes for the Galois connection matrix. In
particular, we would like to provide a notion of weights to objects of the
matrix, i.e. the number of tuples from the source ABox that satisfy a given
distribution over the source ontology concepts. For instance, the weight of
object #1 in Table 1.1 would be 2 and we could remove object #2 from the
matrix. This approach would enable to load more compact matrices in our so-
lution. Moreover, we would like to pursue investigations in using possibilistic
theory in the context of ontology mediation.
Another direction for future work consists in studying more expressive
DLs, i.e. going beyond the ALC language. For instance, we aim to study the
SHIF and SHOIN DLs which underpin the Lite and DL OWL species.
This would open our solution to an important number of existing and widely
used ontologies designed for the Web.
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