Deep learning has become a mainstream method in marine data processing field. However, the raw marine data, characterized by fluctuations, outliers and noise, is a serious obstacle to its performance improvement. To address this problem, a hybrid deep computing model is developed for marine sensor data prediction, combining smoothing and deep belief echo state network (DBEN). The proposed structure adopts a two-stage data processing mode to deal with the complex characteristics of marine time series. In the preprocessing stage, four smoothing methods are considered for fluctuation reduction and outlier handling, so that purer data conducive to achieving a higher prediction accuracy can be gained. In the prediction stage, DBEN equipped with efficient feature learning serves as a nonlinear approximator. The effectiveness of the constructed hybrid model is tested on real-world marine time series of different sources and traits, and its superiority in prediction accuracy is demonstrated by readout comparisons and statistical measures.
I. INTRODUCTION
Marine brings abundant biological, mineral, renewable energy and space resources to human. With the intensification of human activities, marine environmental pollution is becoming increasingly serious. Currently, marine pollution exists in various forms, including chemical substances, particles, industrial, agricultural, solid waste and the reproduction of invasive organisms [1] . Multiple surveys indicate that many coastal estuaries and coves in the world face rapid deterioration, resulting in increasing pollution of marine ecosystems [2] , [3] . In this grim case, marine data processing has become a major focus of the global scientific community. Specially, the accurate prediction can play a key role in dealing with deterioration of marine environment.
Marine sensor data are mainly collected from buoy system by means of wireless transmission, such as salinity, water temperature, dissolved oxygen, pH, nutrient and trace heavy The associate editor coordinating the review of this manuscript and approving it for publication was Yue Cao . metal, etc. Due to the unpredictable influence in device and complex communication environment, fluctuations, noise and outliers appear in marine time series. Actually, significant fluctuation (sometimes strong burstiness [4] ) is a severe challenge for accurate marine sensor data prediction.
Deep learning has become a mainstream tool in the aspect of data processing [5] - [12] and network traffic control [13] - [15] . Deep belief network (DBN), proposed by Hinton et al., is a classical paradigm [16] , and has been applied to many fields. In structure, it consists of the well-known stacked restricted Boltzmann machines (RBMs). Generally, it is trained by an unsupervised learning method, called contrastive divergence (CD). Qin et al. constructed a red tide forecasting framework based on the combination of ARIMA and DBN [17] . It was proved that the deep computing model could obtain an acceptable prediction accuracy. However, DBN is limited due to the used BP algorithm in its regression layer, characterised by slow convergence and local optimum. In this case, deep belief echo-state network (DBEN) was regarded as a feasible solution [18] , where the original global fine-tuning is replaced by the local adjustment strategy based on reservoir computing. This way could guarantee an expected prediction performance, since echo state mechanism significantly outperformed BP in the training efficiency [18] - [20] . Hence, we consider DBEN as a predictor for marine data processing. Besides, Li et al. demonstrated that data smoothing was beneficial for nonlinear approximation in marine time series prediction [21] . This preprocessing method could deal with obvious fluctuation and outliers by adjusting the built-in sliding window. Inspired by it, we focus on exploring the possibility in combination with the smoothing method and DBEN for better prediction performance.
In this paper, we develop a smoothed deep computing framework for marine sensor data prediction, considering smoothing and DBEN, called SDBENs. It is composed of the functional components of data preprocessing, feature extraction and nonlinear approximation. Four smoothing methods including moving average smoothing, Savitzky-Golay filter, Gaussian smoothing and locally weighted smoothing are used to provide cleaner injections for DBEN. Feature extraction performed by stacked RBMs aims to capture the most representative information in marine data. Using it, the reservoir computing can achieve a satisfactory nonlinear approximation. Extensive experiments show that our proposal outperforms the benchmark models of DBEN and SVM in prediction accuracy.
The remaining of the paper is organized as follows. Section II expounds the fundamental theories and algorithms of SDBENs. Experimental results on marine data prediction are given in Section III. Section IV summarizes the paper and points the directions of future work.
II. SMOOTHED DEEP BELIEF ECHO-STATE NETWORKS
In this section, we introduce a deep computing model considering the smoothing methods, namely smoothed deep belief echo-state networks (SDBENs). Concretely, they are described detailedly from architecture and related functionalities.
A. ARCHITECTURE
The overall framework of SDBENs is shown in Fig. 1 . In fact, our model constructs a prepositive smoothing component in basis of DBEN, which can alleviate fluctuation and handle outliers in marine sensor data. Theoretically, the smoothed samples can provides beneficial initialization points for subsequent feature extraction and regression in DBEN. Hence, SDBENs can achieve a good nonlinear approximation for marine time series.
Firstly, multiple marine data, covering the elements of conventional, chemical and heavy metal, are injected into a smoother for exception elimination. This is because it is inevitable to introduce abnormal data in the scenarios of equipment start-up, changeable weather, human factors during two processes of data collection and transmission. Subsequently, the smoothed data are used to perform feature extraction. It is beneficial to give the most excellent initial points for the following nonlinear approximation. Finally, based on the most representative features, an echo state regression scheme is executed for prediction.
The structural characteristics of this model determine a special training process. In order to understand the details of this model, we narrate its functions and corresponding training algorithm in the following contents.
B. SMOOTHING
In our implementation, four smoothing methods are explored for marine data preprocessing, namely moving average smoothing, Savitzky-Golay filter, Gaussian smoothing and locally weighted smoothing. The methods can effectively eliminate the abnormal values in raw data. The following part gives a brief overview on these algorithms.
Moving average smoothing (Movmean) is a popular filter [22] . It can remove the random noise by means of numerical average, yielding more satisfactory samples, given by
where m is the number of moving modules, x denotes input data. According to the data of i+t position, we can figure out the moving average for x i . Savitzky-Golay filter (Sgolay) can smooth the continuous values through a convolution procedure [23] . It can be viewed as a weighted Movmean with weighting expressed as a degree polynomial least squares fitting, as follows
where x k+i denotes the original marine data, S(x k ) is the resultant datasets, C i is the fitting coefficient, and L is the convolution number. The smoothing array has 2M + 1 points, where M is the half wide of the moving module. Gaussian smoothing is a conventional smoothing method derived from the Gaussian function [24] . It is effective in suppressing noise that obeys normal distribution, given by
where xdenotes the data sample, and σ is the corresponding standard deviation distribution. It is effective in suppressing noise that obeys normal distribution. The locally weighted regression smoothing (Lowess) is a local data processing method [25] , where the desired value of data are determined by its adjacent points within a specified range. Essentially, it is achieved by a weighted least squares loss function J i , defined as follows:
where x is a predicted value related with the unsmoothed one, x i is the i-th nearest points of x in a defined range and d is the farthest distance along the x axis from x to x i , given by
C. FEATURE EXTRACTION After smoothing, the popular DBN is used to extract valuable information from marine data. The feature learning process is performed in an unsupervised greedy fashion layer by layer from the first RBM. The most characteristic data is obtained at the last layer of RBM when the DBN training is over.
Assume that RBM is a binary network consisting of the visible layers v = {v 1 , v 2 , · · · , v i } and the hidden layers h = {h 1 , h 2 , · · · , h k }. The information transfer between layers is achieved by the weights. The joint distribution P θ (v, h) related to the RBM layers is defined by an energy function E θ (v, h), given by
where θ = {a i , w i,k , b k }, w i,k is the connection weight from the i-th visible layer to the k-th hidden layer, a and b denote bias parameters of neurons in these two layers, respectively, Z θ refers to a distribution function, that is,
The conditional probabilities of the hidden neurons and the visible neurons are given by activation function 
where j is any neuron in the network layer. f (·) is the sigmoid activation function. The determination of w is implemented based on the well-behaved CD. That is so-called n Gibbs sampling, generally n = 1. In fact, this is a process of reconstructing RBM by updating the weights of neurons. The updating rule is shown by
This means the training of RBM is finished. Repeating the process, the DBN-based feature learning can be completed. Finally, the outputs of the final RBM are the most representative feature of the marine data.
D. REGRESSION
The accurate prediction of marine data depends on the nonlinear regression mechanism in the deep computing framework. In our case, the reservoir-oriented method is used for approximation, due to the superior in training utility compared with the BP algorithm [18] . In fact, the core is just for training a classical ESN.
Concretely, the reservoir is driven by the learnt features, and its state is updated by (13) and the network readout is calculated by
where σ (·) denotes the activation function of reservoir units generally tanh, I , W , W back and O are the input, reservoir, feedback, output weight matrices, respectively, m(t) is the input signal of reservoir at time step t, i.e., the learnt feature from the extractor, x(t) and y(t) are the reservoir state and its readout. Specially, to guarantee echo state property, the spectral radius is scaled as follows
where λ max denotes the maximum eigenvalue of W . The reservoir state is assembled into a state matrix X , correspondingly, the output is set in the matrix Y . Finally, the least squares algorithm is used to complete the solution procedure Similar to ESN, our regression is executed by the determination of O. It can be achieved by the least squares algorithm, given by whereX is denotes the generalized inverse of X . The acquisition of O means the end of the training of the entire framework. In the case, our SDBENs can be utilized for nonlinear approximation tasks.
III. EXPERIMENTS
The extensive and comprehensive experimental simulations are performed to validate the proposed SDBENs for the marine sensor data prediction. On the whole, SDBENs are the integration of the smoothing methods, such as Moving average, Saviztky-Golay filter, Gaussian smoothing and locally weighted regression, and the DBEN model, abbreviated as MSDBEN, SSDBEN, GSDBEN and LSDBEN, respectively. To further illustrate the superiority in prediction accuracy, these models are also compared with the other alternatives, i.e., SVM and DBEN. In this paper, all numerical simulations are conducted based on a Matlab 2019a platform. The results are solved by averaging the 10 testing values.
A. DATA AND TEST CRITERION
Here, nine marine environmental factors are considered, covering the fields of common, chemistry and heavy metal, as shown in Table 1 . In different prediction tasks, the parameter configurations of models are determined by the grid search method, as listed in Table 2 . Specially, in our experiments, each marine time series contains 1000 values, 500 for training and 500 for testing. Besides, the size of sliding window is set to be 4 for smoothing, and the washing time is 100 to mitigate the influence of initialization on reservoir states [19] . As a common testing criterion, the normalized root mean square error (NRMSE) is employed to measure the prediction accuracy of the SDBEN models, defined by NRMSE = Num t=1 y theory (t) − y pred (t) 2 Numσ 2 (17) where y theory and y pred represent the theory and prediction values at the time step t, respectively, Num is the length of marine data samples, and σ 2 denotes the variance of the predicted values. Table 3 shows the prediction performance of all the comparative models for considered marine sensor data. On the VOLUME 8, 2020 holistic view, the proposed SDBENs are significantly superior to the selected competitors, i.e., SVM and DBEN. Especially for the heavy metal element of Fe, it has the increases of 91.07% and 89.89% in prediction accuracy over these two alternatives, respectively. It is mainly attributed to the introduction of smoothing methods, which can effectively handle abnormal, unstable, multi-noise data. Moreover, among our smoothed deep computing models, GSDBEN can achieve a most powerful nonlinear approximation from the efficiency of smoothing. In the following discussions, it is considered as our representative for performance comparison. Fig. 2 gives the comparison curves of the predictive and actual expected ourput, obtained by GSDBEN for all marine datasets. As is seen from this figure, this trained model can precisely capture the changing trends of various marine time series, especially the factors in the conventional and chemical fields. However, for the predicted heavy metal, there exist a great deal of mismatched points. In the chart of Cu, conspicuous deviations appear in the case that outputs are fitted at the zero-value and peak points. It is due to the fact that the heavy metal data, extremely influenced by human activities, has the characteristics of frequent burstiness as well as intermittence. Fig. 3 gives the heatmap of the GSDBEN performance, visualizing the influence of parameters on accuracy in marine data prediction task, such as learning rate α, bench-size β, spectral radius λ and reservoir size N . It can be observed from this figure that the relatively small α and β are more conducive to the improvement of prediction accuracy, while the large λ and N can yield favorable approximations. Specially, GSDBEN has relatively worse approximations for heavy metal, since these series are endowed with highly irregular fluctuations. It is consistent with the findings in Fig. 2 .
B. PERFORMANCE EVALUATION

C. STATISTICAL ANALYSIS
From the view of statistical analysis, we further evaluate the nonlinear approximation of the GSDBEN model. The popular statistical measured are considered, including probability density function (PDF) [26] , quantile-quantile plot (Q-Q plot) [27] and box plot [28] . Fig. 4 shows the probability distribution curves of the actual and predicted outputs for GSDBEN in our scenario, i.e., PDF plot. The performance of this model is evaluated by comparing the distributions of marine time series before and after the prediction. Obviously, GSDBEN can yield much better fitting for conventional and chemical time series, but for heavy metal time series, the distribution matches are relatively poor, especially Cu. This phenomenon is consistent with the verification results in Fig. 2 and Fig. 3 .
In Fig. 5 , we show the comparative curves of Q-Q plots on the GSDBEN outputs in the considered marine data prediction tasks. This measure is achieved through a measure of normal distributions related to actual and predicted outputs [21] . Likewise, the outputs of GSDBEN also have a extremely similar distribution characteristic for each sequence, rather than Cu. Moreover, GSDBEN is more suitable for performing the predictions in the conventional and chemical fields. Given excellent goodness-of-fits in these two statical visualizations, it again suggests that our smoothed deep neural computing model can perform a satisfactory nonlinear approximation in marine prediction tasks. Fig. 6 gives box-plot comparisons in expected and predicted outputs for all marine sensor data prediction. As is seen from each subfigure, there exits a nearly uniform presentation through the observations of the measures, including the upper and lower quartiles (UQ and LQ), the upper and lower bound (UB and LB), the median (MED) and the outliers (OUT ). It is worth noting that many outliers emerge in the box-plots of PHO, Zn, Cu and Fe, meaning some change of marine environment, such as pollution. The quantitative results can be found in Table 4 . Obviously, the prediction values related to these parameters are the favorable matches to the actual ones for all marine factors. It proves the efficacy of GSDBEN in the case of the box-plot measure in marine prediction tasks.
IV. CONCLUSION
In this paper, the SDBEN models are proposed for marine sensor data prediction. They are constructed by integrating four smoothing methods into the DBEN model. The pre-executed smoothing is aimed at alleviating the impact of multinoise, instability and outlier in marine time series as much as possible. Numerical simulations on multiple types of marine sensor data show that SDBENs, especially GSDBEN, can achieve much better prediction performance than SVM and the traditional DBEN model. Meanwhile, the statistical analysis methods, such as PDF, Q-Q plot and box plot, reconfirm its superiority of the well-behaved GSDBEN. Future work will involve adequate research on self-adaptive selection of smoothing methods for given tasks. GANG WANG received the B.S. degree from the Hunan University of Science and Technology, in 2011, and the M.S. degree from the Ocean University of China, in 2014. He has been working with the Marine Geological Resources Survey Center of Hebei Province. His current research interests include ocean big data, marine environmental monitoring, marine ecological disaster warning, and nutritional beach.
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