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Introduction
Ce manuscrit présente un résumé des travaux post-doctoraux de recherche que j’ai
mené entre 2000 et 2013 à l’Institut Fresnel sur le campus marseillais de Saint-Jérôme.
Il aurait été plaisant d’y consigner toutes les voies explorées durant ces années, tous les
calculs préliminaires, dissuasifs ou prometteurs. Ce manuscrit compterait alors 400 pages
et 1000 équations. Convenant que l’exercice de la synthèse trouve ici tout son d’intérêt,
j’ai préféré faire acte de sobriété, et travaillé dans la mesure de mes moyens à la clarté et
à la concision du présent manuscrit.
Pour souscrire à l’exigence de mon université, ce manuscrit comprend en annexe A.6
une copie du rapport de ma soutenance de thèse.
Chronologie
J’ai débuté la recherche en Physique en 1996 lors de mon stage de DEA (M2 depuis la
réforme du LMD) sous la direction de P. Vincent et M. Saillard. Le sujet portait déjà sur
la modélisation de la diffraction des ondes électromagnétiques par des surfaces rugueuses,
qui est restée jusqu’à présent ma thèmatique de recherche centrale. Ce stage m’a permis
d’aborder ce sujet diﬃcile et théorique malgré mon petit niveau et ma modeste origine
universitaire, car il était très orienté vers les méthodes numériques. C’est ainsi que je suis
rentré au prestigieux Laboratoire d’Optique Électromagnétique (LOE) de l’Université
Aix-Marseille III : par la petite porte. Naturellement, j’étais conquis.
La thèse sous la direction de M. Saillard Etude de la diffraction électromagnétique
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par des surfaces rugueuses bidimensionnelles m’a donné l’opportunité d’approfondir les
diﬀérents aspects de cette problématique : l’électromagnétisme et la diﬀraction des ondes,
le formalisme intégral de frontière et les méthodes numériques associées, les surfaces
rugueuses aléatoires et la statistique du champ diﬀracté. En 2000, pour ma soutenance,
le LOE était devenu, en fusionnant avec deux autres laboratoires, l’Institut Fresnel. C’est
dans ce laboratoire que je fais ma recherche depuis, avec un statut d’enseignant-chercheur.
Après une année en tant qu’Attaché Temporaire d’Enseignement et de Recherche, j’ai eu
la chance d’être recruté puis titularisé maître de conférences, à l’Université d’Aix-Marseille
III.
Au sein de l’Institut Fresnel, j’ai été membre de l’équipe de recherche Télédétection
et Expérimentation Microonde (TEM), fondée et dirigée par M. Saillard jusqu’à son
départ en 2004 pour le Laboratoire de Sondage Électromagnétique de l’Environnement
Terrestre (LSEET) et l’Université du Sud-Toulon-Var (USTV). J’ai travaillé dans l’équipe
TEM sur la télédétection océanique : en troisième année de thèse, j’avais commencer à
étudier la surface de mer et à appliquer à cette surface un modèle rigoureux de diﬀraction
électromagnétique.
En 2001, C.-A. Guérin, brillant mathématicien appliqué, est recruté comme maître
de conférences en Physique. Il a démarré dans notre équipe une activité sur les méthodes
approchées à laquelle j’ai participé. Depuis, je travaille en parallèle sur les deux aspects
modélisation rigoureuse et méthodes approchées, et pour la thématique télédétection
océanique, toujours en collaboration avec M. Saillard et C.-A. Guérin.
En 2004, l’équipe change de nom pour Sondage ElectroMagnétique et Optique, et est
dirigée par H. Giovannini. J’aborde alors le thème de l’incidence rasante, et j’encadre avec
M. Saillard et J.-M. Elissalt, chef de l’équipe Compatibilité Electromagnétique à DCNS
Toulon, la thèse de P. Spiga Diffraction des ondes électromagnétiques par des surfaces
rugueuses en incidence rasante entre 2005 et 2008 puis celle de D. Miret, démarrée en
2011. M. Saillard est élu Président de l’USTV peu après.
C.-A. Guérin quitte l’équipe et rejoint à son tour l’USTV/LSEET pour devenir Pro-
fesseur en 2007, et en 2008 une partie des membres quitte SEMO pour fonder HIPE,
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une équipe centrée sur les microondes. A. Sentenac prend alors les rênes de l’équipe et
réoriente SEMO vers l’Optique et la microscopie. Entre 2009 et 2012, j’encadre avec K.
Belkebir, H. Giovannini et A. Sentenac la thèse de S. Arhab Profilométrie optique par
méthodes inverses de diffraction électromagnétique au nom évocateur.
A partir de 2011, je collabore avec C. Amra, M. Zerrad et H. Tortel sur la diﬀusion de
la lumière partiellement polarisée en milieux désordonnés dans le cadre du projet ANR
TRAMEL. En 2012, je participe à l’aventure CONCEPT, équipe nouvellement fondée
et dirigée par C. Amra. J’y retrouve notamment S. Guenneau et B. Gralak, anciens de
l’équipe CLARTE à l’Institut Fresnel et doctorants au LOE à la même époque que moi.
Cinq résultats marquants
Ces cinq résultats marquants, publiés dans cinq articles fournis en annexe, ont servi
de ﬁl conducteur à ce manuscrit, organisé en cinq chapitres indépendants.
– Un des intérêts d’un modèle rigoureux est de tester diﬀérentes approximations phy-
siques. Pour la diﬀraction surfacique, l’approche classique consiste à utiliser un
faisceau comme champ incident pour éviter les eﬀets de bords. Cette approche
ne permet pas l’étude des angles d’incidence rasants, alors même que la validité
de nombreuses théories approchées y est extrêmement spéculative. Notre maîtrise
du formalisme intégral de frontière et des techniques numériques associées nous a
permis (chapitre 1 et annexe A.1) de contourner cette limitation. Les premières
simulations ainsi publiées, et accompagnées de résultats théoriques, sont autant de
repères dans ce nébuleux domaine.
– Dans la communauté de la télédétection océanique, calcul de surface eﬃcace radar
et modèle à deux échelles sont quasiment synonymes. Malgré les élégantes théories
d’ordre supérieur publiées, ce modèle ad hoc reste indétrônable. Notre GOSSA
(chapitre 2 et annexe A.2) est une simple amélioration de ce modèle ; il connaît
pourtant une diﬀusion remarquable, en France et même outre-Atlantique.
– Le calcul du spectre Doppler océanique avec un modèle électromagnétique rigou-
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reux et un modèle hydrodynamique non-linéaire sur des surfaces bidimensionnelles
(chapitre 3 et annexe A.3) est un exploit que nous avons publié en 2006 et qui reste
aujourd’hui inégalé.
– Les proﬁlomètres optiques pour la mesure de rugosité sont batis sur des modèles
d’interaction onde-surface élémentaires. Nous avons fait la preuve (chapitre 4 et an-
nexe A.4) que des mesures expérimentales peuvent être inversées avec une résolution
latérale très inférieure au critère d’Abbe-Rayleigh. Pour prendre en compte les in-
teractions multiples, un modèle électromagnétique rigoureux est requis. L’inversion
est alors itérative.
– Il est tout à fait contre-intuitif qu’une lumière totalement dépolarisée (naturelle)
soit fortement repolarisée lors de sa diﬀusion par un milieu desordonné (chapitre 5
et annexe A.5). Ce résultat d’Optique statistique qui couvre une très large classe
de milieux diﬀusants a été validé expérimentalement avec une troublante précision.
Il donne un nouvel éclairage sur la polarisation et son lien avec la notion d’ordre et
d’organisation.
Les conclusions et perpectives sont données à la ﬁn de chaque chapitre, de sorte que
le besoin d’une conclusion générale ne s’est pas fait ressentir.
Chapitre 1
La méthode des moments
1.1 Introduction
Depuis la seconde guerre mondiale et le projet Manhattan, la simulation numérique
est un outil de recherche complémentaire à l’expérience pour la modélisation des phé-
nomènes. Dans un cadre théorique ﬁxé, la modélisation rigoureuse permet, en produi-
sant des données de référence, de tester la validité de modèles empiriques ou approchés,
c’est-à-dire fondés sur des hypothèses physiques simpliﬁcatrices. De telles données syn-
thétiques présentent l’avantage par rapport aux données in situ d’être exemptes de bruit,
car l’environnement y est parfaitement maîtrisé et reproductible.
Pour être eﬃcace et pertinente, une méthode numérique doit être parfaitement adap-
tée aux phénomènes considérés. La méthode des moments est une des techniques les plus
performantes pour la modélisation de la diﬀraction des ondes par des surfaces rugueuses.
Celle que j’ai développé (§ 1.2) a véritablement constituée la colonne vertébrale de ma
recherche. Dans le cadre de la télédétection des surfaces naturelles, elle permet de tester
l’état de l’art et de faire progresser les connaissances sur ces surfaces.
L’usage d’un faisceau comme champ incident limite le domaine d’utilisation de la
méthode des moments aux angles non rasants. Ce point technique est détaillé au § 1.3.
Il est regrettable de ne pas pouvoir compter sur la modélisation rigoureuse aux angles
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rasants, car la ﬁabilité des méthodes approchées de diﬀraction surfacique [Elfouhaily 04]
y est particulièrement diﬃcile à établir. En particulier aucune de ces méthodes ne peut se
targuer d’être adaptée à ces angles. Quelques alternatives au faisceau apparaissent dans
la littérature et sont discutées au § 1.3.
Je présente ensuite notre contribution, l’approche du plan localement déformé (§ 1.4).
Plutôt que de considérer une rugosité inﬁniment étendue éclairée par un faisceau d’em-
preinte bornée, la surface n’y est rugueuse que sur une aire bornée, et le champ incident
est une onde plane. Ce changement de paradigme, et une revisite du formalisme intégral
de frontière, permet d’accéder numériquement aux angles les plus rasants. Notre premier
article sur cette approche est placé en annexe A.1. Quelques détails et défauts de la mé-
thode, qui a maintenant quelques années et sur laquelle nous avons acquis une certaine
expérience, sont ensuite développés (§ 1.5). Enﬁn, l’avenir de ce thème de recherche est
évoqué (§ 1.6).
1.2 La méthode des moments
La résolution numérique des équations de Maxwell pour les problèmes de diﬀraction
électromagnétique en régime harmonique a été le cœur de l’activité de recherche du LOE
[Petit 80]. Le thème des surfaces rugueuses y a été démarré par D. Maystre [Maystre 83a]
en utilisant les équations du formalisme intégral de frontière. La résolution numérique
de telles équations est couramment appelée méthode des moments (MoM). La littérature
sur cette méthode étant très importante, je me contente de citer la référence qui est tenue
pour fondatrice [Harrington 68], ainsi que les deux qui m’ont le plus guidé [Poggio 73,
Wang 91]. Les surfaces étaient et sont longtemps restées unidimensionnelles, c’est-à-dire
invariantes suivant une direction de translation [Van Bladel 07, Saillard 90]. Les systèmes
linéaires associés à la discrétisation de ces équations intégrales étaient résolus directement
[Lascaux 93], par décomposition LU.
Les premiers obstacles à la simulation numérique rigoureuse sur des surfaces bidi-
mensionnelles sont la charge et le temps de calcul. Au cours des années 90, la puis-
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sance et la rapidité des ordinateurs ainsi que le développement des méthodes numériques
[Lascaux 94, Saad 03, Brezinski 06] ont permis les premières simulations de ce genre, avec
la méthode des moments. Après quelques travaux pionniers [Tran 94], deux écoles ont ra-
pidement émergées : celle de Leng Tsang à l’Université de Seattle avec la Sparse Matrix
Flat Surface Iterative Approach (SMFSIA) [Tsang 01] et celle de Weng Cho Chew à l’Uni-
versité de l’Illinois à Urbana-Champaign avec la Fast Multipole Method [Chew 01]. Ce
genre de simulations demande aujourd’hui encore un investissement très lourd en termes
de temps de développement et de moyens de calcul, et reste l’apanage de quelques équipes
de recherche dans le monde.
D’autres approches numériques existent, telles que la FDTD ou la méthode des élé-
ments ﬁnis (FEM). Comme on y maille un volume, elles se révèlent moins bien adaptées
que la MoM, en particulier pour des surfaces bidimensionnelles de grandes dimensions.
Elles n’ont ﬁnalement été que très marginalement utilisées pour la diﬀraction surfacique,
au moins jusqu’à aujourd’hui. Je remarque aussi que les milieux aléatoires ont préféren-
tiellement été étudiés à l’aide de méthodes fondées sur l’utilisation d’une fonction de
Green : la MoM pour les surfaces rugueuses et la méthode des dipôles couplés pour la
diﬀusion volumique.
J’ai implémenté la SMFSIA [Soriano 01] au cours de ma thèse [Soriano 00]. Cette
méthode repose notamment sur le phénomène physique de faible couplage découvert par
D. Maystre [Maystre 83a], ce qui explique qu’elle ait eu notre préférence. J’ai ensuite
amélioré cette MoM du point de vue de son eﬃcacité numérique avec la technique du
Multilevel Canonical Grid [Li 01]. Ces développements, purement numériques et sans
réelle incidence sur la physique du modèle, sont détaillés dans [Soriano 03] et ne seront
pas plus évoqués dans ce manuscrit.
1.3 Gestion des effets de bord
La surface rugueuse séparant deux demi-espaces, elle est d’extension inﬁnie. Les res-
sources numériques étant au contraire limitées, on ne peut jamais travailler que sur une
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partie d’aire ﬁnie de cette surface, ou d’une réalisation de cette surface dans le cas aléa-
toire : le domaine numérique. Ainsi, on se trouve très loin de la diﬀraction par un ou
plusieurs objets, où le champ incident le plus simple et le plus naturel est une onde plane.
Si une surface tronquée est éclairée par une onde plane sans plus de précautions, c’est
dans le meilleur des cas le champ diﬀracté par une plaque rugueuse qui est calculé. La
diﬀraction par les bords du domaine vient s’ajouter à la diﬀraction par la rugosité, pol-
luant ainsi irréversiblement le diagramme de diﬀraction. Eviter ces eﬀets de bord est un
point central de ce type de modélisation.
C’est classiquement un faisceau, avec une empreinte bornée sur la surface, qui fait
oﬃce de champ incident. Les composantes tangentielles du champ électromagnétique
sur la surface, qui sont les inconnues de la formulation intégrale de frontière, ont alors
et suivant le phénomène de faible couplage [Maystre 83a] un support plus large que le
champ incident de seulement quelques longueurs d’onde. Ainsi les bords ne jouent aucun
rôle indésirable. La technique du faisceau borné, en anglais tapered wave, a d’abord été
développée pour les surfaces unidimensionnelles [Thorsos 88] avant d’être étendue aux
surfaces bidimensionnelles et au cas vectoriel [Pak 95]. Elle est de loin la méthode la plus
couramment employée, et la première que nous ayons adoptée [Soriano 01]. Elle présente
deux défauts principaux.
Premièrement, la polarisation d’un faisceau électromagnétique n’est pas aussi pure que
celle d’une onde plane [Braunisch 00]. Même si un faisceau présente un état de polarisa-
tion dominant, la décomposition en ondes planes de son champ électrique fait apparaître
une composante non nulle en polarisation croisée. Cette composante vient polluer le calcul
de la dépolarisation ou champ diﬀracté en polarisation croisée dans le plan d’incidence,
qui se trouve alors très surestimée [Demir 12]. Ce biais diminue avec la largeur spectrale
du faisceau, et donc comme l’inverse de la taille de la surface, ce qui est couteux numé-
riquement. Les moyens actuels ne permettent pas de dépasser des surfaces éclairées de
quelques centaines de milliers de longueurs d’onde électromagnétique carrées. Les fais-
ceaux laser et les fauchées radar couvrent quant à eux des millions, voire des milliards,
de ces longueurs d’onde carrées.
1.4. L’APPROCHE DU PLAN LOCALEMENT DÉFORMÉ 13
Le second point concerne l’incidence rasante. Les dimensions de l’empreinte du fais-
ceau incident croissent rapidement lorsque l’angle central du faisceau devient rasant. Une
étude numérique a montré que la longueur de la surface unidimensionnelle à considérer
varie asymptotiquement comme l’inverse du carré de l’angle rasant [Toporkov 99]. Sur
une surface bidimensionnelle, j’indique dans l’article [Soriano 06] que l’aire illuminée évo-
lue comme l’inverse du cube de l’angle rasant. Les études de la diﬀraction aux incidences
rasantes avec la technique du faisceau borné ont conséquemment été limitées aux surfaces
unidimensionnelles [Johnson 98a].
Ainsi, force est de conclure que pour corriger ces deux défauts, le champ incident se
doit d’être une onde plane. Pour borner le problème en vue d’une résolution numérique
tout en évitant les eﬀets de bords, plusieurs techniques ont été publiées. La thématique
de la diﬀraction par des surfaces rugueuses est notamment issue de la modélisation des
réseaux de diﬀraction [Maystre 83b]. Imposer des conditions de périodicité aux extremités
de la surface permet de mettre en œuvre des techniques spéciﬁques aux réseaux et très
eﬃcaces [Barrick 95, Chen 95]. Toutefois, la relation des réseaux s’applique et les angles
d’incidence et diﬀractés ne sont plus choisis librement. Enﬁn, il est diﬃcile d’estimer
l’inﬂuence de cette condition sur le calcul du champ diﬀracté. D’autres approches sont
répertoriées dans l’introduction de l’article [Spiga 08b].
1.4 L’approche du plan localement déformé
Avec M. Saillard et P. Spiga [Spiga 08a], et à partir des travaux précurseurs de D.
Maystre, nous avons proposé une nouvelle approche, dite du plan localement déformé. La
surface rugueuse est inﬁnie, mais sa rugosité ne s’étend que sur une aire limitée, et elle
coïncide avec le plan horizontal en dehors de cette aire.
On déﬁnit habituellement le champ diﬀracté dans le milieu incident comme le com-
plémentaire du champ incident Ei au champ total E. Pour une onde plane incidente, ce
champ diﬀracté est la somme de l’onde plane Er qui serait spéculairement réﬂéchi par
le plan horizontal et d’une composante à structure d’onde sphérique en champ lointain.
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Cette deuxième composante, qui est la contribution de la rugosité au champ diﬀracté, est
appelée champ diﬀus Ed. En choisissant les composantes tangentielles de ce champ diﬀus
pour inconnues, on obtient un jeu d’équations intégrales modiﬁées.
Avant toute considération numérique, ces équations intégrales modiﬁées permettent
d’établir très simplement le comportement du champ diﬀracté lointain lorsque l’onde
plane incidente devient rasante. Le théorème de réciprocité permet directement d’en
déduire le comportement du champ diﬀracté lointain lorsque l’angle de diﬀraction devient
rasant. Nous avons ainsi généralisé au cas des ondes électromagnétiques les résultats
établis pour les conditions de Dirichlet et Neumann dans [Tatarskii 98].
Pour une onde plane incidente d’angle rasant gi et de polarisation α, le champ diﬀracté
Edβα dans la direction repérée par l’angle rasant gd et suivant la polarisation β à la distance
R du centre de rugosité se comporte asymptotiquement quand R→∞, gi → 0 et gd → 0
comme :


















Figure 1.1 – Angles et vecteurs d’onde incident et diﬀracté.
Ce comportement universel du champ diﬀracté lointain aux angles rasants permet
notamment de retrouver que pour la diﬀraction par n’importe quelle surface rugueuse
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aléatoire, la surface eﬃcace radar se comporte comme la quatrième puissance de l’angle
monostatique rasant. Ce comportement était déjà prédit par l’approche perturbative à la
limite basse-fréquence (SPM) [Valenzuela 67] et relevé sur les mesures radar sur la surface
de la mer [Long 01].
La seule exception au comportement universel (1.4.1) concerne les surfaces impéné-
trables, où par exemple la conductivité est supposée inﬁnie. Ici, nos équations intégrales
indiquent que c’est la non commutativité de deux limites sur les coeﬃcients de Fresnel
qui explique ce manque. On note H le cas de polarisation fondamentale où le champ élec-
trique est perpendiculaire au plan d’incidence et V l’autre cas. Les coeﬃcients de Fresnel,
fonctions de l’angle rasant g et des permittivité ε et conductivité σ du milieu diﬀractant
à la pulsation ω et d’expressions pour une dépendance temporelle de la forme e−iωt
rH =
sin g −√ε˜r − cos2 g
sin g +
√
ε˜r − cos2 g
rV =
ε˜r sin g −
√
ε˜r − cos2 g
ε˜r sin g +
√





tendent tous deux vers −1 à conductivité ﬁnie et à la limite de l’angle rasant g → 0 mais
aﬃchent des limites r → ±1 opposées en incidence oblique et à la limite de la conductivité
inﬁnie.
Parmi les quatre coeﬃcients de la matrice de diﬀraction d’une surface impénétrable,
seule la composante HH vériﬁe le comportement universel du champ diﬀracté. Pour les
autres composantes d’une surface conductrice, nous préconisons de n’utiliser le modèle
du métal parfait que pour des angles d’incidence et de diﬀraction inférieurs à l’angle de
Brewster.
Enﬁn, et selon le formalisme intégral de frontière classique, le champ diﬀracté proche
ou lointain s’obtient en faisant rayonner les courants équivalents que constituent les com-
posantes tangentielles des champs sur la surface. Toutefois, cette formule de rayonnement
classique ne permet pas de retrouver à partir de l’évaluation numérique des courants
équivalents le comportement universel, même dans le cas d’une surface pénétrable. C’est
pourquoi, en utilisant le théorème d’extinction [Poggio 73], nous avons proposé une for-
mule de rayonnement modiﬁée, théoriquement équivalente à la formule classique, et qui
assure de retrouver le comportement universel (1.4.1) dans un schéma numérique.
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Les équations intégrales modiﬁées et la formule de rayonnement modiﬁée constituent
un véritable formalisme intégral de frontière alternatif pour la diﬀraction des ondes élec-
tromagnétiques par des surfaces rugueuses. Les résultats sur le comportement universel
(1.4.1) ainsi que les équations intégrales relatives au cas inﬁniment conducteur ont été
publiés dans l’article [Spiga 08b]. Une version pour les surfaces unidimensionnelles pé-
nétrables se trouve dans [Soriano 10]. Dans [Saillard 11], la théorie pour les surfaces
bidimensionnelles pénétrables est détaillée.
1.5 Implémentation numérique
Ce formalisme intégral alternatif a servi de fondations à une méthode des moments,
que nous notons GMoM aﬁn de la distinguer de la méthode des moments classique MoM
recourant à la technique du faisceau borné.
La GMoM nous a permis de préciser les performances de méthodes approchées de
diﬀraction aux angles rasants, sur des surfaces bidimensionnelles inﬁniment conductrices
en polarisation HH [Spiga 08b] et sur des surfaces unidimensionnelles diélectriques et
conductrices [Soriano 10]. Nous poursuivons ainsi l’étude entreprise avec C.-A. Guérin
dans l’article [Soriano 02a].
Avec D. Miret, en thèse sous la direction de M. Saillard et moi depuis janvier 2011, nous
avons étendu la GMoM au cas des surfaces bidimensionnelles hautement réﬂéchissantes,
comme les métaux en Optique ou la surface océaniques aux fréquences microondes. Pour
cette classe de milieux, une approximation d’impédance [Senior 95] pour les surfaces
courbes [Ong 94] se révèle numériquement beaucoup plus eﬃcace que le traitement général
d’une surface pénétrable proposé dans [Soriano 10]. Nous avons soumis en octobre 2012
un article comportant une équation intégrale pour cette condition aux limites sur la
surface ; elle est l’adaptation au plan localement déformé de l’équation publiée lors de ma
thèse dans [Soriano 01].
Il est ainsi prouvé numériquement que la GMoM est, à quelques exceptions notables
près que nous expliciterons dans les deux prochains paragraphes, parfaitement adaptée à
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Figure 1.2 – Implémentation de plan localement déformé. La partie centrale du domaine
numérique, hachurée, correspond à la rugosité non modiﬁée.
Quand un faisceau borné éclaire une surface rugueuse inﬁnie, la quantité de puissance
mise en jeu est très exactement déﬁnie. On peut alors déﬁnir une aire éclairée équivalente,
et évaluer précisément la réﬂectivité diﬀérentielle d’une surface rugueuse aléatoire ou en
normaliser la surface eﬃcace radar (voir § 2.1). Pour le plan localement déformé excité
par une onde plane, l’aire éclairée équivalente est imparfaitement déﬁnie. Pour assurer la
régularité de la surface entre le plan horizontal et la rugosité, réalisation d’une surface
rugueuse aléatoire, une zone de transition est ménagée (ﬁgure 1.2). Le niveau de diﬀusion
varie légèrement suivant que tout ou partie de l’aire de cette zone de transition est comptée
dans l’aire éclairée équivalente.
La seconde diﬃculté avec la GMoM apparaît aux faibles niveaux de diﬀusion sur la
composante HH, et dans une moindre mesure sur le composante HV (H diﬀracté et
V incident) du champ diﬀracté par une surface rugueuse qui comporte des échelles de
dimensions horizontales très grandes devant la longueur d’onde électromagnétique. Une
bonne précision est généralement atteinte par la GMoM avec une discrétisation de la
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surface à seulement huit points par longueur d’onde électromagnétique, ce qui est une
valeur couramment utilisée pour la méthode des moments. P. Spiga a constaté dans sa
thèse ([Spiga 08a] ﬁgure 2.15 p. 65) que dés que la surface océanique considérée inclus
des longueurs d’onde supérieures à vingt longueurs d’onde électromagnétique, même vingt
points par longueurs d’onde se révèlent une discrétisation insuﬃsante. D. Miret montra
plus tard que la composante VH, de niveau tout aussi faible que la composante HV , est
pour sa part facilement et précisément évaluée par la même GMoM. Malgré tous nos
eﬀorts, cette seconde diﬃculté demeure.
1.6 Perspectives
La méthode des moments permet d’étudier un spectre très large de surfaces rugueuses,
naturelles ou fabriquées. Avec l’approche du plan localement déformé, le problème de l’in-
cidence rasante, une importante diﬃculté de la thématique, a été largement solutionnée.
Cette méthode reste toute fois limitée sur deux points : la taille de la surface et sa pente
quadratique moyenne.
La diﬀraction par des surfaces présentant de très fortes pentes est diﬃcile à simuler avec
la méthode des moments, pour deux raisons. Premièrement, ces surfaces nécessitent une
discrétisation d’autant plus ﬁne que la pente quadratique moyenne est grande, même si
leur spectre de rugosité ne s’étend pas très en dessous de la longueur d’onde électroma-
gnétique. Deuxièmement, pour les surfaces bidimensionnelles, le système linéaire associé
aux équations intégrales est résolu itérativement. Le nombre d’itérations requises aug-
mente rapidement avec la pente quadratique moyenne de la surface, et ﬁnit par diverger.
Ce problème est traité plus en détail et mis en contexte au § 4.2 et dans la conclusion du
chapitre 4.
Malgré le développement de techniques d’accélération très complexes et adaptées,
l’aire des surfaces reste aujourd’hui limitée à quelques centaines de milliers de longueurs
d’onde électromagnétiques carrées. Sur ce point, on peut citer comme directions de re-
cherche la réduction du nombre d’inconnue par la relaxation du pas d’échantillonnage, et
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le calcul massivement parallèle avec notamment le recours à des processeurs graphiques.
Aujourd’hui, la marge de progression apparaît modérée.
Dans la méthode des moments telle qu’elle est traditionnellement formulée pour la
diﬀraction surfacique [Tsang 01], les inconnues sur la surface sont supposés constants par
morceaux, et les équations intégrales sont vériﬁées sur un ensemble de points. Des schémas
dits d’ordre supérieur permettent une discrétisation plus ﬁne et réaliste, au prix d’un ac-
croissement de la complexité de développement sensiblement du même ordre. La technique
des éléments ﬁnis de frontière (BEM pour Boundary Element Method)[Rao 82, Chew 08]
est très populaire, et a développé toute une littérature propre. La BEM est généralement
utilisée dans sa version la plus simple, avec une représentation conforme de la surface par
des triangles planse. Ainsi, elle est plus adaptée aux objets métalliques manufacturés et
aux assemblages de plaques (voiture, avion. . .) qu’aux surfaces naturelles. Elle semble de
plus diﬃcilement conciliable avec l’approximation d’impédance [Silva 03].
Une autre méthode d’ordre supérieure, plus récente et à l’état de l’art, repose sur l’utilisa-
tion des polynômes de Legendre [Yang 11]. Toujours pour réduire le nombre d’inconnues,
les petits détails de la surface rugueuse peuvent être modélisés par une condition aux
limites modiﬁée, plutôt qu’un raﬃnement du pas de discrétisation [Tournier 12].
Le calcul parallèle doit permettre une réduction du temps de calcul. Ce facteur étant
plus limitatif encore que les besoins en mémoire vive, tout gain de temps s’accompagne
d’un accroissement de la taille des surfaces. Assez rapidement, l’accélération matérielle
obtenue par l’usage de processeurs graphiques de type GPGPU et des librairies associées
a permis de diviser par 100 le temps de calcul de la methode des moments sur des
petits problèmes [Peng 08]. Toutefois, pour les surfaces étendues, le recours impérieux à
des schémas plus complexes incluant méthodes itératives et transformations de Fourier
rapide (FFT) fait tomber ce facteur à 10 [Peng 11].
Ce résultat semble être une limitation que la méthode des moments partage avec les
méthodes à fonction de Green. Être diﬃcilement parallèlisable dans le contexte actuel
où les processeurs sont de plus en plus multi-coeurs n’est pas sans conséquences. Des
méthodes beaucoup moins naturellement adaptées à la diﬀraction surfacique, comme la
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méthode des éléments ﬁnis (FEM) ou la FDTD, pourraient en eﬀet s’avérer compétitives
dans un avenir plus ou moins proche, du seul fait qu’elles sont mieux adaptées au calcul
parallèle, c’est-à-dire parallèlisables plus eﬃcacement, mais aussi plus simplement.
Ces limitations n’empêchent pas la méthode des moments d’avoir un avenir dans
une autre thématique d’importance : plusieurs surfaces rugueuses en empilement ou en-
core le couplage entre une surface rugueuse et un ou plusieurs objets placés au dessus
[Johnson 02] ou sous [Zhang 98] la surface. Ce sujet, riche de nombreuses applications,
est déjà étudié par plusieurs équipes dont certaines françaises. Ainsi la méthode PILE
[Déchamps 06, Bourlier 08, Kubické 08] a été développée pour ces problèmes et appliquée
sur des surfaces unidimensionnelles. Pour les surfaces bidimensionnelles, la diﬀusion sur-
facique est approchée par une méthode d’Optique physique [Kouali 12]. Des traitements
perturbatifs ont aussi été publiés [Amra 87, Aﬁﬁ 12]. Il n’est pas question pour moi de
me mettre concurrence avec ces équipes, mais plutôt d’établir des collaborations et de
valoriser ainsi mon expérience sur la modélisation rigoureuse et les surfaces bidimension-
nelles.
Pour ﬁnir, la très élégante théorie de Stratton&Chu [Stratton 39] est bien évidemment
la plus naturelle pour décrire la diﬀraction surfacique des ondes électromagnétiques. Tou-
tefois, les équations intégrales associées contiennent des opérateurs intégraux à noyaux
hyper-singuliers. Cette hyper-singularité est la source de nombreuses diﬃcultés pour la
résolution numérique des équations intégrales, et pourrait être une des causes de nos
problèmes sur la surface de la mer avec les coeﬃcients de diﬀusion HH et HV . Si une
très abondante littérature est dévolue à la prise en charge de ces opérateurs, la théorie
de Stratton&Chu est rarement remise en compte.
A ce titre, la méthode des potentiels [de Abajo 98, Fall 13], très utilisée en plasmonique,
mérite d’être citée. Le système d’équations intégrales de frontière à résoudre n’y fait in-
tervenir que les opérateurs simple couche et double couche. Ces deux opérateurs, issus
de la théorie scalaire de Kirchoﬀ&Helmholtz, sont faiblement singuliers. Toutefois, la
méthode des potentiels est avant tout une approche de type sources ﬁctives, conçue pour
des particules de la taille de la longueur d’onde électromagnétique ou plus petites, et dont
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l’intéret pour la diﬀraction par des surfaces étendues ne paraît pas aujourd’hui établi.
L’équation de Helmholtz pourrait aussi constituer une alternative à la théorie de Strat-
ton&Chu. Les fondements théoriques de son utilisation pour la diﬀraction des ondes
électromagnétiques sont solidement posés dans [Colton 83], une des grandes références du
domaine. Dans la littérature, seuls deux articles abordent le sujet [DeSanto 93, Liu 96]
sans vraiment conclure. Alors que les équations intégrales classiques portent sur les com-
posantes tangentielles et normales des champs E etH, l’équation de Helmholtz vectorielle





retour, seuls les opérateurs de Kirchoﬀ&Helmholtz interviennent. Notons que le carac-
tère transverse du champ lointain, qui traduit la condition de divergence nulle, est suivant
cette approche moins explicite. Les équations de Helmholtz vectorielles peuvent être dis-
crétisées et résolues dans le cadre de la SMFSIA, avec un faisceau pour champ incident,
ou suivant le modèle du plan localement déformé. Toutefois, la précision et l’eﬃcacité
numérique de cette approche restent à prouver in silico.
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Chapitre 2
Surface efficace océanique microonde
2.1 Introduction
La télédétection électromagnétique est un moyen privilégié d’obtenir à grande échelle
des informations sur l’environnement terrestre. Toutefois, l’interprétation des mesures
radar requiert dans de nombreux cas une maîtrise non triviale de l’interaction onde-
matière. Ainsi, la télédétection des milieux naturels – forêts, sols agricoles, neige et glace,
déserts, océans – est devenu un important sujet de recherche en Sciences de l’Univers.
L’océan mondial couvre 70% de la surface du globe, et son inﬂuence est majeure sur
les conditions météorologiques dans nos pays et sur le climat à de nombreuses échelles
d’espace et de temps. L’eau de mer, chargée en sel, étant très peu perméable aux ondes
radar, la télédétection océanique se réduit à une mesure de la surface océanique, même
si des informations sur la couche mélangée peuvent en être déduites.
Dans une mesure radiométrique active sur un objet donné, le rapport entre le module
carré du champ électrique incident au niveau de l’objet et le module carré du champ
diﬀracté au niveau du détecteur varie asymptotiquement comme l’inverse du carré de
la distance objet-détecteur R. On déﬁnit ainsi la limite (2.1.1), proportionnelle à une
aire et ubiquitement notée σ, comme la surface eﬃcace radar (RCS de l’anglais radar
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Lorsqu’une surface rugueuse est uniformément éclairée, et pourvu que sa rugosité puisse
être considérée homogène, c’est-à-dire spatialement stationnaire, sa surface eﬃcace est
asymptotiquement proportionnelle à l’aire éclairée A. On déﬁnit ainsi la surface eﬃcace
normalisée σ0 de cette surface rugueuse, sans dimension. Pour les surfaces naturelles,
on chercher à caractériser statistiquement cette surface eﬃcace. Sa valeur moyenne est
directement reliée au deuxième moment du champ diﬀracté 〈|Ed|2〉.
L’écho de mer, autre désignation de la RCS océanique, est dans des conditions géo-
métriques donnée sensible à l’état de mer et à la permittivité de l’eau en surface. Cette
dernière grandeur complexe, fonction de la température et de la salinité de l’eau, est
aisément accessible [Ellison 98]. Au contraire, la description de la surface océanique pour
un état de mer déterminé est un sujet de recherche toujours actif, et qui se nourrit
aussi bien de campagnes d’observation et de mesures que d’études fondamentales en hy-
drodynamique. Les mesures radar ne sont pas une retranscription ﬁdèle de la rugosité
océanique. Cet état de fait est appelé biais électromagnétique dans la communauté. Sui-
vant la fréquence radar employée, certaines gammes de vagues vont contribuer de manière
prépondérante à la RCS océanique, et suivant des mécanismes qui leur sont propres. Le
but de la modélisation de la diﬀraction des ondes électromagnétiques par la surface océa-
nique est ﬁnalement de réduire ce biais pour transformer la mesure radar en information
sur la mer.
Lorsqu’on cherche à détecter un navire, ou tout autre cible sur ou au dessus de la
surface marine, l’écho de mer n’est pas le signal d’intérêt, mais un parasite qui réduit
le rapport signal à bruit. La statistique du fouillis de mer (en anglais sea clutter) doit
impérativement être maitrisée pour dimensionner les systèmes radar. C’est la connais-
sance de ce niveau normal qui permet la surveillance maritime automatisée, ou encore
doit permettre la détection d’évênements exceptionnels comme les vagues scélérates en
pleine mer et les tsunamis qui peuvent ravager les côtes.
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2.2 État de l’art
L’écho de mer a tout d’abord été modélisé à l’aide des théories asymptotiques haute- et
basse-fréquence. Lorsque la longueur d’onde électromagnétique tend vers zéro, l’Optique
géométrique (GO) [Cox 54, Barrick 68b] relie la surface eﬃcace radar à la distribution
des pentes de la surface [Barrick 68a]. A la limite basse-fréquence, et suivant la méthode
perturbative (SPM) [Crombie 55, Valenzuela 67], c’est la diﬀusion résonante par la vague
de Bragg (SPM1) qui domine.
En 1968, la surface océanique est représentée comme un ensemble de facettes ru-
gueuses inclinées [Wright 68]. La diﬀusion par chaque facette est opérée par SPM1. Les
contributions des facettes sont sommées de façon incohérente, suivant les lois de l’Optique
géométrique. Le modèle à deux échelles (TSM) ou de la surface composite [Valenzuela 78]
est né, et reste aujourd’hui encore indissociable de la modélisation du fouillis de mer. Le
TSM a été l’objet de développements continus jusqu’à ce jour, notamment pour y inclure
de nombreux eﬀets hydrodynamiques [Romeiser 00, Kudryavtsev 03a, Kudryavtsev 03b],
et a été appliqué aux calculs d’émission [Yueh 97].
Le TSM repose sur le choix d’une fréquence de coupure, qui permet de séparer suivant
leur fréquence les vagues de Bragg des vagues de tilt. Ce paramètre a un impact direct sur
la sortie du modèle. Or la mer de vent présente un continuum de vagues dont les longueur
d’onde vont des capillaires millimétriques aux vagues de gravité décamétriques, et aucune
information physique ne vient a priori préciser la position de cette fréquence de coupure.
Chaque auteur propose sa valeur [Bahar 83, Johnson 98b, Voronovich 01], souvent établie
par comparaison à des données expérimentales, et qui varie en fonction de la bande de
fréquence, de la plage angulaire, de l’état de mer... Le recours à un paramètre arbitraire
dans un modèle de diﬀusion surfacique est pour nous un défaut important. Au contraire,
pour les hommes de l’art, il permet de faire du TSM un modèle qui n’est jamais faux,
puisqu’il suﬃt de régler la fréquence de coupure pour retrouver n’importe quel résultat
expérimental. Le TSM est ainsi et paradoxalement diﬃcile à remettre en cause. Avec
C.-A. Guérin, nous avons fait une contribution (§ 2.4) pour rendre le TSM insensible à la
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fréquence de coupure et ainsi restaurer sa capacité de prédiction, apanage d’une théorie.
Dans un contexte plus général, de très nombreuses théories approchées pour la diﬀu-
sion surfacique ont été développées, surtout depuis les années 80. La tendance générale
est de chercher à combler le fossé qui sépare les deux théories asymptotiques, SPM et
GO. Ces méthodes sont dites uniﬁées ; une revue très complète peut en être trouvée dans
[Elfouhaily 04]. Ces théories sont fondées sur une ou plusieurs approximations physiques
simpliﬁcatrices. Pour les plus simples, elles relient directement le champ diﬀracté ou une
grandeur électromagnétique d’intérêt à une caractéristique de la rugosité de surface. Elles
donnent donc de précieuses informations sur les mécanismes de la diﬀusion surfacique,
et se prêtent plus facilement aux applications et au problème inverse, où l’on cherche à
caractériser l’état de surface à partir de la mesure du champ diﬀracté. Au contraire, cer-
taines de ces théories approchées sont très complexes et diﬃciles à mettre en œuvre dans
le cas de la diﬀraction tridimensionnelles des ondes électromagnétiques, comme l’Ope-
rator Expansion Method [Milder 96]. D’autres sont profondément teintées d’empirisme
et ont été déclinées en plusieurs versions et adaptées au contexte applicatif. Je pense
notamment à l’improprement nommée Integral Equation Method [Reul 05].
Toutes ces méthodes présentent un travers commun : elles sont approchées. Les hy-
pothèses sur la géométrie et la rugosité qui fondent une méthode - petite hauteur, petite
pente, grand rayon de courbure, etc - ne permettent que de suggérer un domaine de
validité, aux contours imprécis. Et le développement de la méthode ne fournit pas d’es-
timation ﬁable de l’erreur liée à l’approximation. Ici apparaît une des fonctions les plus
fécondes d’un modèle rigoureux en général et de la méthode des moments (MoM) dans
le cas particulier de la diﬀraction surfacique : produire des données de référence pour
tester la validité de modèles approchés ou ad hoc employés pour diverses applications, en
Optique ou en microonde. L’intérêt de la simulation numérique par rapport aux données
in situ est la parfaite maîtrise des conditions expérimentales, ce qui est particulièrement
avantageux en télédétection océanique. Elle permet de simpliﬁer le problème pour se
concentrer sur certains aspects choisis de la diﬀusion onde-surface.
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Avec C.-A. Guérin, et en utilisant la MoM comme un tuteur, nous avons ainsi mené de
2002 à aujourd’hui une activité d’étude, de validation et de développement de méthodes
approchées de diﬀraction surfacique. Cette activité porte essentiellement, mais pas ex-
clusivement, sur la surface océanique, sur laquelle nous avons accru nos connaissances au
ﬁl des années. Nous avons commencé par établir les domaines de validité de méthodes
classiques comme l’approximation de Kirchhoﬀ [Beckmann 63] ou prometteuses comme
l’approximation des faibles pentes (SSA pour small slope approximation) [Voronovich 94]
(§ 2.3). Forts de cette expérience, nous avons ensuite proposé une amélioration au mo-
dèle à deux échelles (§ 2.4) et contribuer au développement d’un nouveau modèle uniﬁé
du premier ordre (§ 2.5) appelé WCA. Ce modèle a déjà connu deux versions et une
spécialisation à la surface océanique.
Les méthodes de diﬀraction surfaciques restent pour l’instant aﬀaire de spécialistes,
et ne semblent enseignées dans aucune formation pré-doctorale en France. Nous saluons
la récente parution d’un livre dédié à ces méthodes [Pinel 13], issu de la communauté
française, et qui facilitera l’accès à cette thématique.
2.3 Méthodes du premier ordre
Avec M. Saillard et C.-A. Guérin, nous avons commencé [Soriano 02a] par une étude
détaillée du domaine de validité de l’approximation de Kirchhoﬀ (KA) et de la SSA au
premier ordre (SSA1) sur des surfaces à spectre gaussien. L’incidence est modérée (20◦).
Le domaine de validité est obtenu par confrontation avec la MoM : des diagrammes
bistatiques dans le plan d’incidence sont comparés, et la conservation de l’énergie est
testée. Une première surface océanique est aussi étudiée ; un spectre en loi de puissance
est utilisé. Les deux cas de polarisation sont considérés ; les méthodes du premier ordre
ne modélisant que la diﬀusion simple, elles ne prédisent aucune dépolarisation dans le
plan d’incidence.
Aujourd’hui, il n’existe malheureusement pas de formulation statistique qui permette
de calculer rigoureusement et directement les moments du champ diﬀracté en fonction
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de la statistique de la rugosité de surface. On a donc recours pour les calculs de RCS
à la MoM et à une méthode de Monte Carlo incluant la génération numérique d’un
ensemble de réalisations de la surface rugueuse aléatoire [Saillard 01]. Ces réalisations
étant d’aire ﬁnie, elles sont éclairées par un faisceau collimaté d’empreinte gaussienne sur
la surface pour éviter les eﬀets de bord (voir § 1.3). Les moments sont estimés à partir des
champs diﬀractés par ces réalisations. Au contraire, les méthodes approchées ont souvent
l’avantage de présenter une formulation statistique. La surface est supposée spatialement
stationnaire, et donc nécessairement inﬁnie ; le champ incident est une onde plane.
Pour les besoins de comparaison, KA et SSA1 ont été calculés pour un faisceau somme
d’onde plane. L’impact de la largeur du faisceau sur la RCS est ainsi évaluée, et ne
constitue pas un biais dans l’analyse des méthodes approchées.
La représentation de la surface océanique par un spectre en loi de puissance peut
aujourd’hui paraître naïve ; il n’en reste pas moins qu’un tel spectre présente le carac-
tère multi-échelle de la surface océanique, tout en restant indépendant de la bande de
fréquence. Il permet donc de statuer en première instance sur la capacité d’une approxi-
mation à modéliser ce genre de surface. Ainsi, il ressort de cette étude que SSA1 est très
bien adaptée à la diﬀusion océanique pour chacune des composantes co-polarisées et à
angles modérés, alors que KA et SPM1 présentent des anomalies pour cette surface.
Cette conclusion sur SSA1 doit toutefois être tempérée car elle ne concerne que la
partie haute-fréquence du spectre océanique. En eﬀet la longueur d’onde de pic λpic
d’une mer de vent pleinement développée (Ω = 0,84) [Pierson Jr 64], qui indique (l’ordre
de grandeur de) la vague de plus grande longueur d’onde, est en microondes beaucoup










≃ 3fGHzU210 2N ≃ 3000f 2GHzU410 (2.3.1)
g est la gravité et c la vitesse de la lumière dans le vide. Or le calcul rigoureux [Saillard 01]
requiert notamment que l’empreinte du faisceau soit (beaucoup) plus grande que cette
longueur d’onde de pic. Sachant qu’il faut environ discrétiser la surface à 8 points par
longueur d’onde radar pour un calcul de diﬀraction correct, le nombre N de points sur
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la surface bidimensionnel croit très rapidement (eq. 2.3.1) avec la fréquence électroma-
gnétique (fGHz la fréquence en gigahertz) et la vitesse du vent (U10 la vitesse du vent en
mètres par secondes mesurée à 10m de hauteur). Comme le nombre d’inconnues pour la
MoM sur la mer vaut 2N , on comprend pourquoi le calcul rigoureux complet est limité
aux bandes microondes de plus basse fréquence (bande L essentiellement, C à la rigueur)
et aux vents les plus faibles (3 ou 4m/s, exceptionnellement 7m/s). Alternativement, une
coupure basse-fréquence est opérée, et seule la partie haute-fréquence du spectre océa-
nique est considérée. Dans l’article [Soriano 02a] par exemple, la coupure est placée à
30λem, ce qui correspond en bande L à un vent d’environ 3m/s.
Malgré son nom, SSA1 n’est pas uniquement limitée par la pente de la surface, mais
aussi par sa hauteur.







Aussi ne s’attend-on pas à ce que SSA1 puisse être appliquée avec succès sur un spectre
océanique complet pour une fréquence microonde et une vitesse de vent arbitraires. Ceci
est à mettre en relation avec le fait que SSA1 n’est pas une méthode uniﬁée, mais plutôt
une extension de SPM1. Elle coïncide en eﬀet avec SPM1 à la limite des petites hauteurs
mais pas avec GO à haute fréquence. Pour atteindre cet état, il convient de lui adjoindre
un second ordre (SSA2) [Voronovich 01]. Ce second terme de diﬀusion multiple est diﬃcile
à calculer et alourdit notablement la formulation statistique de SSA. Nous préférons nous
cantonner pour les méthodes approchées à la diﬀusion simple, pour en explorer les limites.
Peut-on exhiber une méthode de diﬀusion simple qui soit uniﬁée?
La RCS prédite par les méthodes SPM1, GO, KA et SSA1 se met sous la forme
du produit d’une matrice de polarisation, fonction de la géométrie et de la permittivité
de la surface mais indépendante de la rugosité, et d’un terme scalaire, fonction de la
géométrie et de la rugosité, mais indépendant de la polarisation. En conséquence, pour
toutes ses méthodes, le rapport de polarisation, rapport des deux RCS co-polarisées, est
indépendant de la rugosité, et donc de la vitesse du vent sur la surface océanique. Ceci
est tout à fait contraire à l’expérience. Une méthode de diﬀusion simple permet-elle de
rendre compte des rapports de polarisation océaniques?
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2.4 Modèle à deux échelles
La mer est un casse-tête pour la modélisation, car elle présente une nature fractale,
avec un continuum de vagues depuis les capillaires jusqu’aux vagues de gravité. Mal-
gré ce continuum, le modèle de RCS de référence est le modèle à deux échelles (TSM)
[Valenzuela 78] qui repose sur une fréquence de coupure arbitrairement choisie. Ce modèle
combine les deux théories asymptotiques GO et SPM1:
TSM = GO+ SPM1 ∗ pentes (2.4.1)
En terme de RCS, le TSM est la somme de GO appliqué sur la partie basse-fréquence
du spectre océanique et de la moyenne sur les pentes basse-fréquence de SPM1 appliquée
pour des facettes inclinées sur le spectre océanique haute-fréquence.
Dés 2002, j’ai eu l’idée [Soriano 02b] de substituer SSA1 à SPM1 dans le TSM pour
former un modèle à deux échelles amélioré appelé GOSSA. A partir des résultats publiés
dans [Soriano 02a], il paraissait plausible que les deux méthodes SSA1 et GO aient des
domaines de validité se recouvrant sur le spectre océanique, pour les échelles de rugosité
autour de la dizaine de longueurs d’ondes radar. Sur cette zone, le modèle dépendrait
faiblement de l’échelle de coupure. Entre 2003 et 2005, j’ai testé le TSM classique avec
la MoM dans le cadre d’un programme de l’agence spatial européenne (ESA/ESTEC)
[Reul 05]. J’ai ainsi proﬁté de l’expérience de N. Reul de l’IFREMER Brest sur ce sujet.
En 2005, j’ai aussi co-encadré avec M. Saillard le stage de DEA de F. Auzas sur GOSSA.
C’est seulement ensuite, et grâce à C.-A. Guérin que le GOSSA dans sa version déﬁnitive
est publié [Soriano 08]. Ces travaux nous ont valu deux contrats avec CRIL Technology
Rennes et le DGA CELAR, en 2006 et 2008.
Le GOSSA prédit la RCS océanique suivant l’équation symbolique :




+ SSA1 ∗ pentes (2.4.2)
Q désigne le vecteur d’Ewald, diﬀérence entre les vecteurs d’onde diﬀracté et incident,
de norme Q et de composante verticale Qz. hBF et hHF sont les hauteurs quadratiques
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moyennes des parties basse- et haute-fréquence du spectre océanique. Le GO et la distribu-
tion des pentes basse-fréquence ne disparaissent pas mais tendent vers une distribution
de Dirac lorsque les vagues de tilt disparaissent hBF → 0, que le vent soit réduit ou
l’échelle de coupure déplacée. Le facteur 1− e−Q2zh2BF sur GO assure que GOSSA coïncide
avec SPM1 dans ce cas. La limite haute-fréquence est retrouvée en l’absence de vagues
de Bragg hHF → 0 et pour les grands paramètres de Rayleigh QzhBF ≫ 1. Le facteur
d’atténuation e−Q
2h2
HF , d’usage classique, et la substitution SPM1 → SSA1 rendent les
RCS co-polarisées quasiment insensibles à la valeur de l’échelle de coupure au voisinage
de 10λem. GOSSA prédit comme le TSM classique des RCS en polarisations croisées
non nulles, mais sans doute sous-estimées, et assurément très sensibles à la valeur de la
coupure.
L’expression de SPM1 pour une facette inclinée en conﬁguration de rétrodiﬀusion est
donnée en fonction des angles de tilt dans [Valenzuela 68] et corrigée dans [Elfouhaily 99b].
Pour étendre le modèle aux conﬁgurations bistatiques et sortir du plan d’incidence, l’uti-
lisation du formalisme dyadique [Elfouhaily 04] permet d’éviter le recours à de complexes
matrices de rotation.
Pour être utilisé en bande L, C, X et Ku (entre 1 et 18GHz ), GOSSA a été appliqué sur
le spectre océanique dit uniﬁé [Elfouhaily 97]. Ce spectre modélise les vagues de gravité et
de capillarité-gravité. Sa fonction d’étalement permet d’obtenir une RCS qui dépend de
la direction du vent, même si vent de face (upwind) et vent arrière (downwind) sont indif-
férenciés. Pour les fréquences supérieures, seul le spectre publié dans [Kudryavtsev 03a]
intègre aujourd’hui les vagues de capillarité. Il a été testé avec GOSSA jusqu’à 95GHz.
Au cours de sa thèse [Spiga 08a], P. Spiga a confronté GOSSA aux données de Nathan-
son [Nathanson 99] en bandes L et X et pour des états de mer entre 1 et 6 sur l’échelle de
Douglas (soit jusqu’à des vitesses de vent de 15m/s). Ces données de RCS rétrodiﬀusée
aux angles rasants datent des années 60, mais elles font pourtant toujours référence. Il
ressort de ce travail que GOSSA permet de retrouver le comportement angulaire de la
RCS océanique en polarisation V (champ électrique parallèle au plan d’incidence) jus-
qu’à 89◦. Les niveaux se situent dans la marge d’erreur (jusqu’à 5 dB et même 8 dB) des
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données en bande X, et à part aux faibles vents en bande L.
Pour le cas de la polarisation H (champ électrique perpendiculaire au plan d’inci-
dence), il faut adjoindre à GOSSA un terme de déferlement pour se rapprocher des
données jusqu’à 80◦ ou même 87◦. GOSSA ne prend pas en compte les eﬀets hydrodyna-
miques qui conduisent au déferlement, ni la variation du taux d’humidité de l’atmosphère
avec l’altitude, qui est connu pour inﬂuer sur la RCS aux angles rasants. Le modèle de
Kudryavtsev [Kudryavtsev 03a, Kudryavtsev 03b] a été suivi pour ce terme de déferment,
qui permet de retrouver qualitativement le rapport de polarisation océanique pour les dif-
férents états de mer étudiés en bande L, et à part sur les trois degrés les plus rasants en
bande X.
Il est remarquable qu’un modèle aussi simple que GOSSA puisse être utilisé à des
angles aussi rasants. En ce qui concerne les derniers degrés, le comportement en θ4 de
la surface eﬃcace rétrodiﬀusée océanique en fonction de l’angle rasant θ = 90◦ − i est
bien connu des radaristes [Long 01]. Ce comportement est partagé par SMP1, mais perdu
par les modèles à deux échelles lors de la moyenne sur les pentes basse-fréquence. Ainsi
GOSSA, comme le terme de déferlement de Kudryavtsev, tend vers une constante à la
limite des angles rasants θ → 0.
Dans les modèles à deux échelles, certaines facettes inclinées sont aux angles rasants
éclairées sous une incidence locale supérieure à 90◦. Ces facettes ne sont pas comptabilisées
dans la RCS de la surface : on parle d’ombrage local. Au contraire, l’ombrage est dit non
local lorsqu’une région de la surface est dans l’ombre géométrique d’une autre région. Des
fonctions d’ombrages sont développées pour modéliser cet ombrage non local [Smith 67,
Bourlier 02]. Leur comportement en rasant, proportionnel à θ, ne suﬃt pas pour retrouver
une loi en θ4.
2.5 WCA
Solution d’une équation, la WCA est avant tout fondée sur des considérations théo-
riques [Elfouhaily 03]. WCA est l’abréviation de weighted curvature approximation, ap-
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proximation de la courbure pondérée en français, mais ce nom est peu évocateur, et
nous nous en tiendrons au sigle WCA. La WCA fait partie d’une famille de méthodes de
diﬀusion surfacique dont elle est l’approximation de plus bas ordre, correspondant à la
diﬀusion simple (c’est un modèle local). Elle n’en est pas moins une méthode uniﬁée, et
présente les propriétés recherchées de réciprocité et d’invariance [Elfouhaily 04].
WCA et compagnie sont inspirées de la LWA [Dashen 91], mais cette dernière est limi-
tée aux surfaces impénétrables. Pour se démarquer, le fondateur de WCA T. Elfouhaily,
qui travaille déjà avec C.-A. Guérin, cherche à prouver les capacités de sa méthode sur
des surfaces diélectriques. Nous comparons alors WCA à la MoM [Guérin 04]. Après la
mort de T. Elfouhaily le 26 juillet 2006, C.-A. Guérin et moi continuons à développer et
appliquer WCA.
WCA a connu plusieurs versions. L’originale [Elfouhaily 03] présente des problèmes
d’implémentation aux grands angles, et sa formulation statistique est restreinte aux sur-
faces unidimensionnelles [Bourlier 05] ou aux rugosités isotropes [Guérin 04]. Vient en-
suite la version simple de WCA [Guérin 10], qui compte deux expressions équivalentes.
La WCA simple peut être vu comme un KA corrigé, avec un terme correctif homogène
à la courbure locale de la surface ou comme un SPM1 corrigé, avec un terme correctif
comparable au carré de la pente de la surface. Enﬁn, les formulations statistiques des
deux expressions de cette WCA simple coïncident pour le cas particulier de la surface
océanique en une formulation très simple, dite universelle. Cette formulation universelle,
très proche des formulations statistiques de KA et SSA1 [Soriano 02a] se révèle par com-
paraison avec la MoM extrêmement précise [Guérin 10]. Cette WCA montre donc des
performances comparables à celles de GOSSA, mais n’est pas limitée au calcul de RCS
et peut être utilisée pour des calculs interférométriques ou de spectre Doppler (chapitre
3).
Le succès de WCA implique que malgré le caractère multi-échelles de la mer, la dif-
fusion surfacique y est dominée par la diﬀusion simple, aux angles non rasants (disons,
jusqu’à 80◦) tout au moins. C’est justement la présence de vagues intermédiaires qui font
écran aux réﬂexions multiples sur les faces des grandes vagues qui peuvent expliquer ce
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phénomène. La faiblesse des pentes océaniques est aussi en cause.
2.6 Perspectives
Aujourd’hui, nous disposons de modèles ﬁables pour la RCS co-polarisée de la surface
océanique aux angles non rasants. Ces théories ont été validés par comparaison avec la
MoM sur des spectres océaniques directionnels. Les simulations réalisées reposent toutes
sur l’hypothèse que la surface océanique est un processus stationnaire gaussien, MoM
pour la génération des réalisations de surface, et la SSA1 de GOSSA et WCA pour
leur formulation statistique. En conséquence directe, la RCS prédite est π-périodique
en azimut et ne fait pas de diﬀérence entre les directions vent de face et vent arrière.
Pour retrouver cette caractéristique essentielle, il faut prendre en compte le caractère
stationnaire non gaussien de la mer.
Si générer des réalisations non gaussiennes de surface océanique est un sujet en soi
(voir chapitre3), ce caractère peut être pris en compte plus aisément dans une formulation
statistique [Bourlier 04]. Parmi les fonctions de la surface,
Sn(r) = 〈(η(r+ u)− η(u))n〉 (2.6.1)
en notant z = η(r) = η(x,y) l’équation vériﬁée par sa hauteur, la seule fonction de
structure S2(r) peut être directement tirée d’un spectre océanique. C’est d’ailleurs la
seule qui intervient dans une formulation statistique gaussienne. Les fonctions d’asymétrie
(skewness) S3(r) et d’aplatissement (kurtosis) S4(r) sont de mieux en mieux connues pour
la mer [Bringer 12b, Bringer 12a]. C’est en les intégrant à nos modèles statistiques de RCS
qu’on les rendra plus réalistes.
Le second point concerne la dépolarisation, ou présence de RCS en polarisation croisée
dans le plan d’incidence. Comme les données se multiplient [Wang 12], cette dépolarisa-
tion est de plus en plus modélisée, à l’aide de théories du second ordre par exemple
[Voronovich 11].
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Notre modèle GOSSA, publié en 2008, a été rapidement repris outre-Atlantique [Majurec 09].
Dans un article en préparation [Majurec 13], il est même comparé à des données acquises
lors de tempête, où la vitesse du vent atteint 45m/s. La version de GOSSA développée
pour la DGA CELAR est toujours active, puisqu’elle est en cours d’intégration pour la
DGA/MI et dans le cadre du PEA MOFREM dans un modèle plus global. On peut
s’étonner de cet engouement pour GOSSA, nettement plus diﬀusé que SSA ou WCA, qui
restent attachés à la communauté des spécialistes de la modélisation de la diﬀusion sur-
facique. Ceci peut être expliqué par l’identiﬁcation qui s’est développée au ﬁl des années
entre surface eﬃcace océanique et modèle à deux échelles.
Des améliorations au modèle à deux échelles classique sont régulièrement publiées
depuis 2008. Une troisième échelle, intermédiaire, est souvent ajoutée [Luo 13]. La contri-
bution de l’écume à la RCS a été prise en compte à l’aide d’une théorie de transfert radiatif
dans [Wu 09]. Dans [Zhang 11], les grandes échelles sont intégrées de manière cohérente,
ce qui permet notamment l’analyse Doppler. On remarque que l’eﬀort de recherche sur
ce thème semble s’être concentré en République populaire de Chine ces dernières années.
La surface océanique aux fréquences microondes ne peut être directement traitée avec
l’ensemble de ses fréquences spatiales par la MoM que pour les bandes microondes de
plus basses fréquences et pour les vents très faibles, car l’aire des réalisations de surface
océanique est limitée par les moyens numériques : mémoire vive et surtout temps de
calcul. Les interactions à très grande distance - au dela de quelques dizaines de longueur
d’onde radar - étant très faibles, la technique de décomposition de faisceau [Soriano 01]
peut être utilisée. Par contre, l’utilisation d’un faisceau collimaté restreint l’incidence aux
angles non rasants et dégrade le calcul de la dépolarisation (voir § 1.3). L’approche du
plan localement déformé (voir § 1.4) et son implémentation dans la GMoM permettent de
contourner ces deux problèmes, mais la limitation en taille de surface demeure d’autant
plus critique que la technique de décomposition de faisceau ne peut naturellement plus
être utilisée.
Nous sommes en situation de proposer un modèle à deux échelles où les fréquences spa-
tiales hautes et résonantes seraient modéliser rigoureusement, avec la MoM. Les grandes
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vagues seraient tout d’abord prises en compte de manière incohérente, pour former une
GOMoM ou une GOGMoM. Un tel modèle serait nécessairement limité en angle, mais
plus en fréquence ni en vitesse de vent. Son comportement lorsque la fréquence de coupure





Une onde électromagnétique réﬂéchie par un objet en mouvement voit sa fréquence
décalée par eﬀet Doppler. Le spectre Doppler, répartition spectrale de la surface eﬃcace
(RCS) océanique en rétrodiﬀusion, intègre les décalages fréquentiels induits par l’ensemble
des vagues de la surface. Les radars mesurent ce spectre Doppler depuis la seconde guerre
mondiale.
Aux fréquences MF, HF et même VHF dans certaines conditions, les caractéristiques
principales du spectre Doppler sont décrites analytiquement dans le cadre d’une solu-
tion perturbative des équations de diﬀusion électromagnétique et hydrodynamiques. Ces
théories très riches ont permis l’interprétation des spectres Doppler pour la cartographie
des courants marins. Je les ai étudiées en 2004 avec S. Michel durant son stage de DEA
que j’ai co-encadré avec M. Saillard (§ 3.2).
Aux fréquences microondes toutefois, la rugosité de la surface océanique devient im-
portante comparée à la longueur d’onde radio, et on s’attend donc à ce que l’approche
perturbative et en particulier la théorie de Bragg n’explique pas complètement le spectre
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Doppler. Des mesures expérimentales relevées à l’aide de radars Doppler montés sur des
navires ou placés sur des falaises en bord de côte font fréquemment état de l’apparition de
diffuseurs rapides, aux décalages Doppler très supérieurs à ceux de Bragg. Ce phénomène
est principalement attaché aux angles rasants et à la polarisation horizontale (le champ
électrique est perpendiculaire au plan d’incidence). Pour comprendre les mécanismes de
ces diﬀuseurs rapides, des simulations numériques les plus rigoureuses possibles ont été
développées autour de l’an 2000. Elles étaient systématiquement réalisées sur des surfaces
unidimensionnelles, à cause de la charge de calcul. Aux § 3.3 et § 3.4, je présente notre
modèle [Soriano 06] (article en annexe A.3) pour des surfaces bidimensionnelles, déve-
loppé avec M. Saillard, M. Joelson et P. Forget. Il a permis les premières comparaisons
expérience-théorie du domaine [Saillard 05] en 2006.
Ces travaux ont été poursuivis avec C.-A Guérin et F. Nouguier sur des surfaces
unidimensionnelles avec le développement d’un nouveau modèle de surface océanique
faiblement non-linéaire, et son intégration dans les modèles analytiques et numériques de
diﬀusion surfacique (§ 3.5).
3.2 Théorie perturbative
L’analyse perturbative du spectre Doppler est commencée en 1955 [Crombie 55], et
complétée dans les années 70 [Weber 77, Barrick 77]. La théorie de Bragg, qui correspond
au premier ordre du développement perturbatif à la limite basse-fréquence (SPM1), prédit
qu’en rétrodiﬀusion, seule les deux vagues dont les vecteur d’onde k sont dans le plan
d’incidence et vériﬁent la relation de Bragg [Barrick 72] :




f cos θ ≃ 3.22
√
fGHz cos θ (3.2.1)
contribuent à la RCS pour l’angle rasant θ = π/2 − i. La relation de dispersion des
vagues de gravité ω =
√
gk permet d’obtenir les décalages Doppler ±fB des deux pics de
Bragg, indépendants de l’état de mer. En présence d’un courant, les deux pics subissent
un décalage supplémentaire dans le même sens. L’amplitude relative des deux pics varie
avec la direction du vent.
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Le deuxième ordre est plus complexe, puisqu’il fait intervenir tous les couples de
vagues de vecteurs d’onde k1 et k2 qui vériﬁent la condition vectorielle
±k1 ± k2 = kB (3.2.2)
où kB est le vecteur de longueur kB pointant le radar. La contribution de chaque couple
de vagues, proportionnelle au produit de leurs amplitudes carrées, est pondérée par un
coeﬃcient de couplage. Ce couplage se compose d’un terme hydrodynamique et d’un
terme électromagnétique.
Lorsqu’on considère la relation de dispersion ω =
√
gk, cela sous-entend que la surface
est une superposition de vagues indépendantes, libres puisque se déplaçant chacune avec
une vitesse ω/k. Au second ordre, ces vagues libres interagissent deux par deux pour
former des vagues liées, qui contribuent au spectre Doppler à travers le terme de couplage
hydrodynamique. Le terme électromagnétique représente quant à lui un mécanisme de
diﬀusion double de l’onde radar sur la surface libre.
Le calcul complet du spectre Doppler au second ordre avec la recherche des couples
(k1,k2) vériﬁant (3.2.2) est un exercice délicat, et nous avons pour ce faire suivi pas à pas
la méthode décrite dans [Lipa 86]. Il fait apparaître un jeu de pics secondaires de part et
d’autre de chacun des pics de Bragg. Ce modèle, qui reste une référence pour les radars
HF, ne permet absolument pas d’expliquer l’origine des diﬀuseurs rapides observés aux
bandes microondes.
D’un point de vue diﬀusion électromagnétique, le développement perturbatif impose
la condition
kemh < 1 U210fGHz < 6 (3.2.3)
qui est n’est pleinement vériﬁée qu’aux fréquences MF, HF et pour les vents modérés VHF.
Les phénomènes d’ombrage que l’on rencontre aux angles les plus rasants correspondent à
des interactions multiples complexes et encore imparfaitement comprises. En conséquence,
il paraît légitime de commencer par remettre en cause l’approche perturbative pour la
modélisation de l’interaction microonde-surface océanique.
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3.3 Spectre Doppler numérique
La première simulation de spectre Doppler océanique obtenue avec la méthode des
moments (MoM) a été publiée en 1991 [Rino 91]. Suivant la technique de la surface gelée,
qui tire partie de l’extrême diﬀérence de célérité entre les ondes électromagnétiques dans
l’air et les vagues à la surface de la mer, le champ diﬀracté est calculé à un instant donné
en considérant la surface ﬁxe, et éclairée par une onde monochromatique. On simule ainsi,
en faisant propager au cours du temps les vagues de la surface, l’évolution temporelle du
champ diﬀracté par une surface océanique déterministe. Chaque instant considéré requiert
un calcul MoM, et le spectre Doppler est obtenu par transformation de Fourier temporelle.
Des résultats statistiques sont obtenus par un processus de Monte Carlo. Sachant qu’une
simulation de spectre Doppler se fait classiquement sur une centaine de pas de temps au
moins, elle demande en déﬁnitive un temps de calcul CPU cent fois plus important en
ordre de grandeur qu’une simulation de surface eﬃcace.
Dans les publications pionnières, le système matriciel de la MoM était résolu par
décomposition LU à un coût en O(N3) pour le temps de calcul (CPU) 1 et en O(N2) pour
la mémoire vive (RAM), où N est le nombre de points de discrétisation sur la surface.
Pour rendre ce coût supportable, les surfaces étaient unidimensionnelles et courtes. Des
techniques itératives [Kapp 96, Holliday 96] ont tout d’abord permis de réduire le coût
CPU à O(N2). Ensuite, des techniques d’accélération [Tsang 95, Chou 98] ont porté le
coût RAM à O(N) et le coût CPU jusqu’à O(N lnN) ou même O(N). Ces améliorations
numériques ne se sont pas fait au détriment de la précision : on parle toujours de méthodes
rigoureuses. Avec des proﬁls beaucoup plus longs, les fréquences microondes et les angles
rasants ont pu être abordés [Rino 98]. Les spectres Doppler publiés par Toporkov et
Brown en 2000 [Toporkov 00], et qui ont requis des semaines de calculs, constituent
pour moi des calculs de référence. Les diﬀuseurs rapides y apparaissent clairement, et
aux grands angles d’incidence, entre 60◦ et 85◦, la polarisation horizontale se détache
nettement de la polarisation verticale. Ces simulations sont toutefois limitées aux surfaces
1. Le nombre d’opérations en virgule ﬂottante évolue comme la troisième puissance de N
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unidimensionnelles, et à ce titre ne peuvent être directement comparées à des données,
ou même prétendre comporter tous les phénomènes que l’on rencontrera sur la mer.
Le passage aux surfaces bidimensionnelles n’est pas évident, tant du point de vue du
développement que de la charge numérique. La théorie ne se réduit plus à des équations
scalaires, et les opérateurs intégraux de frontière, hypersinguliers, requièrent un trai-
tement particulier [Soriano 01]. Les techniques d’accélération deviennent très complexes
[Soriano 03], voir cauchemardesques [Tran 97, Torrungrueng 00]. Les temps de calcul sont
tels que ces méthodes n’ont jamais été utilisées en l’état pour la modélisation du spectre
Doppler océanique bidimensionnel.
La mer présentant des pentes modérées (en haute mer, hors déferlement), la distance
entre deux points en interactions sur la surface peut être approchée avec une certaine
précision par la distance horizontale séparant ces deux points. Cette approximation, due
à Meecham [Meecham 56] et Lysanov [Lysanov 56], permet de résoudre analytiquement le
problème de diﬀraction dans le seul cas des ondes scalaires avec condition de Dirichlet sur
la surface. Nous avons montrer dans [Saillard 04] que cette approximation s’implémente
facilement dans la MoM 2, surtout dans le cadre de la Sparse Matrix-Flat Surface Iterative
Approach (voir § 1.2). La methode résultante, numérique et approchée, mais très bien
adaptée à la surface océanique, a été baptisée Small Slope Integral Equation (SSIE).
La SSIE nous a permis de publier les premières modélisations numériques de spectre
Doppler océanique microonde sur des surfaces bidimensionnelles [Soriano 06]. Calculés en
bande L (soit une fréquence radar de 1,2GHz et une longueur d’onde de 25 cm) pour des
vitesses de vent entre 2 et 4m/s sur des surfaces de 25m de côté (le nombre d’inconnues
de surface est alors N ≃ 250 000), les spectres Doppler sont limités à 70◦ d’incidence par
l’usage d’un faisceau (voir § 1.3). L’inﬂuence de la vitesse et de la direction du vent sont
étudiés. Aucun décalage sur la position des pics Doppler simulés par rapport à la fréquence
de Bragg n’est perceptible : l’état de mer n’est pas assez élevé et l’incidence pas assez
rasante pour que les diﬀuseurs rapides contribuent de manière signiﬁcative au spectre
Doppler. Cet article et les comparaisons expérience-théorie publiées dans [Saillard 05]
2. Attention, la diﬀérence des hauteurs n’est négligée que dans le calcul de la distance d’interaction.
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font aujourd’hui encore référence dans la communauté. Les données expérimentales ont
été acquises à l’aide d’un radar pulsé bande L prété par Degréane Horizon, près de
Toulon en 2004 lors de campagnes de mesures menées par les membres du LSEET Toulon,
maintenant équipe Océanographie Physique, Littorale et Côtière (OPLC) du MIO.
3.4 Surface non-linéaire
Comme le révèle la théorie perturbative (§ 3.2), le spectre Doppler est particulièrement
sensible aux interactions hydrodynamiques entre vagues. Elles apparaissent dés le second
ordre du développement, et sont intégrées naturellement dans une formulation statistique.
Notre modélisation numérique repose sur un processus de Monte Carlo : une moyenne
sur un ensemble de réalisations, surfaces déterministes évoluant dans le temps.
Laméthode spectrale [Tsang 01] permet de créer, à l’aide de transformations de Fourier
rapides (FFT) et avec un coût CPU en O(N lnN), des échantillons rugueux d’une surface
de vagues libres, au sens du § 3.2. Une telle surface a ses hauteurs, pentes et dérivées
d’ordres supérieurs normalement distribuées, et est dite en conséquence gaussienne ou
linéaire. La théorie perturbative pourrait être appliquée sur ces réalisations à chaque pas
de temps pour en lier les vagues. Toutefois, ici le simple second ordre, au coût CPU déjà
prohibitif en O(N2), centuple les temps de calculs, et cette voie a été très rapidement
abandonnée.
Avec M. Joelson, nous nous sommes alors intéressés à des techniques faiblement
non-linéaires, dites à Hamiltonnien tronqué, et fondées sur des travaux plus fondamen-
taux en mécanique des ﬂuides [Zakharov 68]. Dans [Rino 91, Johnson 01] et surtout
[Toporkov 00, Toporkov 02], c’est une telle méthode, due à D. Creamer [Creamer 89]
qui a été utilisée sur des surfaces unidimensionnelles. Il y a été montré comment la non-
linéarité modiﬁe profondément le spectre Doppler, élargissant les pics et augmentant leur
fréquence centrale. La méthode de Creamer, que nous avons étendue aux surface bidi-
mensionnelles, se trouve elle-même être O(N2) d’un point de vue coût CPU. C’est donc
un développement perturbatif au second ordre de la méthode de Creamer, noté Crea-
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mer(2), qui a été utilisé pour les calculs de spectre Doppler sur des surfaces océaniques
bidimensionnelles et non-linéaires publiés dans [Soriano 06, Saillard 05]. Le premier ordre
de ce développement coïncide avec la surface libre, et le second est calculable par FFT en
O(N lnN) opérations CPU. Le second ordre de la méthode de Creamer s’est révélé très
proche du second ordre du développement perturbatif [Weber 77], tout en étant beaucoup
plus eﬃcace numériquement.
Ces deux méthodes au second ordre partagent un défaut commun lorsqu’elles sont
mises en œuvre aux fréquences microondes : elles contribuent signiﬁcativement à la ru-
gosité de la surface. Reprenons le processus de la génération d’un échantillon de surface
océanique à un instant donné. La surface libre est obtenue par la méthode spectrale ;
l’amplitude des vagues est ﬁxée de telle sorte que le spectre de la surface linéaire, trans-
formée de Fourier de sa fonction d’autocorrélation, corresponde au spectre océanique.
Dans [Soriano 06], c’est le spectre de Pierson-Moskowitz qui est visé. La surface est en-
suite rendue non-linéaire par la méthode Creamer(2), mais son spectre ne correspond plus
au spectre océanique qu’aux longueurs d’onde métriques et décamétriques. L’amplitude
des vagues décimétriques est très surévaluée sur la surface non-linéaire, alors même que
ces échelles sont résonantes aux fréquences microondes (relation de Bragg (3.2.1)).
Il faudrait ansi être capable d’extraire un spectre linéaire du spectre océanique. Ce
problème, connu comme le déshabillage du spectre, a été tout d’abord étudié théorique-
ment dans [Elfouhaily 99a]. Nous nous sommes contenté de modiﬁer de manière empirique
le spectre de Pierson-Moskowitz en diminuant sa partie haute-fréquence. Malgré son ca-
ractère bricolé, la procédure qui consiste à appliquer la méthode Creamer(2) au spectre
deshabillé par nos soins [Soriano 06] a depuis été reprise telle quelle dans [Li 11a, Li 11b].
Elle est toutefois intrinsèquement limitée aux plus basses fréquences microondes (bande
L) et aux vents les plus faibles (vitesse de vent maximale 4m/s).
Notons que les modèles pleinement non-linéaires ne représentent pas aujourd’hui une
alternative crédible aux approches faiblement non-linéaires. Dans ces premiers modèles,
les équations diﬀérentielles non-linéaires de Navier-Stokes sont utilisées pour faire propa-
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ger la surface dans le temps, la surface libre étant utilisée comme état initial. Toutefois,
dans ce genre de schémas, les vagues décimétriques et centimétriques sont inexorablement
ampliﬁées au cours du temps, jusqu’à ce que la surface atteigne des valeurs de pente et de
courbure tout à fait irréalistes. Il ressort de l’étude [Johnson 01] que le modèle de West
[West 87] est limité en vitesse de vent à 2m/s! En rajoutant un traitement numérique
pour assurer que la courbure de la surface ne dépasse pas une valeur seuil, cette limite
est reportée à 5m/s. De l’avis même des hydrodynamiciens, les modèles pleinement non-
linéaires sont avant tout conçus pour modéliser les vagues métriques et décamétriques,
dont l’énergie est signiﬁcative dans le cadre des études de résistance des coques et struc-
tures immergées.
3.5 Modèle Choppy Wave
Le modèle de Creamer s’est imposé en quelques années comme le modèle de surface
faiblement non-linéaire de référence pour la télédétection océanique. Il est incontesta-
blement de domaine de validité plus étendu que les modèles perturbatifs [Weber 77] ou
Creamer(2), incorporant des eﬀets d’ordres supérieurs. Toutefois, en l’absence d’une si-
mulation plus rigoureuse, il est diﬃcile d’en cerner les limites et les défauts. De plus,
le modèle de Creamer s’est révélé numériquement inadapté aux surfaces bidimension-
nelles, et il ne peut pas non plus être utilisé dans la formulation statistique d’une théorie
approchée.
C.-A. Guérin, F. Nouguier et B. Chapron ont utilisé et développé un autre modèle
faiblement non-linéaire, plus analytique et intégrable aux modèles de diﬀusion surfacique :
le Choppy Wave Model (CWM) [Nouguier 09b, Nouguier 10]. Ici, la hauteur η(x,y,t) de
la surface libre est inchangée, et ce sont les coordonnées horizontales x et y qui sont
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Le vecteur déplacement horizontal (Dx,Dy) s’identiﬁe à la transformée de Riesz 3 de la
hauteur η(x,y,t).
Dans [Nouguier 11a, Nouguier 11b], des formulations statistiques sont présentées pour
le spectre Doppler dans les cas linéaire et CWM pour les méthodes de diﬀusion simple.
L’approximation des faibles pentes au premier order (SSA1), équivalente à l’Optique
physique ou l’approximation de Kirchhoﬀ pour les simulations Doppler, et WCA (§ 2.5)
sont implémentées. Ces formulations et les simulations associées, réalisées en bandes L
et X sur des surfaces unidimensionnelles, sont des résultats exceptionnels que l’on doit
à F. Nouguier [Nouguier 09a] et C.-A. Guérin. Ma contribution à ces travaux consiste
essentiellement en les simulations par Monte Carlo de WCA sur des surfaces CWM et
Creamer.
Ces simulations ont été comparées aux calculs [Toporkov 00, Toporkov 02], où un
modèle électromagnétique rigoureux est appliqué sur des surfaces Creamer. Les deux
caractéristiques du pic Doppler, fréquence centrale et largeur ont été étudiées. WCA
apparaît comme la méthode de diﬀusion simple la plus précise, et la seule capable de
discriminer les deux cas de polarisation sur le paramètre fréquence centrale. Ce paramètre
est d’autant plus important qu’il signe la présence de diﬀuseurs rapides. WCA et CWM
contribuent tout deux à sous-estimer ce paramètre sur la plage angulaire 40◦ − 80◦. A
partir de 80◦, les spectres Doppler de référence présentent une brusque augmentation de
la fréquence centrale, très sensible à la polarisation, et qui est inaccessible aux méthodes
de diﬀusion simple. Nos recherches indiquent que cette brusque augmentation ne peut
être expliquée en terme d’ombrage purement géométrique.
Les simulations de référence des articles [Toporkov 00, Toporkov 02] sont limitées en
angle d’incidence à 85◦, car elles reposent sur la technique du faisceau (§ 1.3). Pour pro-
longer confortablement ces résultats aux angles les plus rasants, D. Miret a développé un
modèle rigoureux pour le spectre Doppler océanique par des surfaces unidimensionnelles
en polarisation horizontale avec la technique du plan localement déformé (PLD, § 1.4),
3. Elle-même coïncidant avec la transformée de Hilbert pour les surfaces unidimensionnelles.
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sur la base du modèle publié dans [Soriano 10]. Nous avons ainsi des résultats en bande
L pour les 5 derniers degrés. Ils font état d’une saturation de la fréquence centrale du pic
Doppler, Ce niveau de saturation varie sensiblement d’un modèle de surface à l’autre :
il s’avère que CMW apparaît encore une fois moins non-linéaire que Creamer. Un cor-
rectif d’ordre supérieur a été apporté à CWM, qui rapproche ses performances de celles
de Creamer, sans toutefois les atteindre. F. Nouguier et C.-A. Guérin mettent aussi la
dernière main à une version améliorée, au second ordre, de CWM. Surtout, le niveau de
saturation montre une variation linéaire avec la hauteur signiﬁcative de la surface, soit
une variation quadratique avec la vitesse du vent. Ce résultat contredit d’amblée tout
modèle phénoménologique qui tendrait à relier cette fréquence centrale saturée à la vi-
tesse orbitale des vagues sur les crêtes, car cette dernière vitesse varie linéairement avec
la vitesse du vent.
3.6 Perspectives
La modélisation du spectre Doppler océanique requiert aux fréquences microonde des
outils beaucoup plus évolués qu’aux plus basses fréquences. Ces outils ne sont plus déve-
loppés au sein même de la communauté de la télédétection océanique, car ils requièrent
des compétences pointues, théoriques et numériques, en diﬀraction des ondes électroma-
gnétiques et mécanique des ﬂuides.
Nos contributions à la modélisation numérique du spectre Doppler sont aujourd’hui
assez éclatées. D’un côté, nous avons prouvé que des simulations sur des surfaces bidimen-
sionnelles étaient possibles, mais l’incidence était limitée à 70◦ et la prise en compte de
la non-linéarité, avec Creamer (2), était sommaire. D’un autre côté, ces deux limitations
ont été au moins partiellement levées sur les surfaces unidimensionnelles grâce au PLD
et à CWM.
Le PLD a bien été implémenté sur des surfaces bidimensionnelles (§ 1.5), mais des
problèmes numériques subsistent en rétrodiﬀusion aux angles rasants en polarisation ho-
rizontale, compromettant la précision des calculs.
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Intégrer CWM à la MoM sur des surfaces unidimensionnelles est un exercice déli-
cat, mais qui ne demande somme toute qu’une bonne connaissance de tous les aspects
du formalisme intégral de frontière. Pour les surfaces bidimensionnelles, l’aﬀaire devient
beaucoup plus numérique. En eﬀet, les techniques d’accélération que nous utilisons sont
fondées sur une discrétisation de la surface sur une grille régulière. Or, CMW correspond
justement à un déplacement horizontal non coordonné des points de cette grille régulière.
Un important travail de développement et de programmation s’impose. Ce travail peut
trouver sa place et sa pleine justiﬁcation dans une optique d’évolution plus globale de
nos simulations.
Pour l’instant, les points de la surface sont paramétrés par deux variables spatiales qui
coïncident avec les coordonnées cartésiennes horizontales x et y. Ces deux coordonnées
sont régulièrement discrétisées. On peut élargir le modèle en introduisant deux paramètres













u et v deviennent les variables discrétisés régulièrement. On retrouve le CWM avec

x(u,v,t) = u+Dx(u,v,t)
y(u,v,t) = v +Dy(u,v,t)
(3.6.2)
mais d’autres types de surfaces deviennent modélisables. En télédétection océanique, les
vagues déferlantes forment toujours un sujet de recherche actif [Khairi 13, Yang 11]. En
Optique (chapitre 4), aucune technique de proﬁlométrie, à part la microscopie électro-
nique, ne permet de traiter des défauts sur la surface comme des pistes, des sillons ou des
bosses avec des ﬂancs en dévers, c’est-à-dire au dela de la verticale.
Notons au passage la récente parution d’une méthode rigoureuse de diﬀraction des ondes
électromagnétiques par des surfaces rugueuses bidimensionnelles [Aït Braham 08]. Hé-
ritière de la méthode C [Chandezon 80], elle est justement fondée sur l’utilisation de
coordonnées curvilignes non orthogonales.
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Je compte maintenir ma collaboration avec les membres de l’équipe OPLC du MIO
pour le développement de méthodes approchées de diﬀusion surfacique et l’intégration de




Ce chapitre, le premier rattaché au domaine de l’Optique, rassemble ceux de mes tra-
vaux où la lumière peut être considérée comme monochromatique. Les eﬀets de cohérence
et de polarisation partielle sont traités au chapitre suivant.
La réponse optique d’un matériau, au sens le plus large, est diﬀérente suivant que sa
surface est plane ou rugueuse. A partir de ce constat, la structuration de surface per-
met d’obtenir des propriétés optiques inaccessibles aux matériaux naturels. Les surfaces
rugueuses aléatoires, comparées aux réseaux de diﬀraction, permettent de produire des
motifs sub-longueur d’onde avec des procédés plus simples, moins contraints et moins
couteux. Elles constituent ainsi un nouveau type de métamatériaux [Leskova 07]. Ainsi,
des surfaces de silicium [Huang 06] et de germanium [Nayak 07] se sont vues conférer de
très fortes propriétés anti-reﬂets aux longueurs d’onde visibles par structuration laser. De
tels eﬀets pourraient être utilisés pour améliorer la sensibilité des détecteurs optroniques
et le rendement des cellules photovoltaïques. Je présente en § 4.2 une première étude
numérique de l’inﬂuence de la rugosité sur la réﬂectivité optique du silicium.
J’ai aussi travaillé sur la proﬁlométrie optique, une technique métrologique très large-
ment employée dans de multiples domaines industriels. Elle permet notamment de carac-
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tériser des états de surface et des dispositifs (électroniques, mécaniques, optiques. . .) à la
miniaturisation toujours plus poussée. La proﬁlométrie optique présente l’intérêt d’être
sans contact, donc non invasive. Elle est aussi peu onéreuse et rapide, en comparaison
avec la microscopie à force atomique, notamment. Les principales méthodes commerciales
disponibles à ce jour sont la proﬁlométrie interférométrique (par exemple à décalage de
phase ou à balayage en lumière blanche) et l’imagerie confocale chromatique, développée
par la société STIL d’Aix-en-Provence 1. Ces techniques reposent toutes sur une modéli-
sation élémentaire de l’interaction onde-surface : en tout point de la surface, la lumière
est réﬂéchie comme par un plan. Leur utilisation est donc naturellement restreinte aux
surfaces de pentes modérées. Si des sensibilités axiales du domaine nanométrique sont
aﬃchées, la résolution transverse est quant à elle au mieux micrométrique.
Mes premières inversions de données expérimentales (§ 4.3) ont été eﬀectuées dans le
cadre du projet GENESUPRA du dispositif Recherche Exploratoire et Innovation de la
DGA entre 2009 et 2012. Ce projet dont j’ai eu la responsabilité scientiﬁque est une colla-
boration entre THALES optronique et deux laboratoires de l’Université d’Aix-Marseille :
l’Institut Fresnel et l’IM2NP. Viennent ensuite (§ 4.4) les travaux sur la synthèse d’ouver-
ture réalisés dans le cadre du stage de tesi di laurea de S. Maranta en 2009. Enﬁn, pour
sonder les limites de la proﬁlométrie optique, et dans la lignée des recherches menées au
Laboratoire d’Optique Electromagnétique trente ans plus tôt, nous avons développé dans
l’équipe SEMO à l’Institut Fresnel une méthode inverse de diﬀraction (§ 4.5).
4.2 Rugosité et reflectivité
J’ai commencé à m’intéresser aux surfaces optiques en thèse, avec une étude numé-
rique de l’inﬂuence de la conductivité sur l’intensité diﬀractée par des surfaces rugueuses
bidimensionnelles d’aluminium à la longueur d’onde de 650 nm [Soriano 00]. Une surface
rugueuse aléatoire stationnaire est en premier lieu statistiquement caractérisée par deux
fonctions [Ogilvy 91] : sa distribution des hauteurs p(z) et sa fonction d’autocorrélation
1. http://www.stilsa.com
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ρ(r). En Optique, on considère souvent, à raison ou par manque d’information, que ces














Ces surfaces gaussiennes sont entièrement paramétrées par leur hauteur quadratique
moyenne h et leur rayon de corrélation ℓ.
Dans notre article [Soriano 01], la surface étudiée est très rugueuse : avec des para-
mètres h = 650 nm et ℓ = 1,3µm, la pente quadratique moyenne s ≃ 0,7 ≃ tan 35◦ est
très forte, et le diagramme bistatique de l’intensité incohérente est largement dominé par
le pic de rétrodiﬀusion exaltée. Dans ces conditions, un modèle numérique est pleine-
ment justiﬁé pour le calcul de reﬂectivité, car seule une poignée de méthodes approchées
d’ordre élevé [Elfouhaily 04] sont capables de rendre compte précisément de tels phé-
nomènes d’interactions multiples. A ce titre, il convient de citer une approche récente
[Simonsen 10b, Simonsen 10a] dans le cadre de l’hypothèse de Rayleigh [Voronovich 07].
Malgré cette forte rugosité, la reﬂectivité de la surface à 20◦ n’est abaissée par rapport à
celle du plan que de 5% ou 6%, suivant la polarisation du faisceau incident.
La méthode des moments (MoM) est fondée pour les surfaces bidimensionnelles sur
les techniques de résolution itératives de systèmes linéaires (voir § 1.2). Or aucune de
ces techniques, même les plus récentes, n’a permis de faire converger la MoM lorsque la
pente quadratique moyenne s dépasse l’unité. La suite de notre étude de la réﬂectivité des
surfaces a donc été menée sur des surfaces unidimensionnelles. Le matériau considéré est
le silicium sur une plage de longueurs d’onde entre 400 nm et 1400 nm, où sa permittivité
relative varie entre 31,6 + 3,2i et 12,2. Sur la ﬁgure 4.1, on observe que la réﬂectivité
descend jusqu’à 1-2%, mais seulement en polarisation V (champ électrique parallèle au
plan d’incidence) et pour une pente quadratique moyenne de s ≃ 5,7 ≃ tan 80◦. A 632 nm,
le pas de discrétisation requis pour ce calcul est de 5 nm, ce qui indique des interactions sur
la surface à des fréquences spatiales jusqu’à 50 fois le nombre d’onde électromagnétique.
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Figure 4.1 – Réﬂectivité de surface en incidence normale du silicium rugueux en fonction
de la hauteur quadratique moyenne h pour une longueur de corrélation de ℓ = 1µm.
4.3 Caractérisation de rugosités aléatoires
Des surfaces bidimensionnelles métallisées présentant des rugosités aléatoires aux lon-
gueurs d’onde optiques ont été photofabriqués à l’IM2NP [Brissonneau 11]. Ces échan-
tillons ont ensuite été caractérisés optiquement par mesure du champ diﬀracté complexe
à 632,8 nm sous incidence quasi-normale par G. Maire à l’aide du microscope interféromé-
trique de l’Institut Fresnel (MI) [Maire 09]. Ici, les surfaces sont supposées peu rugueuses,










à la phase ϕ obtenue par interférométrie dans le plan focal image d’une lentille. On passe
simplement des dimensions latérales dans le plan image à celles sur l’échantillon à l’aide
du grandissement optique du montage.
Les échantillons photofabriqués présentent des hauteurs couvrant souvent un micron,
alors que la formule (4.3.1) ne permet d’estimer celles-ci qu’à un multiple de la demi-
longueur d’onde près. La carte des hauteurs directement obtenue présente donc des dis-
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Figure 4.2 – Carte (gauche) et distribution (droite) des hauteurs de l’échantillon 10 de
la série PFM1904 photofabriqué dans le cadre du projet REI DGA GENESUPRA.
continuités ou sauts. Le problème de la valeur de la phase à 2π radians près est connu
suivant les communautés sous les dénominations de vortex optique [Goodman 07] ou dé-
roulement de la phase en interférométrie à synthèse d’ouverture [Ghiglia 98]. Une abon-
dante littérature témoigne tout à la fois de la diﬃculté du sujet et de son importance
pratique. N’étant pas particulièrement bien positionné pour faire évoluer ce thème de
recherche, je me suis contenté de reprendre une technique éprouvée : la méthode de Gold-
stein [Goldstein 88]. A partir de la carte des hauteurs correctement déroulée, les grandeurs
statistiques de l’échantillon peuvent être estimées : moyennes quadratiques des hauteurs
h et des pentes s bien sûr, mais aussi dans une certaine mesure les distributions des
hauteurs et des pentes et les fonctions de corrélation associées.
Les mesures au MI sur une zone de 110µm×110µm indiquent que l’échantillon 10 de
la série PFM1904 présente une hauteur quadratique moyenne de h = 0,2µm et une pente
quadratique moyenne de s = 0,11. Sa carte et sa distribution des hauteurs estimées sur
cette zone sont reportées sur la ﬁgure 4.2. En vue de valider et de qualiﬁer la précision
de cette reconstruction de surface, l’échantillon PFM1904#10 a été aussi caractérisé par
deux autres dispositifs : le proﬁlomètre optique à balayage en lumière blanche commercial
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Zygo NewView 7300 (Zygo) 2 et le microscope à force atomique (AFM) de l’IM2NP 3. Les
cartes des hauteurs ne peuvent être directement comparées, car il n’est en pratique pas
possible d’étudier avec chacun des trois dispositifs la même zone de l’échantillon. Les
distributions des hauteurs sont tracées sur le graphe droit de la ﬁgure 4.2. Les résultats
des deux méthodes optiques MI et Zygo coïncident particulièrement bien, l’écart pouvant
tout à fait être expliqué par des zone diﬀérentes mesurées. La distribution donnée par
l’AFM est nettement plus éloignée, même si elle présente aussi une structure à deux pics,
écartés d’environ 0,25µm, avec le pic négatif plus haut que l’autre. Il est à noter que
l’AFM utilisé mesure une zone de 45µm×45µm, sensiblement plus petite que les zones de
mesure MI : 110µm×110µm, ou Zygo : 200µm×200µm. Ces résultats, encore non publiés,
montrent bien la diﬃculté de caractériser avec certitude la rugosité d’une surface optique,
les résultats de la mesure variant d’un appareil à l’autre.
D’autres échantillons (série PF1102) ont été caractérisés au MI, et leur distribution
bistatique de reﬂectance (BRDF) a été mesurée à la longueur d’onde λ = 600 nm et 8.7◦
d’incidence par Vincent Brissonneau au spectrogoniophotomètre de l’IM2NP. Comme
le montre la ﬁgure 4.3 a, la distribution des hauteurs de l’échantillon PF1102#8 apparaît
au MI (en bleu) nettement plus proche de la gaussienne (en vert) que de l’exponentielle
négative (en rouge). Pourtant les simulations, réalisées avec une formulation statistique
[Beckmann 73] de l’approximation des faibles pentes à l’ordre 1 (SSA1) [Soriano 02a]
à partir de ces deux distributions, indiquent clairement sur la ﬁgure 4.3 b que l’échan-
tillon se comporte d’un point de vue diﬀusion de la lumière comme un échantillon à
hauteurs exponentiellement distribuées. L’accord entre l’expérience et la théorie est alors
remarquable. Ce résultat illustre tout à la fois l’importance de la prise en compte de la
distribution des hauteurs dans la modélisation de la diﬀraction surfacique et la diﬃculté
de statuer déﬁnitivement sur la distribution d’un échantillon comme celui-ci. D’un côté,
cette distribution pourrait se situer nettement moins proche de la gaussienne que ne le
2. Les mesures au Zygo ont été réalisées par C. Hecquet, Ingénieur de Recherche CNRS, Institut
Fresnel, équipe Recherche en matériaux, composants et technologies de Couches Minces Optiques.
3. Les mesures à l’AFM sont dues à A. Ronda, Ingénieur de Recherche CNRS, IM2NP, équipe Nano-
structures Semi-Conductrices Epitaxiées.
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(a) (b)
Figure 4.3 – Échantillon PF1102#8 : (a) distribution des hauteurs obtenue au MI et
(b) mesures de BRDF à 600 nm 8,7◦ d’incidence dans le plan d’incidence et simulations
numériques.
suggère l’estimation au MI. D’un autre côté, il n’existe pas de formulation statistique aux
méthodes approchées du premier ordre non perturbatives comme SSA1 ou l’approxima-
tion de l’Optique physique [Elfouhaily 04] ou encore WCA (§ 2.5) pour une distribution
des hauteurs arbitraire ou déterminée expérimentalement. À de rares exceptions près
[Wu 88], les formulations statistiques reposent sur l’hypothèse de hauteurs normalement
distribuées. L’approche présentée dans l’article [Beckmann 73] nous a servi pour la distri-
bution exponentielle. Elle devrait permettre de traiter des distributions analytiques plus
générales comme les lois gamma. Elle est toutefois restreinte aux fonctions d’autocorré-
lation positives.
Nous ﬁnissons sur l’inﬂuence de la fonction d’autocorrélation. Les échantillons de la
série PF1102 se sont révélés certes gaussiens pour cette fonction, mais très anisotropes.
Cette anisotropie transparaît sur les mesures de BRDF dans le plan transverse au plan
d’incidence (ﬁgure 4.4 a) : les diagrammes y apparaissent décentrés. La prise en compte
de cette anisotropie dans la formulation statistique de SSA1 permet de retrouver quali-
tativement ces décalages (ﬁgure 4.4 b).
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(a) (b)
Figure 4.4 – BRDF à 600 nm et 8,7◦ d’incidence dans le plan transverse pour la série
PF1102 : (a) mesures et (b) simulations.
4.4 Synthèse d’ouverture
Devant la diﬃculté de caractériser une rugosité aléatoire, nous nous tournons vers
des surfaces plus abordables : des sillons parallèles gravés dans une couche épaisse de
phosphure d’Indium (InP) 4. La technique de gravure permet d’assurer aux sillons des
pentes de 45◦, et l’indice optique complexe du phosphure d’indium est donné pour valoir
3,52 + 0,30i à la longueur d’onde d’étude 632,8 nm. L’échantillon étudié comprend deux
sillons de 100 nm de profondeur, de largeurs respectives 1,92µm et 0,92µm et séparés de
1,09µm. La mesure du champ diﬀracté par cet échantillon a été eﬀectuée par G. Maire
et Y. Ruan à l’aide du MI en conﬁguration de champ lointain. Ce champ complexe est
acquis dans le plan d’incidence, perpendiculaire aux sillons, en polarisation TE (champ
électrique parallèle aux sillons), entre −46◦ et +46◦, pour 10 valeurs de l’angle d’incidence
entre −32,5◦ et +32,5◦.
Pour un proﬁl d’équation z = η(x), l’axe des y étant la direction des sillons, le pro-
blème de diﬀraction est bidimensionnel. Le champ diﬀracté S à la longueur d’onde λ
peut s’écrire pour des angles incident θi et diﬀracté θd et dans le cadre d’une double
4. Cet échantillon fait partie d’un lot réalisé par Anne Talneau au Laboratoire de Photonique et
Nanostructures, CNRS UPR 20, et caractérisé au microscope électronique à balayage.
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Figure 4.5 – Image au microscope électronique à balayage (MEB) des sillons gravés dans
l’InP, avec la permission d’Anne Talneau, LPN.
approximation de diﬀusion simple et de diﬀusion paraxiale cos θd ≃ cos θi ≃ 1 comme le
produit
S(θd,θi) ≃ N(θd,θi)f˜(k) k = 2π
λ
(sin θd − sin θi) f(x) = g(x) e−4iπη(x)/λ (4.4.1)
d’un noyau N(θd,θi) dépendant de la permittivité du milieu, de la polarisation incidente,
mais pas de la rugosité, et de f˜(k), transformée de Fourier de la fonction f(x) et qui ne
dépend plus que de la diﬀérence entre les sinus des angles incident et diﬀracté. g(x) est
la fonction d’éclairement en amplitude, supposée ici réelle.
L’inversion dite de Fourier [Mendez 83] ou de Fraunhofer consiste à reconstituer au













La résolution transverse δF de la méthode de Fraunhofer est limitée par l’inverse du
support de f˜ , proportionnel à l’ouverture numérique NA.
Les mesures sur les sillons 4.5 ont été inversées avec la méthode de Fraunhofer par S.
Maranta lors de son stage de tesi di laurea en 2009. Lorsque seules les deux incidences les
plus normales sont combinées, l’ouverture numérique NA = sin 46◦+sin 13◦ = 0,94 donne
une résolution de δF = 335 nm. La reconstruction (ﬁgure 4.6 a) est très approximative,
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(a) (b)
Figure 4.6 – Inversions de Fraunhofer des mesures au MI à 632,8 nm sur les deux sillons
de la ﬁgure 4.5 avec des résolutions δF de (a) 335 nm et (b) 252 nm.
même si on devine les deux sillons. Avec les mesures combinées pour les dix incidences,
l’ouverture numérique et la résolution montent par synthèse d’ouverture à NA = sin 46◦+
sin 32,5◦ = 1,26 et δF = 252 nm. La reconstruction est meilleure (ﬁgure 4.6 b) : largeur,
profondeur et écartement des sillons sont assez ﬁdèlement rendus. Par contre, la position
des pics apparaît légèrement décalée sur la gauche, et le plan du proﬁl est perturbé par
de fortes oscillations haute-fréquence.
Cette rugosité est un cas limite des performances de l’inversion directe, permise par les
approximations de diﬀusion : diﬀusion paraxiale, et surtout diﬀusion simple. A ouverture
numérique ﬁxée, la reconstruction de sillons plus étroits ou profonds est dégradée, avec
en premier lieu des profondeurs très sous-évaluées (ﬁgure 4.7 b). Au contraire, pour des
sillons plus larges, les défauts de l’inversion de Fraunhofer sont réduits. Les surfaces
présentant de fortes hauteurs pic-vallée restent problèmatiques à inverser, car la phase y
est diﬃcile à dérouler (§ 4.3).
4.5 Méthode inverse de diffraction
S. Arhab a travaillé en doctorat entre 2009 et 2012 sur la proﬁlométrie optique par
méthode inverse de diﬀraction [Arhab 12a]. Au sein de l’équipe SEMO à l’Institut Fresnel,
il a été encadré par H. Giovannini, K. Belkebir et moi-même. Pour la diﬀraction par
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une surface rugueuse, la MoM permet de considérer des surfaces étendues, alors que
les modèles volumiques sont très restreints sur les dimensions du domaine de calcul.
Si le modèle de Fraunhofer peut être inversé directement, il en va tout autrement du
modèle rigoureux : le problème inverse s’y révèle non-linéaire et mal posé, et nous nous
tournons vers une inversion itérative. L’algorithme Newton-Kantorovitch (NK) [Roger 81]
a été adopté et implémenté sur des surfaces unidimensionnelles inﬁniment conductrices en
polarisations TE (Le champ électrique est perpendiculaire au plan d’incidence) [Arhab 11]
et TM (le champ électrique est parallèle au plan d’incidence) [Arhab 12b]. Dans la lignée
de [Mendez 83], ces deux articles sont limités aux inversions de données synthétiques,
mais [Arhab 12b] contient une étude en profondeur des mécanismes de diﬀusion multiple,
diﬀérenciés suivant la polarisation.
(a)
(b)
Figure 4.7 – Inversions à 632,8 nm et en polarisation TE sur les trois sillons avec une
ouverture numérique de NA = 1,77 (a) par la méthode NK sur des données synthétiques
et des mesures expérimentales et (b) par la méthode de Fraunhofer
S. Arhab a ensuite étendu notre méthode NK aux surfaces diélectriques pour abor-
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der les inversions de mesures expérimentales. Ces résultats ont été publiés dans Physical
Review Letters [Arhab 13]. Pour illustrer les capacités de résolution accessibles avec ce
genre de méthode, on considère une surface d’InP gravée de trois sillons identiques, beau-
coup plus étroits – 160 nm de large et 80 nm de profondeur – et espacés centre à centre
de 400nm. Ici (ﬁgure 4.7), seule la NK permet de retrouver la forme et la profondeur
des sillons. L’inversion est dite super-résolue. La proximité entre inversion sur des don-
nées synthétiques et inversion sur des mesures expérimentales est remarquable, et vient
conﬁrmer la qualité des mesures optiques à l’équipe SEMO.
Pour le problème inverse non-linéaire, la méthode NK propose de résoudre une suc-
cession de problèmes linéarisés. Pour un proﬁl donné η, la variation linéaire de champ
diﬀracté δS(θd,θi) est reliée à la variation de proﬁl δη par la dérivée de Fréchet de l’opéra-
teur de diffraction D. Ainsi, pour le plan η = 0, cet opérateur D coïncide naturellement
avec le premier ordre de la méthode perturbative (SPM1). Or on sait SPM1 limitée aux
très faibles rugosités, et c’est d’ailleurs avec une méthode de type optique physique (OP)
plutôt que perturbative que sont réalisées les inversions directes de la § 4.4. La dépendance




(cos θd+cos θi)η ≃ 1 + 2iπ
λ
(cos θd + cos θi)η (4.5.1)
Ce défaut intrinsèque peut expliquer la lenteur de convergence de NK et le nombre im-
portant d’itérées qu’elle requiert, même pour reconstruire une surface dans le domaine
de validité de la méthode de Fraunhofer en partant du plan comme estimée initiale.
Les problèmes linéarisés sont mal posés et nécessitent une régularisation. Le règlage du
paramètre de régularisation en fonction des dimensions du problème et de la polarisation
ne facilite pas l’usage de la méthode NK. D’autre part, des discontinuités sur le proﬁl
comparables à ceux obtenus aux sections précédentes en déroulant la phase sont parfois
relevées sur des proﬁls à fortes hauteurs pic-vallée.
Notre méthode inverse de diﬀraction doit sa précision à l’évaluation de l’opérateur D
par les relations dites des états adjoints publiées dans [Roger 82]. Les états adjoints font
intervenir les champs sur la surface, calculés dans notre cas par la MoM sur le proﬁl η
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pour l’angle d’incidence θi, mais aussi pour l’incidence adjointe θ
†
i = −θd. En notant Ni
et Nd les nombres d’angles d’incidence et diﬀractés, l’évaluation par la méthode des états
adjoints de chaque correction au proﬁl δη requiert Nd calculs MoM qui viennent s’ajouter
aux Ni utilisés par le reste de l’algorithme. Dans une conﬁguration comme le MI, où
Nd ≫ Ni les angles diﬀractés sont beaucoup plus nombreux, de l’ordre de la centaine,
que les angles d’incidence. Pour les surfaces unidimensionnelles, la matrice de la MoM
est résolue par décomposition LU, et les Nd calculs supplémentaires sont peu pénalisants
en terme de charge numérique.
Il en va tout autrement pour les surface bidimensionnelles, où le système linéaire de
la MoM est résolu itérativement. Le temps de calcul est alors proportionnel au nombre
d’angles Ni+Nd, nombre lui-même élevé au carré au passage du proﬁl à la surface. Aussi
élevée au carré est la taille de la matrice associée à l’opérateur D, matrice qui devient
problématique à charger en mémoire vive.
4.6 Perspectives
La modélisation rigoureuse apparaît incontournable pour l’estimation de la réﬂectivité
des surfaces extrêmement rugueuses, même si l’approche surfacique montre clairement
ses limites. Ainsi, notre étude s’est vue restreinte aux surfaces unidimensionnelles car les
techniques de résolution itérative de système linéaires que nous utilisons pour les surfaces
bidimensionnelles sont mises en défaut lorsque la pente quadratique moyenne de la sur-
face dépasse l’unité. Deux possibilités s’oﬀrent à nous. Certaines techniques permettent
aujourd’hui la résolution directe du système linéaire de la MoM [Shaeﬀer 08]. Elles n’ont
jusqu’à présent pas été testées sur des milieux aléatoires, et demandent un investisse-
ment très important en terme de développement et de programmation. Ces modélisations
peuvent aussi être continuées dans un cadre volumique [Rockstuhl 07]. Pour l’ANR TRA-
MEL et avec H. Tortel de l’équipe HIPE à l’Institut Fresnel, nous avons commencé un
travail avec la méthode des éléments ﬁnis. Les premières comparaisons de la MoM avec
cette méthode sur des surfaces rugueuses unidimensionnelles sont très encourageantes.
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Une technique de décomposition de domaine [Zhao 07] est en cours de développement
dans l’équipe HIPE [Voznyuk 13] pour aborder les problèmes tridimensionnels.
Nos travaux sur la caractérisation de rugosités aléatoires et la technique de synthèse
d’ouverture nous ont permis de nous familiariser avec les techniques, les niveaux de per-
formance des instruments et les enjeux de la proﬁlométrie optique.
Sur ce thème, les perspectives de recherches dans l’équipe SEMO résident clairement
dans les méthodes inverses itératives de diﬀraction. Ces techniques ont permis à l’équipe
de publier ses premiers résultats [Belkebir 03, Maire 09] en microscopie super-résolue, une
thématique centrale à SEMO. Toutefois, ces travaux se trouvent aujourd’hui et malgré
une certaine maturité sans suite industrielle locale, car la conception d’un microscope
à l’état de l’art requiert des investissements conséquents, et les principales entreprises
européennes sur ce domaine sont allemandes. Au contraire, la proﬁlométrie optique est
plus abordable à tous points de vue, et constitue une belle opportunité de voir nos idées
intégrées dans un prototype opérationnel. Ainsi, une forme de partenariat avec la société
aixoise STIL s’avère plus que souhaitable.
Les résultats obtenus avec la méthode NK et détaillés au long de la section précédente
ont été immédiatement spectaculaires. Obtenus pour un proﬁl métallique en polarisation
TE, ils ont été encore améliorés en polarisation TM, et étendus au cas diélectrique. Il
n’en reste pas moins que ces travaux constituent un premier modèle assemblé à partir des
connaissances en diﬀusion surfacique et inversion préexistantes dans l’équipe. Ce modèle,
limité et perfectible sur bien des aspects, a été partiellement transposé aux surfaces
bidimensionnelles et à la diﬀraction vectorielle. Toutefois, pour des questions de charge
numérique, il ne peut être appliqué dans des cas de super-résolution. Le passage de la
NK à une méthode de gradient pourrait permettre tout à la fois de réduire le rôle de la
régularisation et de lever le problème du stockage de la matrice associée à l’opérateur D
pour les surfaces bidimensionnelles. Reste à déterminer si une méthode de gradient sera
aussi performante en terme de résolution latérale que la NK. L’équipe ne manque pas de
compétence en la matière [Belkebir 01].
Qui sait si cela fait, nous ne rencontrerons pas autres obstacles sur la route de l’in-
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version tridimensionnelle super-résolue? Nous aurons alors l’opportunité de réviser nos
connaissances en profondeur et de les adapter plus encore à la spéciﬁcité de la diﬀraction
surfacique.
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Chapitre 5
Polarisation et cohérence de la
lumière
5.1 Introduction
L’utilisation des concepts et methodes statistiques est un aspect fondamental de l’Op-
tique moderne [Goodman 85, Mandel 95]. Principalement relégué au rang de bruit pa-
rasite aux radiofréquences, le caractère aléatoire du champ électromagnétique est cen-
tral en Optique, car intrinsèquement relié à la nature quantique des sources lumineuses
[Glauber 63].
Les notions de cohérences spatiale et temporelle sont au programme du cours d’Op-
tique physique des licences de sciences physiques. Je les ai moi-même enseignées à Saint-
Jérôme il y a quelques années. Les dimensions de la source et sa largeur spectrale inﬂuent
directement sur la visibilité des franges dans un montage interférométrique à division
du front d’onde. Le troisième type de cohérence, polarimétrique, intervient en ellipsomé-
trie. C’est le degré de polarisation (DOP) de la lumière qui ﬁxe le contraste maximal
de l’intensité en sortie de l’analyseur tournant. Le DOP conditionne très largement les
performances des techniques d’ellipsométrie. L’approche uniﬁée des phénomènes de cohé-
rence et de polarisation est récente [Wolf 07]. Cette théorie a essentiellement été appliquée
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aux milieux faiblement diﬀusants comme la turbulence atmosphérique [Salem 04] ou dans
des conﬁgurations très spéciﬁques [Roychowdhury 06]. On trouve un bon résumé de ces
travaux dans [Gbur 11].
En 2011, je commence à travailler avec M. Zerrad et C. Amra sur l’inﬂuence de la
diﬀraction par un milieu désordonné sur les propriétés de polarisation de la lumière, sans
se limiter au régime de faible diﬀusion. J’ai déjà une petite expérience de la lumière par-
tiellement polarisée : des calculs de simulation de matrices de Müller sur la surface de la
mer en microonde et sur des surfaces rugueuses aléatoires en Optique. Vu mon parcours,
personne ne sera étonné que milieu désordonné soit pour moi bien souvent synonyme de
surface rugueuse. On distingue ici milieu désordonné et milieu aléatoire [Brosseau 91].
Pour les trois études présentées dans ce chapitre, on se place systématiquement en condi-
tions de champ lointain où le champ électrique comporte deux composantes orthogonales.
Le régime est entretenu, et ces composantes sont traitées comme des processus aléatoires
centrés, stationnaires et ergodiques au second ordre. Notre étude s’est jusqu’à présent
limitée à ce qu’il est convenu d’appeler la cohérence du premier ordre.
En suivant l’ordre chronologique, nous commençons modestement au § 5.2 avec la
réduction du DOP de la lumière captée par un système optique dont l’ouverture dépasse
la taille du grain de speckle. Viennent ensuite (§ 5.3 et annexe A.5) les résultats phares sur
la repolarisation – l’augmentation du DOP – par diﬀusion. Nous cherchons actuellement
à réitérer ce succès avec la cohérence temporelle. Au § 5.4, je présente les outils qui
nous permettent de lier le temps de cohérence diﬀracté à la cohérence et à la polarisation
incidentes. Au § 5.5, la prise en compte de la variation spectrale des coeﬃcients de diﬀusion
est abordée. Les résultats obtenus viennent compléter ceux présentés au § 5.3.
5.2 Speckle intégré
Notons Ex et Ey les signaux analytiques des composantes du champ électrique dans un
système de coordonnées cartésiennes où l’axe z coïncide avec la direction de propagation.
Il est commode d’exprimer le DOP P en fonction du coeﬃcient de corrélation µ et du
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(|µ|2 − 1) (5.2.1)
Contrairement à µ et β qui dépendent du choix des directions xˆ et yˆ, le DOP est une
caractéristique intrinsèque de la lumière. Il a une réalité expérimentale : il s’identiﬁe au
meilleur contraste ellipsométrique accessible. La décorrélation des champs µ = 0 n’est pas
une condition suﬃsante pour annuler P . Il faut encore l’équilibre entre les polarisations
β = 1 pour que la lumière soit (totalement) dépolarisée. Lumière naturelle et lumière
dépolarisée sont souvent synonymes. La lumière pleinement polarisée P = 1 correspond
aux trois cas |µ| = 1, β = 0 et β →∞.
En éclairage cohérent, le champ lointain diﬀracté par un milieu désordonné comme une
surface rugueuse ou des inhomogénéités de volume est parfaitement déterministe, donc
pleinement polarisé. Dans le cas d’une surface rugueuse notamment, le champ diﬀracté a
une structure de speckle, dont les grains à la longueur d’onde λ et à une distance R ont




inversement proportionnelle à la dimension L de la tache d’éclairement. Si l’ouverture
d’un détecteur est trop grande, celui-ci délivre un signal intégré sur plusieurs grains de
speckle.
Nous avons utilisé cette propriété pour évaluer par Monte Carlo la surface eﬃcace
de diﬀusion d’une surface rugueuse décrite statistiquement [Saillard 01] (voir chapitre 2
par exemple). On calcule le champ diﬀracté par un ensemble de réalisations, et la surface
eﬃcace est déduite de l’estimation de la variance de ce champ. Le diagramme bistatique
obtenu est lisse, et ce résultat statistique peut prédire et être comparé aux mesures,
pourvu que le détecteur utilisé ait une ouverture suﬃsamment grande pour intégrer le
speckle.
Pour un système ellipsométrique, une ouverture trop grande est au contraire problé-
matique, car les performances sont dégradées, comme si la polarisation de la lumière
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entrante était partielle. Dans les années 70, des résultats fondamentaux ont été obtenus
avec les seuls outils de l’Optique statistique [Dainty 75, chap. 2]. Ces résultats ont été
réédités depuis dans [Goodman 07], et les numéros de paragraphes et d’équations indi-
qués par la suite se rapportent à cette référence. Ces résultats portent aussi bien sur
le speckle intégré (§G4.6) que sur la diﬀraction surfacique (§G4.5.4 et G4.5.5). Il y est
fait grand usage du modèle du speckle pleinement développé, où le champ diﬀracté hors
spéculaire est une variable aléatoire complexe gaussienne circulaire, et qui est valable
pour les surfaces très rugueuses. Dans le cas du speckle partiellement développé, dont
l’exemple canonique est la diﬀraction surfacique par une rugosité modérée, Goodman
reconnait toutefois :
The [...] case can still be analyzed in principle, but the results are diﬃcult to
apply in practice.
Ainsi, le DOP intégré, c’est-à-dire avec prise en compte de l’ouverture du système op-
tique, n’avait jamais été explicitement relié aux paramètres de rugosité, verticalement la
hauteur quadratique moyenne h et horizontalement le rayon de corrélation ℓ. C’est ce que
M. Zerrad, C. Amra et moi avons fait dans l’article [Zerrad 10] à l’aide de modélisations
rigoureuses de la diﬀraction d’une onde électromagnétique harmonique par des surfaces
rugueuses unidimensionnelles. Les coeﬃcients complexes de diﬀusion (νS,νP ) pour les
deux cas fondamentaux de polarisation S et P sont évalués en incidence normale. C’est
la méthode des moments (MoM) sur des proﬁls longs d’un millier de longueurs d’onde qui
est utilisée. Avec de telles longueurs, le faisceau incident est assimilable à une onde plane.
Dans les formules (5.2.1) du DOP, les champs (Ex,Ey) sont identiﬁés aux coeﬃcients de
diﬀusion (νS,νP ), ce qui correspond à une onde incidente sur la surface polarisée linéaire-
ment à 45◦ entre les directions S et P . Les moyennes sont réinterprétées en intégrations
angulaires sur l’ouverture du détecteur.
Les hauteurs des surfaces d’aluminium à λ = 632,8 nm y sont des réalisations de
processus aléatoires à corrélation gaussienne et à distribution normale. La longueur de
correlation est ﬁxée à ℓ = 100 nm et la hauteur quadratique moyenne varie entre 1 et
100 nm. C’est l’occasion de réaliser une étude des distributions du rapport de polarisation
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β et du déphasage polarimétrique δ
β =
〈|EP |2〉






et de la répartition des états de polarisation du champ diﬀracté sur la sphère de Poincaré
[Brosseau 98]. Le déphasage polarimétrique δ a déjà été identiﬁé comme un paramètre
permettant de diﬀérencier diﬀusion surfacique et diﬀusion volumique. Finalement, le DOP
(5.2.1) est tracé en fonction du nombre de grains de speckle pour les diﬀérentes valeurs
de h.
5.3 Repolarisation
La lumière naturelle peut être polarisée à l’aide d’un polariseur linéaire, ou par re-
ﬂexion brewsterienne sur un dioptre plan. Un autre phénomène de repolarisation, par
focalisation [Lindfors 05], a été récemment publié. Nous avons étudié le DOP d’une
lumière complexe diﬀractée par un milieu très désordonné et diﬀusant. Dans l’article
[Sorrentini 11], des mesures ont été eﬀectuées avec la lumière d’un laser dépolarisé sur
un étalon de diﬀusion utilisé pour calibrer les instruments optiques. L’utilisation d’une
caméra CCD a permis le tracé d’une carte du DOP sur un secteur angulaire en champ
lointain. La distribution du DOP estimée à partir de ces données fait apparaître une loi
très simple :
f(P) = 3P2 (5.3.1)
et très générale puisqu’indépendante de tout paramètre caractérisant le milieu diﬀusant.
Malgré une valeur moyenne élevée (3/4), cette loi correspond en fait à une situation de
désordre maximum associée à une distribution volumique uniforme de l’état de polarisa-
tion dans la représentation de Poincaré [Réfrégier 12].
Une lumière partiellement polarisée peut être décrite de diﬀérentes manières. La ma-











 I = 〈|ES|2 + |EP |2〉 (5.3.2)
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Carrée d’ordre 2 et hermitienne, sa diagonalisation permet d’isoler les parties pleinement
polarisée et totalement dépolarisée d’une lumière partiellement polarisée. L’ellipse de
polarisation de la première partie peut être caractérisée par deux angles, l’inclinaison ψ
et l’ellipticité χ. La représentation de Poincaré attribue à un état de polarisation partielle
un point M de l’espace repéré par ses coordonnées sphériques. Le rayon OM correspond
au produit IP, tandis que longitude et latitude s’identiﬁent respectivement à 2ψ et 2χ.
Ainsi, l’ensemble des états totalement polarisés forme la sphère de rayon I, et toute
lumière partiellement polarisée est représentée par un point intérieur à cette sphère de
Poincaré. Se déduit de nos résultats que pour une lumière totalement depolarisée, puis
totalement diﬀusée, chaque point-état de polarisation dans le volume délimité par la
sphère de Poincaré est équiprobable.
Dans [Sorrentini 11], la loi (5.3.1) est retrouvée avec le modèle phénoménologique de
Goodman du speckle pleinement développé [Goodman 07, chap. 2]. Des coeﬃcients croisés
de diﬀusion y sont introduits, conformément aux prédictions électromagnétiques. Chacun
des quatres coeﬃcients (νSS,νSP ,νPS,νPP ) de la matrice de diﬀusion y est modélisé par un
ensemble de diﬀuseurs ponctuels d’égale amplitude et de phases aléatoires, indépendantes
et uniformément distribuées, régulièrement répartis sur un plan. Les notations S et P
sont conservées, même si ce modèle n’est pas lié au choix d’un système d’axes dans
le plan de polarisation. En rapprochant les paramètres de ce modèle au plus près de
l’expérience, la carte de DOP est rendue identique à la mesure (ﬁgure 2, annexe A.5).
Ce phénomène de repolarisation est lié à l’existence de coeﬃcients de diﬀusion croisée
νSP et νPS comparables en magnitude aux coeﬃcients co-polarisés νSS et νPP . De tels
coeﬃcients, caractéristiques de la diﬀusion tridimensionnelle des ondes vectorielles, ne se
rencontrent que dans les régimes de plus forte diﬀusion.
Une modélisation plus ﬁne de la repolarisation pour des milieux très diﬀusants n’est
pas chose aisée. On pense en particulier à concevoir une surface rugueuse qui repolariserait
complètement la lumière dans une ou même plusieurs directions prescrites. Pour une
lumière incidente dépolarisée, la pleine polarisation (P = 1) du champ diﬀracté s’obtient
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à la condition suﬃsante :
νSSνPP = νSPνPS (5.3.3)
c’est-à-dire si le produit complexe des coeﬃcients co-polarisés de la matrice de diﬀraction
est égal au produit des coeﬃcients en polarisation croisée. On a vériﬁé que cette égalité
ne peut être vériﬁée par les matrices de polarisation de Bragg (méthode perturbative
au premier ordre) et de Kirchhoﬀ (approximation de Kirchhoﬀ-plan tangent et Optique
géométrique) [Elfouhaily 04]. C’était prévisible, car le niveau de diﬀusion associé modèle
du speckle pleinement développé nous situe largement en dehors du domaine de validité
des méthodes de diﬀusion simple précédemment citées.
Cette étude sur la repolarisation d’une lumière totalement dépolarisée par un milieu
très diﬀusant a été récemment généralisée au cas d’une lumière partiellement polarisée
dans [Zerrad 13]. Les coeﬃcients (β,µ) de la lumière diﬀracté, qui rentrent dans l’expres-
sion (5.2.1) du DOP, y sont directement reliés à leurs homologues (β0,µ0) pour la lumière
incidente, et aux quatre coeﬃcients de diﬀusion (νSS,νSP ,νPS,νPP ) caractérisant le mi-
lieu. Ce qui est remarquable, c’est que la repolarisation se fait sans aucune référence à
la cohérence temporelle de la lumière incidente. Ainsi, ce phénomène n’est pas rattaché,
aussi bien qualitativement que quantitativement, au régime quasi-monochromatique. La
seule entorse à la rigueur des expressions publiées concerne les coeﬃcients de diﬀusion,
qui sont supposés constants sur la largeur spectrale de la lumière. Cette contrainte est
relachée au paragraphe 5.5.
5.4 Cohérence temporelle
Jusqu’à présent, les composantes du champ deux à deux corrélées étaient prises au
même instant. Dans les expériences d’interférométrie, à division du front d’onde notam-
ment, un décalage temporel τ est introduit. Des franges apparaissent lorsqu’on fait varier
τ . Ces franges gardent une bonne visibilité tant que τ est plus petit que le temps de
cohérence ∆τ de la lumière. Il est donc intéressant d’étudier comment cette grandeur est
aﬀectée par un processus de diﬀusion.
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L’étude de la cohérence temporelle du champ diﬀracté par un milieu diﬀusant impose
l’utilisation d’un formalisme plus lourd qu’aux paragraphes précédents. On déﬁnit ainsi
la matrice de cohérence temporelle d’une lumière :






en corrélant deux à deux les composantes du champ à deux instants décalés de τ . Elle
porte les informations de cohérence temporelle de la lumière dans sa trace T (τ). Cette
grandeur, souvent identiﬁable à une intensité dans une expérience interférométrique, est
un invariant de la matrice, indépendant du choix des axes xˆ et yˆ. Le temps de cohérence
∆τ la largeur du module de cette trace. Diﬀérentes expressions coexistent pour cette
largeur, mais par déﬁnition, T et donc ∆τ sont insensibles à la valeur des termes extra-
diagonaux de la matrice de cohérence.
La polarisation de cette lumière est caractérisée par la valeur à décalage temporel
nul de la matrice de cohérence, puisqu’elle coïncide alors avec la matrice de polarisation
¯¯J = ¯¯Γ(τ = 0). Le DOP vaut ainsi
P =
√√√√1− 4D(0)T (0)2 (5.4.2)
en notant D(τ) le déterminant de la matrice de cohérence, second invariant de cette
matrice. Ce paramètre est bien sûr insensible à l’évolution temporelle de la matrice de
cohérence.
Champs incident et diﬀracté sont reliés par la matrice de diﬀusion






supposée encore une fois constante sur la largeur spectrale ∆ω ≥ 1
2∆τ
. Cette matrice,
de déterminant noté Dν , permet d’exprimer le déterminant Dd(τ) et la trace Td(τ) de la
matrice de cohérence diﬀractée en fonction de la matrice de cohérence incidente ¯¯Γi(τ) et
de son déterminant Di(τ).




¯¯M = ¯¯ν∗ ¯¯νT (5.4.4)
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On peut en déduire encore une fois (§ 5.3) que le DOP diﬀracté ne dépend pas de la
cohérence temporelle incidente. Par contre, dans le cas général, la cohérence temporelle
diﬀractée varie tout à la fois avec la polarisation et la cohérente temporelle incidentes. Ce
sont les termes extra-diagonaux de la matrice ¯¯M , proportionnels aux coeﬃcients croisés
de la matrice de diﬀusion, qui font intervenir les termes extra-diagonaux de la matrice de
cohérence incidente dans la valeur de la trace de la matrice de cohérence diﬀractée.
Dans [Soriano 13], nous proposons un modèle analytique pour cette partie extra-
diagonale de la matrice de cohérence du champ incident. Avec des matrices de diﬀusion
encore une fois fournies par le modèle de Goodman, nous présentons des cartes du temps
de cohérence de la lumière diﬀracté, et les distribution statistiques associées pour divers
degrés de polarisation incidente. Suivant ce modèle, le temps de cohérence diﬀracté vaut
toujours en moyenne le temps de cohérence incident. Les variations sont modestes : l’écart-
type atteint au plus 13,5% de la valeur moyenne. Théoriquement et numériquement, cet
écart-type tend vers zéro et les deux temps coïncident dans les deux cas extrêmes d’une
lumière incidente totalement polarisée et totalement dépolarisée.
Ces résultats théoriques restent en attente d’une validation expérimentale. En eﬀet, il
semble que la mesure du temps de cohérence dans les grains de speckle soit pour l’instant
hors de portée.
5.5 Dépolarisation
Au paragraphe 5.2, nous avons vu un premier eﬀet de dépolarisation, que l’on peut
qualiﬁer de spatial ou encore de subjectif, lorsque l’ouverture d’un capteur n’est plus
négligeable devant la taille des grains de speckle. Nous nous intéressons maintenant au
cas où les coeﬃcients de diﬀusion varient rapidement avec la fréquence sur la largeur
spectrale de la lumière incidente.
Ici, une approche spectrale est naturellement plus appropriée que la description tem-
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est la transformée de Fourier de la matrice de cohérence, et contient les mêmes informa-
tions de polarisation et de cohérence que cette dernière. Pour un milieu désordonné mais
déterministe, on montre que la matrice de diﬀusion ¯¯ν(ω), maintenant variant spectrale-
ment, relie matrices densités spectrales des lumières incidente et diﬀractée
¯¯Wd(ω) = ¯¯ν∗(ω)
¯¯Wi(ω)¯¯νT (ω) (5.5.2)
Cette formule très simple est le cadre théorique qui va nous permettre d’étudier l’impact
des variations spectrales des coeﬃcients de diﬀusion sur la polarisation et la cohérence
temporelle de la lumière diﬀusée.
On peut citer comme première origine à ces variations spectrales le caractère dispersif
du milieu diﬀusant. Toutefois, loin des résonances des caractéristiques électromagnétiques
du milieu, cette contribution sera lentement variable avec la fréquence. En régime de
diﬀusion simple, le champ diﬀracté lointain dépend de la diﬀérence des vecteurs d’onde
diﬀracté et incident. Il s’en suit une dépendence fréquentielle des coeﬃcients de diﬀusion,
mais qui reste faible si la largeur spectrale de la source est petite devant la fréquence
centrale. De manière générale et en particulier pour les milieux fortement diﬀusants, il
est bien diﬃcile de trouver des informations expérimentales ou théoriques sur la vitesse
caractéristique de variation des coeﬃcients de diﬀusion avec la fréquence.
Le modèle de Goodman permet à l’aide de diﬀuseurs ponctuels indépendants répartis
sur une grille spatiale bidimensionnelle régulière d’obtenir un speckle pleinement déve-
loppé, dont la taille du grain est contrôlé. Toutefois, comme rien ne vient prédire une
éventuelle variation spectrale de ces diﬀuseurs, le modèle est monochromatique par es-
sence. Nous avons proposé une extension heuristique du modèle de Goodman au domaine
spectrale, pour étudier le degré de polarisation de la lumière diﬀractée en fonction du
rapport R entre la largeur spectrale de la lumière incidente et la longueur de corrélation






Ce modèle permet une étude très complète. Il permet tout d’abord de quantiﬁer la dépo-
larisation en fonction de R d’une lumière incidente parfaitement polarisée, sur une ligne
verticale à l’extrême droite de la ﬁgure 5.1. Le DOP diﬀracté moyen passe ainsi de 1
pour R = 1/10 à environ 1/3 pour R = 10. Ensuite, la variation spectrale des coeﬃcients
Figure 5.1 – DOP diﬀracté moyen en fonction du rapport R et du DOP incident.
de diﬀusion vient amoindrir le phénomène de repolarisation de la lumière totalement dé-
polarisée décrit au paragraphe 5.3 (ligne verticale à l’extrême gauche de la ﬁgure 5.1.
Théoriquement égal à 3/4 pour R → ∞, le DOP diﬀracté moyen calculé est très légère-
ment inférieur à cette valeur pour R = 1/10, et descend avec R augmentant, ici jusqu’à
1/4 pour R = 10. Enﬁn, pour une lumière incidente partiellement polarisée, ce modèle
permet de déterminer la limite entre dépolarisation et repolarisation. Sur une verticale
correspondant au DOP incident, les valeurs de R en dessous (respectivement au dessus)
de la courbe noire en pointillés correspondent à une repolarisation (repectivement à une
dépolarisation).
Nous comptons prochainement confronter ce modèle à l’expérience sur les tables op-
tiques de l’équipe CONCEPT, à l’aide d’une source à super-continuum notamment.
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5.6 Perspectives
Ces premiers résultats d’Optique statistique sont très encourageants. On remarque
que les plus grandes réussites sont fondées sur un modèle de diﬀusion phénoménologique
très simple, le modèle de Goodman, plutôt que sur des calculs électromagnétiques ri-
goureux. La comparaison expérience-théorie sur la repolarisation, en ﬁgure 2 de l’annexe
A.5, est à ce titre particulièrement impressionnante. Ce genre de modèle permet de tirer
des informations sur une large classe de diﬀuseurs, reléguant les simulations numériques
comme la MoM aux études paramétriques et autres tâches périphériques. C’est plutôt
notre vision d’électromagnéticiens qui joué un rôle majeur, notamment quant à l’intro-
duction des coeﬃcients croisés de diﬀusion.
Dans le cas d’une lumière stationnaire, la transformée de Fourier temporelle du champ
optique n’est pas déﬁni au sens classique. Il faut se rabattre sur une description spectrale






 〈E¯∗(ω)E¯T(ω)〉 = ¯¯W (ω) (5.6.1)
La transformée de Fourier temporelle de la matrice de cohérence temporelle ¯¯Γ(τ) reste la
matrice de cohérence spectrale ¯¯W (ω).
E. Wolf a proposé une représentation au premier ordre qui intègre polarisation, cohé-
rence temporelle et aussi cohérence spatiale. Cette représentation en modes cohérents
spatialement a d’abord été écrite dans un cadre scalaire [Wolf 82], puis étendu au cas
électromagnétique. Nous avons jusqu’à présent délaissé cette troisième cohérence, indis-
pensable à l’étude des interférences par division du front d’onde, en considérant que le
champ incident avait une struture d’onde plane au niveau du milieu diﬀusant. Expérimen-
talement toutefois, les sources employées sont des faisceaux laser traversant un certain
nombre d’éléments optiques avant d’éclairer nos milieux diﬀusants. Il est bien sûr illusoire
d’en espérer une cohérence spatiale parfaite.
Des approches pour simuler numériquement des ensembles de modes cohérents ont déjà
été publiées par plusieurs équipes (se conférer pour la bibliographie au § 9 de [Gbur 11]).
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Il faut pouvoir générer un ensemble de champs électromagnétiques harmoniques d’ampli-
tudes complexes E¯(ω) pour les diﬀérentes pulsations couvrant la largeur spectrale de la
lumière. La moyenne d’ensemble 〈E¯∗(ω)E¯T(ω)〉 doit coincider à toutes ces pulsations avec
la matrice de cohérence spectrale ¯¯W (ω). Ici encore, ce sont les termes extra-diagonaux
qui sont problématiques. En eﬀet, s’il est assez classique de produire deux signaux Ex(ω)
et Ey(ω) à autocorrélations commandées, il est nettement moins aisé de contrôler leur
intercorrélation 〈E∗x(ω)ETy (ω)〉.
La valeur même de ces intercorrélations, les termes extra-diagonaux de la matrice de
cohérence, est mal connue. Malgré l’existence d’une technique de mesure pour ces termes
[Wolf 07], et quand ils ne sont pas simplement mis à zéro, c’est le modèle de Schell
[Schell 67] gaussien [Baltes 77] qui est systématiquement utilisé. Une importante litté-
rature existe sur ce modèle de source partiellement cohérente et les faisceaux qui lui
sont associés, qu’il nous reste à défricher. Nous devons déterminer s’il paraît réaliste de
travailler et publier sur un sujet aussi avancé et nouveau pour nous.
Une autre voie de recherche sur cette thématique est d’étendre notre étude des liens
entre polarisation et diﬀusion des milieux désordonnés aux milieux anisotropes. Peut-on
utiliser l’anisotropie de certains milieux pour repolariser la lumière? Nous gardons en
tête que les milieux biologiques sont généralement anisotropes. Enﬁn, l’anisotropie est la
porte ouverte à l’électromagnétisme transformationnel, qui est une des thématiques de
l’équipe CONCEPT. D’ailleurs, l’intérêt numérique de transformer une surface rugueuse
en une couche inhomogène et anisotrope a été récemment montré [Ozgun 13].
A l’institut Fresnel, P. Réfrégier [Réfrégier 93], M. Roche et A. Roueﬀ de l’équipe
Phyti 1 travaillent de longue date sur la polarisation et la cohérence optique [Réfrégier 07].
Ils ont abordé de nombreux sujets théoriques, comme la recherche de symétries et d’inva-
riants. Des déﬁnitions alternatives aux degrés de cohérence et polarisation ont notamment
été proposées, pour prendre en compte d’autres réalités physiques que le contraste inter-
férométrique ou ellipsométrique. P. Réfrigier, F. Goudail et P. Chavel ont contribué à
1. Site web http://www.fresnel.fr/spip/spip.php?rubrique222
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l’étude entropique de la lumière partiellement polarisée [Réfrégier 04]. Les eﬀets sur la
cohérence de la lumière de matrices de Jones aléatoires [Réfrégier 08a] ou de transforma-
tions unitaires aléatoires [Réfrégier 08b] ont déjà été étudiés. Ces résultats pourraient être
adaptés à des cas où la diﬀusion des ondes électromagnétiques par des milieux réalistes
peut être modélisée rigoureusement, en particulier dans des conditions où l’énergie est
globalement conservée.
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Scattering of Electromagnetic Waves From
Rough Surfaces: A Boundary Integral Method for
Low-Grazing Angles
Philippe Spiga, Gabriel Soriano, and Marc Saillard
Abstract—We present a boundary integral method for the nu-
merical solution of the rigorous problem of wave scattering from
rough surfaces under grazing illumination. The model of a locally
perturbated plane is adopted: a finite patch of rough surface has
its roughness flattened at the edges. The boundary formulation un-
knowns are the tangential components of the scattered field, de-
fined as the contribution from the rough area. This way, the nu-
merical domain of study is correctly bounded, even with a plane
wave as incident field, and the sampled area is made independent of
the incidence. This rigorous approach, called the grazing method of
moments, is implemented on two-dimensional perfectly conducting
surfaces and validated by comparison with a reference numerical
solution for surfaces with Gaussian correlation functions. Now, the
validity of approximate models at low-grazing-angles can be inves-
tigated; the small perturbation method and the small slope approx-
imation are addressed in this paper. Scattering diagrams show how
the performances of these methods deteriorate drastically at back-
ward scattering angles as the incidence goes to grazing.
Index Terms—Boundary integral equations, electromagnetic
scattering by rough surfaces, low-grazing angles.
I. INTRODUCTION
THE backscattering of electromagnetic waves from roughsurfaces at low-grazing angle is a specific and difficult
topic [1]. In particular, the usual criteria of validity of ap-
proximate methods have to be revisited. Indeed, depending on
whether one focuses onto forward scattering or back scattering,
the accuracy of approximate methods may differ drastically.
The efficiency of shadowing functions on high frequency
approximations is also difficult to estimate. Some specific
methods have recently been proposed, both analytical [2],
[3] and numerical [4], [5] but they address one-dimensional
surfaces. At present, all published comparisons with rigorous
methods at grazing appear to be restricted to one-dimensional
surfaces. This proves that current numerical formulations feel
uncomfortable at low-grazing angles. The aim of this paper
thus is to propose a model for the scattering of electromagnetic
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waves from two-dimensional surfaces, based on a boundary in-
tegral formalism, tailor-made for backscattering at low-grazing
angles.
The direct problem of the scattering of electromagnetic
waves from a random rough surface in harmonic regime can be
rigorously solved only by means of numerical methods [6], [7].
When the surface separates two homogeneous media, the prime
approach is the boundary integral formalism. The scattering
problem is reduced to the search of the tangential components
of the total electric and magnetic fields on the boundary. Inte-
gral equations are cast into a linear system using the method of
moments (MoM) or the boundary element method. Sampling
has to be made at the scale of the wavelength. In the physical
problem, the incident field is a beam with a footprint on the sur-
face at least several hundreds wavelengths long. This provides
by far too many unknowns for numerical solution. However,
it is now well established [7] that the scattered field can be
estimated through ensemble average over smaller samples, with
the corresponding lower angular resolution. Several models
have been investigated for the scattering from those small rough
surface patches. We now review them from a low-grazing angle
point of view.
• First, an infinite rough surface is enlightened by a tapered
beam, generally of Gaussian amplitude [8]–[11], with foot-
print of prescribed dimensions. As long as the short-cou-
pling-range phenomenon can be invoked [12], the support
of the surface unknowns is only some wavelengths larger
than the footprint, and the domain of study is thus well
bounded. This model is very close to the physical problem.
However, with a tapered beam, there is a minimum surface
length to consider, that increases asymptotically as the in-
verse of the squared grazing angle, see [13] for a discus-
sion. The tapered beam model has been widely applied to
the scattering from unidimensional surfaces, at grazing an-
gles as low as 1 [14]. The minimum grazing angle for
two-dimensional surfaces is much higher.
• Second, the roughness is assumed to be periodic, and the
incident field is a plane wave. This is a problem of scat-
tering by a diffraction grating, that can be very efficiently
solved by specific methods [15], [16]. However, for a given
incidence, the scattered field is restricted to discrete direc-
tions. Also, grating methods show specific difficulties, such
as the Rayleigh anomaly. Finally, natural surfaces are not
periodic, and the influence of the periodic boundary condi-
tions on the computed scattered field is difficult to estimate.
• In a third model, the surface is a bounded perturbation of
the average plane under plane wave illumination. Here,
some supplementary step is required to bound the domain
0018-926X/$25.00 © 2008 IEEE
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of study. The electrical image theory can do the job in
a very elegant way. It is however restricted to perfectly
conducting surfaces, since the half-space Green’s func-
tion is analytical only for this boundary condition. An-
other tapering method, inherited from resistive strips [17],
[18], consists in adding resistive regions on the edges of
the rough region. It has been succesfully applied at low-
grazing incident angles to the prediction of forward scat-
tering [19]. However, for backscattering, resistive tapering
is claimed in [20] to be restricted to grazing angles larger
than 20 . This may result from a lack of accuracy of the
method, since, at grazing incidence, only a very weak part
of the incident field is backscattered.
This last model has been extensively studied for the
Helmholtz equation under the finite section method desig-
nation. See [21] for a short review. In this same paper, stability
of the bounded perturbation problem and its convergence
toward the infinite rough surface problem as the dimensions of
the perturbation grow has been rigorously proved. This is an
important result, with no equivalent for periodic surface.
Therefore, let us reconsider the model of the bounded pertur-
bation of a plane, without resistive tapering. Under plane wave
illumination, reflection on the flat part is the main contribution
to the scattering amplitude in the forward direction. Since we
are concerned by the contribution from roughness, we define a
scattered field that is free of the field that would be reflected
from a plane interface and we suggest to choose the tangential
electric and magnetic components of that scattered field as sur-
face unknowns.
On one hand, this should provide better accuracy out of the
specular reflection direction. On the other hand, surface un-
knowns should decrease away from the rough area, since their
value result from interactions with the rough area or from the
propagation of surface waves. Therefore, it is assumed that the
support of the tangential components of the scattered field has
similar dimensions as the rough region, say some wavelengths
larger. The boundary integral formalism based on that choice of
surface unknowns is developed in Section II, where we present
integral equations and far-field formulas for these unknowns.
For a plane wave impinging a plane interface with bounded
roughness, the behavior of the scattered field in the far-field
when the grazing incidence angle or the grazing scattering an-
gles tends toward zero can be theoretically predicted [22]. These
results, that depend on the boundary condition, are summarized
in the beginning of Section III. However, as outlined earlier, sur-
face waves (surface plasmon polaritons SPP) may propagate,
whatever the polarization on a two-dimensional rough surface.
Even though they no longer contribute to the far field once prop-
agating over the flat area, SPP are part of the interaction process,
and as such, cannot be discarded in integral equations. Conse-
quently, with a restricted domain of study, the SPP may be trun-
cated and may radiate propagative waves around the grazing di-
rections. To get rid of these artifacts, we propose in Section III
modified scattering formulas that enforce the theoretical be-
havior of the scattered field at grazing. These formulas are di-
rectly inspired from the work by Tatarskii and Charnotskii [22].
Next, this approach, called the grazing MoM, is applied to
perfectly conducting surfaces. Details on numerical imple-
mentation are given in Section IV. Validation by comparison
with a classical numerical method, at non-grazing incidence,
follows in Section V. Then, bistatic results at grazing incidence
Fig. 1. Bounded perturbation of the plane.
are presented and compared in Section VI with two first order
approximate methods, the small perturbation method and the
small slope approximation, for rough surfaces with Gaussian
pdf height and correlation function. Errors in the backscattering
direction are outlined. The paper is finally concluded.
II. BOUNDARY INTEGRAL FORMALISM
In the right Cartesian coordinate system with -axis
directed upward, the rough surface is a local perturbation of
the plane with the vacuum as upper medium. The surface
is given by a Cartesian equation , and
denotes its unit normal vector directed toward the vacuum (see
Fig. 1).
Electric and magnetic fields are respectively denoted by
and , while superscripts indicate respectively the inci-
dent, reflected and scattered field, and no superscript the total
field. The reflected field is the field that would be reflected by
the plane, so that the scattered field is defined in vacuum
by . Let us notice that and the standard
scattered field defined as share the same incoherent scat-
tering amplitudes. The magnetic fields are defined accordingly.
In order to obtain a boundary integral representation of the




with jumps at the surface and
. Those equivalent surface currents
are the unknowns of the boundary integral representation of the
scattering problem. For an time dependence, the har-




with the Dirac delta distribution associated with the surface.
Those two equations can be combined to obtain a Helmholtz
equation with right-hand side
(4)
denoting the wavenumber for vacuum. sat-
isfies an outgoing wave condition in both the upper and lower
half spaces; we assume that this is a sufficient condition for
(4) to have a unique solution, that writes as the convolution
of the right-hand side and of the Green’s function
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. In order to discard the normal com-
ponents, a supplementary curl operator is applied to (4). Finally,
the function can be expressed as
(5)
The same method applied to (3) gives
(6)
To obtain integral equations, we must consider the limit of (5)
and (6) when the observation point tends toward the surface.
According to [23], the equations in vacuum are
(7)
(8)
with and the integral operators introduced by Martin and
Ola in [24]. They write, for a tangential density and two points
and on the surface
Equations (7) and (8) are not independent. Therefore, ex-
cept for the perfectly conducting case, for which
is known, another independent relation between the
unknowns and is required. In the frame of the impedance
boundary condition, of which expression is
, this second relation writes
(9)
with right-hand side vanishing outside the rough region, thus
auguring a bounded right-hand side for the boundary integral
equation. The perfectly conducting case corresponds to .
The exact transmission problem with a homogeneous dielectric
lower medium can be formalized by subtracting from the total
field the field that would be transmitted in the dielec-
tric through the plane. Associated integral equations can
be written with right-hand sides that depend on
and which show bounded supports.
Note that for lossy dielectrics, the use of that varies
exponentially with might reveal tricky in a numerical method.
For those materials, the integral relationship between the tan-
gential components of the total fields will be benefitly approxi-
mated by a local impedance boundary condition.
III. SCATTERED FIELD
In the upper and lower half-spaces, writes as a sum of
outgoing plane waves
(10)
with and, according to (6)
(11)
where denotes the wavevector in vacuum .
For an alpha-linearly polarized incident plane wave
, the beta-polarized component of the up-
ward scattering amplitude is
related to the coefficient of the standard scattering
matrix [25] by , with
the relevant Fresnel reflection coefficient. As and share
the same incoherent part, the radar cross section writes
. Therefore, matrix for real values
of and characterizes the far-field scattering from rough sur-
face , and its behavior at low-grazing incident and
scattering angles is of particular interest here.
Theoretical limits at grazing have been studied by Tatarskii
and Charnotskii in [22] for scalar waves scattered from rough
surfaces, with Dirichlet and Neumann boundary conditions. Re-
sults for electromagnetic waves can be obtained with similar ar-
guments; we just give outlines.
The behavior at grazing incidence is governed by the right-
hand side, and more precisely by for perfect
conductors, in the impedance
case and and in the
transmission case. For example, it is easy to find from Fresnel
coefficients that the last two vectors have all their components
that tend to zero and behave as at grazing, whatever the polar-
ization (denoted by with the Landau notation). The same
limit applies to the perfectly conducting case for horizontal (H)
polarization, defined by , while it is only
in vertical (V) polarization . This
behavior at grazing incidence angle is transmitted to unknowns
and through integral equations and to the scattering ampli-
tude through formula (11).
Since the scattering amplitude satisfies the reciprocity the-
orem [25], with
equals to 1 and , the behavior at grazing scat-
tering angles can be straightforwardly deduced, with main result
that the whole scattering matrix is in the transmission
case. The perfect conductor case is more complex because po-
larization dependent, as it appears on Table I. These last results
are in agreement with [22], in the sense that the co-polarized H
amplitude shares the same behavior with the Dirichlet
problem, and the co-polarized V amplitude corresponds to the
Neumann boundary condition. Note that the limit for the Neu-
mann problem may depend on the exact configuration of the
problem [26], [27].
In a numerical computation context, the correct behavior of
the scattering amplitude around is naturally enforced.
This comes directly from the fact that the excitation terms,
and thus the right hand sides, actually decrease in amplitude
with the correct speed at grazing. The answer is different when
, since the limit has been obtained through reciprocity.
Here, we only address the cases where the limit at grazing
scattering angles behave as . Such a limit does not explicitly
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TABLE I
THE LOW-GRAZING BEHAVIOR OF THE SCATTERING AMPLITUDE, THE BISTATIC
AND MONOSTATIC RADAR CROSS SECTIONS, RESPECTIVELY, FOR BOUNDED
PERTURBATION OF A PERFECTLY CONDUCTING PLANE MIRROR
appear from formula (11). In addition, as recalled earlier, sur-
face waves (SPP) may appear and the unknowns and may
have a much larger support than the rough area. Therefore, with
a bounded domain of study, the SPP is truncated and behaves
as a sheet of current, radiating in both the lower and upper
half-spaces through edge effects. Indeed, since the associated
surface current is close to , the scattering amplitude
in the plane of propagation is, with good approximation, pro-
portional to ( and the wavenumber and
the length of the rough area in the direction of propagation)
which mainly contributes to grazing scattering angles and is an
even function of . Therefore, to get rid of these truncated SPP
artifacts and enforce the theoretical behavior of the scattering
amplitude at grazing scattering angles, we propose to compute
the scattering amplitude through the combination
(12)
From (10), it is obvious that whatever , so
combination (12) remains theoretically equal to . It is to
be noticed that, since (12) numerically enforces a limit,
it should not be used to compute the V-polarized component
of the scattering amplitude in the perfectly conducting case, for
any incident polarization.
IV. NUMERICAL IMPLEMENTATION FOR PERFECTLY
CONDUCTING SURFACES
Let us consider a rough surface, with roughness flattened ex-
cept on a finite area. The flattening is mathematically realized
by multiplying the elevation function by a Hanning function, as
shown in Fig. 2. This ensures a smooth transition between the
flat part and the rough part. The size of the transition is ruled by
the parameters L1, L2, and , the choice of these param-
eters depending on the rough surface under study. Fig. 3 shows
the geometry of the tapered surface. The rectangle in dashed
lines bounds the domain where is non-zero. This
domain is surrounded by plateaus of dimensions P1, P2,
and . Transitions and plateaus are sized to ensure that the
right-hand side of (7) is bounded to the numerical domain of di-
mensions 2L and 2l, and represented in Fig. 3 by the rectangle
in solid lines.
Fig. 2. The Hanning function.
Following Section II, the perfect conductor boundary condi-
tion writes . This can be inserted into (7)
to get an integral equation
(13)
with same kernel as the magnetic field integral equation (MFIE).
As such, it can be solved by similar techniques. This equation,
discretized by the method of moments (MoM), gives rise to a
linear system with a completely filled matrix . This
system can be solved iteratively at a cost in memory
and time, where is the number of surface unknowns. For
two-dimensional surfaces, becomes very large and advanced
numerical schemes have been proposed [6]. For instance, the
sparse-matrix flat-surface approach [28] has a reduced memory
cost of . This technique has been used in [29] with alter-
native iterative methods; the expression of the coefficients of the
matrix appear in this paper. In [30], the method has been im-
proved with a multilevel canonical grid technique; the time cost
is now and details of the implementation can be
found in [31].
Since the MFIE operator is weakly singular [23], [24],
the method of moments can be applied with piecewise-constant
basis functions and point matching. On the contrary, operator
is hyper-singular, and the computation of the right-hand side
of (13) is not trivial. With one differentiation of transferred
onto the electric field, the right-hand side writes
(14)
For this integral to be computed numerically, and
are expanded in piecewise-constant basis func-
tions. The evaluation of the right-hand side vector of the linear
system is obtained from two matrix-vector products, therefore
requires operations. With the multilevel canonical grid
technique of [31], it is performed with reduced memory
and time requirements.
One should keep in mind that real materials have finite
conductivity, thus that the transmission boundary condition
should be addressed. In this case, all the components of the
scattering amplitude behave as at grazing. Indeed,
for low-grazing angles and vertical incident polarization, the
Fresnel coefficients for finite and infinite conductivity show
opposite limits (respectively 1 and 1) at grazing: the angle
and conductivity limits cannot be commuted here. No real
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Fig. 3. Geometry of the tapered rough surface.
surface should be assumed perfectly conducting under verti-
cally-polarized illumination around and beyond the Brewster
angle. On the contrary, the conductivity has no effect on the
horizontal Fresnel coefficient at grazing, and the perfectly
conducting model is relevant. However, following Table I, only
the co-polarized horizontal amplitude meets the correct
behavior at grazing, and the cross-polarization should be con-
sidered unphysical. For the HH component of the scattering
amplitude, the combination (12) as applied to (11) writes
(15)
with obvious limit at grazing, now.
In the two following sections, integral (13) is solved for the
right-hand side (14) associated with a horizontally-polarized in-
cident plane wave. The horizontal component of the scattering
amplitude is computed from (15) and radar cross section is es-
timated by Monte Carlo average. The whole approach is called
grazing MoM.
V. VALIDATION AT NON-GRAZING ANGLES
In this section, the grazing MoM is compared to the classical
implementation of the MoM (denoted beam MoM thereafter),
where the surface roughness is not bounded, but is enlightened
by a tapered polarized beam with Gaussian envelope. Of course,
only non-grazing incidence may be addressed here. The beam
MoM has itself been validated by comparison with experimental
data in [29], and has been used as a reference in numerous pub-
lished works. All Monte Carlo averages have been performed
on 200 samples.
The first studied surface has an isotropic Gaussian correla-
tion function with height root mean square and
correlation radius , denoting the electromagnetic
wavelength. The incidence angle is 60 from the normal. For the
beam MoM, the rough surface is sampled at 8 points per wave-
length and, in order to avoid edge effects, is set long and
wide. The number of surface unknowns is thus .
For the grazing MoM, the surface area can be reduced, since
the only requirement is that the dimensions of the rough part
of the surface are much larger than the correlation radius. Here,
the surface is square with sides , parameters
and plateaus of (see Section IV
and Fig. 3). With a sampling step of one eighth wavelength, the
number of surface unknowns is lowered by a factor
eight, in comparison with the beam MoM.
Fig. 4 shows a comparison between the grazing MoM and
the beam MoM co-polarized normalized radar cross section
(NRCS), versus the scattering angle in the plane of incidence,
for a non-grazing incidence of 60 . It is expected to find
some discrepancy between the two curves in the region of the
specularly reflected beam, from 50 to 75 , as only incoherent
scattering is considered for the grazing MoM, while it is total
scattering for the beam MoM. As predicted by formula (15),
the grazing MoM NRCS vanishes at forward and backward
low-grazing angles, while the beam MoM NRCS, being esti-
mated through a formula similar to (11), show non null limits.
This explains discrepancies between the plots for angles lower
than or higher than . Outside these regions, the
two methods coincide fairly well. One can also notice a slight
vertical shift between the two curves over the whole diagram.
This comes from the value of the area that normalizes the
NRCS in the case of the grazing MoM, which should
refer to the area of the rough part. This definition is however
ambiguous, since the Hanning function makes a smooth tran-
sition between the plane and the roughness over distances set
by parameters L1 and L2. Here, the normalizing area has been
set to
.
As a rigorous method, the grazing MoM predicts cross-polar-
ization. In this case, formula (11) has to be used for computa-
tion of the scattering amplitude. For validation purpose, the VH
component of the NRCS is plotted in the plane of incidence in
Fig. 5 and compared to the beam MoM. The incident field of the
grazing MoM is a perfectly horizontally-polarized plane wave.
On the contrary, in the beam MoM, the surface is enlightened
by a superposition of plane waves of which polarization cannot
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Fig. 4. Co-polarized component of the normalized scattering cross-section at
60 incidence and Horizontal polarization versus scattering angle in the plane
of incidence for the grazing MoM and the beam MoM. The surface is perfectly
conducting with     height root mean square and an isotropic Gaussian cor-
relation function of radius   .
Fig. 5. Cross-polarized component of the normalized scattering cross-section
at 60 incidence and Horizontal polarization versus scattering angle in the plane
of incidence for the grazing MoM and the beam MoM. The surface is perfectly
conducting with     height root mean square and an isotrope Gaussian cor-
relation function of radius   .
be perpendicular to the plane of incidence [11]. Therefore, re-
flection of such a beam on a mere plane gives a field that com-
prises a non-zero vertically-polarized component. In the same
way, the cross-polarized NRCS predicted by the beam MoM for
a rough surface is overestimated. This explains the difference
between the two curves of Fig. 5. To conclude this comparison,
our opinion is that the grazing MoM is better suited than the
beam MoM to characterize the cross-polarized response in the
plane of incidence of a rough surface.
The grazing MoM can be applied to rougher surfaces. We
now consider a second roughness with height root mean
square and correlation radius, and a third one, with
height root mean square and correlation radius, at 60
incidence still. For these surfaces, the slope root mean square
is 0.47. The size of the surface samples for both methods is
unchanged. For the second case (Fig. 6), the two models also
fit very well. When the surface is very rough and its correlation
length exceeds the wavelength, the two MoMs differ around
Fig. 6. Same as Fig. 4, with    height root mean square and    corre-
lation radius.
Fig. 7. Same as Fig. 4, with     height root mean square and    corre-
lation radius.
the specular direction, as shown in Fig. 7. Here, the difference
between the two representations of the problem—a tapered
beam on an infinite roughness and a plane wave on a plane with
bounded perturbation—shows off. However, comparison re-
mains excellent for all backward angles, thus in backscattering.
These comparisons prove the validity and interest of the
grazing MoM.
VI. COMPARISON WITH APPROXIMATE METHODS
The grazing MoM, as a numerical solution of the rigorous
scattering problem, can be used to check the validity of approx-
imate models at low-grazing incidence, the backscattering di-
rection being of particular interest for remote sensing applica-
tions. High-frequency asymptotics such as the Kirchhoff-tan-
gent plane approximation or the Geometrical Optics, mainly
suited for predicting scattering around the forward direction,
will not be addressed here. We thus focus on the small perturba-
tion method (SPM1) and the small slope approximation method
(SSA1), both at first order. Note that more advanced and re-
cently published methods such as [2] are claimed to handle low-
grazing, but we think that classical methods should be tested
first. For Gaussian surfaces, SPM1 is usually given to be valid
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Fig. 8. Horizontal-horizontal component of the normalized scattering cross-
section at 20 , 80 and 89 incidence versus scattering angle in the plane of
incidence for the grazing MoM, SPM1 and SSA1. The surface is perfectly con-
ducting with     height root mean square and an isotropic Gaussian corre-
lation of radius   .
TABLE II
HORIZONTAL-HORIZONTAL COMPONENT OF THE BACKSCATTERING NRCS OF
THE GRAZING MoM, SPM1 AND SSA1 IN dB FOR THREE VALUES OF THE
MONOSTATIC ANGLE IN DEGREES. THE SURFACE IS PERFECTLY CONDUCTING
WITH     HEIGHT ROOT MEAN SQUARE AND AN ISOTROPIC
GAUSSIAN CORRELATION OF RADIUS   
for height root mean square lower than , while the cri-
terion for SSA mixes with the slope root mean square
. From the analytical expressions of the scattering am-
plitude, it appear that these two methods coincide when an expo-
nential term can be linearized at first order, namely:
. Therefore, SPM1 and SSA1
should agree for low-grazing backscattering angles.
The study starts with a surface with a small roughness of
height root mean square and an isotropic Gaussian cor-
relation of radius , already considered in the previous sec-
tion. The height and the slope (13.2 angle root mean square)
are moderate, so SSA1 should behave well. Fig. 8 shows the
comparison between these two approximations and the grazing
MoM. Three angles are considered, namely 20 , 80 89 . At 20
incidence, SPM1 gives a correct indication of the shape of the
scattering diagram, underestimating the NRCS between
and and overestimating it beyond , with an error al-
ways smaller that 5 dB. SSA1 is generally closer to the MoM,
showing excellent accuracy on the major part of the diagram,
from to . However, outside this region, SSA1 under-
estimates the NRCS by several dB. When the angle of incidence
increases, the gap between rigorous and approximate methods
widens. SSA1 fits MoM on a region that goes tighter. As shown
in Table II, SPM1 and SSA1 are very close to each other, but
irrelevant for backscattering at low-grazing angles.
VII. CONCLUSION
This paper presents a boundary integral method for the nu-
merical solution of the rigorous problem of wave scattering from
rough surfaces under grazing illumination. The model of a lo-
cally perturbated plane is adopted: a finite patch of rough surface
has its roughness flattened at the edges. The boundary formula-
tion unknowns are not the tangential components of the total
field, but those of the scattered field, defined as the contribution
from the rough area. This way, the numerical domain of study
is correctly bounded, even if the incident field is a plane wave.
Since no tapered beam is used, the sampled area is a priori in-
dependent of the incidence, and low-grazing angles are at hand.
No supplementary assumption such as periodic boundary con-
ditions or resistive loading is necessary.
This approach has been implemented on two-dimensional
perfectly conducting surfaces, and validated by comparison
with a reference numerical solution for surfaces with Gaussian
correlation functions. Finally, the scattering diagrams predicted
by the small perturbation method and the small slope approxi-
mation are compared to those given by this rigorous model, the
grazing MoM, in the plane of incidence for incidence angles of
20 , 80 and 89 . One can see how the performances of these
methods deteriorate drastically at backward scattering angles as
the incidence goes to grazing, up to 17 dB in the backscattering
direction at 89 incidence for a surface with slope root mean
square of 0.23.
The same approach can be implemented to solve impedance
or transmission problems. In such cases, hyper-singular inte-
gral operators cannot be avoided, and may require the use of
more advanced discretization schemes, such as divergence-con-
forming basis functions.
This model is naturally aimed at investigating the numerous
advanced approximate models that have appeared in the litera-
ture for the last decades [32], and sorting them in the context of
low-grazing angles.
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A Cutoff Invariant Two-Scale Model in
Electromagnetic Scattering From Sea Surfaces
Gabriel Soriano and Charles-Antoine Guérin
Abstract—The two-scale model (TSM) is one of the most fre-
quently employed approaches in scattering from multiscale sur-
faces such as ocean surfaces. It consists of combining geometrical
optics (GO) with the small-perturbation model (SPM) to be able
to cope with both the small- and large-scale components of the
surface. However, well-known shortcomings of this method are
the arbitrariness of the dividing scale and the sensitivity of the
scattering cross section to the choice of this parameter. We propose
to replace SPM with the first-order small-slope approximation
(SSA1) to treat the small-scale roughness and derive the formulas
for the corresponding TSM, referred to as GO-SSA. We show that
GO-SSA is robust to the choice of the frequency cutoff and give a
numerical illustration for the sea surface.
Index Terms—Ocean scattering, small slope approximation
(SSA), two-scale model (TSM).
I. INTRODUCTION
THE composite-surface model, or two-scale model (TSM)[1]–[4], is currently the most employed for calculation of
ocean-surface scattering. In this model, the surface is consid-
ered as a superposition of long waves and short ripples. The
contribution of each kind of roughness to the scattering process
is then treated differently. The formulation of the TSM varies
with authors and applications: radar backscattering coefficient,
surface brightness temperature, etc.
In its simplest expression, the TSM combines geometrical
optics (GO) for long waves and the small-perturbation method
at first order (SPM1) for short waves. In terms of scattering
cross section, it can be symbolically summarized as follows:
GO− SPM = GO + SPM1 ∗ (pdf slopes). (1)
The TSM relies on a cutoff parameter, which divides the
elevation spectrum into small- and large-scale waves. In the
derivation of this model, the cutoff frequency is chosen large
enough to ensure that the exponential quantities involving the
small-scale wave correlation function can be linearized (see,
e.g., the discussion in [5]). However, the applicability of the
GO to the remaining long-wave components is not guaranteed,
as there is, in general, no common regime for Bragg and
GO scattering from ocean surfaces. Therefore, some authors
recommend that values of the cutoff be obtained by comparison
with experimental data or numerical simulations [6], [7]. This
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value will change with the electromagnetic (EM) frequency but
also with the incidence angle and the wind condition. Another
weakness of (1) is that GO-SPM is at least equal to the GO
and that small-scale roughness has no impact on this term.
Since Wright in 1968 [1], several advanced methods have been
published that can theoretically cope with the ocean-surface
scattering at any frequency (see, e.g., [8], for a review). How-
ever, these methods are often complex, and their application
to multiscale surfaces, such as the ocean, can quickly become
tricky and computationally intensive. The aim of this letter is
to show that, with minimum change, the TSM can be made
more reliable in the sense that its dependence on the cutoff is
relegated to a position of secondary importance.
The main idea is that SPM1 has too tight of a validity domain
and should be replaced with the small-slope approximation
[9], [10] at first order (SSA1). This method has a wider validity
domain than SPM1 while being of the same complexity as
a mere Kirchhoff approximation. Furthermore, it has been
shown [11] to be very accurate on the ocean elevation spectrum
as long as the lowest frequency components of the spectrum
are truncated. However, the main weakness of SSA1 is its in-
consistency with GO for large scales, which makes it unable to
cope with the longest ocean waves (except at low EM frequency
and/or low wind speed). This is why SSA1 cannot be used alone
to treat the whole ocean surface and has to be incorporated in
a TSM. Nevertheless, its domain of validity is sufficiently large
to allow a displacement of the cutoff toward nonresonant fre-
quencies in the validity domain of GO. Therefore, we propose
to combine the GO for long waves and SSA1 for short waves
in an improved TSM, called GO-SSA. In Section II, a complete
development of the GO-SSA is given. For the convenience of
the practitioner, we provide explicit formulas of the GO-SSA
model in Section III. In Section IV, the GO-SSA applied to the
unified directional ocean spectrum [12] is proved to be quasi
independent of the cutoff. A numerical illustration is given for
both the monostatic and the bistatic case.
II. FORMULATION OF THE MODEL
We consider a rough surface Σ, centered about the horizontal
(x, y) plane separating vacuum (upper medium) from a homo-
geneous medium with complex relative permittivity εr (lower
medium). The surface is illuminated from above by a unitary
plane wave eiK0·R with wave vector K0, where R = (x, y, z)
is the 3-D position vector. The scattered waves in the upper
medium are labeled by their wave vector K. The scattering
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where Es is scattered far field at distance R and in direction
K and E0 is the incident polarization. As usual, in the TSM,
the surface elevation is decomposed into small- and large-
scale components. We assimilate the large-scale component to
a succession of adjoining randomly tilted plane facets with
the same projected area A. We denote nj as the unit normal
vector of the jth facet and Rj as the position vector of its
center. The small-scale component hs is a stationary centered
Gaussian random process with rms deviation σs = 〈h2s 〉1/2,
superimposed on the facets along their normal direction. Hence,
the surface is described by the position vector
R|Σ = r˜ + hs(r˜)n (3)
where r˜ is a vector along the large-scale facet, n is the local
normal vector, and hs is understood as a function of two coor-
dinates in the framework of this facet. We suppose that there is
no correlation between the successive facet slopes nor between
the small- and large-scale processes. Our analysis relies on the
fundamental assumption that the rough facets scatter coherently





with the convention that Sj is the scattering amplitude of the jth
facet illuminated by a truncated plane wave eiK0·RΠA(R−
Rj). Here, the cutoff function ΠA delimits the region of space
whose vertical projection falls within the area A: ΠA(x, y, z)=1
if (x, y) ∈ A, else ΠA(x, y, z) = 0. The scattering amplitude
of each rough facet will be calculated by means of SSA1,
evaluated in its local framework. We now proceed with the
evaluation of the coherent and incoherent cross sections, which
are related to the mean and fluctuation of the scattering ampli-
tude over the roughness process. We denote by 〈·〉s, 〈·〉L, and
〈·〉s,L the ensemble average over small-, large-, and composite
scales, respectively. At this stage, it is convenient to introduce
the Ewald vector Q =K −K0. We denote qj⊥ = Q · nj and
q
j
‖ = Q− q
j
⊥nj as its normal and in-plane component, respec-
tively, with respect to a facet with normal nj . The scattering











where the vector r˜ runs over the facet and B(K;K0;nj) is
the Bragg scattering tensor associated with the tilted plane.
Performing an ensemble average over small scales, we obtain




















The integration variable can be converted to a horizontal vari-








where qz = Q · ẑ and qH = Q− qz ẑ designate the vertical and















Π̂A(qH + qzsj) (7)







Typically, the facet is much larger than the incident wavelength
so that the function Π̂A is sharply peaked around the local spec-
ular direction. Hence, the involved quantities must be evaluated
at the specular slope




The Bragg scattering tensor in the local specular direction can
be expressed [8] through the Fresnel reflection operator (see











Altogether, this gives the coherent contribution of a single facet
〈Sj〉s = e
−iQ·RjVΠ̂A(qH + qzsj) (11)












Further averaging over the large scales under the assumption
that the facet altitudes Hj = Rj · ẑ and slopes sj are Gaussian









where σL = 〈H2j 〉L is the large-scale rms height, P is the pdf
of slopes, and the asterisk stands for the convolution. The
incoherent scattering cross section is obtained by normalizing
the scattered intensity by an increasing illuminated area. It can






where σN is the intensity produced by the illumination of N
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Here, Sj refers to any of the four components of the scattering
tensor in a polarization basis. Now, we can decompose each
elementary scattering amplitude into a mean and fluctuating
part with respect to the small-scale average
Sj = 〈Sj〉s + δSj . (16)
The assumption that the facets’ slopes are independent implies
that both the mean and fluctuating part of the local scatter-























The first term is the incoherent cross section of SSA1 applied to











= 〈σSSA1(K,K0;n)〉L . (18)
The remaining contribution in (17) is the variance over large
scales, Var(〈Sj〉s)〉L, of the small-scale coherent field, normal-






( ∣∣∣Π̂A(−qz·)∣∣∣2 ∗ P
− e−(qzσL)
2
∣∣∣Π̂A(−qz·) ∗ P ∣∣∣2)(−qH/qz). (19)
Here, V stands for any component of V in the polarization
basis. When the facet area A is much larger than the EM wave-
length, we have Π̂A(ξ) ∼ δ(ξ) and |Π̂A(ξ)|2 ∼ A/(4pi2)δ(ξ).
On the other hand, the large-scale rms height σL and slope
sL tend to zero as the facet size is increased, since there are
fewer and fewer scales beyond this dividing scale. Hence, we
have also P (ξ)→ δ(ξ) in the limit A→∞, and the term
(19) must be handled with caution. If the support of the func-
tion P is much smaller than that of Π̂A (i.e., q2zAs2L ≪ 1),













If on the contrary q2zAs2L ≫ 1, then it is Π̂A that plays the role







Note that the contribution arising from the latter term in (19)
is negligible in that case, since for Gaussian pdf, it is of the
order P 2/(q2zA) ∼ P/(q2zAs2L). Since σL and sL have the same
monotonic behavior with respect to the facet size, we chose to












Altogether, the two-scale incoherent cross section can be
written












)∣∣∣∣2 Q44q4z P (−qH/qz) (23)
which holds for any of the four components of the involved
quantities in a polarization basis. The first term is the orien-
tation average over large-scale slopes of the local SSA1 cross
section applied to the small scale. The second term is identified
as the usual GO cross section of large scales damped by an
exponential attenuation factor due to the small-scale coherent
field. The main result of this paper can thus be summed up in
the symbolic equation as follows:





+ SSA1 ∗ (pdf slopes). (24)
A consistency test on this formula can be performed by in-
specting the limiting cases. GO is plainly recovered in the ab-
sence of small scale (σs=0) and for large Rayleigh parameter
(qzσL ≫ 1). If the large-scale components are set to zero, the
pdf of slope becomes a delta function, and the incoherent cross
section reduces to that of SSA1. The qualitative behavior of
each of the terms as the cutoff frequency (Kc ∼ A−1/2) is
varied makes GO-SSA robust to the latter. Indeed, moving Kc
toward high frequencies diminishes the small-scale rms and the
SSA1 incoherent cross section. This is, however, compensated
by the increase of the damping exponential factor due to small-
scale roughness.
Note that this factor has already appeared in the literature, in
earlier attempts to modify the TSM, by treating the small-scale
part with a different theory from SPM, essentially the Kirchhoff
approximation [13]–[15].
III. EXPLICIT FORMULAS FOR THE GO-SSA MODEL
For the convenience of the practitioner, we provide explicit
formulas of the GO-SSA model in the standard polarization
basis. To avoid tedious use of change of basis matrices, it
is convenient to express the SSA1 scattering amplitude in a
dyadic form, which is not bound to the choice of a reference
framework. The Bragg scattering matrix involved in SSA1 can




















with K̂ =K/K and K̂0 =K0/K. The involved Fresnel









where K⊥ = |K · n| is the absolute normal component of the
wave vector and r1 and r2 are the Fresnel reflection coefficients
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in vertical and horizontal polarization, respectively, evaluated at
the local angle. We have denoted p±i as the vectors forming the
canonical polarization basis in the framework of the tilted plane











with K‖ =K −K · nn. Each of the components of the inco-
herent SSA1 cross section, 〈σjiSSA1(K,K0;n)〉L, is obtained
through
〈∣∣p+j (K; ẑ)B(K;K0;n)p−i (K0; ẑ)∣∣2 L(Q;n)〉
L
(26)
where i and j denote the incident and scattered polarization,


















where C(r) = 〈h(0)h(r)〉s is the correlation function of the
small-scale process. In the literature, the Fourier transform of




(1 + ∆(k) cos 2ϕ) (28)
is generally expressed in polar coordinates (k, ϕ), ϕ = 0 being
the upwind direction, with the help of the omnidirectional
curvature spectrum B(k) and the spreading function ∆(k) [12].
Consequently, the small-scale correlation in polar coordinates













Under the assumption that the small-scale roughness is weakly
anisotropic: K2C2 ≪ 1, integral (27) is also a sum L = L0 +






























and q‖ = (q‖, ϕ) in polar coordinates.
Fig. 1. Ocean backscattering cross section at Ku-band (f = 14.6 GHz)
predicted by the GO-SSA versus the monostatic incidence angle, along wind,
for a wind speed of 15 m/s and for three values of the cutoff wavenumber.
For clarity, a 10-dB attenuation has been applied to the horizontally polarized
component.
Numerical evaluation of (29) and (30) is quite tricky, due to
oscillating and slowly decreasing integrands. However, increas-
ing the cutoff wavenumber Kc makes the computation easier.
IV. NUMERICAL RESULTS AND CONCLUSION
The GO-SSA model has been applied to the unified direc-
tional ocean spectrum [12]. The sea is fully developed, with
a wind speed at 15 m/s. EM frequency is in Ku-band, at
14.6 GHz. A monostatic configuration has been chosen, in the
plane along the wind. The scattering cross section predicted
by GO-SSA is plotted versus the monostatic incidence angle
in Fig. 1 for three different values of the cutoff wavenumber:
Kc = K/4,K/8,K/16, where K is the EM wavenumber.
Only copolarized components of the scattered field are shown,
VV and HH, and a 10-dB attenuation has been applied to
the HH signal to distinguish the two curves around normal
incidence. As one can see, the value of the cutoff has the
following minor impact on the monostatic diagram: the curves
Kc = K/4 and Kc = K/16 are always closer than 1 dB,
except in HH beyond 65◦. Note that differences between ocean-
spectrum models can induce larger errors. Due to slope mod-
ulation, the TSM models give a nonzero cross-polarization in
the plane of incidence, which is absent for GO, SPM1, and
SSA1 taken separately. These components are discarded, since
cross-polarization is a multiple-scattering effect that cannot be
handled by combining two single-scattering methods.
The backscattering cross section of Fig. 1 is, following
expression (24), the sum of two terms, a damped GO term,
GO× e−Q2σ2s [1− e−(qzσL)2 ], and an SSA1 term averaged over
large slopes, SSA1 ∗ (pdf slopes). The contribution of each term
is shown in Fig. 2 for vertical polarization and three different
values of the cutoff. For Kc = K/4, the larger term is GO
at small angles (< 20◦) and SSA at larger angles. At smaller
cutoffs, Kc = K/8, the SSA term dominates everywhere. For
Kc = K/16, the contribution of the GO term at nadir is as low
as 0.2 dB.
Fig. 3 shows a comparison of GO-SSA with GO-SPM at
various values of the cutoff (Kc = K/16,K/8,K/3). The
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Fig. 2. Contribution of the GO term GO× e−Q2σ2s [1− e−(qzσL)2 ] and
of the SSA term SSA1 ∗ (pdf slopes) to the ocean VV backscattering cross
section at Ku-band (f = 14.6 GHz) versus the monostatic incidence angle,
along wind, for a 15-m/s wind speed and for the cutoff wavenumbers Kc =
K/4, K/8, K/16.
Fig. 3. V-polarized ocean bistatic cross section at L-band (f = 1.25 GHz)
versus the scattering angle (plane of incidence), along wind, for a 5-m/s wind
speed, predicted by GO-SPM for three values of the cutoff wavenumber and
GO-SSA.
configuration is bistatic, with an incidence angle of 60◦ at
L-band frequency (1.25 GHz) and for low wind speed (5 m/s).
Only the VV component is shown. Due to the damping expo-
nential factor, the diagrams differ around the specular direction,
where GO is dominant: here, from 30◦ to 90◦. Replacing SPM1
by SSA1 in the convolution by the pdf of large-scale slopes has
also an impact, as it appears on the diagrams between−30◦ and
30◦, where GO-SSA has a larger scattering cross section than
GO-SPM regardless of the cutoff. It is interesting to note that
the value of the cutoff has a dramatic impact on the level of both
GO and SSA taken separately, even though the sum of these two
terms remains stable.
To conclude, we have shown in this letter how the principal
weakness of the classical TSM for ocean scattering, namely,
its dependence on the cutoff, can be amended. The improved
model GO-SSA combines two first-order methods, GO and
SSA1. The cutoff can be set to nonresonant scales such as
Kc = K/16, its exact value being unimportant.
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Doppler Spectra From a Two-Dimensional
Ocean Surface at L-Band
Gabriel Soriano, Maminirina Joelson, and Marc Saillard, Member, IEEE
Abstract—An approximate time-harmonic three-dimensional
electromagnetic boundary-integral method, the small-slope inte-
gral equation, is combined with a series expansion of the Creamer
surface representation at second order with respect to the height,
denoted by Creamer (2). The resulting model provides at low
numerical cost simulations of the nonlinear ocean surface Doppler
spectrum at L-band. As a result of approximations, the model is
designed for a low-wind speed, typically up to 5 m/s. It is shown
that applying directly a second-order model such as Creamer (2)
to a semiempirical sea surface spectrum induces an unrealistic
magnification of small-scale roughness that is involved in the
scattering process at microwave frequencies. This paper thus pro-
poses an undressed version of the Pierson–Moskowitz spectrum
that corrects this artifact. Full-polarized Doppler simulations at
L-band and 70◦ incidence are presented. Effects of the surface
nonlinearities are outlined, and the simulated Doppler spectra
show correct variations with respect to wind speed and direction.
Index Terms—Doppler radar, nonlinear wave propagation, re-
mote sensing, sea surface electromagnetic scattering.
I. INTRODUCTION
E LECTROMAGNETIC wave scattering from the sea sur-face has been intensively studied, experimentally as well
as theoretically, for now more than half a century. To take ben-
efit from the fluid motion and get much more information than
the average scattering coefficient, one can perform a coherent
integration in time with a Doppler radar. Indeed, surface waves
moving at different speeds provide different Doppler frequency
shifts. This is particularly useful in a monostatic configuration.
The square modulus of the time Fourier transform of the
complex backcattered field is called the Doppler spectrum and
represents the basic information we refer to in this paper.
For the open sea, techniques using coherent microwave
radars to retrieve oceanographic information are now well es-
tablished. In the high-frequency (HF) domain, Crombie [1] ex-
plained the Doppler spectrum by the Bragg scattering process.
For shorter radar wavelengths, Wright [2] and Bass et al. [3]
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proposed composite surface models that include hydromodula-
tion of the wavelets by long waves. Concurrently, Barrick and
Weber [4], [5] developed a perturbative model, more accurate
and analytic, based on a representation of a sea surface up
to second order in terms of hydrodynamic combined with a
second-order electromagnetic scattering model (SPM2). This
SPM2 model is the first one to support the double contribution
from nonlinear interactions between water waves and electro-
magnetic effects. It has been extensively used with a success
under various situations for the HF and very high frequency
(VHF) bands.
Here, the focus is on the probing of the costal area. To capture
small-scale changes that characterize such an environment, one
has to raise the frequency up to at least microwaves. As only
the gravity waves of the ocean surface are considered, we
use the lower part of the microwave band, namely L-band
(between 1 and 2 GHz, following the IEEE standard radar
band nomenclature). From an electromagnetic point of view,
standard low-frequency approximations or composite surface
models no longer hold at those frequencies, and one has to turn
toward more rigorous modelization. Lentz [6] started numer-
ical simulation of the ocean surface by solving the rigorous
harmonic boundary value problem. Rino et al. [7] performed
Doppler spectrum simulations with surfaces generated accord-
ing to the nonlinear model by Creamer et al. [8]. More recently,
Toporkov and Brown [9], [10] combined the method of ordered
multiple interactions with the fast multipole method to address
L-band and the low grazing angles. For other nonlinear ocean
surface models, see Johnson et al. [11] and Hayslip et al.
[12]. However, those numerical simulations cannot predict
quantitatively the radar return, since they address a simpli-
fied two-dimensional (2-D) representation of the problem. The
surface profile is assumed to be invariant along one direction
[one-dimensional (1-D) surface], the wind and the radar beam
directions being enforced to coincide.
In the present study, we present numerical Doppler spec-
trum simulations of a 2-D wind-driven sea surface at L-band.
To our knowledge, as far as Doppler spectrum simulation is
concerned, the paper constitutes the first attempt of a three-
dimensional (3-D) electromagnetic simulation. Following the
previous works [7], [9], we combine a boundary-integral equa-
tion for electromagnetic scattering with a Creamer nonlinear
surface. In order to reduce the numerical computation time
and the required central memory to acceptable values, addi-
tional approximations will be done on both the electromagnetic
and the hydrodynamic models. An approximate electromag-
netic boundary-integral equation is considered, the small-slope
integral equation (SSIE) recently developed by Saillard and
0196-2892/$20.00 © 2006 IEEE
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Sentenac [13]. For the hydrodynamic model, we expand the
Creamer formalism in a perturbative series up to the second
order, restricting the model to light winds (typically up to 5 m/s
measured at 10-m height). The first-order term corresponds
to a linear surface, and is thus carried out using the spectral
method on a semiempirical sea surface spectrum. However, the
influence of the nonlinear hydrodynamic effects increase with
radar frequency and led us to undress this spectrum [14] such
that superimposing the second-order term makes it match the
original one. Note that this was not necessary with HF and
VHF radars, since the longer surface waves are hardly modified.
We present simulations on a directional Pierson–Moskowitz
(PM) spectrum for wind speeds ranging from 2 to 4 m/s and
for various values of the wind direction. At this stage, the
influence of the shape of the coast or of superposition of swell
is not considered. Effect on the nonlinearity of the surface on
the Doppler spectrum is investigated, and the sensitivity of the
model to wind speed and direction is studied.
Experimental data have shown that horizontal (HH) and
vertical (VV) Doppler spectra may exhibit strongly different
shapes, in particular at grazing angles [15]–[21]. This has been
interpreted as the manifestation of bound waves and/or non-
Bragg scattering effects due to, e.g., breaking waves [17]. In this
paper, both vertical and horizontal polarizations are considered
for the incident and scattered field, and differences between
polarizations are outlined. Our motivation for computing the
cross-polarized components comes from our wish of vanishing
the single-scattering contribution, which strongly dominates the
copolarized signature at low winds, to clearly exhibit higher
order contributions.
This paper is organized as follows. In Section II, the outlines
of the hydrodynamic model, starting from the general principle
of the spectral method, are described. We focus first on the
linear surface that is the comparative reference to our nonlinear
model. Then, we present the nonlinear model based on the
Creamer model and the technical aspects of the sea surface sim-
ulation with regards to the required computation cost and the
physical processes. The section ends with the formulation of the
undressed spectrum. Section III presents the electromagnetic
model, while Section IV is devoted to results and comments.
The paper ends with a section for concluding remarks and
perspectives.
II. OCEAN SURFACE MODEL
A modeling L-band radar Doppler spectra from the ocean
requires an accurate description of the sea surface motion. One
of the main difficulties lies in the fact that the geometry of the
sea surface is of complex character, involving nonlinear wave
interactions and random aspect.
The general solution of the sourceless linearized hydrody-
namic equations is a linear sum of independent harmonic waves
with undetermined amplitudes and propagating in accordance
with the dispersion relation of free waves. A linear superpo-
sition of harmonic waves of which amplitude is equal to a
Rayleigh-distributed random value times the square root of the
sea surface spectrum with random uniformly distributed phase
provides what is referred to as a linear sea surface. Motion of
such a sample is easily derived from the dispersion relation.
This method of surface sample generation is called the spectral
method.
However, it is now well established that interactions between
harmonic waves cannot be neglected if one aims at interpreting
radar Doppler spectra. The usual way of describing the sea
surface motion consists in combining a perturbative approach
with the spectral method described above. A linear surface
is first generated and higher order corrections are obtained
from expansion of hydrodynamic formulas in terms of wave
interactions. Such terms fill the lack of phase relationship
between various waves, which is known to be the signature of
the nonlinear character. However, keeping in mind that all sea
surface spectra are of semiempirical nature, thus take all wave
interactions into account, this approach implicitly assumes that
higher order terms do not significantly modify the part of the
surface spectrum that contributes to the radar echo. This is true
up to the VHF radar frequency range for which the method
has yielded satisfactory results, but the assumption is no longer
valid at higher frequencies.
In L-band remote sensing, it appears that if the linear sur-
face is generated from the complete sea surface spectrum, the
second-order term would create a significant roughness bias
in the submetric wavelength range. Therefore, the spectrum
describing the linear part of the surface has to be built such that
adding higher order terms leads to the chosen semiempirical
surface spectrum. In the following, the spectrum of the linear
surface will be called the undressed spectrum.
A. Spectrum Function of Sea Surface
We use a spectrum function
P (k) = ψPM(k)φ(θ) (1)




















where k is the spatial wave vector of polar coordinates (k, θ).
The PM spectrum depends on two parameters α = 4.05 10−3
and the spectrum peak wavenumber kp which is function of
the wind speed (see Table III for numerical values). In the
spreading function expression, the wind orientation angle θv
denotes the direction from where the wind is blowing, following
the standard definition used in meteorology. In all simulations,
the horizontal projection of the incident electromagnetic wave
vector has a null polar angle. Thus, θv = 0 means that the
radar is looking upwind.N = 1/ ∫ +pi−pi cos5(θ/2)dθ = 15/16 is
a normalization factor.
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TABLE I
STATISTICS OF A GENERATED SURFACE OF AREA 100λ× 100λ AND
N = 512× 512 SAMPLING POINTS FOR A 3-m/s WIND SPEED
(kp = 0.73 rad/s) AND A WIND DIRECTION θv = 0◦
B. Linear Simulation
As said above, we adopt in this paper the spectral method un-
der the spatially homogeneous and time-stationary hypothesis.
All the Fourier components of the linear surface are completely
independent with random phases. This implies Gaussian statis-
tics for the water height and all its derivatives. Formulation of






A(k, ω) exp i(k · x− ωt) (4)
where η(x, t) is the sea surface elevation at spatial location x
for the time t. Also, the complex amplitude A(k, ω) would be
taken as function of the square root of the spectrum formula
P (k). For gravity waves, formula (4) is completed by a disper-
sion relation ω2 = gk, and time dependence becomes trivial.
We simulate a linear sea surface by discretizing the formula (4).
The simulated sea surface elevation is taken as the real part of
the Fourier transform in (4) according to the dispersion relation.











and γ is a complex Gaussian process with zero mean and unity
standard deviation.
The sum (5) can be efficiently performed by inverse fast
Fourier transform (FFT): ηt = Re FI [At]. The discretization
steps δkx = 2pi/Lx and δky = 2pi/Ly are thus related to the
dimensions or periods Lx and Ly of the surface. The generation
of one linear surface with N sampling points involves a number
of floating-point operations of order N logN .
In order to check the simulation, we compute some statistical
characteristics of the generated surface. The root mean square
(rms) values of height and slopes in both directions x and
y are written in Table I. Length and area in the simulation
are expressed in electromagnetic wavelength units (here λ =
25 cm). Of interest is that the rms height value computed
directly from the PM formula gives 0.221λ and then appears
to compare well with values in Table I.
C. Nonlinear Simulation
An approach to carry out nonlinear models involves per-
turbation techniques around the water surface level at rest
TABLE II
CHARACTERISTICS OF NONLINEAR SURFACE GENERATION METHODS
to determine the higher order corrections to the linearized
solution. This was used successfully in remote sensing in the
past by different authors, in particular Valenzuela [22]. The
general principle of the perturbation technique is that higher
order terms are nonlinear functions of the linearized solution.
However, implementation of these models is of high numerical
cost (N2), preventing their use for a Monte Carlo simulation on
2-D surfaces.
Another way to simulate nonlinear effect is the Hamiltonian
formalism under the weak wave-turbulence theory, of which
extensive applications have been made in the fields of water
surface waves since the fundamental work of Zakharov [23].
In this study, we will make use of a recent formulation of
the Hamiltonian formalism as given by [8], also considered by
Toporkov and Brown for 1-D sea surfaces [9].
The Creamer formulation writes as a nonlinear transforma-
tion of the Hilbert transform of the linear surface. In 2-D, this
Hilbert transform is defined as a vector. At a given time t, its










The Hilbert transform can be computed by FFT, at a
N logN cost.






exp (ik · ht(x))− 1
k
e−ik·x. (7)
However, this transform cannot be computed by FFT, since the
term exp(ik · ht(x)) depends on both k and x. At last, the
Creamer method reveals to have also a N2 numerical cost.
To circumvent these difficulties, we expand the exponential












One can verify that the first order of this series C1t identifies















Therefore, a second-order Creamer surface can be obtained
by ηt = Re FI [At + C2t ]. Table II summarizes the characteris-
tics of the Creamer method.
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TABLE III
PARAMETERS OF THE UNDRESSED SPECTRUM AGAINST THE WIND SPEED
Fig. 1. Slopes probability distribution functions in the y direction computed
over 48 surface samples.
Statistics of the linear and Creamer (2) simulations can be
compared in Table I. The rms height remains unchanged, but the
slopes are strongly increased, about one half. This indicates an
unrealistic magnification of the small-scale roughness, which
leads in Section IV-A to an overestimation of the cross section
(Fig. 3).
D. Undressed Spectrum
In order to correct this artifact about small-scale behavior,
one must use the undressed spectrum as an input of the model
instead of the semiempirical sea surface spectrum. In our opin-
ion, there is no clear method in the hydrodynamic theory to
undress one of the semiempirical sea spectra available in the
literature. The present procedure is thus empirical. To prevent
the unrealistic magnification of small-scale roughness in the
Creamer (2) surface, we propose an undressed spectrum ψu
with reduced small-scale roughness. The Creamer (2) transform
of a surface generated by the spectral method applied to the
undressed spectrum is called a Creamer (2) undressed surface
ψu(k) =
{
ψPM(k), k < kc
βk−p, k > kc.
(10)
Coefficient β = kpcψPM(kc) ensures the continuity of the
undressed spectrum at wavenumber k = kc. The two parame-
ters kc and p have been determined numerically for different
values of the wind speed (Table III) so that the Creamer (2)
undressed surfaces possess the same height and slopes root
mean squares as the linear PM surface. As one can see, the
undressed spectrum decreases faster than the PM spectrum for
wavenumbers higher than kc.
The linear PM surfaces and the Creamer (2) undressed
surfaces have different probability distribution functions. The
slope distributions in the y direction for the two surfaces is
represented in Fig. 1. By definition, the linear PM surface slopes
are Gaussian. Being nonlinear, the Creamer (2) surface is also
non-Gaussian.
Note that this undressed spectrum, rather than the complete
PM spectrum, should be used in perturbative models like
SPM2 at L.
III. ELECTROMAGNETIC SCATTERING MODEL
Rino et al. [7] (see also Toporkov and Brown [9]) have shown
how a frequency-domain integral-equation-based numerical
method can be applied to time-varying surfaces. However, a
deterministic ocean Doppler spectrum requires the computation
of some hundreds of time-harmonic scattered fields, one for
each time step, and statistical results are typically obtained
by averaging over 100 Doppler spectra. Therefore, one un-
derstands that such a simulation is numerically intensive, and
is made possible for 2-D surfaces only with a fast harmonic
integral equation method.
Following the boundary-integral formalism, the tangential
components of the fields on the surface are the two unknowns
of the scattering problem. The Stratton–Chu equations for the
lower medium state that the relationship between the tangential
components of the electric and magnetic fields, the surface
impedance, is an integral relationship. For highly reflecting ma-
terials (HRIEs) like the ocean surface at microwave frequency,
the lower medium Green’s function shows a fast, exponential
decreasing behavior. The surface impedance is thus a very
short-range integral relationship, and can be assumed to be
local. This local impedance has been derived by Marvin and
Celli [24] and depends on the local curvatures of the surface.
The four Stratton–Chu equations include integro-differential
operators with hypersingular kernels [25]. However, these
equations can be linearly combined in order to produce two
nonhypersingular equations. The surface impedance can be
inserted into one of these equations to produce a single non-
hypersingular integral equation for HRIEs [13], [26]. This
equation is an extension of the magnetic field integral equation
for nonperfectly conducting surfaces. It has similar singularity,
and can be numerically solved through the same techniques.
The HRIE can be solved without supplementary approxima-
tion by use of the sparse matrix flat surface iterative approach
[27]. However, the computing time scales as N2, where N is the
number of surface unknowns. And the method is very random
access memory (RAM) demanding for surfaces with a large
correlation length such as the ocean surface.
We take a further step toward the ocean surface in [28]. In
this paper, the sparse matrix flat surface iterative approach is
simplified by considering the Meecham–Lysanov approxima-
tion [29]. In the boundary-integral formalism, the interaction
between two points of the surface is modelized by the Green’s
function and its derivatives. The Green’s function itself is a
function of the distance between the interacting points. The
Meecham–Lysanov approximation consists in neglecting the
height difference z in the distance r =
√
d2 + z2. When
the equation is cast into a matrix-vector form, the interaction
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Fig. 2. Comparison between the linear PM and the Creamer (2) undressed
surface copolarized Doppler spectrum. Electromagnetic frequency is 1.2 GHz,
incidence is 70◦, wind speed is 3 m/s, and wind direction is 60◦.
matrix reveals a 2-D Toeplitz structure. The linear system is
solved iteratively, and the matrix-vector product is performed
by 2-D FFTs. The computing time and RAM required by the
method scale, respectively, as N logN and N .
This approximation is a small-slope approximation since a
small height difference z compared to the horizontal distance
d corresponds to a small slope: z/d = p≪ 1. Our method is
called the SSIE. Its theoretical validity domain is Kσs≪ 1,
where K denotes the electromagnetic wavenumber in vacuum,
σ and s are, respectively, the height and slope root mean squares
of the surface. Numerical experiments have shown in [28] that
this domain can be extended for copolarized scattering to values
of the product Kσs equal and even slightly superior to one.
The incident field is a Gaussian beam. For grazing angles of
incidence, the minimum enlightened 2-D surface scales as θ−3g ,
with θg = pi/2− θi being the grazing angle (see the Appendix).
The number of surface unknowns N evolves in the same way.
IV. NUMERICAL RESULTS
At the working electromagnetic frequency of 1.2 GHz (λ =
0.25 m), the ocean complex relative permittivity is ε = 73.5 +
i61.0 for average values of the sea surface temperature and
salinity [30]. For a 4-m/s wind speed, the peak wavelength
λp = 2pi/kp is around 15 m. Samples are square surfaces of
100λ = 25 m sides, sampled with 512 points in each direction,
and incidence is set to the maximum value for such a surface
length, that is 70◦. The Doppler computation is realized with
Nt = 128 time steps of δt = 40 ms. The Monte Carlo average
is performed over 48 Doppler spectrum samples. Note that no
additional Doppler shift due to the wind drift current of the
water surface is taken into account in the presented simulations.
A. Effects of the Surface Nonlinearities
For this study of the effects of the surface nonlinearities on
the Doppler spectrum, the wind speed is set to 3 m/s, and the
wind direction is 60◦ from the plane of incidence.
Fig. 2 compares the Doppler spectrum for a nonlinear sur-
face, derived by applying the Creamer (2) transform to surfaces
generated from the undressed PM spectrum (10), with that from
Fig. 3. Comparison between copolarized Doppler spectra derived from PM
surface spectrum and the undressed surface spectrum. Electromagnetic fre-
quency is 1.2 GHz, incidence is 70◦, wind speed is 3 m/s, and wind direc-
tion is 60◦.
the linear PM surface. For the sake of clarity, only copolarized
components are shown. The two Doppler spectra are close to
each other, but significant differences have to be noticed. The
most obvious effect of nonlinearities is the increase of the level
of Doppler spectra for all frequency shifts except at Bragg
frequency (with one exception for vertical polarization in the
vicinity of−6 Hz). It is interesting to notice that for a linear sur-
face the Bragg lines predicted by SPM at first order clearly ap-
pear at ±fB with fB =
√
g sin θi/piλ ≃ 3.4 Hz. The decrease
of their amplitude is directly linked to the decrease of the ampli-
tude of Bragg wave when undressing the linear wave spectrum
ψPM. This is obvious for VV polarization where the maxima
are 6 dB below, which is exactly 10 log(ψPM(kB)/ψu(kB)).
For HH polarization, the maxima of Bragg lines are lowered by
3 dB only because it comes with a 3-dB overall increase of the
Doppler spectrum. Let us recall that for HH spectra, the behav-
ior strongly depends on incidence angle, especially at grazing,
when fast scatterers may become the main contributors [12].
These results are also consistent with remote-sensing experi-
ments performed either in the microwave range [15] or in VHF
range with big waves [31], which have shown that for such
a rms-height-to-electromagnetic-wavelength ratio, Bragg lines
are of the same order of magnitude as the secondary peaks
which appear, especially in VV polarization, at f = ±fB ± fp,
with fp =
√
gkp/2pi ≃ 0.4 Hz. These secondary peaks are also
well known in ocean remote sensing, since they are predicted by
the second-order small perturbation theory and observed with
lower radar frequencies. Within the frame of this perturbative
approach, the decreasing behavior of the side lobes away from
Bragg lines is closely related to the decrease of the surface
spectrum (f−5 here). Here, significant discrepancies from such
predictions are observed, due to the contribution of higher order
interactions on one hand, to the size of the incident beam [31]
on the other hand.
It is interesting to note that undressing the spectrum mainly
results in lowering the cross section, with minor changes of the
shape of Doppler spectra. As shown in Fig. 3, the shift in VV
varies from 6 dB around Bragg frequency up to 10 dB away
from it, while the difference is even stronger in HH, from 8
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Fig. 4. Creamer (2) undressed surface co- and cross-polarized Doppler spec-
trum. Electromagnetic frequency is 1.2 GHz, incidence is 70◦, wind speed is
3 m/s, and wind direction is 60◦.
Fig. 5. Sensitivity of the ocean copolarized Doppler spectrum to the wind
speed. Electromagnetic frequency is 1.2 GHz, incidence is 70◦, and wind
direction is 60◦.
to 15 dB, respectively. Fig. 4 shows all four components of
the Creamer (2) undressed surface Doppler spectrum. Since
only multiple scattering contributes to cross polarization, no
Bragg line occurs in HV and VH. It also appears that the
cross-polarized and horizontal-copolarized components are of
comparable level. In [32], this was predicted to occur at L-band
above 1-m/s wind speed and for “large” incidence angles.
B. Sensitivity to Wind Speed and Direction
To be used in an inversion process, a forward model has
to translate accurately the influence of the geophysical para-
meters of interest on the data. This section does not pretend
to constitute a quantitative parametrical study, but aims at
showing that the present model behaves as expected with wind
characteristics, its speed and its direction.
Fig. 5 shows the copolarized Doppler spectrum for both V
and H incident fields and for three values of the wind speed: 2,
3, and 4 m/s at a 10-m height. Wind direction is set to 60◦ from
the plane of incidence.
Fig. 5 indicates that between 2 and 3 m/s, wind speed has
noticeable impact on the VV Doppler spectrum mainly at Bragg
Fig. 6. Sensitivity of the ocean VV Doppler spectrum to the wind direction.
Electromagnetic frequency is 1.2 GHz, incidence is 70◦, and wind speed
is 3 m/s.
frequency, while in HH Bragg line remains almost constant and
the remaining is increased by 2 to 3 dB. As expected, Bragg
lines progressively disappear when wind speed increases. Up
to 3-m/s wind speed, the secondary peaks at ±fB ± fp can be
detected and translate accurately the increase of the wavelength
of the dominant wave. Between 3 and 4 m/s, wind speed
increase induces an additional broadening of the lobes, both in
VV and HH. This is the signature of a strong increase of higher
order contributions, probably linked to the increase of the rms
height of the surface profile from λ/4 up to λ/2.
Fig. 6 shows the copolarized Doppler spectrum for a verti-
cally polarized incident field for four representative values of
the wind direction: 0◦ (upwind), 30◦, 60◦, and 90◦ (crosswind).
Wind speed is set to 3 m/s at a 10-m height.
Note that the spreading function (3) vanishes in the down-
wind direction and that first-order perturbation theory predicts
a difference between Bragg lines of 28 dB at 30◦ and 12 dB
at 60◦. This is very close to what is computed in VV. Whether
such a spreading function is realistic or not can be discussed,
but the point here is that the present model permits to derive
some properties of the spreading function, especially in the
decimetric range. The influence of the spreading function on
the shape of Doppler spectra is left for future work.
V. CONCLUSION
It has been shown that the combination of the SSIE method
for the electromagnetic scattering with a Creamer (2) model
for describing a time-evolving wind-driven sea surface per-
mits us to compute, at reasonable numerical cost, realistic
full-polarized ocean Doppler spectra in L-band. The use of
Creamer’s perturbative approach restricts this 3-D model to
light winds. In addition, the Creamer model cannot be directly
applied to a semiempirical ocean spectrum at microwave fre-
quencies, since it would induce unrealistic magnification of
small-scale roughness that mainly contributes to the radar cross
section. Therefore, we have proposed an empirically undressed
PM spectrum for wind speed values of 2, 3, and 4 m/s, which
corrects this artifact.
Simulations of Doppler spectra at L-band (λ = 0.25 m) and
70◦ incidence, for 2-, 3-, and 4-m/s wind speeds and different
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wind directions have been presented. The model has been
successfully used to investigate the effect of the hydrodynamic
nonlinearities, and the sensitivity of the Doppler spectrum to
wind speed and direction. Copolarized components, especially
VV, share some characteristics with small perturbation theory:
the presence of two Bragg lines, each one shouldered by two
secondary peaks. It can be concluded that a global shift of a
Doppler spectrum would be detected through the shift of Bragg
lines and that such an L-band Doppler radar may be useful
to map surface currents. Compared to HF radars, which take
benefit from surface waves, the range at L-band will be much
lower but the experimental setup is much more flexible and the
resolution can be improved. Therefore, such an L-band Doppler
radar could be helpful for coastal current studies. To this end,
it would also be important to take into account superposition
of long swell to short wind waves. This is possible at moderate
cost by modeling nonlinear hydrodynamic interactions as those
of short waves with a surface current. In its present form,
the model cannot deal with low grazing incidence angles, for
numerical reasons related to memory requirements and compu-
tation accuracy, since the radar cross section decreases as the
fourth power of the grazing angle.
APPENDIX
GAUSSIAN INCIDENT BEAM AT GRAZING ANGLE
A Gaussian beam is spectrally characterized by a mean
direction (ki, 0), where ki = K sin θi and θi is the incidence
angle, and dimensions σkx , σky . The Gaussian function is
not compact, but one can set a parameter nk and limit the
spectral domain of a Gaussian beam in the plane (kxOky)
to an ellipse of center the mean direction and half axis ax =
(1/2)nkσkx and ay = (1/2)nkσky . A similar reasoning can be
done in the spatial domain. The footprint of a Gaussian beam
is elliptical, and can be inserted in a rectangle of dimensions
Lx = nrσx and Ly = nrσy . Spatial and spectral dimensions
are linked by σxσkx = σyσky = 1. The Gaussian beam is only
constituted of propagative plane waves. The ellipse ((kx −
ki)/ax)
2 + (ky/ay)
2 = 1 should thus be included into the
circular propagative plane wave boundary k2x + k2y = K2. One
easily finds ax ≤ K − ki, and for ax = K − ki, ay must verify
ay ≤
√













Parameters nr and nk are commonly set to 8. At the limit of







Note that nr and nk may depend on θr at grazing.
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Optical digital tomographic microscopy can be used for profilometry. The profile of the surface can be estimated
from measurements of the complex diffracted far field obtained when the sample is illuminated successively
under various incidences. Outside the validity domain of perturbative theories of diffraction, the profile is deter-
mined by using an iterative inverse wave scattering numerical method. In this paper we show that, for perfectly
conducting surfaces, the two fundamental polarization cases involve different distances of interaction in themulti-
ple scattering phenomenon. The use of both polarization cases in the inversion process leads to a considerable
improvement of the lateral resolution. Robustness to noise is also discussed. © 2012 Optical Society of America
OCIS codes: 290.3200, 050.1755, 290.4210, 290.5880, 120.6660.
1. INTRODUCTION
Optical digital tomographic microscopy (ODTM) is a quanti-
tative three-dimensional imaging technique [1] in which the
optogeometrical parameters of the object (permittivity,
shape) are determined numerically by solving iteratively an
inverse scattering problem. The data used in the numerical
reconstruction of the object are the measurements of the field
diffracted by the object illuminated successively under differ-
ent angles [2]. In the inversion algorithm, different diffraction
theories can be considered for describing the interaction be-
tween the electromagnetic field and the object. When the op-
togeometrical parameters of the object such as the Born
approximation are valid, the object can be reconstructed di-
rectly by calculating a Fourier transform (FT) of the diffracted
field. Different papers [3]4–6] have reported theoretical and
experimental results showing that, in this case, the synthetic
aperture obtained by varying the incidence angle can lead to a
resolution twice better than that of conventional microscopes.
Outside the domain of validity of first-order approximations,
when multiple scattering occurs in the sample, a resolution
beyond the Abbe–Rayleigh criterion can be reached [7–11]. In
this case, an inversion procedure based on a rigorous model of
diffraction is mandatory. Performances of ODTM in terms of
resolution and its capability to reconstruct objects with strong
slopes and high permittivity contrasts show that it is poten-
tially an interesting alternative to classical optical profilome-
try based on Mirau, Linnik, or Michelson interferometers.
A preliminary study of the applicability of ODTM to profi-
lometry in the resonance domain has been presented in a pre-
vious paper [12]. The importance of using a rigorous method
for calculating the scattered field has been stressed, and it has
been shown that ODTM can be applied when high lateral re-
solutions are required. The discussion was made only for sur-
faces illuminated under TE polarization (electric component
perpendicular to the plane of incidence). In this paper we ex-
tend the study to both polarization cases. We have developed
an inversion algorithm for the TM polarization (magnetic com-
ponent perpendicular to the plane of incidence) in the per-
fectly conducting case. We show that better reconstructions
with increased resolution can be obtained when the data mea-
sured for both polarizations are processed by inversion algo-
rithms accounting for TE and TM cases. We show in particular
that the best results are obtained when the profile recon-
structed in TE polarization is used as a starting estimate
for the inversion algorithm in TM polarization. We also give
a physical interpretation of the superresolved reconstruction
reached in the multiple scattering regime. In particular, we
analyze the role of the distance of interaction between the
scatterers on the surface in the far-field measurement.
In Section (2) we describe the scattering problem and we
present the geometry considered. Section (3) is devoted to the
description of the boundary integral equation method used for
calculating rigorously the field scattered by rough surfaces in
TE and TM polarizations. The numerical iterative algorithm
used for reconstructing the surface profile from the scattered
field is described in Section (4). In Section (5) we present the
results of numerical simulations. We analyze the influence of
the distance of interaction between the scatterers on the sub-
wavelength resolution obtained in the multiple scattering
regime. We present some numerical reconstructions of ran-
domly rough surfaces. Robustness against the presence of
noise in the data as well as against errors of positioning angles
of detection are also reported.
2. DIRECT SURFACE WAVE SCATTERING
PROBLEM
For the scattering of an electromagnetic wave from a rough
surface at a given pulsation ω, when the surface height and
the incident field share an invariance direction, two funda-
mental polarization cases appear, which correspond to two
independent scalar two-dimensional scattering problems.
These problems are denoted TE and TM, depending on
whether the electric field or the magnetic field is set parallel
to the invariance direction. In this paper, this direction fits the
y axis of a Cartesian coordinate system x; y; z of origin O
and thus xOz in the plane of incidence.
Assume that a surface Γ : z  ηx characterized by its var-
iation of the height η : x → ηx is successively illuminated
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from air, the incident medium, by L different beams centered
on angles θl and for each illumination l the scattered far field is
measured for M different angles of detection θm. All beams
share the same width, defined by the so-called tapering para-
meter g [13]. In the far field, with a time dependency e−iωt




, at point rm  xm; zm 
jrmj sin θm; jrmj cos θm in vacuum along the direction θm,
the scattered field writes as a cylindrical wave:







p sθm; θl: (1)
The complex amplitude of this field is proportional to the so-
called scattering amplitude sθm; θl  sml, which depends on
both the illumination angle θl and the detection angle θm. The
direct surface scattering problem corresponds to the calculus
of the complex-valued array s : ml → sml for a given profile
η : x → ηx. The inverse surface profiling consists in deter-
mining at best the roughness η : x → ηx from the knowledge
of the scattering amplitudes s : ml → sml.
For an arbitrary rough surface, there exists no rigorous ana-
lytical solution for the direct surface wave scattering problem.
Approximate models [14], based on simplifying physical as-
sumptions, have first been developed, starting with Rayleigh
for sound waves on gratings in the late nineteenth century. A
commonly used theory is the so-called physical optics, where
single scattering is assumed. It is in fact a family of models
that share a similar form for the scattering amplitude





with Qx  ksin θm − sin θl and Qz  kcos θm  cos θl.
The geometrical coefficient Nθm; θl varies with the nature
of the wave and of the scattering medium. Its expression de-
pends on the physical assumptions on which the derivation is
based: small height-to-wavelength ratio, small slope, tangent
plane approximation, and so on. The key point with Eq. (2)
is that Nθm; θl is independent of the roughness η. If a sup-
plementary paraxial approximation Qz  2k  4π ∕ λ is as-
sumed, the integral in Eq. (2) turns to the FT of function
f x  e−x ∕ g
2−2ikηx. The so-called Fraunhofer estimate of
the roughness is thus obtained by building ~f Qx 
sθm;θl
Nθm;θl
and then by computing the original f x by inverse FT. Then
the height function ηx  λ
4π
arg f x is retrieved. This simple
inversion technique is used in most holographic or phase mi-
croscopy experiments. In this case, the transverse resolution
is easily estimated from the spatial frequency span of ~f , which
is accessible with the given illumination and detection angles.
The resolution is tied to the single scattering assumption.
Most frequently, natural surfaces at optical wavelength are
outside the validity domain of the physical optics. Multiple
scattering does occur, and the relation between the profile η :
x → ηx and the scattering amplitude s : ml → sml becomes
much more complicated and cannot be directly inverted. This
link can be mathematically represented by a nonlinear opera-
tor F, the direct or forward scattering operator:
F∶η → s  Fη: (3)
This operator has no explicit expression, even if the direct sur-
face wave scattering problem can nowadays be solved with-
out any physical assumption by numerical methods [11,15,16]
such as the boundary integral equation method (BIE) [13] or
the finite element method. The principle of the BIE is a good
illustration of the implicitness of operator F. Following the
BIE, the total field ψ l and its normal derivative ∂nψ l on the
profile are the solutions of a boundary integral equation
whose right-hand side is the incident field ψ incl on the profile.
Once this equation is solved for a given incident angle θl,
the scattering amplitude can be computed via a scattering
formula for any scattering angle θm. The BIE is now a well-
established method, and its numerical implementation for
one-dimensional surfaces is for instance documented in [13].
3. BIE
We now detail these operators in the BIE context. With
ψ incr; θl  ψ
inc
l r, the incident field for angle θl, the total
field writes ψ lr  ψ
inc
l r  ψ
sca
l r. The scattering ampli-
tude sml is related to the value of the total field on the profile





∂nψ lr  in · kmψ lr exp−ikm · rdc; (4)
where nˆ denotes the unit vector normal to the profile and di-
rected toward air. The total field on Γ and its normal deriva-
tive are the two surface unknowns of an integral equation: for










 ψ incl r1; (5)
with Gr1; r2  iH

0 kjr2 − r1j ∕ 4 the two-dimensional free
space Green function andH0 the first kind Hankel function of
zero order. The second equation required for solving the
problem is provided by the boundary condition on Γ and de-
pends on the nature of the scattering medium and, for two-
dimensional problems, on the polarization case. The surface
is assumed to be perfectly conducting, first for simplicity and
second because, for such surfaces, the difference between the
polarization cases is the most marked. Here the Dirichlet
boundary condition corresponds to TE case, while the
Neumann boundary condition is related to TM case:
z  ηx⇒

ψ lr  0 TE
∂nψ lr  0 TM
: (6)
A single surface unknown remains: the surface current. The
discretization method and the numerical resolution of
Eq. (5) with condition Eq. (6) are detailed in [13]. The BIE
is the numerical solution of a rigorous electromagnetic wave
scattering theory. It includes all multiple scattering with no
simplifying assumptions. The BIE constitutes a rigorous direct
model. Thus, solving Eq. (5) with Eq. (6) for a given profile η
and applying Eq. (4) is equivalent to applying F on η.
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4. INVERSE SURFACE WAVE SCATTERING
PROBLEM
In the general case, the link F : η → s  Fη between the profile
η : x → ηx and the scattered field s : ml → sml is nonlinear.
The inversion problem is then generally recasted as an opti-
mization problem. In this section we describe the Newton–
Kantorovitch (NK) method [17] used to solve the nonlinear
equation relating the data set of scattering amplitudes to
the surface Γ. The NK method builds up iteratively the solu-
tion of Eq. (3) by successively solving the forward problem
and a local linear inverse problem.
At each iteration step n, an estimate of the surface profile
function is given by
ηn  ηn−1  δηn; (7)
where δηn is an update correction that is obtained by solving
in the least-squares sense the linearized forward problem
Dn−1δηn  s − sn−1; (8)
with sn−1 the scattered far field associated to the best available
estimation of the surface ηn−1, while Dn−1 is the Fréchet deri-
vative of F at ηn−1.
For this local inverse problem, we make use of the Fréchet
derivative D of operator F at a given height η. It links a varia-
tion δη : x → δηx of the profile η to the first-order variation
δs : ml → δsml of the scattering amplitude:
D : δη → δs  Dδη  lim
t→0
Fη tδη − Fη
t
: (9)
The important point is that D is a linear operator. Its detailed
derivation for electromagnetic waves and from the reciprocity
theorem can be found in [18]. In the present case, the Fréchet
derivative D of F writes as a curvilinear integral, whose
expression depends on the polarization. It appears that
δsml  δsθm; θl, the scattered field in direction θm for an in-
cidence angle θl, can be estimated from the surface currents
ψ l or ∂nψ l related to incident θl but also involves the surface
currents ψ−m or ∂nψ−m of the adjoint forward problem where
the same surface is illuminated under incident angle −θm. For
the two polarization states, we have




TM→ δsml  −
Z
Γ
fk2ψ lrψ−mr − ∂tψ lr∂tψ−mrgδηxdc:
(11)
In the TM case, ∂tψ  t^ · gradψ denotes the tangential deriva-
tive of the total field on the profile.
Once the Fréchet derivative D is determined, the updated
correction of the surface, which is the solution of Eq. (8), is
obtained in the sense of the least mean squares. This solution
minimizes the cost functional of the form
F δη  ‖Dδη − δs‖2: (12)
Unfortunately, the problem of finding the solution of Eq. (8)
is ill posed and needs regularization. This is achieved by mini-
mizing a cost functional of the form
F δη  ‖Dδη − δs‖2  μ2‖Rδη‖2; (13)
where μ2 is the regularization parameter and R is the regular-
izing operator. Two operators have been studied for several
examples, R  Iwhich corresponds to the minimum norm so-
lution of F described in Eq. (13) and R  S the second order
of the standard Tikhonov regularization [19]. Better results
have been obtained by mixing both choices. Instead of mini-
mizing the cost functional of Eq. (13), we use a mixture of
zero- and second-order standard Tikhonov regularization
and we minimize a cost functional of the form
F δη  ‖Dδη − δs‖2  μ21 − α‖Iδη‖2  α‖Sδη‖2: (14)
Equivalently, the minimum of F of Eq. (14) is the solution of
the algebraic equation
Dn−1†Dn−1  μ2αS†S 1 − αIδηn  Dn−1†s − sn−1;
(15)
where D† stands for the adjoint of D and μ2 is the regulariza-
tion parameter, which does not vary during the iterative pro-
cess. I is the identity operator and S is the second-order
derivative operator. The real α is the mixing parameter be-
tween the zero- and the second-order Tikhonov regularization,
and its value is fixed to 0.95 for all numerical examples studied
in this paper.
In practice, the regularization parameter μ2 is chosen by
trial and error. For the numerical experiments reported here,
μ2 takes the value that gives the lowest value of the cost func-
tion at the end of the iterations. This also corresponds quali-
tatively to the best reconstructions of the profiles.
5. NUMERICAL RESULTS
In the numerical study the wavelength is set to the optical
wavelength of λ  633 nm. The surfaces are illuminated under
an incidence angle varying from −45° to 45° with a 9° step.
The scattered field is collected at detection angles between
−45° and 45° with a 1° step. These conditions are represen-
tative of the experimental characteristics of ODTM setups
used for microscopy applications [7,10]. With such angular
ranges, the Rayleigh criterion for resolution is λ ∕ 4 NA 
223 nm with NA  0.71 the numerical aperture. The consid-
ered surface is 10 μm long and consists in two identical bumps
of width 80 nm and height 140 nm with a center-to-center of
200 nm. The bumps are positioned at abscissas 500 and
700 nm. The center of the illumination beam is at the origin
of x axis. Data for both polarizations are generated according
to Eqs. 4 and 5 with boundary conditions Eq. 6, where the in-
tegral equations are cast into matrix–vector equations. In ad-
dition we used different mesh sizes for generating and
inverting the data: the number of points on the profile is
4096 for the forward problem and 1024 for the inverse pro-
blem. The numbers of incident and diffracted angles are L 
11 andM  91, respectively. The inversion process is stopped
when convergence is reached, here after 600 iterations.
First, we apply the NK algorithm to the TE-polarized syn-
thetic data from the two-bump profile, with the plane η  0 as
initial guess and for several values of the Tikhonov parameter
μ2TE. The reconstructed profiles are plotted in Fig. 1 for four
values of the μ2TE parameter. The bumps are correctly located
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but are resolved only for the two lowest values μ2TE  10
7 and
μ2TE  10
8. On plots 1(a) and 1(b), the bumps are recon-
structed accurately with correct values of height and width.
The two bumps are not completely separated since the mini-
mum value of the retrieved profile between the two bumps
does not go under 100 nm for a bump height of 140 nm.
For values of the Tikhonov parameter smaller than 107, the
regularization is too weak to compensate the ill conditioning
of the Fréchet derivative matrix D, and the iteration process
diverges or converges slowly toward unphysical solutions.
For values larger than 108 [Figs. 1(c) and 1(d)], the problem
is too strongly regularized and superresolution is lost, with
performance comparable to that of methods based on single
and paraxial scattering assumptions, such as the Fraunhofer
approximation. Thus, the range of the regularization para-
meter μ2TE for which superresolution is reached in TE polar-
ization when the plane is used as initial guess is 107; 108.
We now shift to the TM polarization case. It appears that
synthetic data cannot be inverted in this polarization case
when starting from the bare plane η  0. We also tried to
use the Fraunhofer estimate as initial guess, but the Tikhonov
parameter μ2TE for regularization has to be set precisely for the
iterative process to converge. A considerable improvement is
obtained when the surface profile retrieved in TE illumination
is used as an initial guess for the inversion in the TM polariza-
tion case. Here, the TM-inverted surface depends on two reg-
ularization parameters: the value μ2TE used to produce the
initial guess from TE-polarized data and the value μ2TM used




5; 1012 and μ2TM ∈ 10
7; 1014 have been tested, and




As one can see in Fig. 2(b), the retrieved bumps for TM po-
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Fig. 1. Reconstructions of the profile at λ  633 nm, using the NK algorithm under TE polarization and starting from plane, for different values of
the Tikhonov parameter: (a) μ2TE  10
7, (b) μ2TE  10
8, (c) μ2TE  10





























































Fig. 2. Reconstructions of the profile at λ  633 nm using NK algorithm under TM polarization with Tikhonov parameter fixed to μ2TM  10
9. The
initial guess consists in the solution of the NK algorithm under TE polarization and starting from plane, for different values of the Tikhonov
parameter: (a) μ2TE  10
7, (b) μ2TE  10
8, (c) μ2TE  10
9, and (d) μ2TE  10
11.
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two bumps being close to 0. The rendering of the bases of the
bumps is of much higher quality for that polarization case. The
TE inversion is undoubtedly outperformed by the TM inver-
sion in terms of resolution and general performance. We
now discuss this result.
The presence of multiple scattering for bumps as high as
140 nm, and its modelization in the iterative method, can ex-
plain why profiles are retrieved with superresolution [8,9].
However, the different behavior between TE and TM polariza-
tions has to be commented. The comparison between the sup-
ports of the spectral densities of the surface currents, namely
∂nψ in the TE case and ψ in the TM case, show that (see Fig. 3),
in TM polarization, higher frequencies can be retrieved. They
have been normalized to share the same value at null fre-
quency. However, without any other consideration, this would
explain the obtained higher TM resolution only in the near
field, since in the far field, spatial frequencies larger than
the electromagnetic wavenumber are filtered. In order to bet-
ter understand the role of multiple scattering in superresolu-
tion, we study the distance of interaction between two points
of the surface. In integral Eq. 5, this distance of interaction
jr1 − r2j appears explicitly in the Green’s function. Thus, in
the forward scattering problem, it is possible to suppress
the interactions at a distance larger than a chosen value d.
The associated scattered field is denoted smld, while sml de-
notes the rigorous scattered field, which includes all interac-










as a function of the interaction range d. This parameter is
plotted in log scale as a function of d for the two polarization
cases [see Fig. 4(a)]. The results show a quite chaotic behavior
from 0 to 300 nm, when near interactions are the strongest. A
monotonic region between 300 and 5.5 μm is observed, but the
TE curve decreases much faster than the TM curve. The va-
lues of FD finally vanish shortly before d  6 μm, which
roughly corresponds to the width of the beam footprint. This
numerical experiment shows that the scattered field is much
more sensitive to the far interactions between surface points
in the TM case. These long-range interactions are responsible
of the coupling of the high-frequency components of the sur-
face currents into the low-frequency components that are col-
lected by the detector. This effect appears to be stronger in
TM polarization.
Another numerical experiment can be done by filtering the
high spatial frequencies of the surface. If kc denotes the cut-off
spatial frequency and smlkc the associated scattered field
from the smoothed profile, the field difference can be ex-









This field difference FDkc in the two polarization cases has
been computed for cut-off frequencies up to 125 rad · μm−1 in
Fig. 4(b). The TM field appears to be more sensitive to the
intermediate spatial frequencies of the profile over the range
4 rad · μm−1; 40 rad · μm−1. Stronger sensitivity to spatial fre-
quencies higher than 40 rad · μm−1 is not necessarily a good
point for TE inversion: on one hand, these frequencies are
far too high to be inverted, and on the other hand, they will
be the first to be covered by noise in experimental data. Even-
tually, the behavior of the field difference at low cut-off fre-
quency can explain the sensitivity of the NK algorithm to the
initial guess when applied to surface scattering in the TM case.
From zero to kc  4 rad · μm
−1, the TE curve is quickly de-
creasing, indicating its response to the lowest frequencies
of the surface profile. On the same range, the TM curve is in-
creasing. TM inversion is not adapted for retrieving the largest
wavelengths of the profile that have to be supplied through the
initial guess. Here we illustrate the sensitivity of the TM inver-
sion to the initial guess by fixing the TM regularization para-
meter to the previously found optimal value μ2TM  10
9 and by
varying the TE parameter μ2TE, which impacts the TM starting
value of η. The four plots of Fig. 2 represent the profiles re-
trieved from TM data using the four TE profiles of Fig. 1 as
initial estimates. Superresolved reconstructions are obtained
for the three different values 107, 108, and 109 of the μ2TE para-
meter. This indicates that this parameter does not have to be
finely tuned. Moreover, in the case μ2TE  10
9, the bumps are
not resolved in the TE case. We conclude that, when intended
























Fig. 3. Normalized spectral densities of the TE and TM surface
currents.


























Fig. 4. Field difference over all incidence and scattering angles FD against (a) maximum interaction distance d, (b) cut-off spatial frequency of the
filtered profile kc.
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to be used as initial estimate for the TM inversion, the TE com-
putation can be slightly overregularized. However, Fig. 2(d)
shows that, when the initial guess is too strongly regularized,
namely μ2TE  10
11, the method fails: here regularization sup-
presses a too large part of the profile spatial frequencies from
the initial guess and prevents the TM inversion process to
converge.
To check the robustness of the NK inversion method with
respect to the presence of noise in the scattered field, a com-
plex white noise is added to data. For each independent po-
larization and for a given signal-to-noise ratio (SNR), the noise
is proportional to the amplitude of the real and imaginary
parts of the scattered field. In order to maximize robustness
to noise, we choose as parameter for the initial guess μ2TE 
109  μ2TM that corresponds to the most regularized TE solu-
tion, which ensures the convergence of the TM inversion
toward the actual profile when the data are free of noise.
In Fig. 5, four values of the SNR are studied and applied to
both TE and TM data. Inversion is very good for an SNR of
35, with no impact of the noise [Fig. 5(a)]. The inverse method
shows a strong robustness to noise for an SNR of 15 and 7
[Figs. 5(b) and 5(c)]. The algorithm still converges for an
SNR as low as 5 [Fig. 5(d)], but not toward the actual two-
bump profile: the retrieved profile shows important oscilla-
tions on its right side, and the right bump has vanished. If
the left bump is correctly inverted, a fake hole and a supple-
mentary bump appear on its left side. However, good results
for an SNR of 7 or larger demonstrate the possible use of our
inverse model on experimental data.
We have also tested the robustness of the reconstruction
against errors of positioning angles of detection. For this pur-
pose, we have performed numerical experiments with random
errors on detectors’ positions. Results have shown that recon-
structions are not affected by a random angular error of0.2°,
which is an accuracy that can be easily reached with commer-
cial rotation stages. This can be explained by the fact that the
number of measured data is much higher than the number of
unknowns in the inverse problem.








−1 −0.5 0 0.5 1 1.5 2
x [µm]
−1 −0.5 0 0.5 1 1.5 2
x [µm]













































Fig. 5. Reconstructions at λ  633 nm using NK algorithm under TM polarization with Tikhonov parameter fixed to μ2TM  10
9. Here the recon-
structed surface obtained in the TE case with Tikhonov parameter fixed to μ2TE  10
9 is used as a starting solution. Various SNRs are considered.
The SNRs are (a) 35, (b) 15, (c) 7, (d) 5.








































Fig. 6. Actual and reconstructed profiles using two different polar-
izations TE (μ2TE  10
9) or TM, and two different initial guesses for the
TM case. (a) Central part of the surface, (b) intermediate part, (c) edge
part. The best reconstruction (circle line) is obtained in TM
(μ2TM  10
14) polarization when the initial guess is the reconstructed
profile obtained in the TE (μ2TE  10
9) case.
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In order to confirm the versatility of our approach, we pre-
sent the inversion of a rough surface of long length. Its height
root mean square is 60 nm, and its correlation length is set to
ℓ  100 nm. A normal height distribution and a Gaussian
height spectrum are given to the roughness. With a slope root
mean square that corresponds to an angle of 40°, this surface
is far too rough to be inverted under the Fraunhofer approx-
imation [12]. The profile is 60 μm long and sampled with 4096
points to compute the scattered field, which corresponds to
data. Angles of incidence and scattering are the same as
for the two-bump profile. For the inversion, the estimated pro-
file is also 60 μm long but counts only 2048 points. In Fig. (6),
three reconstructions are reported and compared to the actual
profile. The two first ones are obtained using solely TE and
TM data, respectively, with the plane as initial guess, while
for the third plot, the TE reconstruction is used as initial guess
for TM inversion. The profile being too long to be shown
clearly on a single plot, three views are presented. It appears
that the TE reconstruction made with the plane as initial guess
fails to retrieve the high spatial frequencies of the profile. The
TM reconstruction made with the same initial guess fails to
retrieve the low frequencies of the profile presents spurious
peaks in the intermediate region of the profile and seems
to be blind to its edges. When the reconstruction is made
in TM polarization with the profile reconstructed in TE polar-
ization as initial guess, the solution is much closer to the ac-
tual profile. The comparison is also brought to the Fourier
space in Fig. 7. One can see that the low frequencies are better
reconstructed in the TE case while the high frequencies are
better retrieved in the TM case when the reconstructed sur-
face obtained in TE polarization is used as starting solution.
These results show the importance of using both polariza-
tion cases for obtaining accurate and high resolution
reconstructions.
6. CONCLUSION
In this paper we have presented an inversion method for re-
constructing the profiles of rough perfectly conducting sur-
faces in the resonance domain from measures of the
scattered field in TM polarization. We have shown that a
strong improvement of the resolution can be obtained when
the reconstructed surface obtained in the TE case is used as
starting solution of the iterative reconstruction algorithm in
TM polarization. We have also shown that a resolution beyond
the Abbe–Rayleigh criterion can be reached when multiple
scattering occurs within the surface. We have given a physical
interpretation of the results by considering the distance of in-
teraction between the scatterers on the surface. We have
shown in particular that this distance is longer in the TM po-
larization than in the TE one, and we have studied its influence
on the coupling between the spatial frequencies of the scat-
tered field. Reconstructions of randomly rough surfaces have
been presented. The robustness of the inversion method
against noise and against angular errors of the detector’s posi-
tion have been also addressed.
The results presented in this paper are a step toward the
development of a new optical profilometry technique that
can deal with rough surfaces having strong slopes and strong
roughness that cannot be characterized with the standard
methods based on Linnik or Mirau interferometers.
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Abstract: The polarization of a coherent depolarized incident light beam 
passing through a scattering medium is investigated at the speckle scale. 
The polarization of the scattered far field at each direction and the 
probability density function of the degree of polarization are calculated and 
show an excellent agreement with experimental data. It is demonstrated that 
complex media may confer high degree of local polarization (0.75 DOP 
average) to the incident unpolarized light. 
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1. Introduction 
The state of polarization is one of the main observable parameters of an optical field. Many 
practical situations exist that make the light polarization properties depend on the spatial 
location. Indeed the polarization state of a light beam [1–4] will change by propagation in 
free-space [5, 6], by propagation in turbulent atmosphere [7, 8], by beam combination [9], 
after scattering by a rough surface [10–15] or an inhomogeneous medium [16–20]. Most of 
these works are devoted to the loss of polarization that can take place on the incident light, 
considering a full polarization but different spatial and temporal coherence properties for the 
incident beam. Different formalisms were proposed including Mueller-Stokes [18], cross 
spectral density matrices [8] and electromagnetic theories. Such loss of polarization (or 
depolarization process) most often originates from a temporal average of uncorrelated 
polarization modes of the optical field [5, 7, 8, 12, 16, 18, 19], though spatial average may 
also be responsible for depolarization of a fully polarized incident beam [10, 11, 13, 14, 17, 
21] when the state of polarization rapidly varies within the detection area. 
Scattering by arbitrary inhomogeneous media is known to modify the polarization or 
depolarization properties of the illumination beam. Usually the incident polarization of a light 
beam is lost after scattering by a highly inhomogeneous medium, which reduces the interest 
of polarimetric techniques to probe complex media [14]. However one can have the benefits 
of a reversible effect in the sense that the same media may allow to significantly increase the 
polarization degree of a fully depolarized incident light. This is the scope of this paper where 
it is shown that unpolarized light can be “ordered” by a scattering process. 
Repolarization of light has been observed by different authors; in particular Mujat and 
Dogariu [9] used beam combination inside an interferometer and emphasized a procedure to 
produce partial polarization at the system output, though the input was unpolarized light. In 
this work similar results are obtained with light scattering in the far field, though the 
scattering process is strongly different from that of specular beams. A phenomenological 
approach is first used to calculate the spatial repartition of the local degree of polarization 
(dop) of incident unpolarized light after transmission in the far field by a disordered medium. 
The average value and the probability density function (pdf) of the dop are investigated and 
an excellent agreement is obtained between numerical and experimental results. The high 
average polarization degree of light (≈75%) compared with the incident one (<4%) allows 
considering that light has been locally ordered when passing through the disordered medium. 
Emphasis must be given to the fact that this scattered-induced repolarization process is a 
local effect (ie. at one space location) which is here calculated and measured at the speckle 
scale in the far field. In other words, the polarization degree (dop) that we address is 
connected with a local temporal average of the scattered field and can be spatially distributed. 
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The modification of polarization is demonstrated at each position of space, and we then study 
its spatial distribution. Hence such effect would not be confused with another global DOP 
which describes the average polarization that can be measured when a great number of 
speckle grains are collected within the detector aperture. This last phenomenon includes an 
additional spatial average and was previously investigated through a multiscale approach [14] 
to take account of the detector aperture. Its value can be deduced from speckle histograms 
[13]. Therefore and contrary to the local dop, the global DOP remains equal to zero when the 
incident light is unpolarized. In other words, the spatial average of local dop is most often 
different from the global DOP. 
2. Repolarization by a scattering process: principles 
2.1 The incident unpolarized field 
Let us consider a coherent and depolarized incident light beam characterized by the electric 
field ( , )E r t  illuminating a scattering medium whose Jones matrix is denoted M = (νuv), and r 
is the spatial coordinate. In the plane z = z0 (Fig. 1), this field is written as: 
 


















 describe spatial and temporal variations. The degree of 
polarization of E(r,t) is assumed to be zero whatever the r location. Therefore, at any point of 
the plane z = z0, no temporal correlation exists between the Transverse Electric (TE or s) and 
the Transverse Magnetic (TM or p) modes, so that the complex modes correlation follows: 
 
( ) ( )
( ) ( ) 0




e t e t
e t e t
e t e t
	 = = =   (2a) 
with bars denoting the complex conjugation. In this relation, eS (t) and eP (t) are normalized 
as: 
 ( ) ( )2 2| |   | | 1 S Pe t e t< >=< >=  (2b) 
The brackets <> stand for the temporal average. The spectral bandwidth ω of ( , )E r t  is 
centered on the average frequency ω0 and matches the quasi-monochromatic condition: 
ω/ω0<<1. Moreover this beam illuminates a scattering medium whose linear response is not 
frequency-dependent within the spectral domain, in order to preserve temporal coherence. In 
relation (2a) the correlation  represents the non-diagonal term of the coherency matrix as 
defined in [22] 
#151729 - $15.00 USD Received 25 Jul 2011; revised 10 Sep 2011; accepted 19 Sep 2011; published 12 Oct 2011




Fig. 1. Schematic view of the experiment. 
2.2 The scattered field 
Therefore, following the schematic view of Fig. 1, one can write the field Esc scattered in the 
far field at one direction at infinity as Esc ≈M E, that is: 
 
( ) ( )
( ) ( )
SC
ss s ps p Ssc
SC
sp s pp p P
e t e t E
E
e t e t E
ν ν
ν ν
+   
= =      +   
 (3) 
where the scattering coefficients (νuv) of the Jones matrix M are for the v-polarized scattered 
waves resulting from a u-polarized illumination. Notice here that relation (3) is for the field 
scattered at a particular direction at infinity in the far field; that is, the scattering coefficients 
νUV and the Jones matrix M are direction dependent. Notice also in this relation the absence of 
wave packet to take into account the propagation from z1 to z2; indeed we know from the 
stationary phase theorem [4] that in the far field at infinity, the wave packet (whose first-order 
approximation gives the Fresnel formalism) that describes the exact field at a particular 
direction can be reduced to a single Fourier component of the packet, here characterized by 
the (νuv) coefficients. In other words, the scattered field is described by a plane wave in the far 
field. 
Therefore and as usually done in the light scattering community, the (νuv) coefficients can 
be predicted with exact electromagnetic methods [23–28] provided that the microstructure of 
the scattering medium is known [14]. However these numerical techniques are highly time-
consuming for 3D arbitrary bulk structures and may not converge. For this reason we will use 
in the next section a fully developed speckle model [29] to predict the statistical angular 
behaviour of the (νuv) matrix. Within this approach and considering a bulk scattering process, 
the four (νuv) terms are known [13] to be mutually uncorrelated for a lambertian sample and to 
have similar average speckle patterns. 
Notice also that these calculation methods take into account the whole illuminated area on 
the sample under study. Moreover, because the complex medium under study is perfectly 
identified, there is no need to average the electromagnetic calculation over multiple 
realizations; in other words, the sample has not to be translated or rotated, and the Jones 
matrix is perfectly identified and unique for one sample position. Indeed any motion of the 
sample would create a spatial average and cancel specific polarization signatures (the local 
dop would be turned into the global DOP). To summarize, the variation of scattering 
coefficients with direction or localization is deterministic and can be fully predicted with 
electromagnetism, whatever their derivatives. 
2.3 Polarization parameters 
The degree of polarization is defined from the coherence matrix in [[22], Eq. (4), 3-36, p136]. 
It is connected with the time averages of the modes squares and to their cross-correlation. For 
the scattered light this quantity is local and varies with location or direction. Comparison of 
theory and experiment can be immediate when the speckle is resolved. 
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Let us now express this dopSC of the scattered field scE  as a function of the correlation 
sc	  between its polarization modes: 
 ( )2 21 4 1 / 1sc scdop β 	 β = − − + 
 
 (4) 
with β the polarization ratio: 
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Provided that all media are static (the scattering coefficients are time constants), and 
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Therefore and because the (νuv) coefficients are independent in the general case of 
arbitrary scattering media, Eq. (8) ensures that the temporal correlation sc	  will not be 
identically equal to zero, but will be distributed in modulus within the interval [0;1] 
depending on space location and sample microstructure. Extreme situations may occur when 
this correlation is zero or unity. The first situation (zero correlation) is that of slightly 
inhomogeneous samples (polished surfaces or transparent bulk substrates) that are known [28] 
to exhibit negligible cross-scattering coefficients (νUV ≈0) in the incidence plane; with these 
samples the temporal correlation remains zero (SC = 0) and the scattered light remains 
unpolarized (dopSC = 0) if the polarization ratio is unity (β = 1). On the other hand, in the 
general case of arbitrary samples, the presence of cross-scattering coefficients will make the 
temporal correlation and the dopSC not to be zero. So, even though the illumination beam is 
perfectly unpolarized, relation (8) shows that the scattered light can be partially or totally 
polarized in the far field depending on the scattering samples and the space direction. 
3. Comparison of experiment and numerical calculation 
3.1 Numerical calculation 
Numerical simulation has first been performed to illustrate this phenomenon. We did not use 
exact electromagnetic theory because time-consuming is prohibitive for 3D bulk calculation. 
Instead of that we used a fully developed model from Goodman [29] where each speckle 
pattern (νuv) is obtained via the Fourier Transform of a random phasor matrix [29]. Here, the 
non-zero domain is a square of 27 points length within a square of 210 points length. 
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Figure 2(a) shows the spatial repartition of the local dopSC of the scattered far field at infinity 
in a plane perpendicular to propagation. Depending on the space location (or direction), the 
dop varies from 0 to 1. Therefore it is different from that of the incident light, which was zero 
at any location. Such result is in agreement with the prediction of relation (8) given in the 
preceding section. 
One can also address statistical properties of the local dop of the scattered light. Taking all 
data of Fig. 2(a), we extracted the dop spatial histogram and plotted the resulting probability 
density function (see Fig. 2(b)). We notice that the pdf dop function follows a p(u) = 3u2 law, 




( ) 3 4up u du =∫  (9) 
Such value emphasizes a significant increase of local polarization. Notice that the pdf 
function and the average are here deduced from numerical simulation and not by theoretical 
analysis of the statistical properties of the scattering process. Equation (9) indicates that light 
scattered by a highly inhomogeneous sample under unpolarized illumination will exhibit a 
75% average of local polarization degree. In other terms, polarization modes have recovered 
partial order at the speckle size when passing through the disordered medium. 
Notice again that these results would not be confused with the global DOP which is 
different from the spatial average of the local DOP; in our configuration the global DOP is 
close to zero, due to the spatial independence of the scattering coefficients, and to their quasi-
identical spatial mean squares [14]. 
 
Fig. 2. (a-b): Calculation (left figure- a) of the local DOP in the far field with a random phasor 
matrix. The resulting dop average is 0.75. Lg is the mean speckle size. Probability density 
function (right figure- b) of the local degree of polarization. 
3.2 Experiment 
To go further, experiment has been used to confirm the process of local repolarization by a 
scattering medium. For that we used a MgF2 sample often used for calibration in scattering 
apparatuses. This means that the sample scatters all the incident light and that its angular 
pattern follows a lambertian law (cosθ curve, with θ the scattering angle). Moreover, previous 
experiments [13] have shown that scattering from this sample originates from its bulk, due to 
the transparency of MgF2. 
The sample was illuminated with a collimated He-Ne (λ = 632.8 nm) unpolarized 
(incident dop ≈4%) laser beam of 3 mm diameter. The mean speckle size at the 1m distance 
associated to the measurement is Lg = 0,2mm. The local dopSC of the light scattered in the far 
field is classically measured [22] via the four Stokes images measurement. No lens is present 
in the system (Fig. 1). The optical elements of the PSA are a quarter wave plate, a linear 
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analyzer and a high sensitivity 1024*1024 pixels CCD array. Figure 3(a) shows the transverse 
variations of the local dopSC recorded in the far field, which varies from 0 to 1 depending on 
space location. Again the measured spatial average of this dop is 0.75, and the pdf law follows 
3u2 (see Fig. 3(b)), in excellent agreement with prediction. Notice that this result is 
intrinsically related to the random phasor model [29], and thus should hold for most high 
scattering media. On the other hand, samples with lower scattering will surely emphasize 
different pdf laws. 
 
Fig. 3. (a) Measurement of the local dop in the far field. The resulting average is 0.75 
Probability density function (right figure- b) of the local degree of polarization. 
4. Conclusion 
Calculation and measurements have shown excellent agreement to emphasize the process of 
light repolarization by scattering media at the speckle scale. An illustration was given with a 
highly inhomogeneous bulk and the result is a 0.75 average degree of local polarization and a 
3u2 pdf probability local dop function. 
One may wonder whether specific media could allow to confer full local polarization to 
the scattered light resulting from unpolarized illumination. Following relation (8), one can 
show that such media would exhibit scattering coefficients following the condition: 
 
ss pp sp psv v v v=  (10) 
Such condition cannot be fulfilled in the framework of first-order theories [29], but could 
occur when multiple reflection dominates scattering. Because it cancels the determinant of the 
Jones matrix, relation (10) would allow different incident waves to create the same speckle 
pattern. However keeping the condition for all speckle grains does not appear realistic a 
priori. Relation (10) addresses inverse problems outside the scope of this paper. 
It is also necessary to notice one key difference in the repolarization processes obtained by 
beam combination inside an interferometer [9] and by light scattering. In the first situation 
and though the beams are combined, there is no mixing (S with P) of the polarization modes, 
which means that only the S modes (resp. P modes) are superimposed for each beam. 
Therefore the modes cross-correlation is not changed (remains equal to zero) and temporal 
disorder is not reduced: the repolarization process only results from the relative weight of 
energy carried on each axis, which was modified by the interferometer; to be complete, in 
such experiment repolarization of light is connected with the polarization ratio β and vanishes 
in the case β = 1, due to the relationship: 
 0 1 / 1DOP	 β β= ⇔ = − +  (11) 
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On the other hand, light scattering allows a spontaneous mixing of the polarization modes 
(see relation (3)), due to the presence of cross-scattering coefficients. Such mixing of S and P 
modes describes a linear combination of random variables (the polarization modes) on each 
axis. Hence the resulting variables on each axis may exhibit new cross-correlation values, 
though the initial ones were totally uncorrelated: the temporal disorder can be reduced, which 
allows the repolarization process. This result is valid whatever the β value. Notice also that 
this scatter-induced repolarization process would vanish in the absence of cross-scattering 
coefficients, what can occur at low scattering levels predicted with perturbative theories [23, 
30] and characteristic of slightly inhomogeneous media. 
All results provide new signatures for the identification of disordered media under 
unpolarized illumination; indeed the average dop value and its histogram are microstructure-
related and can be calibrated versus structural parameters of samples. In other words, and 
provided that the dop histogram has been calculated for different bulk inhomogeneities, direct 
comparison to experiment will help in the identification of samples. 
Applications concern security and remote sensing, biophotonic and biomedical optics, 
lighting, microscopy and metrology. 
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Ce manuscrit présente une synthèse des travaux post-doctoraux de recherche que j’ai
mené entre 2000 et 2013 à l’Institut Fresnel sur le campus marseillais de Saint-Jérôme.
Ces travaux portent essentiellement sur la modélisation rigoureuse et approchée de la
diﬀraction des ondes électromagnétiques par des surfaces rugueuses, et ses applications
à la télédétection océanique microonde et à l’Optique. Le manuscrit est organisé autour
de cinq résultats marquants :
– Un des intérêts d’un modèle rigoureux est de tester diﬀérentes approximations phy-
siques. Pour la diﬀraction surfacique, l’approche classique consiste à utiliser un
faisceau comme champ incident pour éviter les eﬀets de bords. Cette approche
ne permet pas l’étude des angles d’incidence rasants, alors même que la validité
de nombreuses théories approchées y est extrêmement spéculative. Notre maîtrise
du formalisme intégral de frontière et des techniques numériques associées nous
a permis de contourner cette limitation. Les premières simulations ainsi publiées,
et accompagnées de résultats théoriques, sont autant de repères dans ce nébuleux
domaine.
– Dans la communauté de la télédétection océanique, calcul de surface eﬃcace radar
et modèle à deux échelles sont quasiment synonymes. Malgré les élégantes théories
d’ordre supérieur publiées, ce modèle ad hoc reste indétrônable. Notre GOSSA est
une simple amélioration de ce modèle ; il connaît pourtant une diﬀusion remar-
quable, en France et même outre-Atlantique.
– Le calcul du spectre Doppler océanique avec un modèle électromagnétique rigoureux
et un modèle hydrodynamique non-linéaire sur des surfaces bidimensionnelles est
un exploit que nous avons publié en 2006 et qui reste aujourd’hui inégalé.
– Les proﬁlomètres optiques pour la mesure de rugosité sont batis sur des modèles
d’interaction onde-surface élémentaires. Nous avons fait la preuve que des mesures
expérimentales peuvent être inversées avec une résolution latérale très inférieure
au critère d’Abbe-Rayleigh. Pour prendre en compte les interactions multiples, un
modèle électromagnétique rigoureux est requis. L’inversion est alors itérative.
– Il est tout à fait contre-intuitif qu’une lumière totalement dépolarisée (naturelle)
soit fortement repolarisée lors de sa diﬀusion par un milieu desordonné. Ce résultat
d’Optique statistique qui couvre une très large classe de milieux diﬀusants a été va-
lidé expérimentalement avec une troublante précision. Il donne un nouvel éclairage
sur la polarisation et son lien avec la notion d’ordre et d’organisation.
Mots clés diﬀraction par des surfaces rugueuses, télédétection océanique, proﬁlométrie
optique, polarisation de la lumière.
