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Abstract
Initial-boundary value problems for bending of a thermoelastic plate with transverse shear defor-
mation are studied under the assumption that various parts of the boundary are subjected to different
types of physical conditions. The unique solvability of these problems is established in spaces of
distributions by means of a combination of the Laplace transform and variational methods.
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1. Introduction
Theories of elastic plates are formulated and used in order to simplify the mathemat-
ical model by reducing it from a three-dimensional problem to a two-dimensional one.
Another advantage of such theories is that they describe the essence of the mechanical
process of bending by neglecting secondary, less important effects. What is referred to in
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able tool in various practical situations, but it does not produce the range of information
that newer theories do. Given the increasing need for accuracy placed on research by to-
day’s sophisticated technology, such new models are becoming more and more popular
with practitioners, engendering a demand for a thorough study of their mathematical na-
ture. For example, the theory of bending of plates with transverse shear deformation [1]
produces good approximations not only for the bending and twisting moments, but also for
the shear force and the displacement field. The model discussed in [1] has subsequently
been generalized further, to take additional account of thermal effects [2].
In this paper, we consider the time-dependent bending of a thin elastic plate subjected to
external forces and moments and internal heat sources, together with homogeneous initial
conditions and mixed boundary conditions. Analytic considerations lead to a variational
formulation of the problems, which is rigorously investigated in spaces of distributions.
The Laplace transformation is used to change the model into an elliptic boundary value
problem that depends on a parameter. After the latter is solved by means of function-
analytic techniques, conclusions are drawn about the well-posedness of the original, non-
stationary problem; specifically, it is shown that the problem has a unique weak solution
which depends continuously (in a suitable norm) on the data. The model is thus readied for
numerical computation.
The corresponding results in the absence of thermal effects were obtained in [3–7].
2. Formulation of the problem
Consider a thin, homogeneous and isotropic elastic plate of thickness h0 = const > 0,
which occupies a region S¯ × [−h0/2, h0/2] in R3, where S is a domain in R2. The
displacement vector at a point x′ in this region at t  0 is denoted by v(x′, t) =
(v1(x′, t), v2(x′, t), v3(x′, t))T, where the superscript T means matrix transposition. The
temperature in the plate is denoted by θ(x′, t). Let x′ = (x, x3), x = (x1, x2) ∈ S¯. In plate
models with transverse shear deformation it is assumed [1] that
v(x′, t) = (x3u1(x, t), x3u2(x, t), u3(x, t))T.
When thermal effects are significant, we also take into account the “averaged” temperature
across thickness, defined by [2]
u4(x, t) = 1
h2h0
h0/2∫
−h0/2
x3θ(x, x3, t) dx3, h
2 = h
2
0
12
.
Here the factor 1/h2 has been introduced purely for reasons of convenience. Then the
vector-valued function U(x, t) = (u(x, t)T, u4(x, t))T, where
u(x, t) = (u1(x, t), u2(x, t), u3(x, t))T,
satisfies the equation
B0∂2t U(x, t)+B1∂tU(x, t)+AU(x, t) =Q(x, t), (x, t) ∈ G, (1)
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of the material,
B1 =


0 0 0 0
0 0 0 0
0 0 0 0
η∂1 η∂2 0 −1

 , A=

 A
h2γ ∂1
h2γ ∂2
0
0 0 0 −

 ,
A =

−h
2µ− h2(λ +µ)∂21 +µ −h2(λ +µ)∂1∂2 µ∂1
−h2(λ +µ)∂1∂2 −h2µ− h2(λ + µ)∂22 +µ µ∂2
−µ∂1 −µ∂2 −µ

 ,
∂α = ∂/∂xα , α = 1,2, η, , and γ are positive physical constants, λ and µ are the Lamé co-
efficients of the material satisfying λ + µ > 0, µ > 0, and Q(x, t) = (q(x, t)T, q4(x, t))T,
where q(x, t) = (q1(x, t), q2(x, t), q3(x, t))T is a combination of the forces and moments
acting on the plate and its faces and q4(x, t) is a combination of the averaged heat source
density and the temperature and heat flux on the faces.
We assume that the initial conditions are homogeneous, that is,
U(x,0) = 0, ∂tu(x,0) = 0, x ∈ S. (2)
This does not restrict the generality of the problem, because any nonhomogeneity can
easily be transferred to the right-hand side of the governing equation (1) and to the bound-
ary conditions [8].
To formulate the boundary conditions, we assume that the boundary ∂S of S is a simple,
closed, piecewise smooth curve that consists of four open arcs counted counterclockwise
as ∂Si , i = 1, . . . ,4, such that
∂S =
4⋃
i=1
∂Si, ∂Si ∩ ∂Sj = ∅, i = j, i, j = 1, . . . ,4.
For i, j = 1,2,3,4, we also write
Γ = ∂S × (0,∞), Γi = ∂Si × (0,∞),
∂Sij = ∂Si ∪ ∂Sj ∪ (∂Si ∩ ∂Sj ), Γij = ∂Sij × (0,∞).
We now assume that
u(x, t) = f (x, t), u4(x, t) = f4(x, t), (x, t) ∈ Γ1, (3)
u(x, t) = f (x, t), ∂nu4(x, t) = g4(x, t), (x, t) ∈ Γ2. (4)
In (4), n = n(x) = (n1(x), n2(x), n3(x))T is the outward unit normal to ∂S and ∂n = ∂/∂n.
Let T be the moment-force boundary operator (see [1]) defined by
h
2[(λ + 2µ)n1∂1 + µn2∂2] h2(λn1∂2 +µn2∂1) 0
h2(µn1∂2 + λn2∂1) h2
[
(λ + 2µ)n2∂2 +µn1∂1
]
0

 .µn1 µn2 µ∂n
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of the plate. We now complete the set of boundary conditions by further assuming that
T u(x, t)− h2γ n(x)u4(x, t) = g(x, t), ∂nu4(x, t) = g4(x, t), (x, t) ∈ Γ3, (5)
T u(x, t)− h2γ n(x)u4(x, t) = g(x, t), u4(x, t) = f4(x, t), (x, t) ∈ Γ4. (6)
The functions f (x, t), f4(x, t), g(x, t), and g4(x, t) in (3)–(6) are prescribed.
Let S+ and S− be, respectively, the interior and exterior domains bounded by ∂S, and let
G± = S± × (0,∞). We consider simultaneously the interior and exterior initial-boundary
value problems (TM±), which consist in finding U ∈ C2(G±) ∩ C1(G¯±) that satisfies (1)
in G±, (2) in S±, and (3)–(6).
The weak (variational) formulation of these problems is given in Section 4 after we
introduce some necessary function spaces. First, in Section 3 we study the boundary-value
problems (TM±p ) to which (TM±) are mapped by the Laplace transformation with respect
to the time variable. Then, in Section 4, we return to the spaces of originals and establish
the weak solvability of the time-dependent problems. Finally, in Section 5 we prove a
theorem concerning the uniqueness of the weak solutions.
3. The transformed boundary value problems (TM±p )
In what follows, we denote the Laplace transform of a function s(x, t) by sˆ(x,p); that
is,
sˆ(x,p) = (Ls)(x,p) =
∞∫
0
e−pt s(x, t) dt.
The transition to Laplace transforms with respect to t in problems (TM±) leads us to
problems (TM±p ), which depend on the complex parameter p and consist in finding Uˆ ∈
C2(S±)∩ C1(S¯±) that satisfies the equation
p2B0Uˆ (x,p)+ pB1Uˆ (x,p)+AUˆ (x,p) = Qˆ(x,p), x ∈ S±, (7)
and the boundary conditions
uˆ(x,p) = fˆ (x,p), uˆ4(x,p) = fˆ4(x,p), x ∈ ∂S1,
uˆ(x,p) = fˆ (x,p), ∂nuˆ4(x,p) = gˆ4(x,p), x ∈ ∂S2,
T uˆ(x,p)− h2γ n(x)uˆ4(x,p) = gˆ(x,p), ∂nuˆ4(x,p) = gˆ4(x,p), x ∈ ∂S3,
T uˆ(x,p)− h2γ n(x)uˆ4(x,p) = gˆ(x,p), uˆ4(x,p) = fˆ4(x,p), x ∈ ∂S4. (8)
Let m ∈ R. We denote by Hm(R2) the standard Sobolev space of functions vˆ4(x) with
norm
‖vˆ4‖m =
{∫
2
(
1 + |ξ |2)m∣∣v˜4(ξ)∣∣2 dξ
}1/2
,R
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three-component vector-valued functions vˆ(x) which coincides with [Hm(R2)]3 as a set
but is endowed with the norm
‖vˆ‖m,p =
{∫
R2
(
1 + |ξ |2 + |p|2)m∣∣v˜(ξ)∣∣2 dξ
}1/2
.
The spaces Hm(S±) and Hm,p(S±) consist of the restrictions to S± of all vˆ4 ∈ Hm(R2)
and vˆ ∈ Hm,p(R2), respectively; their norms are defined by
‖uˆ4‖m;S± = inf
vˆ4∈Hm(R2): vˆ4|S±=uˆ4
‖vˆ4‖m,
‖uˆ‖m,p;S± = inf
vˆ∈Hm,p(R2): vˆ|S±=uˆ
‖vˆ‖m,p.
H
◦
m(S
±) and H
◦
m,p(S
±) are the subspaces of Hm(R2) and Hm,p(R2) that consist of all
vˆ4 ∈ Hm(R2) and vˆ ∈ Hm,p(R2) with supp vˆ4 ⊂ S¯± and supp vˆ ⊂ S¯±, respectively; the
norms on them are, of course, those induced by ‖vˆ4‖m and ‖vˆ‖m,p , so, for simplicity,
we denote them by the same symbols. The spaces H
◦
m(S
±), H−m(S±) and H
◦
m,p(S
±),
H−m,p(S±) are dual with respect to the duality generated by the inner products in L2(S±)
and [L2(S±)]3, respectively.
We now go over to function spaces on the boundary. H1/2(∂S) and H1/2,p(∂S) consist
of the traces on ∂S of all uˆ4 ∈ H1(S+) and uˆ ∈ H1,p(S+), and are equipped with the norms
‖fˆ4‖1/2;∂S = inf
uˆ4∈H1(S+): uˆ4|∂S=fˆ4
‖uˆ4‖1;S+ ,
‖fˆ ‖1/2,p;∂S = inf
uˆ∈H1,p(S+): uˆ|∂S=fˆ
‖uˆ‖1,p;S+ ,
respectively.
We denote by the same symbols γ± the continuous (uniformly with respect to p ∈ C)
trace operators from H1(S±) to H1/2(∂S) and those from H1,p(S±) to H1/2,p(∂S).
The spaces H−1/2(∂S) and H−1/2,p(∂S) are dual to H1/2(∂S) and H1/2,p(∂S) with
respect to the duality generated by the inner products in L2(∂S) and [L2(∂S)]3; their norms
are denoted by ‖gˆ4‖−1/2,∂S and ‖gˆ‖−1/2,p;∂S , respectively.
Let ∂S˜ ⊂ ∂S be any open part of ∂S with mes ∂S˜ > 0. We denote by π˜ the operator
of restriction of functions from ∂S to ∂S˜. The spaces H±1/2(∂S˜) and H±1/2,p(∂S˜) consist
of the restrictions to ∂S˜ of all the elements of H±1/2(∂S) and H±1/2,p(∂S), respectively;
their norms are defined by
‖eˆ4‖±1/2;∂S˜ = inf
rˆ4∈H±1/2(∂S): π˜ rˆ4=eˆ4
‖rˆ4‖±1/2;∂S,
‖eˆ‖±1/2,p;∂S˜ = inf
rˆ∈H±1/2,p(∂S): πˆ rˆ=eˆ
‖rˆ‖±1/2,p;∂S.
H
◦
±1/2(∂S˜) and H
◦
±1/2,p(∂S˜) are the subspaces of H±1/2(∂S) and H±1/2,p(∂S), respec-
tively, which consist of all the elements with support in ∂S˜. Clearly, the norms of eˆ4 ∈
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◦
±1/2(∂S˜) and eˆ ∈ H◦ ±1/2(∂S˜) may be denoted by ‖eˆ4‖±1/2,∂S and ‖eˆ‖±1/2,p;∂S , respec-
tively. We remark that H±1/2(∂S˜) are the duals of H
◦
∓1/2(∂S˜) and H±1/2,p(∂S˜) are the
duals of H
◦
∓1/2,p(∂S˜) with respect to the duality generated by the inner products in L2(∂S˜)
and [L2(∂S˜)]3.
Let πi and πij , i, j = 1, . . . ,4, be the operators of restriction from ∂S to ∂Si and
from ∂S to ∂Sij , and let H1(S±, ∂S23) and H1,p(S±, ∂S34) be the subspaces of H1(S±)
and H1,p(S±) that consist of all uˆ4 ∈ H1(S±) and uˆ ∈ H1,p(S±) such that π41γ±uˆ4 = 0
and π12γ±uˆ = 0, respectively. Their duals with respect to the original dualities are de-
noted by H−1(S±, ∂S23) and H−1,p(S±, ∂S34). The norms of qˆ4 ∈ H−1(S±, ∂S23) and
qˆ ∈ H−1,p(S±, ∂S34) are denoted by [qˆ4]−1;S±,∂S23 and [qˆ]−1,p;S±,∂S34 .
Finally, let H1,p(S±) = H1,p(S±) × H1(S±), and let the norm of its elements Uˆ =
(uˆT, uˆ4)T be defined by
‖|Uˆ‖|1,p;S± = ‖uˆ‖1,p;S± + ‖uˆ4‖1;S± .
Also, let H1,p(S±; ∂S34, ∂S23) = H1,p(S±, ∂S34)×H1(S±, ∂S23), which is a subspace of
H1,p(S±).
We are now ready for the variational formulation of problems (TM±p ). Let κ > 0, and
let
Cκ = {p = σ + iτ ∈ C: σ > κ}.
In what follows, we denote by c all positive constants occurring in estimates which are
independent of the functions in those estimates and of p ∈ Cκ , but may depend on κ .
Also, we denote by (· , ·)0;S± , (· , ·)0;∂S , and (· , ·)0;∂S˜ the inner products in [L2(S±)]m,
[L2(∂S)]m, and [L2(∂S˜)]m, respectively, for all m ∈ N, and by ‖ · ‖0;S± , ‖ · ‖0;∂S , and
‖ · ‖0;∂S˜ the norms on the same spaces.
Let Uˆ (x,p) = (uˆ(x,p)T, uˆ4(x,p))T be the classical solution of either problem (TM±p ),
of class C2(S±) ∩ C1(S¯±). We choose any function (with compact support in the case
of S−)
Wˆ (x,p) = (wˆ(x,p)T, wˆ4(x,p))T, Wˆ ∈ C∞0 (S¯±),
such that wˆ(x,p) = 0 for x ∈ ∂S12 and wˆ4(x,p) = 0 for x ∈ ∂S41, and multiply (7) by Wˆ
in [L2(S±)]4. As a result, we arrive at the equation
Υ±,p(Uˆ , Wˆ ) = (Qˆ, Wˆ )0;S± ±L(Wˆ), (9)
where
Υ±,p(Uˆ , Wˆ ) = a±(uˆ, wˆ)+ (∇uˆ4,∇wˆ4)0;S± + p2
(
B
1/2
0 uˆ,B
1/2
0 wˆ
)
0;S±
+ −1p(uˆ4, wˆ4)0;S± − h2γ (uˆ4,div wˆ)0;S± + ηp(div uˆ, wˆ4)0;S± ,
a±(uˆ, wˆ) = 2
∫
S±
E(uˆ, wˆ) dx,
2E(uˆ, wˆ) = h2E0(uˆ, wˆ)+ h2µ(∂2uˆ1 + ∂1uˆ2)
(
∂2 ¯ˆw1 + ∂1 ¯ˆw2
)
+µ[(uˆ + ∂ uˆ )( ¯ˆw + ∂ ¯ˆw )+ (uˆ + ∂ uˆ )( ¯ˆw + ∂ ¯ˆw )],1 1 3 1 1 3 2 2 3 2 2 3
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[
(∂1uˆ1)
(
∂1 ¯ˆw1
)+ (∂2uˆ2)(∂2 ¯ˆw2)]
+ λ[(∂1uˆ1)(∂2 ¯ˆw2)+ (∂2uˆ2)(∂1 ¯ˆw1)],
B0 = diag{ρh2, ρh2, ρ}, L(Wˆ ) = (gˆ4, wˆ4)0;∂S23 + (gˆ, wˆ)0;∂S34 .
Hence, we formulate the variational problems (TM±p ) as follows: find Uˆ ∈H1,p(S±)
that satisfies the Eq. (9) for any Wˆ ∈H1,p(S±; ∂S34, ∂S23) and
π12γ
±uˆ = fˆ , π41γ±uˆ4 = fˆ4.
Theorem 1. For all prescribed qˆ ∈ H−1,p(S±, ∂S34), qˆ4 ∈ H−1(S±, ∂S23), fˆ ∈
H1/2,p(∂S12), fˆ4 ∈ H1/2(∂S41), gˆ ∈ H−1/2,p(∂S34), and gˆ4 ∈ H−1/2(∂S23), p ∈ Cκ , κ > 0,
problems (TM±p ) have unique solutions Uˆ (x,p) ∈H1,p(S±), which satisfy the estimates
‖|Uˆ‖|1,p;S±  c
{|p|[qˆ]−1,p;S±,∂S34 + [qˆ4]−1;S±,∂S23
+ |p|(‖fˆ ‖1/2,p;∂S12 + ‖fˆ4‖1/2,∂S41)
+ |p|‖gˆ‖−1/2,p;∂S34 + ‖gˆ4‖−1/2,∂S23
}
. (10)
Proof. Let p ∈ Cκ , κ > 0. First, we consider the case when fˆ = fˆ4 = 0. Then prob-
lems (TM±p ) reduce to finding Uˆ ∈ H1,p(S±; ∂S34, ∂S23) that satisfies (9) for any Wˆ ∈
H1,p(S±; ∂S34, ∂S23). To establish the unique solvability of these problems, we remark
that replacing wˆ by pwˆ and wˆ4 by h2γ η−1wˆ4, we arrive at equivalent problems (T′M±p )
that consist in finding Uˆ ∈H1,p(S±; ∂S34, ∂S23) which satisfies
Υ ′±,p(Uˆ , Wˆ ) = p¯(qˆ, wˆ)0;S± + h2γ η−1(qˆ4, wˆ4)0;S± ± L′p(Wˆ ) (11)
for any Wˆ ∈H1,p(S±; ∂S34, ∂S23), where
Υ ′±,p(Uˆ , Wˆ ) = p¯a±(uˆ, wˆ)+ h2γ η−1(∇uˆ4,∇wˆ4)0;S±
+ p|p|2(B1/20 uˆ,B1/20 wˆ)0;S± + h2γ −1η−1p(uˆ4, wˆ4)0;S±
− h2γ {p¯(uˆ4,div wˆ)0;S± − p(div uˆ, wˆ4)0;S±},
L′p(Wˆ ) = h2γ η−1(gˆ4, wˆ4)0;∂S23 + p¯(gˆ, wˆ)0;∂S34;
therefore,
ReΥ ′±,p(Uˆ , Uˆ ) = σa±(uˆ, uˆ) + h2γ η−1‖∇uˆ4‖20;S± + σ |p|2
∥∥B1/20 uˆ∥∥20;S±
+ h2γ σ−1η−1‖uˆ4‖20;S± .
In [9] it was shown that for any uˆ ∈ H1(S±) = [H1(S±)]3,
a±(uˆ, uˆ)+ ‖uˆ‖2 ±  c‖uˆ‖2 ± ,0;S 1;S
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ReΥ ′±,p(Uˆ , Uˆ ) c‖|Uˆ‖|21,p;S± ∀Uˆ ∈H1,p(S±). (12)
This means that Υ ′±,p(Uˆ , Wˆ ) is coercive on [H1,p(S±; ∂S34, ∂S23)]2.
We now estimate the conjugate linear functional on the right-hand side in (11). From its
explicit form, the trace theorem [10], and the expressions of the norms involved it follows
that ∣∣p¯(qˆ, wˆ)0;S± + h2γ η−1(qˆ4, wˆ4)0;S± ±L′p(Wˆ )∣∣
 c
{|p|[qˆ]−1,p;S±,∂S34‖wˆ‖1,p;S± + [qˆ4]−1;S±,∂S23‖wˆ‖1;S±
+ |p|[gˆ]−1/2,p;∂S34‖wˆ‖1/2,p;∂S + [gˆ4]−1/2;∂S23‖wˆ4‖1/2;∂S
}
 c
{|p|[qˆ]−1,p;S±,∂S34 + [qˆ4]−1;S±,∂S23 + [qˆ4]−1;S±,∂S23
+ [gˆ4]−1/2;∂S23
}‖|Wˆ‖|1,p;S± . (13)
The Lax–Milgram lemma in its general form now implies the unique solvability of (11),
therefore of (9), for fˆ = 0 and fˆ4 = 0. In this case, (10) follows from (12) and (13).
Next, we consider the full problems (TM±p ). Let l and l4 be operators of extension of
vector-valued functions and scalar functions from ∂S12 and ∂S41 to ∂S, respectively, which
define continuous mappings
l : H1/2,p(∂S12) → H1/2,p(∂S), l :H1/2(∂S41) → H1/2(∂S).
Also, let lS± and lS± be operators of extension of vector-valued functions and scalar func-
tions from ∂S to S±, which define continuous maps
lS± : H1/2,p(∂S) → H1,p(S±), lS± :H1/2(∂S) → H1(S±).
If fˆ (x,p) ∈ H1/2,p(∂S12) and fˆ4(x,p) ∈ H1/2(∂S41) are the functions occurring in the
boundary conditions (8), then we construct Zˆ(x,p) = (lS± lfˆ T, lS± lfˆ4)T and seek Uˆ (x,p)
in the form
Uˆ (x,p) = Zˆ(x,p)+ Yˆ (x,p), (14)
where Yˆ (x,p) = (yˆ(x,p)T, yˆ4(x,p))T is a new unknown function. We remark that
‖|Zˆ‖|1,p;S± = ‖lS± lfˆ ‖1,p;S± + ‖lS± lfˆ4‖1;S±  ‖fˆ ‖1/2,p;∂S12 + ‖fˆ4‖1/2,∂S41 . (15)
Obviously, Yˆ ∈H1,p(S±; ∂S34, ∂S23) satisfies the variational equation
Υ ′±,p(Yˆ , Wˆ ) = p¯(qˆ, wˆ)0;S± + h2γ η−1(qˆ4, wˆ4)0;S± ±L′p(Wˆ )−Υ ′±,p(Zˆ, Wˆ ) (16)
for any Wˆ ∈ H1,p(S±; ∂S34, ∂S23). To obtain an estimate for Yˆ , we need to estimate
Υ ′±,p(Zˆ, Wˆ ). It is clear that∣∣Υ ′±,p(Zˆ, Wˆ )∣∣ c{|p|‖zˆ‖1,p;S±‖wˆ‖1,p;S± + |p|‖zˆ4‖1;S±‖wˆ4‖1;S±
+ |p|‖zˆ4‖1;S±‖wˆ‖1,p;S± + |p|‖zˆ‖1,p;S±‖wˆ4‖1;S±
}
 c|p| ‖|Zˆ‖|1,p;S±‖|Wˆ‖|1,p;S±
 c|p|(‖fˆ ‖1/2,p;∂S + ‖fˆ4‖1/2,∂S )‖|Wˆ‖|1,p;S± .12 41
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‖|Yˆ‖|1,p;S±  c
[|p|[qˆ]−1,p;S±,∂S34 + [qˆ4]−1;S±,∂S23
+ |p|(‖fˆ ‖1/2,p;∂S12 + ‖fˆ4‖1/2,∂S41)
+ |p|‖gˆ‖−1/2,p;∂S34 + ‖gˆ4‖−1/2,∂S23
]
. (17)
Combining (14), (15), and (17), we obtain (10), and the theorem is proved. 
We need to introduce a few more spaces. For ∂S˜ ⊂ ∂S, let H±1/2(∂S˜), H1(S±), and
H−1(S±, ∂S34) be the spaces H±1/2,p(∂S˜), H1,p(S±), and H−1,p(S±, ∂S34) with p = 0.
The norms on these spaces are denoted by ‖ · ‖±1/2;∂S˜ , ‖ · ‖1;S± , and [ · ]−1;S±,∂S34 , respec-
tively.
For any κ > 0 and k ∈ R, we introduce the spaces HL±1/2,k,κ (∂S˜), HL1,k,κ (S±), and
HL−1,k,κ (S±, ∂S34), which consist of three-component vector-valued functions eˆ(x,p),
uˆ(x,p), and qˆ(x,p) such that:
(i) they define holomorphic mappings
eˆ(x,p) :Cκ → H±1/2(∂S˜), uˆ(x,p) :Cκ → H1(S±),
qˆ(x,p) :Cκ → H−1(S±, ∂S34);
(ii) they have finite norms defined by
‖eˆ‖2±1/2,k,κ;∂S˜ = supσ>κ
∞∫
−∞
(
1 + |p|2)k∥∥eˆ(x,p)∥∥2±1/2,p;∂S˜ dτ < ∞,
‖uˆ‖21,k,κ;S± = sup
σ>κ
∞∫
−∞
(
1 + |p|2)k∥∥uˆ(x,p)∥∥21,p;S± dτ < ∞,
[qˆ]2−1,k,κ;S±,∂S34 = sup
σ>κ
∞∫
−∞
(
1 + |p|2)k[qˆ(x,p)]2−1,p;S±,∂S34 dτ < ∞.
Similarly, the spaces HL±1/2,k,κ (∂S˜), HL1,k,κ (S±), and HL−1,k,κ (S±, ∂S23) consist of func-
tions eˆ4(x,p), uˆ4(x,p), and qˆ4(x,p) such that:
(i) they define holomorphic mappings
eˆ4(x,p) :Cκ → H±1/2(∂S˜), uˆ4(x,p) :Cκ → H1(S±),
qˆ4(x,p) :Cκ → H−1(S±, ∂S23);
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‖eˆ4‖2±1/2,k,κ;∂S˜ = supσ>κ
∞∫
−∞
(
1 + |p|2)k∥∥eˆ4(x,p)∥∥2±1/2,∂S˜ dτ < ∞,
‖uˆ4‖21,k,κ;S± = sup
σ>κ
∞∫
−∞
(
1 + |p|2)k∥∥uˆ4(x,p)∥∥21;S± dτ < ∞,
[qˆ4]2−1,k,κ;S±,∂S23 = sup
σ>κ
∞∫
−∞
(
1 + |p|2)k[qˆ4(x,p)]2−1;S±,∂S23 dτ < ∞.
Finally, we introduce the space H1(S±) = H1(S±)×H1(S±) with norm
‖|Uˆ‖|1;S± = ‖uˆ‖1;S± + ‖uˆ4‖1;S±
and the spaces HL1,k,l,κ (S±) = HL1,k,κ (S±) ×HL1,l,κ (S±) with norms
‖|Uˆ‖|1,k,l,κ;S± = ‖uˆ‖1,k,κ;S± + ‖uˆ4‖1,l,κ;S± .
Theorem 2. Let κ > 0 and l ∈ R, and let
qˆ(x,p) ∈ HL−1,l+1,κ (S±, ∂S34), qˆ4(x,p) ∈ HL−1,l,κ (S±, ∂S23),
fˆ (x,p) ∈ HL1/2,l+1,κ (∂S12), fˆ4(x,p) ∈ HL1/2,l+1,κ (∂S41),
gˆ(x,p) ∈ HL−1/2,l+1,κ (∂S34), gˆ4(x,p) ∈ HL−1/2,l,κ (∂S23). (18)
Then the (weak) solutions Uˆ (x,p) = (uˆ(x,p)T, uˆ4(x,p))T of problems (TM±p ) belong to
HL1,l,l,κ (S±) and satisfy the inequalities
‖|Uˆ‖|1,l,l,κ;S±  c
{[qˆ]−1,l+1,κ;S±,∂S34 + [qˆ4]−1,l,κ;S±,∂S23 + ‖fˆ ‖1/2,l+1,κ;∂S12
+ ‖fˆ4‖1/2,l+1,κ;∂S41 + ‖gˆ‖−1/2,l+1,κ;∂S34 + ‖gˆ4‖−1/2,l,κ;∂S23
}
.
Proof. First, we show that Uˆ (x,p) defines a holomorphic mapping
Uˆ (x,p) :Cκ →H1(S±). (19)
We fix an arbitrary p0 ∈ Cκ . Let KR(p0) be the circle of radius R with the center at p0 and
such that K¯R(p0) ⊂ Cκ . From (18) it follows that the mappings
qˆ(x,p) :Cκ → H−1(S±, ∂S34), qˆ4(x,p) :Cκ → H−1(S±, ∂S23),
fˆ (x,p) :Cκ → H1/2(∂S12), fˆ4(x,p) :Cκ → H1/2(∂S41),
gˆ(x,p) :Cκ → H−1/2(∂S34), gˆ4(x,p) :Cκ → H−1/2(∂S23) (20)
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Uˆ = Uˆ (x,p0) of (TM±p0 ) satisfies
‖|Uˆ‖|1;S±  c
{[qˆ]−1;S±,∂S34 + [qˆ4]−1;S±,∂S23 + ‖fˆ ‖1/2;∂S12
+ ‖fˆ4‖1/2;∂S41 + ‖gˆ‖−1/2;∂S34 + ‖gˆ4‖−1/2;∂S23
}
. (21)
Let Uˆ (x,p) be the weak solution of (TM±p ) in K¯R(p0). Since Uˆ(x,p) satisfies
p20B0Uˆ (x,p)+ p0B1Uˆ (x,p)+AUˆ (x,p)
=Q(x,p) + (p20 − p2)B0Uˆ(x,p)+ (p0 − p)B1Uˆ (x,p)
and the boundary conditions (8), from (21), the boundedness of mappings (20), and the
obvious inequalities
[uˆ]−1;S±,∂S34  c‖uˆ‖1;S± , [uˆ4]−1;S±,∂S23  c‖uˆ4‖1;S± ,
it follows that for sufficiently small R, the mapping Uˆ (x,p) : K¯R(p0) → H1(S±) is
bounded in K¯R(p0). Obviously, Uˆ (x,p)− Uˆ (x,p0) satisfies
p20B0
(
Uˆ (x,p)− Uˆ (x,p0)
)+p0B1(Uˆ(x,p)− Uˆ (x,p0))+A(Uˆ(x,p)− Uˆ (x,p0))
=Q(x,p) −Q(x,p0)+
(
p20 − p2
)B0Uˆ (x,p)+ (p0 − p)B1Uˆ (x,p)
and the corresponding boundary conditions. From this and (21), it follows that map-
ping (19) is continuous with respect to p at p0. Finally, let Zˆ(x) = (zˆ(x)T, zˆ4(x))T be
the (weak) solution of the problem
p20B0Zˆ(x) + p0B1Zˆ(x)+AZˆ(x)
=Q′(x,p0)− 2p0B0Uˆ (x,p0)−B1Uˆ (x,p0), x ∈ S±,
zˆ(x) = fˆ ′(x,p0), zˆ4(x) = fˆ ′4(x,p0), x ∈ ∂S1,
zˆ(x) = fˆ ′(x,p0), ∂nzˆ4(x) = gˆ′4(x,p0), x ∈ ∂S2,
T zˆ(x)− h2γ n(x)zˆ4(x) = gˆ′(x,p0), ∂nzˆ4(x) = gˆ′4(x,p0), x ∈ ∂S3,
T zˆ(x)− h2γ n(x)zˆ4(x) = gˆ′(x,p0), zˆ4(x) = fˆ ′4(x,p0), x ∈ ∂S4,
where the prime denotes the derivative with respect to p. Clearly,
Yˆ (x,p) = (yˆ(x,p)T, yˆ4(x,p))T = Uˆ (x,p)− Uˆ (x,p0)
p − p0 − Zˆ(x)
satisfies
p20B0Yˆ (x,p)+ p0B1Yˆ (x,p) +AYˆ ′(x,p)
= Qˆ(x,p)− Qˆ(x,p0)
p − p0 − Qˆ
′(x,p0)−
{
(p + p0)B0Uˆ (x,p)− 2p0B0Uˆ (x,p0)
}
−B1
(
Uˆ (x,p)− Uˆ (x,p0)
)
and the obvious boundary conditions. From (21), the continuity of (19) at p0, and the
holomorphy of mappings (20) at p0, it follows that (19) is holomorphic at p0. Since p0 is
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definition of the norms on the corresponding spaces. 
4. Existence theorem
To formulate the variational versions of problems (TM±) and prove that they are solv-
able, we need to introduce a few more function spaces.
Let κ > 0 and k, l ∈ R. By
HL−11,k,κ (G
±), HL−11,l,κ (G±), HL
−1
1,k,l,κ (G
±) = HL−11,k,κ (G±)×HL
−1
1,l,κ (G
±),
HL−1−1,l,κ (G±,Γ34), HL
−1
−1,l,κ (G±,Γ23), HL
−1
1/2,l,κ (Γ12),
HL−11/2,l,κ (Γ41), H
L−1−1/2,l,κ (Γ34), HL
−1
−1/2,l,κ (Γ23)
we denote the spaces consisting of the inverse Laplace transforms of the elements of
HL1,k,κ (S
±), HL1,l,κ (S±), HL1,k,l,κ (S±) = HL1,k,κ (S±)×HL1,l,κ (S±),
HL−1,l,κ (S±, ∂S34), HL−1,l,κ (S±, ∂S23), HL1/2,l,κ (∂S12),
HL1/2,l,κ (∂S41), H
L−1/2,l,κ (∂S34), HL−1/2,l,κ (∂S23),
respectively. The norms on these spaces are defined by
‖u‖1,k,κ;G± = ‖uˆ‖1,k,κ;S± , ‖u4‖1,l,κ;G± = ‖uˆ4‖1,l,κ;S± ,
‖|U‖|1,k,l,κ;G± = ‖|Uˆ‖|1,k,l,κ;S± ,
[q]−1,l,κ;G±,Γ34 = [qˆ]1,l,κ;S±,∂S34, [q4]−1,l,κ;G±,Γ23 = [qˆ4]1,l,κ;S±,∂S23,
‖f ‖1/2,l,κ;Γ12 = ‖fˆ ‖1/2,l,κ;∂S12, ‖f4‖1/2,l,κ;Γ41 = ‖fˆ4‖1/2,l,κ;∂S41,
‖g‖−1/2,l,κ;Γ34 = ‖gˆ‖−1/2,l,κ;∂S34, ‖g4‖−1/2,l,κ;Γ23 = ‖gˆ4‖−1/2,l,κ;∂S23 .
Since there is no danger of ambiguity, we extend the use of the symbols γ± to the trace
operators from G± to Γ , and of the symbols πij to the operators of restriction from Γ to
its parts Γij , i, j = 1,2,3,4.
We say that U ∈ HL−11,0,0,κ (G±), U(x, t) = (u(x, t)T, u4(x, t))T, is a weak solution of
(TM±) if:
(i) γ0u = 0, where γ0 is the trace operator on S± × {t = 0};
(ii) π12γ±u = f (x, t) and π41γ±u4 = f4(x, t);
(iii) U satisfies the variational equation
Υ±(U,W) =
∞∫
0
(Q,W)0;S± dt ±L(W), (22)
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Υ±(U,W) =
∞∫
0
{
a±(u,w)+ (∇u4,∇w4)0;S± −
(
B
1/2
0 ∂tu,B
1/2
0 ∂tw
)
0;S±
− −1(u4, ∂tw4)0;S± − h2γ (u4,divw)0;S±
− η(divu, ∂tw4)0;S±
}
dt,
L(W) =
∞∫
0
{
(g,w)0;∂S34 + (g4,w4)0;∂S23
}
dt,
for all W ∈ C∞0 (G¯±), W(x, t) = (w(x, t)T,w4(x, t))T, such that w(x, t) = 0 for (x, t) ∈
Γ12 and w4(x, t) = 0 for (x, t) ∈ Γ41.
Theorem 3. Let U(x, t) = L−1Uˆ (x,p) be the inverse Laplace transform of the weak so-
lution Uˆ (x,p) of either of the problems (TM±p ). If
q(x, t) ∈ HL−1−1,l+1,κ (G±,Γ34), q4(x, t) ∈ HL
−1
−1,l,κ (G±,Γ23),
f (x, t) ∈ HL−11/2,l+1,κ (Γ12), f4(x, t) ∈ HL
−1
1/2,l+1,κ (Γ41),
g(x, t) ∈ HL−1−1/2,l+1,κ (Γ34), g4(x, t) ∈ HL
−1
−1/2,l,κ (Γ23), (23)
where κ > 0 and l ∈ R, then U ∈HL−11,l,l,κ (G±) and
‖|U‖|1,l,l,κ;G±  c
{[q]−1,l+1,κ;G±,Γ34 + [q4]−1,l,κ;G±,Γ23
+ ‖f ‖1/2,l+1,κ;Γ12 + ‖f4‖1/2,l+1,κ;Γ41
+ ‖g‖−1/2,l+1,κ;Γ34 + ‖g4‖−1/2,l,κ;Γ23
}
. (24)
If, in addition, l  0, then U is a weak solution of the corresponding problem (TM±).
Proof. The inclusion U ∈ HL−11,l,l,κ (G±) and (24) follow from (23), Theorem 2, and the
definition of the norms on the spaces of originals. Consequently, we show only that U
satisfies (22) for l  0.
We recall that any two functions f1 and f2 such that
∞∫
0
e−2κν t
∣∣fν(t)∣∣2 dt < ∞, ν = 1,2,
satisfy Parseval’s equality [11]
∞∫
e−(κ1+κ2)t f1(t)f2(t) dt = 12π
∞∫
fˆ1(κ1 + iτ )fˆ2(κ2 + iτ ) dτ. (25)0 −∞
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p∗ = −σ + iτ , we see that (25) becomes
∞∫
0
f1(t)f2(t) dt = 12π
∞∫
−∞
fˆ1(p)fˆ2(p∗) dτ.
Let W ∈ C∞0 (G¯±), W(x, t) = (w(x, t)T,w4(x, t))T, be such that w(x, t) = 0 for
(x, t) ∈ Γ12 and w4(x, t) = 0 for (x, t) ∈ Γ41. Also, let Wˆ (x,p) = (wˆ(x,p)T, wˆ4(x,p))T
and Wˆ ∗ = Wˆ (x,p∗) = (wˆ(x,p∗)T, wˆ4(x,p∗))T. With this notation, (22) is written as
∞∫
−∞
[
a±(uˆ, wˆ∗)+ (∇uˆ4,∇wˆ∗4)0;S± + p2
(
B
1/2
0 uˆ,B
1/2
0 wˆ
∗)
0;S±
+ p(B1/20 uˆ,B1/20 w0)0;S± + −1p(uˆ4, wˆ∗4)0;S± + −1(uˆ4,w0,4)0;S±
− h2γ (uˆ4,div wˆ∗)0;S± + ηp(div uˆ, wˆ∗4)0;S± + η(div uˆ,w0,4)0;S±
− (qˆ, wˆ∗)0;S± − (qˆ4, wˆ∗4)0;S± ∓ (gˆ, wˆ∗)0,∂S34 ∓ (gˆ4, wˆ∗4)0,∂S23
]
dτ = 0,
where W0(x) = W(x,0) = (w0(x)T,w0,4(x))T. On the other hand, replacing Wˆ by
Wˆ ∗ − (p∗)−1W0 = Wˆ ∗ + (p¯)−1W0 in (9), we find that
a±(uˆ, wˆ∗)+ p−1a±(uˆ,w0)+ (∇uˆ4,∇wˆ∗4)0;S±
+ p−1(∇uˆ4,∇w0,4)0;S± + p2
(
B
1/2
0 uˆ,B
1/2
0 wˆ
∗)
0;S± + p
(
B
1/2
0 uˆ,B
1/2
0 w0
)
0;S±
+ −1p(uˆ4, wˆ∗4)0;S± + −1(uˆ4,w0,4)0;S± − h2γ (uˆ4,div wˆ∗)0;S±
− h2γp−1(uˆ4,divw0)0;S± + ηp(div uˆ, wˆ∗4)0;S± + η(div uˆ,w0,4)0;S±
∓ {(gˆ, wˆ∗)0;∂S34 + p−1(gˆ,w0)0;∂S34 + (gˆ4, wˆ∗4)0;∂S23 + p−1(gˆ4,w0,4)0;∂S23}
− (qˆ, wˆ∗)0;S± − p−1(qˆ,w0)0;S± − (qˆ4, wˆ∗4)0;S± − p−1(qˆ4,w0,4)0;S± = 0.
Therefore, we need to prove that
∞∫
−∞
p−1
{
a±(uˆ,w0)+ (∇uˆ4,∇w0,4)0;S± − h2γ (uˆ4,divw0)0;S± − (qˆ4,w0,4)0;S±
− (qˆ,w0)0;S± ∓
[
(gˆ,w0)0;∂S34 + (gˆ4,w0,4)0;∂S23
]}
dτ = 0.
Let ϕ(t) = (q,w0)0;S± . The Laplace transform ϕˆ(p) = (qˆ,w0)0;S± of this function sat-
isfies the estimate∣∣ϕˆ(p)∣∣ c[q]−1;S±,∂S34‖w0‖1;S±;
hence,
∞∫
e−2σ t
∣∣ϕ(t)∣∣2 dt = 1
2π
∞∫ ∣∣ϕˆ(p)∣∣2 dτ  c‖w0‖21;S±
∞∫
[qˆ]2−1;S±,∂S34 dτ.
0 −∞ −∞
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‖uˆ‖1,p;S±  c|p|‖uˆ‖1;S±;
therefore, for any qˆ ∈ H−1;S±,∂S34 ,
[qˆ]−1;S±,∂S34  c|p|[qˆ]−1,p;S±,∂S34
and
∞∫
0
e−2σ t
∣∣ϕ(t)∣∣2 dt  c‖w0‖21;S±[qˆ]2−1,1,κ;S±,∂S34 .
Since q ∈ HL−1−1,1,κ (G±,Γ34), it follows that
∞∫
0
e−2σ t
∣∣ϕ(t)∣∣2 dt < c < ∞. (26)
By (26), the function
ψ(t) =
t∫
0
ϕ(λ)dλ
is continuous on [0,∞) and
0 = ψ(0) = 1
2π
∞∫
−∞
p−1(qˆ,w0)0;S± dτ.
We now take ϕ(t) = (q4,w0,4)0;S± ; then
ϕˆ(p) = (qˆ4,w0,4)0;S± and
∣∣ϕˆ(p)∣∣ c[qˆ4]−1;S±,∂S23‖w0,4‖1;S± .
Since q4 ∈ HL−1−1,0,κ (G±,Γ23), we have
∞∫
0
e−2σ t
∣∣ϕ(t)∣∣2 dt  c‖w0,4‖21;S±
∞∫
−∞
[qˆ4]2−1;S±,∂S23 dτ  c < ∞,
and ψ(t) defined above again satisfies
0 = ψ(0) = 1
2π
∞∫
−∞
p−1(qˆ4,w0,4)0;S± dτ.
The equality
∞∫
−∞
p−1
[
(gˆ,w0)0,∂S34 + (gˆ4,w0,4)0,∂S23
]
dτ = 0
is proved similarly.
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ϕ(t) = a±(u,w0)+ (∇u4,∇w0,4)0;S±
and its Laplace transform
ϕˆ(p) = a±(uˆ,w0)+ (∇uˆ4,∇w0,4)0;S±;
obviously,∣∣ϕˆ(p)∣∣ c{‖uˆ‖1;S±‖w0‖1;S± + ‖uˆ4‖1;S±‖w0,4‖1;S±} c‖|Uˆ‖|1,p;S±‖|W0‖|1;S± .
From (10) and the conditions of the theorem it follows once more that
∞∫
0
e−2σ t
∣∣ϕ(t)∣∣2 dt  c‖|W0‖|21;S±‖|Uˆ‖|21,0,0,κ;S±  c < ∞,
and that ψ(t) satisfies
0 = ψ(0) = 1
2π
∞∫
−∞
p−1
[
a±(uˆ,w0)+ (∇uˆ4,∇w0,4)0;S±
]
dτ.
The equality
∞∫
−∞
p−1(uˆ4,divw0)0;S±dτ = 0
is established similarly. This completes the proof of the theorem. 
5. Uniqueness theorem
One last issue remains to be settled in order to show that our initial-boundary value
problems are well posed.
Theorem 4. Each of the problems (TM±) has at most one weak solution.
Proof. Let U1(x, t), U2(x, t) be two solutions of (TM±) of class HL−11,0,0,κ (G±). Then
U = (uT, u4)T = U1 −U2 ∈HL−11,0,0,κ (G±) satisfies
(i) γ0U = 0;
(ii) π12γ±u = 0 and π41γ±u4 = 0;
(iii) Υ±(U,W) = 0 for any W = (wT,w4)T ∈ C∞0 (G¯±) such that π12γ±w = 0 and
π41γ±w4 = 0.
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be the space of vector-valued functions α(t) : (0, T ) → H with norm [10]{ T∫
0
l∑
k=0
∥∥∂kt α(t)∥∥2H dt
}1/2
< ∞,
where ∂tα(t) is the distributional derivative of α(t). If l = 0, then we write L2(0, T ;H) =
H0(0, T ;H). Since u ∈ HL−11,0,κ (G±), it follows that for any T < ∞,
u ∈ L2(0, T ;L2(S±)), ∂iu ∈ L2(0, T ;L2(S±)), i = 1,2,
∂tu ∈ L2
(
0, T ;L2(S±));
this means that
u(x, t) ∈ L2(0, T ;H1(S±))∩ H1(0, T ;L2(S±)).
For similar reasons, u4 ∈ L2(0, T ;H1(S±)).
We define
Z(x, t) = (z(x, t)T, z4(x, t))T, z(x, t) = (z1(x, t), z2(x, t), z3(x, t))T,
by writing
Z(x, t) =
t∫
0
τ∫
0
U(x, ζ ) dζ dτ.
Obviously,
z(x, t) ∈ H2
(
0, T ;H1(S±)
)∩ H3(0, T ;L2(S±)), z4(x, t) ∈ H2(0, T ;H1(S±)),
that is, ∂2t z(x, t) is absolutely continuous as a mapping from [0, T ] to L2(S±) and
∂t z4(x, t) is absolutely continuous as a mapping from [0, T ] to H1(S±). In addition,
z(· ,0) = ∂t z(· ,0) = ∂2t z(· ,0) = 0 and z4(· ,0) = ∂t z4(· ,0) = 0.
Let ω(t) be an “averaging kernel”; in other words, a function such that
(i) ω ∈ C∞0 (R), suppω ⊂ [−1,1], and ω(t) 0;
(ii) ∫∞−∞ ω(t) dt = 1.
We remark that for any T > 0, the sequence ωn(t) = nω(n(t − T )), n ∈ N, converges,
as n → ∞, to the Dirac delta δ(t − T ) in the distributional sense, that is, in the Schwartz
space S ′(R).
We choose an arbitrary V ∈ C∞0 (G¯±), V (x, t) = (v(x, t)T, v4(x, t))T, such that
π12γ±v = 0 and π41γ±v4 = 0, and construct the sequence
Vn(x, t) = ωn(t)V (x, t) =
(
vn(x, t)
T, v4,n(x, t)
)T
.
Also, we take Wn ∈ C∞0 (G¯±) defined by
Wn(x, t) =
∞∫ ∞∫
Vn(x, ζ ) dζ dτ =
(
wn(x, t)
T,w4,n(x, t)
)Tt τ
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Υ±(Z,Vn) =
∞∫
0
[
a±(z, vn) + (∇z4,∇v4,n)0;S± −
(
B
1/2
0 ∂t z,B
1/2
0 ∂tvn
)
0;S±
− −1(z4, ∂t v4,n)0;S± − h2γ (z4,divvn)0;S±
− η(div z, ∂t v4,n)0;S±
]
dt
=
∞∫
0
[
a±(z, ∂2t wn)+ (∇z4,∇∂2t w4,n)0;S± −
(
B
1/2
0 ∂t z,B
1/2
0 ∂
3
t wn
)
0;S±
− −1(z4, ∂3t w4,n)0;S± − h2γ (z4,div ∂2t wn)0;S±
− η(div z, ∂3t w4,n)0;S±
]
dt
=
∞∫
0
[
a±(u,wn)+ (∇u4,∇w4,n)0;S± −
(
B
1/2
0 ∂tu,B
1/2
0 ∂twn
)
0;S±
− −1(u4, ∂tw4,n)0;S± − h2γ (u4,divwn)0;S±
− η(divu, ∂tw4,n)0;S±
]
dt
= Υ±(U,Wn) = 0.
After integrating by parts, we obtain
∞∫
0
[
a±(z, vn)+ (∇z4,∇v4,n)0;S± +
(
B
1/2
0 ∂
2
t z,B
1/2
0 vn
)
0;S± + −1(∂t z4, v4,n)0;S±
− h2γ (z4,divvn)0;S± + η(div ∂t z, v4,n)0;S±
]
dt = 0. (27)
Letting n → ∞ in (27), we arrive at
a±
(
z(x,T ), v(x,T )
)+ (∇z4(x, T ),∇v4(x, T ))0;S±
+ (B1/20 ∂2T z(x,T ),B1/20 v(x,T ))0;S± + −1(∂T z4(x, T ), v4(x, T ))0;S±
− h2γ (z4(x, T ),divv(x,T ))0;S± + η(div ∂T z(x,T ), v4(x, T ))0;S± = 0. (28)
Since (28) holds for all T > 0, we may replace T by t and integrate (28) over (0, T ) with
respect to t ; thus,
T∫
0
[
a±(z, v) + (∇z4,∇v4)0;S± +
(
B
1/2
0 ∂
2
t z,B
1/2
0 v
)
0;S± + −1(∂t z4, v4)0;S±
− h2γ (z4,divv)0;S± + η(div ∂t z, v4)0;S±
]
dt = 0. (29)
Approximating ∂t z(x, t) and z4(x, t) by means of infinitely smooth (with respect to x)
functions with compact support, we deduce that we can take v = ∂t z and v4 = h2γ η−1z4
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T∫
0
[
a±(z, ∂t z) + h2γ η−1‖∇z4‖20;S± +
(
B
1/2
0 ∂
2
t z,B
1/2
0 ∂t z
)
0;S±
+ h2γ η−1−1(∂t z4, z4)0;S± − h2γ (z4,div ∂t z)0;S±
+ h2γ (div ∂t z, z4)0;S±
]
dt = 0.
Consequently,
T∫
0
Re
[
a±(z, ∂t z) + h2γ η−1‖∇z4‖20;S± +
(
B
1/2
0 ∂
2
t z,B
1/2
0 ∂t z
)
0;S±
+ h2γ η−1−1(∂t z4, z4)0;S±
]
dt = 0
and
T∫
0
d
dt
Re
[
a±(z, z) +
∥∥B1/20 ∂t z∥∥20;S± + h2γ η−1−1‖z4‖20;S±]dt  0,
from which we find that[
a±(z, z) +
∥∥B1/20 ∂t z∥∥20;S± + h2γ η−1−1‖z4‖20;S±]t=T  0;
hence, Z(x,T ) = 0 for all T > 0. Since U = ∂2t Z, we conclude that U(x, t) = 0 for all
t  0, and the theorem is proved. 
Remark. Problems with other types of mixed boundary conditions can be treated in a
similar way.
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