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I N T R O D U C T I O N
Intercepting a target requires a prediction of the target's future location, given the inherent sensory and motor delays and the finite amount of time required to move the hand to the target. This prediction can be achieved by an extrapolation of the target's position, using the visually sensed location, velocity, and perhaps acceleration of the target (Brouwer et al. 2002 (Brouwer et al. , 2003 Eggert et al. 2005; Mrotek and Soechting 2007b; Port et al. 1997; Soechting and Flanders 2008 ; see also review by Zago et al. 2009 ). The predicted target location has an uncertainty that is associated with it, resulting from the uncertainty in the magnitude of each of the sensed parameters. This uncertainty can be reduced if the visually derived estimate of the current target motion is combined with one that is derived from the prior motion of the target. In engineering, this approach has been formalized as the Kalman filter (Welch and Bishop 2006) , according to which the two estimates (current and prior) are weighted according to the uncertainty associated with each of them.
This concept has received considerable attention in the field of motor control in recent years (Izawa and Shadmehr 2008; MacNeilage et al. 2008; Wolpert 2007) . In one notable exam-ple, Wu et al. (2006) have shown that decoding motor cortical neural activity is facilitated using an approach based on the Kalman filter, combining the arm motion predicted from firing of the neural ensemble with a prior knowledge of the statistical properties of arm movements. While the evidence that the nervous system actually implements such an approach is fragmentary, it is clear that it uses information about the statistical properties of sensory stimuli, particularly when combining information from different sensory modalities. For example, in a task requiring subjects to discriminate the height of a protrusion, simultaneously seen and felt with the finger tip, the subjects weighted visual and haptic information with weights inversely proportional to the variance associated with each of the sensory modalities (Ernst and Banks 2002) . In fact, subjects can learn to associate arbitrary stimulus properties (such as stiffness and luminance) based on statistical correlations between them (Ernst 2007) . Tassinari et al. (2006) also showed that in a pointing task, subjects combined prior knowledge about the statistical distribution of target locations in previous trials with an uncertain visual estimate of its location on the present trial. Finally, more directly relevant to the present study, Zago et al. (2004 Zago et al. ( , 2009 showed that subjects used acquired knowledge of the influence of gravity on target motion to correctly time the interception of falling targets even though acceleration per se was sensed only poorly. Moreover, it is well established that expectations based on the experience on previous trials influences the motor response (cf. de Lussanet et al. 2001; Kowler et al. 1984; Soechting et al. 2005; Thoroughman and Shadmehr 2000) .
In the present experiments, we addressed the question of whether or not subjects could extract recent prior information about the statistical nature of the target's motion during a given trial and combine this knowledge with currently sensed motion to intercept the target. We did so by presenting subjects with a target that followed the same path, but moved according to different laws of motion. We did not find evidence in support of this hypothesis. Instead we found that subjects extrapolated target motion based primarily on the target's location, velocity and the hand's distance to the target, irrespective of the law of motion that the target followed. Subjects not infrequently missed the target, requiring visually mediated corrections. In those instances, we found that the subjects used the same extrapolation model in real time to effect corrections.
M E T H O D S

Subjects and experimental overview
Six subjects participated in the main experiment. Two were lefthanded and the other four were right-handed, but all used their right hand in the task. Two of them and two additional right-handed subjects participated in a control experiment. All subjects gave informed consent to procedures that were approved by the University of Minnesota Institutional Review Board. Experimental procedures have been described in detail in previous publications (Mrotek and Soechting 2007b; Soechting and Flanders 2008) . Briefly, subjects sat at a distance of ϳ40 cm in front of a computer monitor equipped with a touch screen (Elo TouchSystems, Menlo Park, CA) . At the start of each trial, the subject placed his or her extended index finger in a start box located in the middle of the lower border of the screen. On contact of the finger with the screen, the target (small circular dot, 0.6°) appeared and moved along the screen, leaving no permanent trace. Subjects were instructed to intercept it by moving their extended index finger along the screen as soon as it changed color from cyan to yellow. Successful interception occurred when the finger was within 1 cm of the target with no restrictions on the speed of finger motion at the time of interception. On successful interception, the target disappeared but recording continued for another 200 ms. We recorded the target motion, the motion of the finger along the screen (100 Hz, resolution: 0.01 cm), and eye movements (250 Hz, SMI Eye Link, SR Research, Mississauga, Ontario). For the latter purpose, the head was stabilized with a chin rest.
Experimental procedures
On each trial, the target followed a path that was constructed from a sum of sines in the x (horizontal, positive right) and y (vertical, positive up) direction
where (x t , y t ) denotes the target position at time t, and n was either 2 or 3. The resulting target motion was periodic with a period of 4.5 s. Six different paths were constructed, shown in Fig. 1 . The initial portion of the target motion is shown by the dashed traces, beginning at the tail of the arrow denoting the direction of motion. The signal to initiate interception of the target was presented at the location denoted (E) and the remainder of the path is indicated by -. The estimated time at which subjects would begin the finger movement is indicated (F), 300 ms after the signal to initiate interception (Mrotek and Soechting 2007b; Soechting and Flanders 2008) . We chose the timing of the "go" signal based on the results of previous experiments in which we found that subjects, when given a choice, tended to initiate the finger movement when the target was moving toward the finger along a path with little curvature. The paths shown in Fig. 1 could follow three speed profiles. The speed of target motion for these paths constructed using the sum of sines was modulated, tending to be faster along the straighter portions of the path and slower in regions of higher curvature (heavy solid traces, Fig. 2 ). For the same six paths shown in Fig. 1 , we also constructed target trajectories such that the speed along the path was constant. For these "constant speed" trajectories (CS, light solid traces, Fig. 2 ), the speed was chosen so that it was identical to the target's speed for the "sum of sines" trajectories (SS) at the expected time of movement onset (time 0, Fig. 2) .
The third speed profile was based on the report that biological motion tends to follow a power law relation between angular velocity () and curvature ()
or equivalently
where is the speed and is the radius of curvature Viviani and Cenzato 1985) . Furthermore, smooth pursuit track-ing errors are smaller (de'Sperati and Viviani 1997) and the motion appears to be more uniform (Viviani and Stucchi 1992) when the target motion obeys this relation. Accordingly, we constructed trajectories in which the target followed the six paths shown in Fig. 1 , but obeying the "2/3 power law" relation (dashed lines in Fig. 2 ). Note that the modulation in speed for trajectories following the 2/3 power law relation and those constructed from sum of sines were similar but not identical. Furthermore, because we chose instances in which the target began to move straighter after the go signal, the target consistently accelerated after the onset of finger motion (time 0, Fig. 2) for the SS and 2/3 power law (PL) trajectories. Consequently, if movement time was held constant, the target would move over a longer distance before it was intercepted in those two conditions compared with the constant speed condition. Thus if our hypothesis is correct and subjects are able to incorporate information about the statistical structure of target motion on that trial, one would expect that the initial direction of finger motion would be ahead of the target's location by a greater amount for the SS and PL trajectories than it would for the CS trajectories. Because the speed of the trajectories was chosen to yield an identical speed at one instant in time, the period of one cycle of target motion could be different for the three speed conditions, as could the time, relative to the onset of target motion, at which the go signal was presented. The time of the go signal averaged 2.5 Ϯ 0.8 s, ranging from 0.93 to 4.35 s for the 18 trajectories. Each of the 18 trajectories (6 paths ϫ 3 speed profiles) was presented 10 times, in random order. The experiment lasted ϳ1.5 h, and subjects were afforded rest periods as desired and several (ϳ5) practice trials at the beginning of the experiment. 
Control experiment
A control experiment was conducted to determine if the initial direction of finger movement (defined as its direction 100 ms after movement onset) was a reliable indicator of the intended movement plan. This experiment involved finger movements to static targets and was conducted after the conclusion of the main experiment. We first computed the mean time from the go signal to the time of target interception in trials in which the target was intercepted successfully on the first attempt. The target locations at this time were then presented statically, and the subject was instructed to move through this target location in a rapid finger movement. In this control experiment, each target location (6 paths ϫ 3 speed profiles) was presented five times in a random order.
Data analysis
The x and y finger position records were smoothed (double-sided exponential filtering, time constant 10 ms), and differentiated numerically to compute speed. The onset of interception movement was defined as the time finger speed exceeded 5% of the maximum. We computed the direction of finger movement at each point in time from the x and y velocities (o x , o y )
We also computed the direction from the finger at movement onset (time 0) to the target at time 0 ( 0 , Fig. 3 ) and the direction to the target's location at the time of interception ( int ). We defined the movement time as the time from the onset of the finger movement to the time the target was intercepted. Finally, we defined a "successful" trial as one in which the target was intercepted in one smooth, close to straight movement (see Fig. 4A ). We first tested whether or not the law of motion (SS, CS, PL) affected parameters of the finger movement (such as latency, movement time, peak speed). Specifically, if those parameters were the same, one would expect the direction of the finger movement f (Fig.  3 ) to reflect the statistical properties of the target's motion if subjects were able to incorporate them into the movement plan. Because the target was always accelerating after the onset of finger movement for the SS and PL conditions, one would therefore expect the difference between f and 0 to be smaller for the constant speed condition than for the other two conditions. We used the finger direction 100 ms after movement onset, f (100) because this gave a more reliable measure than direction computed earlier and since visual or proprioceptive feedback arising from finger motion would have little or no influence on the measure at this time.
Extrapolation model
We also determined how the target's motion parameters were related to the direction of finger movement [ f (100)]. To this end, we computed a predicted target location p pred according to
where p act is the actual target position, v is the target velocity, d is the distance from the finger to the target and a n and a t are the normal and tangential components of the target's acceleration (Mrotek and Soechting 2007b; Soechting and Flanders 2008) and v is a visual processing time delay. We then computed the direction pred from the finger (at movement onset) to the predicted target location and determined the coefficients a 1 . . . a 4 that gave the best fit of pred to the finger direction f (100) using a simplex algorithm (Nelder and Mead 1964) . We added a bias term (a 5 ) to the predicted direction pred and evaluated the model at various visual time delays ranging from 100 to 250 ms. We also evaluated the importance of each of the coefficients (a 2 to a 4 ) by setting them to 0 and determining the effect on the error in the fit. The appropriate model order was determined using Aikake's information criterion (Burnham and Anderson 2004 ). The models were tested separately for each of the three laws of motion as well as for the combined data for each subject.
On-line corrections of finger trajectories
In most trials, as in Fig. 4A , the finger moved directly to intercept to target following a trajectory that was close to straight with a bell-shaped speed profile (Morasso 1981) . However, in other instances ( Fig. 4, C and D) , the finger followed a curved trajectory, suggesting an on-line visually mediated correction of the targeting movement. We tested whether or not the same extrapolation model used at movement onset was also used for on-line corrections. To this The 2 panels depict the speed profiles for the 3 laws of motion (sum of sines, constant speed, or power law) for 2 of the paths (1 and 5). The traces have been aligned on the expected time of finger movement onset (300 ms after the go signal). Note that target speed is the same for all 3 conditions at time 0.
3. Parameters used to define direction of finger movement. An exemplary trial from path 3 is used. The blue portion of the target's trajectory denotes the time between the go signal and the onset of finger motion. The yellow portion of the target trace denotes the target's motion during the interception movement, and the red trace subsequent target motion after interception. (The target was no longer visible after interception.) 0 is the direction from the start location of the finger to the target at motion onset and int the direction to the target at the time of interception. f is the direction of finger motion. This direction 100 ms after motion onset (denoted by the open circle) was used in the statistical analysis of the data [ f (100), see Table 1 ]. end, we assumed that at each point in time, a predicted target location was computed according to Eq. 5 and a desired finger direction pred was computed from the sensed previous hand position (with a proprioceptive time delay p ) to the predicted target location p pred (based on the target's motion with a visual time delay v ). Finally, we assumed that the rate at which the direction of finger movement ( f) would change was proportional to the difference between the actual direction of finger movement ( f ) and the desired direction pred
where is the speed and v and p are the time delays associated with the visual and proprioceptive modalities. The left-hand side of Eq. 6 corresponds to the normal acceleration of the finger and, according to this simple model, this component of the acceleration is proportional to a directional error signal. A model of this form was previously shown to account for changes in the direction of finger movements when subjects tracked a visible target (Engel and Soechting 2000) .
Eye movements
Even though they were not instructed to do so, subjects always tracked the target with their eyes. Eye-position data were smoothed with a double-sided exponential filter (time constant, 4 ms), and differentiated. To analyze smooth pursuit tracking of the target, saccades were identified and removed by interpolating the x and y velocities using procedures described previously (Mrotek and Soechting 2007b) . In analyzing the pursuit eye movement, our main focus was to determine whether or not tracking improved over time during a single trial. If it did, this would provide support for the idea that subjects made use of recent prior information about the statistical properties of the motion on that trial.
To this end, we first performed a Fourier analysis of the target's motion. For the "sum of sines" trajectories, only two frequency components (the fundamental and the first or second harmonic) were present. However, converting the trajectories to follow the power law relation or to maintain a constant speed introduced higher frequencies in the target motion. Because we did not have a full cycle of pursuit motion, we could not perform a Fourier analysis on the eye movements. Instead, we used multiple linear regression to fit the x and y velocities to the target motion, using up to the first five frequency components of the input (Kettner et al. 1996) . Under the null hypothesis that tracking did not improve over the time of a single trial, this fit should be equally good throughout the trial.
R E S U L T S
General characteristics of interceptive movements
In agreement with assumptions of the experimental design, the latency for the initiation of the finger movement in response The target path is shown in the top part of each panel, the arrow denoting the direction of target motion. The finger's path is indicated with the heavier trace. The lower portion of each panel depicts the finger's speed, time 0 corresponding to the onset of finger movement and the trace continuing for 100 ms beyond the time of interception. The filled circles on the paths depict the target's location at the onset of finger movement. Note that in A, the target was intercepted on the 1st try with a direct movement to the target. In B, the initial attempt was unsuccessful, finger movement slowed down and a second movement was initiated. In C and D, the finger paths show marked curvature, suggesting visually mediated corrections.
to the target's change in color was close to 300 ms (332 Ϯ 38 ms). This measure excludes 29 trials (Ͻ3%) in which the reaction time was Ͼ450 ms. These trials were excluded from the analyses described in this section. Importantly, the reaction time did not depend on the speed profile (SS, CS, PL; repeatedmeasures ANOVA, P ϭ 0.176) nor was the interaction between speed profile and path significant (P ϭ 0.107). The reaction time did depend on the path (P Ͻ 0.001), being smallest (310 ms) for path 1 (Fig. 1 ) and largest for path 3 (354 ms), and being correlated with the target's speed at movement onset. Note that this value did not depend on the speed profile and was smallest (13 cm/s) for path 1 and largest (26 cm/s) for path 3.
In most instances, the subject's finger followed a path that was close to straight and with a bell-shaped velocity profile ( Fig. 4A ). Occasionally, in ϳ18% of the trials, subjects missed the target on the first try, came to a stop or slowed down substantially, and made one or more subsequent straight movements to intercept the target (Fig. 4B ). This occurred in 32% of the trials in the least skilled subject and on 13% of the trials in the best subject. On other occasions, the finger's path curved substantially (Fig. 4, C and D) . We assumed that this resulted from visually mediated corrections of the finger path. This is especially clear in Fig. 4D , where the finger overshot the target's path, speed slowing down and subsequently reaccelerating to acquire the target. This occurred in ϳ5% of the trials. In Fig. 4C , the deceleratory phase of the movement is prolonged, also suggesting an on-line correction.
The speed profile of a particular trial could potentially affect the speed or the direction of the finger movement; an accelerating target could be intercepted at the same location as one moving at a constant speed by moving more quickly toward it. Therefore we analyzed the time to interception and the peak finger speed as well as the direction of the finger movement.
Subjects moved quickly to intercept the target (Fig. 5 ). On average, the maximum speed was 69.5 Ϯ 16.1 cm/s. This value varied little with the target's speed profile (range from 67.9 to 71.9 cm/s, P ϭ 0.4), but it did depend on the target's path (P ϭ 0.02), being largest (78.2 cm/s) for path 3 and smallest (64.0) for path 5. Accordingly, the time required to intercept the target was relatively short. Peak speed was attained 157 Ϯ 49 ms after movement onset and, for trials in which the target was intercepted successfully on the first try (79%, as in Fig. 4 , A and C but not in B and D), the time to interception was 232 Ϯ 44 ms (F, Fig. 5 ). This value depended neither on the speed profile nor on the target's path (repeated-measures ANOVA, P Ͼ 0.05). In agreement with previous observations (Mrotek and Soechting 2007b; Soechting and Flanders 2008) , the finger was decelerating but it had not stopped when the target was intercepted.
It is clear from inspection of the examples in Fig. 4 that the finger initially moved in a direction that was in advance of the target's location at movement onset (denoted by the filled circle on the target's path). Consequently, if subjects took into account the statistical properties of the target's motion, the direction of finger movement shortly after movement onset should be different for the different speed profiles. Specifically, for all six paths, the location of the go signal was chosen such that the target would be accelerating after the onset of initiation for the SS and PL speed profiles. Consequently, the target traveled over a longer distance in those two conditions compared with the CS condition because time to interception was the same for all three conditions.
The results of the control experiment, in which subjects moved to static targets, showed that target location was indeed reflected in the direction of finger movement 100 ms after its onset. In this control experiment, we presented the static target at the location at the average time of interception for each path in the main experiment. Thus there was a cluster of three points for each path corresponding to the three speed profiles. An ANOVA on the direction of finger movement showed that this parameter depended significantly on the speed profile (P Ͻ 0.01) for each of the six target paths. Furthermore, a regression analysis showed that the direction of finger movement depended significantly (r 2 ϭ 0.931) on the direction from the finger's initial location to the target with a slope not different from 1 (1.01 Ϯ 0.015) and an intercept that did not differ significantly from 0 (P ϭ 0.16). The regression analysis was also performed separately for each of the six paths. (The direction to the target could vary from trial to trial because of small variations in the initial location of the finger.) For all six paths, the direction of finger movement was positively and significantly correlated to the direction to the target.
Thus if the hypothesis was true or if tangential target acceleration was incorporated into the extrapolation of target position, one would expect the direction of finger movement initially to be less in advance of the target's location in the CS condition than in the other two conditions. The experimental results did not support this hypothesis. Figure 6 illustrates this observation with results from two subjects ( in A and B) for path 3. The top panels show the average (Ϯ1 SE) finger paths for the three experimental con- In these traces, trials were only included in the average up to the time of interception (average: 280 ms for A, 290 ms for B). Note that while there is some variability in the initial direction of the finger movements, 100 ms after movement onset the directions of motion largely overlap for the three conditions, being statistically indistinguishable (ANOVA, P ϭ 0.38 for Fig. 6A , P ϭ 0.97 for B). Thereafter (at ϳ220 ms in A and 150 ms in B), the paths diverge, direction of finger motion for the CS conditions being larger (more to the left) than for the other two conditions. Furthermore, the direction from the initial finger location to the target's location at the time of interception int (Fig. 3) clearly depended on the law of motion followed by the target (P ϭ 0.05 for Fig. 6A, P ϭ 0.02 for B) .
The results illustrated in Fig. 6 are representative for all subjects and all target paths. To minimize variability in the data and to account for small trial-to-trial changes in the finger's starting location and in the reaction times, we used the direction of the finger movement 100 ms after motion onset f (100). Then, we subtracted the direction from the finger to the target at motion onset 0 (Fig. 3) to compute a relative direction [ frel (100)]. These values are reported in Table 1 , and for none of the six target paths did this measure depend on the speed condition (repeated-measures ANOVA on subject averages, P ranging from 0.07 to 0.81). To the contrary, for all six paths, the relative direction to the target at interception ( int Ϫ 0 ) did depend statistically on the speed condition (P Ͻ 0.008).
We also analyzed the data separately for each subject. In 28 of 36 cases (6 paths ϫ 6 subjects), the relative direction of finger movement 100 ms after movement onset [ frel (100)] did not depend significantly on the speed condition (ANOVA, P Ͼ (100)], computed relative to the direction from the finger to the target at movement onset ( 0 ) and the relative direction to the target at the time of interception ( int Ϫ 0 ) for each of the six paths and 3 speed conditions (SS, sum of sines; CS, constant speed; PL, power law). The various angles are defined in Fig. 3 . For the paths in which the target moved from left to right (2, 3, and 5) the sign of the values has been inverted. 0.05). Because the subjects' reaction times were not always precisely 300 ms, the target's speed at the onset of finger movement could be different for the three laws of target motion. Therefore we also tested whether or not frel (100) depended on target speed at time 0. In seven of the eight cases in which there was a significant dependence of frel (100) on the speed condition, we found that frel (100) was significantly and positively correlated with target speed (linear regression, P Ͻ 0.05). Thus the result of only 1 of the 36 cases was consistent with the hypothesis that subjects incorporated the statistical properties of target motion on that particular trial into the finger movement plan.
Modeling the direction of finger movement
We also made a quantitative assessment of the extent to which various parameters characterizing the target's motion contributed to the predicted location of the target toward which the finger was aimed. To this end, we used the model in Eq. 5, which at time (t) predicts a future location of the target using the target's position, velocity, and acceleration at some time in the past (tv ). We separated the two components of acceleration, because conceivably they could be weighted differently; tangential acceleration (which is equal to the rate of change in speed) being sensed imperfectly, if at all (Zago et al. 2009 ). The normal component of acceleration is proportional to the rate of change in the direction of target motion, and directional changes are sensed much better than are changes in speed (Mrotek et al. 2004; Mrotek and Soechting 2007a) . One additional term, motivated by previous findings (Soechting and Flanders 2008) , assumed that the amount by which the velocity component was weighted depended on the distance of the hand to the target.
We initially tested this model using only the velocity component (coefficient a 1 in Eq. 5), and used the target position and velocity at various time delays ( v ) ranging from movement onset (delay 100) to 150 ms before the onset of finger movement (delay 250) to generate a predicted target location. We then computed the direction from the finger at movement onset to this predicted location and compared it to the direction of finger movement 100 ms after movement onset [ f (100)]. We also incorporated a bias term (a 5 ) and found the weighting coefficients a 1 and a 5 that minimized the error. In this analysis, we used all 180 trials from each subject and we also used the second or subsequent segments when subjects missed on the initial attempt (see Fig. 4B ). Such additional segments were identified by speed dropping below 25% of the maximum (average value, 10%) and a subsequent, close to straight movement toward the target. On average, there were 45 of these instances per subject (25%).
The results of this analysis are shown by the blue trace in Fig. 7 . This plot shows the RMS error averaged over all six subjects, the error for each subject having been normalized by its value at a delay of 100 ms. The shaded region encompasses Ϯ1 SE. It is clear that a delay of 100 ms gave the best fit to the data, RMS error increasing monotonically for greater delays.
We then tested the contributions of distance and acceleration (coefficients a 2 , a 3 , a 4 ) individually, adding one term at a time. The results of this analysis are also shown in Fig. 7 . It is clear that adding distance to the model gave a substantial improvement in the RMS error (by ϳ10%), the minimum still occur-ring at a time delay of 100 ms. Incorporating either tangential acceleration (yellow) or normal acceleration (green) into the model gave a much smaller improvement in the error (by ϳ3% for normal acceleration and 1.7% for tangential acceleration). We used the Aikake Information Criterion (AIC) to assess whether or not the additional terms gave a significant improvement in fit, using the difference in the value of AIC Ͼ3 as the cutoff (Krekelberg and Albright 2005) . For the distance term, this value was 11.6, and it was much smaller than that for the other two parameters (3.29 for normal acceleration, 0.92 for tangential acceleration). Thus according to this measure, distance and normal acceleration (curvature) enter significantly into the prediction of target location, whereas the rate of change of speed does not.
The coefficients for velocity and distance in this prediction were quite consistent from subject to subject. These values are shown in Table 2 . On average the coefficient for velocity (a 1 ) was quite small (0.009), implying that target location was extrapolated by Ͻ10 ms when the hand was near the target. The effect of distance on the amount by which position was extrapolated was very consistent from subject to subject (average value, 0.014 s/cm). To interpret this parameter, we note that for a typical subject, distance (d) ranged from 1.7 to 19.5 cm, with an average distance of 11.7 cm. We used the average distance for each subject to compute the mean amount by which target location was extrapolated for each subject and report this value in Table 2 . For five of the six subjects, this value was slightly more than 150 ms, in agreement with our previous observations (Mrotek and Soechting 2007b) .
The model gave a good fit to the data with an RMS error that averaged 9°. The RMS error was somewhat larger than the variability in the direction of finger movements for each experimental condition. The averaged SD of f (100) for the six subjects was 6.4°with a range from 4.1°for the best subject (S1) to 8.5°for the subject with the most variability (S4). . Evaluation of models for direction of finger movement 100 ms after onset of interception. In each model, finger movement is directed to a predicted target location (see Eq. 5). In the simplest model (velocity) target position and velocity at various time delays between the target motion parameters and the direction of finger motion are used to generate the predicted location. In the other 3 models, one additional term (distance, tangential acceleration, or normal acceleration) is added to this basic model. The root mean square (RMS) error for each subject is normalized relative to the RMS error for the velocity model at a time delay of 100 ms. The traces depict the mean normalized RMS error for the 6 subjects and the shaded area encompasses Ϯ SE.
Even though the rate of change in speed (tangential acceleration) of the target did not appear to enter in the prediction of target motion, it is still possible that subjects incorporated the statistics of the target motion by adjusting the weighting of the velocity component. Because the average target speed during the finger motion was larger in the SS and PL conditions than it was in the CS condition, one would expect a larger weighting coefficient in the first two conditions. This was tested by fitting the model given by Eq. 5 separately to each of the three speed conditions (SS, CS, PL) for each subject, using only the first interceptive finger movement when there was more than one. In the model, we used only the velocity component a 1 . (Distance to the target varied little at the start of finger motion and therefore adding distance to the model gave very little improvement to the fit.) The weighting coefficient for velocity (a 1 ) did vary for the three motion conditions (SS: 0.179 Ϯ 0.034, CS: 0.249 Ϯ 0.071, PL: 0.159 Ϯ 0.086), but the differences were not significant (ANOVA, P ϭ 0.143). Furthermore, the trend was in the direction opposite to what would be expected from the statistical properties of the target motion.
Not infrequently, the path of the finger toward the target was curved substantially (Fig. 4, C and D) , suggesting that the finger's trajectory was subject to on-line control by visual feedback. The question arises: can the same model that accounts for the initial direction of finger movement also account for its trajectory later on along curved paths? Specifically, is target location and velocity and the distance from the hand to the target updated continuously in the control of hand direction? To assess this, we used the same model as for the direction of finger movement 100 ms after the movement onset, and we assumed a visual time delay ( v ) of 100 ms for target location and velocity. We also assumed that finger position was sensed with a proprioceptive time delay ( p ) and assumed that distance was computed using the finger position delayed by p and the target position delayed by v (100 ms). Furthermore, we assumed that the desired direction of finger movement pred was computed using the direction from the finger's location (delayed by p ) to the predicted target location p pred (Eq. 5). The difference between this desired direction ( pred ) and the actual direction of finger movement ( f ) would constitute an error signal. Finally, we assumed that the normal acceleration of the finger, and hence the rate of change in direction of finger movement, would be proportional to this error signal (Eq. 6).
We tested this model integrating Eq. 6 numerically (4thorder Runge-Kutta method) and finding the parameters a 1 , a 2 , a 5 , and a 6 and the proprioceptive time delay p that gave the best fit to the data for each trial, excluding the first 100 ms of finger movement. In this simulation, we restricted the time delay p to vary in increments of 10 ms, and we examined the first 400 ms of the interceptive movements (or less if the target was intercepted earlier).
This model gave an excellent fit to the data, as can be seen from the two illustrative examples from subject S5 in Fig. 8 . On average, the RMS error of the fit of the model to the direction of finger movement was 4.7° (Table 3 ). Furthermore, the values of the fitted parameters were very consistent from trial to trial and subject to subject. On average, the proprioceptive time delay ( p ) was found to be 70 ms. Furthermore, the coefficient for the distance term (a 2 ) was consistently positive, implying that distance to the target was indeed updated dynamically throughout the finger movement and the bias term (a 5 ) was small (1.2°). Finally, the coefficient weighting the error (a 6 ) can be interpreted as a time constant if it is divided by the finger speed o (see Eq. 6). Because finger speed was typically ϳ0.5 m/s (see Figs. 4 and 8) , dividing a 6 by 0.5 would produce a value of 30 s -1 , corresponding to a time constant of ϳ30 ms. Figure 9 shows the target velocity and the pursuit eye velocity (averaged over all 6 subjects) for path 4 and two of the speed conditions (A: sum of sines, B: constant speed). As described in METHODS, for the constant speed condition, we first performed a Fourier analysis of the target data. The black dotted lines in Fig. 9B show the contribution of the fundamental and the first four harmonics to the target velocity. It is obvious by comparing this fit to the actual velocities that substantial higher-frequency components were present in the target velocities in the constant speed conditions that were not present in the sum of sines trajectories (which were constructed from the fundamental and either the 1st or 2nd harmonic). However, the first five frequency components did give a good fit to the eye velocities (compare dotted and solid blue lines), implying that higher-frequency components in the target signal were attenuated substantially in the eye's response (Leung and Kettner 1997) . Averaged over the six paths, the coefficients of determination for the fits to the eye velocities were high (r 2 ϭ 0932 for SS and 0.910 for the CS trajectories).
Eye movements
Because the high-frequency components of target velocity were attenuated in the pursuit response, the eye did not track the target with a constant speed (Fig. 9B, top) . Moreover, tracking performance did not improve over the course of a single trial and the goodness of fit of the sinusoids to the eye velocities was uniform over time. This result suggests an Values of the coefficients from the model in Eq. 5 (a 1 , a 2 , and a 5 ) using data from all trials for each subject. The value for Average Extrapolation represents the average amount of time by which position was extrapolated, using the coefficients a 1 , a 2 and the average distance from the finger to the target. Improvement denotes the improvement in root mean square (RMS) error for this model relative to the model in which the distance coefficient a 2 was set to zero.
absence of learning in the pursuit response, in agreement with the conclusions reached from the finger movements. Finally, pursuit gain was Ͻ1, and it was smaller for the vertical eye velocity than it was for the horizontal eye velocity, in agreement with previous observations (Mrotek and Soechting 2007b) . The pursuit gain at each of the first five frequency components at which there was appreciable power in the target velocity averaged 0.62 for horizontal velocity and 0.57 for vertical velocity. By comparison the gains for tracking the sum of sines target motion were higher (0.76 and 0.61). The time delay between pursuit and target velocities was also greater in the CS condition (104 ms on average) compared with the SS trajectories (22 ms). We did not analyze the results for the power law conditions in detail because the results were intermediate between those for the SS and CS conditions with an average time delay of 56 ms. (Note that higher frequency components were also introduced when the target motion was converted to conform to the 2/3 power law.)
D I S C U S S I O N
The results of the present investigation as well as our previous observations on this topic (Mrotek and Soechting 2007b; Soechting and Flanders 2008) indicate that subjects implement a simple model of target motion to predict its future location and to direct the hand to this predicted point of interception. This model incorporates the visually sensed position and velocity of the target, at a time delay of ϳ100 ms. Although this was not tested in the present experiments, the model would also incorporate the curvature of target motion (Mrotek and Soechting 2007a; Soechting and Flanders 2008) . Finally, the anticipated time required to intercept the target is also incorporated into the model (Fig. 7 and Table 2) Values are means Ϯ SE and N is the number of trials for each subject. The coefficients are defined in Eqs. 5 and 6. A visual time delay ( v ) of 100 ms was used in the model. the weighting factor for the target velocity depends on the distance to the target and hence the time required to intercept it (Buneo et al. 1994; Soechting and Flanders 2008; Viviani and McCollum 1983) . Our present results suggest that this simple model is used from the beginning to define the initial direction of finger movement and that it is also used to effect on-line, visually guided corrections to this direction ( Fig. 8 and Table 3 ). In the latter case, our results indicate that target position, velocity, and distance from the hand to the target are updated continuously.
However, we found no evidence that subjects used tangential acceleration (the rate of change of target speed) in their prediction of target motion nor that they made use of the statistical properties of the target's motion on any particular trial. We tested this by presenting subjects with targets that moved along the same paths but with different laws of motion. In two conditions (SS, PL), the target accelerated as it emerged from a curve, i.e., at the onset of finger motion, whereas in the third condition, speed was constant along the entire path. We found that the amount by which the initial direction of finger movement was in advance of the target's position did not depend on the law governing the target's motion ( Fig. 6 and Table 1 ). Furthermore, a model incorporating tangential acceleration did not significantly improve the fit to the experimental data (Fig. 7) .
Thus our results suggest that subjects use a fixed, simple model of object motion based on directly observable quantities (position, velocity, and curvature) and that they do not refine this model dynamically from the statistical properties of the motion on that trial. Such processes have been used success-fully in engineering (Kawase et al. 2001; Kramer and Stubberud 2006) to improve prediction of target motion, using a Kalman filter to generate a predictivel model for target motion. However, our results are consonant with the conclusions reached by Zago et al. (2004 Zago et al. ( , 2005 Zago et al. ( , 2009 ) in studies on a task in which subjects had to punch a dropping ball as it emerged from behind an occlusion. They found that subjects were able to time this event accurately when the motion of the ball was governed by gravity, but that they moved too soon when it dropped at constant speed. Although subjects' performance improved with repeated exposure to balls dropping at constant speed (even when this condition was intermingled with trials in which the ball accelerated), the authors concluded that subjects consistently used an internal model based on gravity and that improvement in performance did not result from a refinement of this model (even over many trials). Rather subjects learned to decrease the lead time for movement initiation in the constant speed condition.
Our results and those of Zago and colleagues are in contrast with a number of studies that showed that subjects can indeed incorporate the statistical properties of the present stimulus in perceptual and motor tasks. However, in those instances, only the spatial uncertainty of the stimulus was manipulated, for example by denoting its location by a fuzzy blob (Ernst 2007; Izawa and Shadmehr 2008; Körding and Wolpert 2004) , a scatter of points (Tassinari et al. 2006) , or by adding noise to the visual signal (Ernst and Banks 2002) . Under those conditions, the results indicate that subjects weigh the visual stimulus inversely proportional to its spatial uncertainty. We are not aware of other studies that have addressed the question of . Pursuit eye movements for target trajectories generated by a sum of sines (A) and for target motion at a constant speed. The solid blue traces are the speed (top), horizontal eye velocity (x direction, middle), and vertical eye velocity (y direction, bottom) averaged over all 6 subjects. The solid black traces are the corresponding results for target motion. In the sum of sines condition, target motion resulted from the sum of the fundamental frequency and the 1st (vertical velocity) or 2nd harmonic (horizontal velocity). The best fit of the sinusoids to the eye velocity is given by the dashed blue lines. B: the constant speed condition introduced higher-frequency harmonics into the signal. The black dashed lines denote the contribution up to the 4 th -harmonic to the target motion and the dashed blue lines the fit of these sinusoids to the eye velocities. Note that the lower-frequency harmonics gave a good fit to the eye velocities and that, as a result of this low-pass filtering, the speed of smooth pursuit was not constant. whether or not temporal uncertainty, such as variations in target motion, is factored into the generation of an internal model.
Several aspects of the simple model for motion extrapolation that we developed bear discussion. We found a visual delay of 100 ms gave the best fit to the data. This is comparable to the time delay for smooth pursuit eye movements (cf. Lisberger et al. 1987; Mrotek et al. 2006) and the manual reaction time to discrete changes in target location (Soechting and Lacquaniti 1983) . We found a proprioceptive time delay for the representation of finger position that was slightly less (70 ms). Because the finger was always in view, but not foveated because the subjects always tracked the target, vision probably also contributed to the representation of the finger's location.
In our model for on-line control of the direction of finger movement, we found that the rate of change in direction of finger movement was proportional to a directional error signal. This directional error signal was provided by the difference between the present direction of finger movement ( f ) and a desired direction ( pred ). This desired direction is a vector to an extrapolated target location based on a visual estimate of target motion 100 ms in the past and from the proprioceptively derived estimate of finger position 70 ms in the past. The model we used was identical in form to one that we had used previously to account for finger motion during the tracking of a target that underwent a step change in direction (Engel and Soechting 2000) . Note that in this model, we did not introduce a time delay for the present direction of finger movement because it gave a good fit. Presumably, an undelayed estimate of the direction of finger movement could be obtained using a forward model of the motion (Kawato 1999) .
The coefficient of proportionality (a 6 ) in the dynamic model for on-line correction (Eq. 6) results in an effective time constant of ϳ30 ms for changes in the direction of finger movement. In part, this time constant probably reflects the musculoskeletal properties of the arm. However, it also provides an upper bound for the temporal resolution of visual motion discrimination. This is in line with our previous reports (Soechting and Flanders 2008) where we argued that the direction of target motion could be discriminated over intervals of Ͻ50 ms.
Finally, in our model we assumed that the amount of time by which the target position was extrapolated was proportional to the distance from the finger to the target. We did not use the time to anticipated target interception in the model because that time was difficult to estimate, the finger typically being in motion at the time of interception. Because one would expect distance and time to interception to be proportional to each other, our results do not preclude that time to intercept is utilized in extrapolating target motion. In fact, the results of a large number of previous studies (e.g., Lee 1980; Port et al. 1997; Zago et al. 2008) have indicated that this parameter is behaviorally relevant. 
