Abstract. We prove that every unimodularly bounded measurable function on the complex unit circle admits a representation
Representations of functions on the complex unit circle T by boundary values of holomorphic functions have been known for a long time and play an important rôle in theoretical investigations as well as in applications.
One of the two most popular representations of this type is the additive Riesz decomposition (0.1)
where f + and f − are functions which extend holomorphically into the interior D and the exterior E := C \ D of the unit circle, respectively, and f − vanishes at infinity. Its multiplicative counterpart is the Wiener-Hopf factorization,
where f + and f − are additionally supposed to be nonvanishing in their domains, f − (∞) = 1, and f κ (t) = t κ with κ ∈ Z. This paper is devoted to another representation which fits into this framework, and appears, to our knowledge, for the first time in the paper [6] by J. Sylvester and D. Winebrenner. Investigating inverse scattering in stratified media, they introduced a nonlinear decomposition of the form
for functions f on the real line, where f + and f − are holomorphic in the upper and lower half-plane, respectively. Sylvester and Winebrenner proved existence and uniqueness of this representation in the case where f is representable as a Fourier transform of a function supported in the interval (−a, +∞) with a > 0 and − log(1 − |f | 2 ) < π/(2a) (see Theorem 2.5 in [6] ).
The goal of this paper is to show that in fact every unimodularly bounded measurable function f on T admits a representation of the form (0.3) with unimodularly bounded holomorphic functions f + and f − in D and E, respectively. Since the righthand side of (0.3) has the form of a Blaschke factor we propose the name Blaschke representation of f . One may think of it as a hyperbolic counterpart of the Riesz decomposition. This is supported by the fact that |w| = 1 is a natural bound for the values of all involved functions.
We remark that substituting f − by f − in the denominator of (0.3) would yield a special case of a so-called linear fractional conjugation boundary value problem investigated by Mityushev and Rogosin (Section 3.6 of [4] ). However, the nice properties of the Blaschke representation hinge exactly on this complex conjugation.
In order to give a precise statement we denote by 
If we subsequently speak of a Blaschke representation, we always assume that f + and f − satisfy the conditions of assertion (i). The following lemma shows that then the right-hand side of (0.3) is well defined.
Proof. The function 1 + f − f + is bounded on T and extends holomorphically into D. If f − f + = −1 on a subset of positive measure, then, by Privalov's uniqueness theorem, 1 + f − f + = 0 (almost everywhere) on T. Since |f ± | ≤ 1, this would imply that |f − | = |f + | = 1 and furthermore f + = −f − on T, which is only possible if
The rest of the paper is devoted to the proof of Theorem 0.1. We start with proving assertion (ii) about uniqueness of f − and f + .
Assume that a function f ∈ L ∞ with f ∞ < 1 admits two Blaschke represen-
and subtracting these equations yields
results in a (formally linear) transmission problem with conjugation,
Since q := f ∞ < 1 the functions a and b are bounded, Re a ≤ −c < 0, and |b| ≤ q |a| almost everywhere on T. Consequently, by Corollary 4 of [5] (see also [3] , Theorem 9.8 and Corollary 9.7), the homogeneous problem (0.5) has only the trivial solution, i.e., Φ + = f + − g + = 0 and
Next we prove the existence of a Blaschke representation for continuously differentiable functions with f ∞ < 1. In preparing this proof we derive some auxiliary results. 
cannot access the corner of that sector (at z = 1) if p is sufficiently large.
Proof. Assuming the contrary, we prove that p > π/(π − 2α) and f ≡ 1 lead to a contradiction. Without loss of generality we henceforth suppose that f equals one at t = 1.
Since f (1) = 1 and f ≡ 1, the open mapping principle for nonconstant holomorphic functions yields that f (z) ∈ S α ⊂ D for all z ∈ D. Consequently, the function g defined by
is holomorphic and has no zeros in D. Moreover, g belongs to the Hardy spaces H r + for all r ∈ (0, 1) (for the definition of these spaces see, for instance, [1] ) and has a continuous boundary function on T \ {1}. By virtue of 1− f (1) = 0 and f ∈ W 1 p (T) it follows from Hardy's inequality (see, for instance, [7] , Chap. 1, Sect. 5.1) that the boundary function of g belongs to L p (T), which, together
By the assumption on p, made at the beginning of the proof, there is a positive ε such that
and we can choose ε so small that d := π/2 − (α + ε) > 0. If t ∈ T is close to 1, then arg (1 − t) is close to −sign (Im t) · π/2 and therefore we find a positive δ such 
In summary, the graph of τ → arg g(e iτ ) lies in the shaded region shown in the left part of Figure 1 .
In order to reduce the jump of arg g at t = 1 we remark that the argument of the function h defined by h(t) := (1 − t) −1+ε/π depends linearly on the polar angle τ ∈ (0, 2π) with lim arg h(e iτ ) = (ε − π)/2 as τ → 2π and lim arg h(e iτ ) = (π − ε)/2 as τ → 0. Decreasing δ, if necessary, we can ensure that
The graph of arg h is shown in the right part of Figure 1 . The function hg −1 is holomorphic in D. Its boundary function is continuous on T \ {1} and 
Proof. We assume that f − and f + are not constant, because otherwise the result is trivial. Since (0.7) 
Assume now that |f − (t 0 )| = 1 for some t 0 ∈ T. It can easily be seen that then
In order to prove the existence of a Blaschke representation we first assume that f belongs to C 1 (T) and f ∞ ≤ q < 1. We fix p with 1 < p < ∞ such that (0.6) is satisfied and work in the Sobolev space W 1 p (T).
Step 1. With G defined by
the Blaschke representation of f can be rewritten as
We prove that this nonlinear Riemann-Hilbert problem (or transmission problem, see [8] ) has a (unique) solution (
In preparation we remark that the derivatives
are continuous on T × D. The derivative ∂ τ G ≡ it ∂ t G of G with respect to the polar angle τ of t ≡ e iτ is equal to
This function is continuous in z for almost all t ∈ T and belongs to L p (T) with respect to t for all z ∈ D. Moreover, for all (t, z) ∈ T × D,
Step 2. We construct a compact operator that reduces (0.8) to a fixed point equation. For given f ∈ W 1 p (T) with f ∞ < 1, the operator K f is defined on the closed unit ball
u(t) , b(t) := ∂ z G t, u(t) , c(t) := i t ∂ t G t, u(t) .
The functions a and b are continuous, while c belongs to the Lebesgue space L p (T). The norms a ∞ , b ∞ and c p are bounded independently of u and
In particular, the winding number of a about zero vanishes. These properties guarantee that the linear transmission problem with conjugation (0.10)
, Theorem 9.8 and Corollary 9.7). Setting
We summarize relevant properties of the operator K. Let W be the (nonclosed) subspace
Lemma 0.5. The following assertions hold for all p with 1 < p < ∞:
T) is continuous and its image is bounded. (ii) The mapping
Proof. To begin with we remark that the following superposition operators are continuous:
For fixed continuous functions a and b, the transmission problem (0.10) defines a (real linear) operator
The properties of a and b guarantee that T a,b is continuously invertible ([3] loc.cit.), which shows the continuity of the mapping A similar reasoning proves the continuity statement of assertion (ii). In order to see that the image of K f is bounded, we remark that the functions a and b defined by (0.12), (0.13) satisfy the estimates
is a continuous mapping of C(T) × C(T) into the space of bounded linear operators L(H
with constants not depending on u. This implies a uniform bound on the norm of the operator S a(u),b(u) (see [8] ) and thus on the norm of
The solutions Φ + and Φ − of the transmission problem (0.10) are holomorphic in D and E, respectively, and Φ − defined by (0.11) is holomorphic in E. Since
the function f − extends holomorphically into E, and since the mean value of
The relation (0.15) implies that Φ − = ∂ τ f − , and inserting this into (0.10) shows that
Consequently ∂ τ f + and hence f + is holomorphic in D. Finally, Lemma 0.4 tells us that f ± ∞ < 1.
Step 4. In particular, it follows from the preceding step that K has no fixed points on the boundary of the ball B and thus the Leray-Schauder fixed point index fix B K of K with respect to B is well defined. In order to determine this index we consider the homotopy λ → f λ := λ f with λ ∈ [0, 1].
With any function f λ we associate the corresponding operator K λf . The operators K λf are compact and depend continuously on λ. Since, by Lemma 0.7 (ii), there are no fixed points of K λf on ∂B, the fixed point index fix B K λf of K λf with respect to B is well defined for all λ and, by homotopy invariance, it does not depend on λ.
For λ = 0 we have f 0 ≡ 0 and K 0 = 0, which gives fix B K 0 = 1, so that also fix B K f = 1. Hence K f has a fixed point in B, which gives rise to a Blaschke representation of f .
In the final part of the proof of Theorem 0.1 we drop the additional assumptions on f and assume that f ∈ L ∞ with f ∞ ≤ 1. Then there exists a sequence (f n ) of infinitely differentiable functions on T such that f n ∞ < 1 and f n → f in L 2 . For instance, let f n (t) := rP f (rt), where P f is the harmonic extension of f to D and r := 1 − 1/n.
The smooth functions f n admit a (unique) Blaschke representation
Since the sequences (f f − • f + we need the following results, which can easily be verified.
Using these facts we take the weak limits in f (1 + f 
Example 1. The function f (t) = t admits two representations
The second example shows that there are in fact Blaschke representations of functions f ∈ L ∞ with f ∞ < 1 and f ± ∞ = 1. Note that the function f is not continuous, but has a jump of absolute value sin(λπ) at t = 1. So this example also demonstrates that f + and f − can both have higher regularity than f . Figure 2 shows the images of the unit circle under the mappings f , f + and f − for λ = 1/2.
We have no counterexample of this type where the function f itself belongs to W On the other hand, the third example demonstrates that the conjecture cannot be extended to continuous functions f .
Example 3.
Let S be the domain bounded by three circular arcs with centers at 1+i, 1−i, 0, and radii 1, 1, and √ 2−1, respectively (S is the white domain in Figure  3 ). Furthermore, let f + be the conformal mapping of D onto S, normalized so that f + (0) = 0, f (1) = 1, and let f − (t) := −f + (t). By the Carathéodory-Osgood theorem the boundary function of f + , and consequently of f − , are continuous on T. It can be easily seen that f := f − •f + is continuous on T and satisfies f ∞ < 1, while f ± ∞ = 1.
Finally, we show that the hyperbolic Parseval equation, obtained by Sylvester and Winebrenner [6] for the half-plane, also holds for the unit disc, and that it remains in force even if the energy defined by Proof. By definition, the energy is always nonnegative, so the sum E(f − ) + E(f + ) makes sense also if one or both summands are infinite. If |f | = 1 on a set of positive measure, then at least one of |f + | or |f − | must be one on this set and both sides of (0.17) are infinite. If |f | < 1 almost everywhere on T, we have
