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Introduction
Optical flow is now playing an important role in estimating the motion field in a scene in image sequence processing for robot navigation, object tracking, and other applications. Modern optical flow research began with gradient-based optical flow estimation methods such as the Horn-Schunck method [1] and the Lucas-Kanade method [2] in the early 1980s, and many methods have been developed to estimate optical flow in real-world applications [3] , [4] . Gradientbased methods that can estimate the optical flow by calculating the brightness gradients of images, unlike correlationbased methods [5] , [6] , are suitable for real-time optical flow estimation, because heavy computation is not required to calculate brightness gradients locally. There have been several reports of hardware implementations for gradient-based methods that can simultaneously estimate optical flow at a frame rate of several dozen frames per second (fps) at VGA resolution or better [7] - [9] . Furthermore, with the rapid progress in processor performance, real-time optical flow estimation for camera inputs with video signals (e.g., NTSC at 30 fps and PAL 25 at fps) has become possible by using only software-based gradient-based methods on a personal computer (PC), and gradient-based methods have been widely used to estimate the motion field in real time for real-world applications.
However, gradient-based methods have one serious drawback: they are accurate only for video with constant brightness, constant optical flow, and small image displacements between frames, which are the essential conditions for estimating optical flow correctly by using brightness gradients. Instead of using the raw brightness in the images, several photometrically invariant features such as the brightness gradient [10] , the fields-of-experts model [11] , and SIFT features [12] have been introduced to estimate optical flow robustly despite illumination changes between frames. When the brightness gradient vanishes at a certain point or there are discontinuities at the boundaries of objects, gradient-based methods fail to adhere to the constant optical flow condition. To avoid this ill-posed problem, several penalty functions have been proposed as smoothness terms in estimating optical flow, including spatial gradient-based smoothness [1] , temporal smoothness [13] , [14] , anisotropic smoothness weighted with brightness gradients [15] , [16] , and smoothness spatially down-weighted at the boundaries between different segments [17] . In the gradient-based approach, the accuracy of motion field estimation decreases when the object or the camera is moving at high speed, because temporal brightness gradients are sensitive to and are degraded by large displacements between frames. Fleet pointed out that gradient-based methods can estimate optical flow correctly only when the displacement between frames is small, around 1 pixel/frame or at subpixel order [18] . This is especially salient when gradient-based methods are implemented for conventional video, which has specific constrained intervals between frames (e.g., 33 ms in NTSC and 40 ms in PAL), because the amplitude of the detectable velocity in optical flow estimation is strictly limited. To track a large displacement between frames, coarse-to-fine methods [19] - [22] as well as nonlinearized models [15] , [23] have been used. Owing to the strong blurring and down-sampling, most coarse-to-fine methods often fail to estimate optical flow for small fastmoving objects in the image. Recently, several methods that combine a sparse-to-fine approach with the corresponding matching of sparse features have been proposed to estimate optical flow correctly even when long-range motion of small objects exists [12] , [24] - [26] , but there still remains ambiguity in corresponding feature points in the image.
When high-frame-rate (HFR) videos at hundreds of frames per second or more are used for optical flow estimation, the amplitude of the detectable optical flow in the gradient-based approach can be much higher than that obtained from standard NTSC or PAL videos, because a large Copyright c 2012 The Institute of Electronics, Information and Communication Engineers displacement between frames in the standard videos becomes a small displacement between frames in HFR videos. Lim et al. [27] proposed a method to estimate optical flow accurately without motion aliasing by accumulating optical flows, which are estimated for temporally oversampled videos at a high frame rate using the Lucas-Kanade method, and its effectiveness was shown in an offline 120-fps video analysis. Ishii et al. [28] developed an HFR optical flow system that can estimate the optical flow in real time at 1000 fps for 1024 × 1024 pixels images by hardwareimplementing an improved optical flow estimation method based on the Lucas-Kanade method; it can select a pseudovariable frame rate to accurately estimate the optical flow for objects moving at high and low speeds. With recent advances in CMOS image sensors [29] - [32] and real-time vision systems [33] - [36] that can capture and process images at thousands of frames per second or more, gradient-based methods using HFR videos are becoming more effective for real-time and accurate optical flow estimation.
When using gradient-based optical flow estimation methods on an HFR vision system, it is important to quantitatively understand how the frame interval of the vision system affects the accuracy of the estimated optical flow. Up until now, many researchers have already reported performances and accuracies of optical flow methods. Barron et al. [3] measured the accuracy and density of velocities that were estimated by several classical optical flow methods on both real and synthetic image sequences for which twodimensional motion fields were known. Liu et al. [4] presented experimental studies on accuracy versus efficiency trade-offs for different optical flow methods toward the goal of obtaining greater performance of real-time optical flow estimation. Baker et al. [37] proposed a new set of benchmarks and evaluation methods for optical flow methods, including imagery for frame interpolation, and they showed the performance of several well-known methods. Most of these evaluations have been performed for quantitative comparison of different optical flow methods. Although Bouguet [38] made attempt at quantitatively extracting the relationship between the displacement of the objects and the spatial resolution for obtaining more accurate optical flow and 60-fps videos were used for evaluation of the frame interpolation algorithm in estimating optical flow at 30 fps in [37] , most of them do not refer to the quantitative relationship between the frame interval and the accuracy of the estimated optical flow for moving objects.
Thus, in this study, we concentrate on discussing the relationship between the frame intervals and the accuracies of the estimated optical flows for accurate HFR-video-based optical flow estimation. For several 512 × 512 pixels image sequences of patterned objects moving at different speeds captured offline at 1000 fps, optical flows were estimated with the Lucas-Kanade method, a well-known gradientbased method. By varying the frame interval in estimating optical flows for the HFR videos, the accuracies of the estimated optical flows were quantitatively determined in terms of the averages and standard deviations relating to the frame interval.
Lucas-Kanade Method
The Lucas-Kanade method [2] , a gradient-based method often used for real-time optical flow estimation, was used in this study. The basic equation of this method is as described in the following.
I(x, y, t) denotes the brightness at pixel location (x, y) and time t. If one assumes constant brightness between frames, the following optical flow equation is obtained:
where I x , I y , and I t are the partial derivatives of I(x, y, t) with respect to x, y, and t, respectively. v = (u, v) is the velocity corresponding to the optical flow of I(x, y, t). In the LucasKanade method, the velocity v is assumed to be constant over a small range. The following simultaneous equations can be derived from Eq. (1) by using a local optimization technique:
where S xx , S xy , S yy , S xt , and S yt are the product sums of the partial derivatives I x , I y , and I t over the small range Γ and are expressed as follows:
Consequently, v is obtained as a solution of the simultaneous equations in Eq. (2) as
In the Lucas-Kanade method, the degree of image displacement between frames directly affects the accuracy of the optical flow estimation. When there is a large displacement between frames in high-speed object observation, serious errors exist in calculating the approximate difference of the temporal partial derivative I t . In particular, gradient-based methods such as the Lucas-Kanade method are strongly affected by such large displacements because the assumption of constant brightness I(x, y, t) in Eq. (1) no longer holds true in such cases. This fact indicates that the frame intervals affect the accuracy of optical flow estimation in high-speed object observation, and the upper limit of the measurable velocity in optical flow estimation can be improved by introducing HFR videos that can decrease these frame intervals.
In HFR video analysis, the image displacement between frames becomes small in low-speed object observation, and the temporal changes in brightness are dominated by quantized noises and fluctuated illumination noises. These noises may slightly degrade the accuracy in optical flow estimation for low-speed objects. This indicates that there are optimal frame intervals in estimating optical flows according to the speeds of the objects being observed for accurate optical flow estimation: a small frame interval for high-speed objects and a large frame interval for low-speed objects.
Accuracy for HFR Videos

Error Measures
Next, the relationship between the frame intervals and the accuracies of the estimated optical flows was determined for HFR videos captured offline, according to the LucasKanade method. In this study, we estimated the optical flows in three types of HFR videos: (a) image patterns moving in one direction, (b) a rotating checkered pattern, and (c) real scenes of quick human motion. Moving objects to be observed were captured in 8-bit gray-level images of 512 × 512 pixels at 1000 fps by using an offline camera (FASTCAM-MH4, Photron Ltd., Tokyo, Japan). In the Lucas-Kanade method, partial derivatives were calculated using four-point central differences with mask coefficients [−1, 8, 0, −8, 1]/12 adopted from [3] , and their product sums in Eq. (3) were accumulated over the small range Γ of 32 × 32 pixels in most of our calculations.
Barron et al. [3] used the following angular error measure to determine the accuracies of optical flow methods:
where v c and v e (∈ R 2 ) indicate the correct velocity and its estimated optical flow, respectively. This error measure is convenient for estimates of optical flows when both highspeed and low-speed objects exist in image sequences, although there is some bias because directional errors at low speeds do not give as large an angular measure as similar directional errors at higher speeds [18] . The angular error measure in Eq. (5) is not always suitable to quantify the relationship between the frame intervals and the accuracies of the estimated optical flows, because this bias problem often occurs when optical flows are estimated for the same scene at different frame intervals.
Thus, in this study, we introduce the following relative error measures as metrics of accuracy for estimated optical flows v e , assuming that the correct velocities v c are spatially uniform in the image:
where e(x, y) = v e (x, y) − v c is the error in optical flow estimation.¯ e and σ( e) indicate the spatial average of e(x, y) and its standard deviation, respectively, and are given by¯
N is the number of pixels used to accumulate the estimated errors in calculating its average and standard deviation. In this study, we estimated 480 × 480 (= N) optical flows, corresponding to the whole image region of 512 × 512 pixels except for edge regions of 16-pixel width.
The error measures E and ΔE are the relative error of the averaged velocity and its relative standard deviation, respectively. They can indicate relative signal-to-noise (S/N) ratios in optical flow estimation, although there is a constraint for image sequences to be analyzed: Velocity distributions are assumed to be spatially uniform. When optical flows are estimated for the same scene at different frame intervals, image displacements between frames vary from small values to large values. Even in such cases, the relative error measures enable correct quantitative evaluation in estimating optical flows without any bias related to different frame intervals.
Moving Patterns in One Direction
First, we evaluated the optical flow estimates for HFR videos in which a checkered pattern was moved in one direction. Figure 1 shows the experimental environment and the checkered pattern to be observed. In the HFR videos, one pixel in an image corresponds to approximately 0.215 mm. The checkered pattern is composed of many 2-mm white markers at 4-mm intervals, and it was moved at several constant velocities from 0 to 4.65 pixels/ms in one direction by using a linear slider. The exposure time of the camera head was set to 0.5 ms. In the experiment, the frame interval in estimating optical flow was selected from 1 to 40 ms by extracting a pair of image frames in the HFR videos. Figure 2 shows the estimated optical flows when the pattern was moved at 0.019 and 0.372 pixel/ms; the latter speed is about 20 times faster than the former one. at frame intervals of 1, 5, and 40 ms were 0.019, 0.093, and 0.744 pixel, respectively. When the slider speed was 0.372 pixel/ms, the image displacements at frame intervals of 1, 5, and 40 ms were 0.372, 1.86, and 14.88 pixels, respectively. In (a), optical flows estimated at 1-ms interval were slightly disordered, compared with those estimated at intervals of 5 and 40 ms. In (b), optical flows were wrongly estimated at an interval of 40 ms, whereas optical flows estimated at a 1-ms interval were accurate. This tendency indicates that the accuracy of optical flow estimation depends on the frame interval, and it decreases when the image displacements between frames are too small or too large. Figure 3 shows the relationships between the normalized slider speed | V c | and the error measures E and ΔE when optical flows of a moving checkered pattern were estimated. Here, optical flows were evaluated using the normalized slider velocity V c = v c τ (∈ R 2 ), corresponding to the image displacement between frames at a frame interval τ; "pixel/frame" was used as a unit of velocity, instead of "pixel/ms." To calculate these error measures E and ΔE, 32 HFR videos were captured for a checkered pattern moving at different slider speeds ranging from 0.005 to 4.65 pixels/ms in the camera view. For each HFR video, optical flows estimated at different intervals of τ = 1, 2, 5, 10, 20, and 40 ms were evaluated by calculating their error measures E and ΔE.
In Fig. 3 , the relationships between the error measures E and ΔE and the normalized slider speed | V c | were invariant when optical flows were estimated at different frame intervals. In (a), the relative error of the averaged velocity, E, was greater than 7% around | V c | = 0 and slightly decreased. E had its minimum value of 0.1% around | V c | = 0.63 pixel/frame, and it increased with | V c | again; E was greater than 20% when | V c | > 1.40 pixels/frame. Figure 4 shows a graph of the relationship between the normalized slider speed | V c | and the normalized average speed of the optical flows, | V e | = | v e |τ, estimated at a frame interval of τ = 1 ms. It can be confirmed in Fig. 4 that optical flows were slightly overestimated when | V c | < 0.63 pixel/frame and underestimated when | V c | > 0.63 pixel/frame. In Fig. 3 (b) , the relative standard deviation ΔE was infinitely large around | V c | = 0, and it steeply decreased as | V c | became large. ΔE had its minimum value of approximately 1.8% around | V c | = 0.70 pixel/frame. These results indicate that the S/N ratios in optical flow estimation were improved when the normalized slider speed | V c | with a frame interval τ was small at subpixel level, and there was an optimal image displacement between frames that can minimize the error measures in optical flow estimation. Figure 5 shows the relationships between the normalized slider speeds | V c | and the error measures E and ΔE when optical flows were estimated at a 1-ms interval with different cell size accumulation: 8 × 8, 16 × 16, 24 × 24, and 32 × 32 pixels. These optical flows were estimated for the same HFR videos of the moving checkered pattern used in the previous evaluation. For all cell sizes, E had its minimal value at around 0.60 pixel/frame, and ΔE had its minimal value at around 0.70 pixel/frame. It can be observed that the image displacements between frames to minimize the error measures were independent of the cell size used for accumulation of the product sums of partial derivatives, whereas the amplitudes depended on the cell size.
We also evaluated the optical flows estimated over a cell size of 32 × 32 pixels accumulation for 32 HFR videos in which different image patterns were moved in one direction. Figure 6 shows the two image patterns to be observed. These images were taken from the USC-SIPI image database [39] , and they were printed as gray-level images on paper in the experiments. These image patterns were analyzed in a manner similar to that used in the abovementioned evaluation for the moving checkered pattern. Figure 7 shows the estimated optical flows when the image patterns were moved at 0.372 pixel/ms. Figures 7 (a) and 7 (b) show three maps of optical flows estimated at frame intervals of 1, 5, and 40 ms for the Lena image and the baboon image, respectively. In both (a) and (b), optical flows were wrongly estimated at an interval of 40 ms, whereas optical flows were accurately estimated at an interval of 1 ms; these tendencies corresponded to that of the moving checkered pattern as shown in Fig. 2 . Figure 8 shows the relationships between the normalized slider speeds | V c | and the error measures E and ΔE in estimating optical flows at a frame interval of τ = 1 ms for our moving Lena and baboon image patterns, compared with those of the moving checkered pattern. For all the image patterns, we can observe a common tendency that E and ΔE had their minimal values when the image displacements between frames were less than 1 pixel/frame of subpixel order, whereas the outlines and amplitudes of these error measures were slightly different.
By evaluating the 96 HFR videos for the three image patterns moving at different slider speeds, we searched the optimal frame intervals to minimize the error measures E or ΔE in estimating their optical flows from τ = 1 to 40 ms every 1 ms. Figure 9 minimize E, and Fig. 9 (b) shows the relationship between the actual slider speeds | v c | and the optical frame intervals τ ΔE to minimize ΔE. In the figures, the optimal frame intervals for observing (i) the Lena image, (ii) the baboon image, and (iii) the checkered pattern were plotted in the range of | v c | = 0 and 4.65 pixels/ms. For (iii), the optimal frame interval τ E was selected as 1 ms when | v c | > 0.56 pixel/ms. τ E became larger as | v c | became smaller; τ E = 2 ms when | v c | = 0.33 pixel/ms, τ E = 3 ms when | v c | = 0.21 pixel/ms, and τ E = 5 ms when | v c | = 0.14 pixel/ms. The optimal frame interval τ ΔE was selected as 1 ms when | v c | > 0.56 pixel/ms. τ ΔE became larger as | v c | became smaller; τ ΔE = 2 ms when | v c | = 0.33 pixel/ms, τ ΔE = 3 ms when | v c | = 0.21 pixel/ms, and τ ΔE = 5 ms when | v c | = 0.12 pixel/ms. For the other patterns, it can be observed that there were optimal frame intervals to minimize the error measures E or ΔE; the optimal frame intervals τ E and τ ΔE were practically determined independently of image patterns. They were inversely proportional to the amplitudes of the actual slider speeds | v c |; optimal frame intervals become small when high-speed objects are observed, and optimal frame intervals become large when low-speed objects are observed. This fact corresponds to the tendencies in Figs. 3 and 8 that the optimal image displacements between frames to minimize the error measures E or ΔE were less than 1 pixel/frame of subpixel order. 
Rotating Objects
Next we evaluated the spatial distributions of the optical flows estimated for HFR videos in which a checkered pattern was rotated at different rotational speeds. Figure 10 shows the checkered pattern on a circular plate and an example of its snapshot in the HFR video to be analyzed. One pixel in an image corresponds to approximately 0.215 mm in the HFR video. The checkered pattern to be analyzed was the same as that used in the previous evaluation. The exposure time of the camera head was set to 12.5 μs. The circular plate was rotated using a rotational step motor. Figure 11 shows the optical flows estimated over a cell show their amplitudes using a color map. In the figure, the maximum speeds were observed in the corners of the images; the maximum speeds at 0.017, 0.33, 1.0, and 5.0 rps were 0.032, 0.64, 1.93, and 9.65 pixels/frame, respectively. To determine how the rotational speed affects the accuracy in optical flow estimation, the estimated optical flows were displayed using two-dimensional flows normalized by these rotational speeds. You can observe the motion field of circular motion in the optical flows estimated at 0.33 rps; the velocity is tangential to the circular path, and its amplitude is proportional to the distance from the center of rotation. This common tendency was also observed in the optical flows estimated at 1.0 rps, whereas the estimated optical flows were slightly underestimated at pixels away from the center of rotation, where the amplitudes of the estimated optical flows were over 0.8 pixel/frame. The optical flows estimated at 0.017 and 5.0 rps were incorrect because the velocity distributions of the motion fields in the images were not matched with the measurable range of velocity in the Lucas-Kanade method; the optical flows estimated at 0.017 rps were disordered because the motion field was much smaller than 1 pixel/frame, and those at 5.0 rps were strongly underestimated because the motion field to be observed was much larger than 1 pixel/frame. Figure 12 shows graphs of the relationships between the normalized actual speeds and the normalized speeds of the estimated optical flows when the circular plate was rotated at 0.017, 0.33, 1.0, and 5.0 rps. In Fig. 12 (a) , the optical flows estimated at 0.017 rps were slightly overestimated from the normalized actual speed, whereas the optical flows estimated at 0.33 rps were matched with the normalized actual speed in Fig. 12 (b) . Figure 12 (c) indicates that the Lucas-Kanade method slightly underestimated the optical flows when they were over 0.8 pixel/frame. In Fig. 12 (d) , the Lucas-Kanade method underestimated invalid optical flows largely when the optical flows were much greater than 1 pixel/frame. This tendency corresponds to the evaluations of the patterns moving in one direction in the previous subsection; the Lucas-Kanade method cannot estimate optical flows accurately in cases when the speed of the object to be observed is too large or too small. Figure 13 shows (a) a four-input-image sequence, (b) the optical flows estimated at a frame interval of τ = 1 ms, and (c) the optical flows estimated at τ = 40 ms at t = 0.826, 0.930, 1.094, and 1.318 s, respectively. In (b) and (c), the upper subfigures show the vectors of the estimated optical flows and the lower ones show their amplitudes using a color map; the units of the vector length and the color map are commonly set to 1.0 pixel/ms in these subfigures. Here, t = 0 was the start time of the punching motion. In the punch motion, the maximum fist speed was approximately 15 m/s around t = 1.094 s, corresponding to approximately 2 pixels/ms in the image.
Human Motion
In (b), the optical flows estimated at a frame interval of τ = 1 ms were so accurate that we can clearly judge which parts of the human were moving at high speed, whereas the optical flows over 1 pixel/ms were slightly underestimated; high-speed motions were mainly detected around the puncher's chest and arm, which moved largely with the punch motion, and little optical flow was detected around her face, which rarely moved during the punch motion. In contrast, all the optical flows in (c) were too underesti- In  Fig. 14, the optical flows were incorrectly estimated; neither the directions nor the amplitudes of the optical flows were smoothly estimated because of the large image displacements between frames; her fist's motion at 15 m/s was observed with a displacement of 80 pixels or more between frames. These results indicate that the frame intervals of standard videos (captured at dozens of frames per second) such as τ = 40 ms are often too large for this kind of high-speed human motion in a real-world scene to estimate optical flows accurately using gradient-based optical flow estimation methods such as the Lucas-Kanade method, whereas the measurable upper limit of velocity in the optical flow estimation was improved suitably for high-speed human motion by setting a small frame interval such as τ = 1 ms.
Discussion
The analysis results in the previous section indicate a common tendency in the relationships between frame intervals and accuracies in optical flow estimation; optical flows can be estimated most accurately in the Lucas-Kanade method when there is a certain subpixel displacement between frames. Based on this common property, we can consider the effectiveness of gradient-based optical flow estimation methods using multiple frame intervals that can select the frame interval adaptively to the motion field in the image: a small frame interval is set for high-speed objects, and a large frame interval is set for low-speed objects.
In Figs. 3 , 5, and 8, the error measures E and ΔE have similar profiles with regard to the normalized actual slider speed | V c |, independently of the frame interval τ in optical flow estimation, whereas slight differences can be observed in the profiles of the error measures when optical flows were estimated for different patterns with different cell sizes. Thus, the error measures E and ΔE can be expressed 
Thus we can define the measurable range of the normalized actual speed | V c | as
where E V min , E V max , and ΔE V min , are defined as the minimum and maximum speeds that satisfy E(| V c |) ≤ E min and the minimum speed that satisfies ΔE(| V c |) ≤ ΔE min , respectively. In Fig. 15 , E V min , E V max , and ΔE V min are 0.034, 1.02, and 0.076 pixel/frame, respectively, when (E min , ΔE min ) = 
where the ratio A gets smaller and closer to 1 as E min or ΔE min gets smaller; A = 13.4 and 3.2 when (E min , ΔE min ) = (0.10, 0.05) and (0.05, 0.025), respectively. When we consider the measurable range of velocity in optical flow estimation, it is necessary to determine how the error measures E and ΔE vary with the actual speed | v c | = | V c |/τ in the image, instead of the normalized actual speed | V c |. In estimating optical flows at a frame interval of τ, the error measures E τ (| v c |) and ΔE τ (| v c |) can be written as
When f E (·) and f ΔE (·) are given as the common profiles, the error measures E τ and ΔE τ at an arbitrary frame interval τ can be automatically obtained without error analysis in optical flow estimation at different frame intervals for many HFR videos, as performed in the previous section. Figure 16 shows the error measures as functions of the actual speed | v c |, E τ (| v c |) and ΔE τ (| v c |), in optical flow estimation at frame intervals of τ = 1, 2, 5, 10, 20, and 40 ms; they are derived from the profiles of f E (·) and f ΔE (·) in Fig. 15 . In estimating optical flows at a frame interval of τ, the measurable range of the actual speed | v c | is varied with τ as the range between τ v min and τ v max : Figure 17 shows the relationships between the measurable ranges of the actual speed | v c | and the frame interval τ when (a) (E min , ΔE min ) = (0.10, 0.05) and (b) (E min , ΔE min ) = (0.05, 0.025). In the figure, you can observe that the measurable range of | v c | is varied inversely proportional to the frame interval τ. In optical flow estimation at τ = 1, 5, and 40 ms, ( τ v min , τ v max ) = (0.076, 1.02 pixels/ms), (0.015, 0.20 pixel/ms), and (0.002, 0.0255 pixel/ms), respectively, when (E min , ΔE min ) = (0.10, 0.05); ( τ v min , τ v max ) = (0.26, 0.825 pixel/ms), (0.05, 0.165 pixel/ms), and (0.0065, 0.021 pixel/ms), respectively, when (E min , ΔE min ) = (0.05, 0.025).
In Fig. 17 (a) , there are no gaps between the measurable ranges at τ = 1, 5, and 40 ms. This fact indicates that the measurable range of velocity can be seamlessly expanded by estimating optical flows using the three frame intervals at the same time; the measurable range in multiframe-interval optical flow estimation can be much larger than that in estimating optical flows using a single frame interval. However, you can observe gaps between the measurable ranges at τ = 1, 5, and 40 ms in Fig. 17 (b) . These gaps occur because the measurable ranges at τ = 1, 5, and 40 ms in (b) of (E min , ΔE min ) = (0.05, 0.025) are narrower than those in (a) of (E min , ΔE min ) = (0.10, 0.05). When there is no gap between the measurable range at a frame interval of τ = τ 1 and that at τ = τ 2 (≥ τ 1 ), the following condition is satisfied:
This condition can be rewritten with the ratio A by substituting Eq. (13) into Eq. (14) as follows:
The ratio A indicates the upper limit of the magnification ratio of the frame interval in multiframe-interval optical flow estimation that can guarantee seamless expansion of the measurable range in optical flow estimation. The frame intervals of 1, 5, and 40 ms satisfy Eq. (15) when A = 13.4 in (a), whereas they cannot satisfy it when A = 3.2 in (b). By introducing many more frame intervals in optical flow estimation, we can expand the measurable range of velocity seamlessly even in the case of (b) (e.g., τ = 1, 2, 5, 10, 20, and 40 ms; they satisfy Eq. (15) when A = 3.2.)
From these considerations, we see that the measurable range of velocity can be widely expanded by introducing multiframe-interval gradient-based optical flow estimation for HFR videos, whereas there is a trade-off between the number of frame intervals and the accuracy in multiframeinterval optical flow estimation. When high accuracy in optical flow estimation is required, the ratio A of the measurable range should be narrower, and it increases the number of frame intervals required in multiframe-interval optical flow estimation to cover the wider measurable range of velocity. This increased computational cost may often disturb real-time estimation of optical flows at a high frame rate.
Conclusion
In this study, we discussed the relationship between the accuracy and the frame interval in estimating optical flows for HFR videos using the Lucas-Kanade method. In all the analysis results for different patterns moving in one dimension at different frame intervals from 1 to 40 ms, we confirmed that there was the common tendency that the LucasKanade method can estimate most accurately in a certain measurable range of velocity with subpixel displacement between frames of around 0.6 pixel/frame. This tendency was observed in the optical flow estimation for a rotating object moving at different speeds and for a human punching motion at 15 m/s, which include spatially nonuniform and high-speed motion fields that cannot be accurately estimated by using standard videos at dozens of frames per second. We argued that HFR-video-based optical flow estimation can be much more accurately realized by selecting multiple frame intervals based on the common property in the Lucas-Kanade method in estimating optical flow according to the motion field in the image: a small frame interval for high-speed objects and a large frame interval for lowspeed objects. These Lucas-Kanade method relationships, which were determined in this study, will provide meaningful information in designing much more effective and accurate optical flow estimation algorithms by selecting multiple frame intervals adaptively to objects moving at high speed for real-time execution in various real scenarios.
Lei Chen
received the B.E. degree of computer science and technology and M.E. degree of control theory and control engineering from Qingdao University of Science and Technology, China, in July 2006 and July 2009, respectively. Now, she is studying her doctoral degree in the Robotics laboratory, Graduate School of Engineering, Hiroshima University, Japan, where she has been engaged in the analysis and real-time applications of high-speed robot vision. 
Takeshi
Idaku Ishii
received the B.E. degree, M.E. degree and Ph.D. degree from the University of Tokyo, Japan, in 1992, 1994, and 2000 respectively. He is currently the professor in Graduate School of Engineering, Hiroshima University, Japan. The research topics are high-speed robot vision, sensory information processing, sensorbased robot manipulation, and applications in industry and biomedicine.
