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1. Introduction 
Congestion control of internet plays an important 
role in availability and stability of internet network. 
Nowadays, Transmission Control Protocol (TCP) is the 
dominant protocol among the Internet protocols. After the 
congestion collapses [1] in 1986 TCP was first proposed 
and implemented to prevent the long run congestion 
collapses. Afterwards several versions of TCP are 
emerged to enhance the primitive TCP performance [2]. 
Many works like [3-7] evaluate and analyze performance 
of TCP versions in various environment. TCP versions 
categorized as two classes: loss-based and delay-based. 
For example, TCP Reno [8], which is the most used 
version, uses packet loss as the solely sign of congestion, 
and react to congestion. As another example FAST TCP 
[9, 10], which is one of the most prominent TCP version 
in high bandwidth-delay product networks, attempts to 
prevent congestion by regulation of the transmission rate 
based on RTT difference.  
Many researches [11, 12] investigate FAST TCP 
performance and demonstrate that FAST TCP is 
promising in terms of stability, throughput and fairness, 
but it suffers from several problems that are due to its 
procedure to estimate round trip propagation delay [13, 
14] which is represented by BaseRTT. The most serious 
of these problems is rerouting which causes throughput 
degradation of it. If FAST TCP estimation problem is 
solved, it can be the most used version in high 
bandwidth-delay product networks 
To solve rerouting problem of FAST TCP, this paper 
proposes a solution that considers the relationship 
between sending rate and observed RTT. The simulation 
results that is done by ns2 simulator [15] show that the 
proposed solution, which is named RRFAST (Rerouting 
Recognizer FAST), is effective to overcome rerouting 
problem while simultaneously preserves FAST prominent 
primitive features. 
The rest of this paper is organized as follows. Section 
2 gives FAST TCP algorithm and its rerouting problem. 
Section 3 describes related works. Section 4 presents our 
algorithm to recognize rerouting. Section 5 presents the 
simulation results, and finally section 6 summarizes this 
work.  
2. FAST TCP and rerouting problem 
FAST TCP was designed for high bandwidth-delay 
product networks which originally was developed at the 
Netlab, California Institute of Technology. Actually the 
main idea of FAST TCP congestion algorithm was 
derived from TCP Vegas congestion algorithm. 
A FAST TCP flow attempts to keep a constant 
number of packets in the queues. The number of packets 
in queues is estimated by measuring the difference 
between the encountered round trip time (RTT) and the 
round trip propagation delay (BaseRTT). Actually FAST 
end host estimates BaseRTT of the path because has no 
way of knowing it. FAST TCP estimation procedure 
simply sets the minimum of encountered RTT as the 
round trip propagation delay. Then FAST TCP 
periodically adjusts the congestion window size (w(t+1)) 
based on the average RTT and average queuing delay as 
follows [9,10]: 
 
𝑤(𝑡 + 1) = 𝑚𝑖𝑛 ( 2𝑤(𝑡), (1 −
𝛾)𝑤(𝑡) + 𝛾 (
𝐵𝑎𝑠𝑒𝑅𝑇𝑇
𝑎𝑣𝑔𝑅𝑇𝑇
𝑤(𝑡) + 𝛼(𝑤(𝑡), 𝑞(𝑡))))         (1) 
 
Where w(t+1) is the target congestion window size after 
adjusting, w(t) is the current congestion window size, γ ϵ 
(0,1], BaseRTT is the minimum RTT encountered so far, 
avgRTT is the average RTT since first packet of the 
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session, and α is a constant, and q(t) is the average end-
to-end queuing delay. 
So in this mechanism, if the estimated number of packets 
in queues is low, the sending rate is increased, while if 
the estimated number of packets in queues is high, the 
sending rate is decreased. 
Estimated number of packets in queues is based on 
encountered RTT, so whatever encountered RTT is 
longer than the BaseRTT FAST TCP end host 
guesstimates that the congestion level is high and so 
decreases sending rate. Similarly if encountered RTT is 
close to the BaeRTT meaning that the traffic of the 
network is light. So in this way FAST TCP detects 
network congestion in the early level of congestion and 
successfully prevents periodic packet loss that usually 
happens in loss based congestion control algorithms like 
TCP Reno.  
Many researches investigate FAST TCP performance and 
demonstrate that FAST TCP is promising in terms of 
stability, throughput and fairness, But it suffers from 
several problems that are due to its procedure to estimate 
BaseRTT. Estimation procedure of BaseRTT is very 
simple and fails to recognize the true round trip 
propagation delay when rerouting occurs. Although if the 
new route has a shorter propagation delay, this does not 
make any significant problem for FAST TCP because 
presumably some packets will encounter shorter round 
trip delay and BaseRTT will be updated. But, if the new 
route has a longer propagation delay, the FAST TCP end 
host cannot distinguish whether the growth in the round 
trip delay is as a result of network congestion or a 
rerouting has been occurred. Without this knowledge 
FAST TCP misinterprets the increased RTT as a result of 
network congestion and consequently decreases its own 
window size, which makes the throughput of FAST TCP 
decrease remarkably. 
 
3. Related work 
Several works are proposed to solve rerouting 
problem of delay-based congestion control algorithms but 
they have some downsides and limitations. The proposed 
algorithm in [16] detects rerouting by monitoring of TTL 
value of two end-hosts. But this strategy does not 
properly work when the RTT of the new route is longer 
than that of the old route and concurrently the new route 
and the old route have equal hop count. Vegas-W which 
was proposed in [17], attempts to solve rerouting problem 
in GEO satellite network by assumption that any sharp 
change in RTT values is as a result of rerouting. For do 
this, they introduced two new parameters, but finding 
proper values for those has remained an open problem. 
In [18] the authors used a machine-learning 
technique known as the Experts Framework to estimate 
the round trip propagation delay. Although they have 
shown that their proposed algorithm has higher accuracy 
in estimating the RTT than the standard algorithm used in 
most TCP implementations, but they do not experiment 
their proposed algorithm effect on rerouting. 
Authors of [9] introduced a new discrete-time link 
model that fully captures the effect of self-clocking and 
compared it with the traditional continuous-time model. 
They also studied stability issue of FAST TCP. A same 
study was conducted in [19] based on a continuous-time 
dynamic model of FAST TCP. 
The proposed algorithm in [11] use priority to some 
packets to estimate accurately the round trip propagation 
delay. This solution maybe improve fairness and reduce 
queuing variations but do not solve rerouting problem.  
Also authors of [20] studied FAST TCP Hopf 
bifurcation control problem with RED gateway. It 
analyses stability condition of the congestion control 
model by using linear stability analysis. These analysis 
plays an important role in setting guiding system 
parameters for controlling the FAST TCP and RED 
model.   
Also authors of [12] designed a New TCP Based 
algorithm on FAST TCP for Datacenter. Their proposed 
method updates congestion window based on the queuing 
delay. It maintains a certain queue length at the switch 
buffer for each flow and keeps the total queue length 
below the buffer size. Although this method avoids the 
droptails over switch buffer, but does not consider 
rerouting problem. 
Author of [21] by proposing of two refinement on 
RTT estimation process try to improve behavior of TCP 
in wireless local area networks. They implemented the 
proposed solution in MAC and TCP layers. 
 
4. Proposed solutions 
To overcome the rerouting problem mentioned in 
section 2, this paper proposes an algorithm which is 
named RRFAST that cautiously monitors the encountered 
RTT after decreasing the window size. We know when 
level of congestion is high, encountered RTT is much 
longer than the BaseRTT. Hence FAST TCP end host 
decides on decreasing the window size in the hope that 
congestion is resolved and encountered RTT becomes 
close to the BaseRTT. This works well if the increased 
RTT is due to the network congestion. But if the 
increased RTT is due to a new longer route, this does not 
work, and whatever FAST end host decreases its sending 
rate, the encountered RTT never becomes close to the 
BaseRTT. To check whether this increased RTT is due to 
congestion or due to rerouting, RRFAST first decreases 
its sending rate and then checks the observed RTT, when 
the reduced sending rate leads to decreased RTT it means 
that the network faces with congestion otherwise it faces 
with rerouting. When RRFAST detects rerouting, it resets 
the BaseRTT. The reset method is the same as used in 
[22]. The reset method sets BaseRTT to very high value 
and since then updates it with the minimum of 




N. Alipasandi et al., Int. J. Of Integrated Engineering Vol. 9 No. 3 (2017) p. 1-6 
 
 




Fig. 1 flowchart of proposed algorithm 
 
 
Fig. 2 Network simulation topology 
 
The concept of RRFAST is that decreasing the 
window size is in the hope that the encountered RTT 
becomes close to the BaseRTT. So if this expectation is 
not fulfilled, RRFAST gets reduction in the window size 
had been futile. Hence it distinguishes increased RTT is 
as a result of a new longer route. 
 
5. Simulation results 
The ns2 simulator is used to evaluate and compare 
the RRFAST performance with FAST TCP. To evaluate 
the RRFAST, we implement it by some modifications on 
FAST TCP module which was developed at NetLAB of 
Caltech university. Then it is run over the network shown 
in Fig. 2 and is compared with FAST TCP algorithm in 
presence of the rerouting. In Fig. 2, Si, Di and Ri 
represent sender hosts, destinations and routers 
respectively. Sender Si communicates with destination 
Di. The bandwidth and propagation delay of each link are 
labeled on it. The size of data packet is 1 Kbytes, and the 
size of ACK is 40 bytes. The FIFO service discipline is 
employed for queue, and queue buffer size is 50 packets, 
for both original FAAST TCP and RRFAST TCP. We 
conducted two scenario to compare the proposed 
algorithm and original algorithm in different situations. It 
is notable to mention that ten flows are active throughout 




5.1 Scenario 1 to compare behavior of 
algorithms when new route is longer 
In the first simulated scenario, rerouting occurs at 
t=30th second. During first 30 second the packets are 
routed through P1, and then after 30th second the packets 
are rerouted to the P2 path which propagation delay of it 
is more than P1 path. Round trip propagation delay of P1 
and P2 path are 125ms, 376ms respectively. 
As be seen in Fig. 3, which shows the encountered 
RTT of the sample flow, at 30th second when the packets 
are rerouted to the new longer path, and the encountered 
RTT suddenly increases, FAST TCP flow sharply 
decreases its cwnd because assume that any increases in 
the encountered RTT is due to congestion. Fig. 4 
compares the cwnd of the FAST TCP and RRFAST TCP 
of the sample flow. As be seen in Fig. 4, RRFAST flow at 
the beginning decreases the cwnd, but when recognizes 
rerouting occurrence, resets the BaseRTT a little later and 
increases cwnd. Fig. 5 shows the BaseRTT of the sample 
FAST TCP and RRFAST TCP flow. 
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Fig. 3 Comparison of RTT in scenario. 
 
 
Fig. 3 Comparison of cwnd in scenario 1 
 
 
Fig. 4 Comparison of BaseRTT in scenario 1 
The effect of true BaseRTT on flow throughput and 
bottleneck utilization is shown in Fig. 6 and Fig.7. As be 
seen in these figures the proposed algorithm improves 
throughput and bottleneck utilization. 
 
Fig. 5 Comparison of throughput in scenario 1      
 
 
Fig. 6 Comparison of bottleneck utilization in scenario 1 
 
5.2 Scenario 2 to compare behavior of 
algorithms when new route is shorter 
This scenario is designed to demonstrate that 
RRFAST and FAST have same behavior in other 
situation. We conducted many experiments, but due to 
space limitation only one of them is presented. In this 
scenario like scenario 1 rerouting occurs at t=30th 
second, but the new route has less propagation delay than 
old route. During first 30 second the packets are routed 
through P2, and then after 30th second the packets are 
rerouted to the P1 path. 
 
 
Fig. 8 Comparison of RTT in scenario 2  
 
 
Fig. 9 Comparison of cwnd in scenario 2 
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Fig. 10 Comparison of BaseRTT in scenario 2 
 
 
Fig. 11 Comparison of throughput in scenario 2      
 
 
Fig. 12 Comparison of bottleneck utilization in scenario 2 
 
As has been noted in other researches, if the new 
route has a shorter propagation delay, this does not make 
any significant problem for FAST TCP because 
presumably some packets will encounter shorter round 
trip delay and BaseRTT will be updated. The simulation 
results is in compliance with this issue. The Fig. 8-12 
show that encountered RTT, cwnd, BaseRTT, throughput 
and bottleneck utilization of the proposed and original 
algorithm in normal situations are same. So the proposed 
algorithm preserves FAST TCP prominent primitive 
features and moreover solves rerouting problem. 
But although our algorithm solves rerouting problem, 
the development of an efficient algorithm for more 
accurate estimates of BaseRTT seems be essential, and 
this will be our future work. 
 
6. Summary 
This paper proposes a new solution, named 
RRFAST, to overcome rerouting problem of FAST TCP. 
The main concept of RRFAST is that decreasing the 
window size is in the hope that the encountered RTT 
becomes close to the BaseRTT. So if this aim is not 
fulfilled, RRFAST gets reduction in the window size had 
been futile. Hence it distinguishes increased RTT is as a 
result of a new longer route. Simulation results show that 
RRFAST solves FAST throughput degradation problem 
in the new longer path and achieves high throughput in 
comparing with FAST. However, the existence of an 
efficient algorithm for more accurate estimates of 
BaseRTT seems be essential, and our future work is to 
develop an algorithm that solves all problems due to 
inaccurate estimation of BaseRTT. 
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