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PERIODIC SOLUTIONS TO NONLINEAR WAVE EQUATION WITH X-DEPENDENT
COEFFICIENTS UNDER THE GENERAL BOUNDARY CONDITIONS
BOCHAO CHEN, YONG LI, AND XUE YANG
ABSTRACT. In this paper we consider a class of nonlinear wave equation with x-dependent coefficients and
prove existence of families of time-periodic solutions under the general boundary conditions. Such a model arises
from the forced vibrations of a nonhomogeneous string and the propagation of seismic waves in nonisotropic me-
dia. The proofs are based on a Lyapunov-Schmidt reduction together with a differentiable Nash-Moser iteration
scheme.
1. INTRODUCTION
This paper is devoted to the study of time-periodic solutions to nonlinear wave equation subject to the
general boundary conditions
ρ(x)utt − (p(x)ux)x +m(x)u = ǫf(ωt, x, u),
α1u(t, 0)− β1ux(t, 0) = 0,
α2u(t, π) + β2ux(t, π) = 0,
(1.1)
where α2i + β
2
i 6= 0, i = 1, 2, ρ(x) > 0, p(x) > 0, ǫ is a small parameter, the potential m(x) > 0, and the
nonlinear forcing term f(ωt, x, u) is (2π/ω)-periodic in time, i.e. f(·, x, u) is 2π-periodic.
Equation (1.1) with ρ(x), p(x) depending on x is a more realistic model, which describes the forced vi-
brations of a bounded nonhomogeneous string and the propagation of seismic waves in non-isotropic media,
see [2–6, 26–30]. More precisely, the vertical displacement u(t, x) of a plane seismic waves at time t and
depth x is described by the following equation
ρ(x)utt − (p(x)ux)x = 0,
where ρ(x) is the rock density, p(x) is the elasticity coefficient.
The search for periodic solutions to nonlinear wave equations has a long standing tradition. If the coef-
ficients ρ(x), p(x) are nonzero constants, Equation (1.1) corresponds to the classical wave equation. The
problem of finding time-periodic solutions to the classical nonlinear wave equation has received wide atten-
tion due to the first pioneering work of Rabinowitz [35–38]. Provided that the nonlinearity f is monotonic
in u, he [35] rephrased the problem as a variational problem and verified the existence of periodic solutions
whenever the time period T is a rational multiple of the length of spatial interval. Subsequently, Rabinowitz’s
variational methods was developed by Bahri, Bre´zis, Corn, Nirenberg etc., and many related results was
obtained, see [1, 14–16]. In these papers, time period T is required to be a rational multiple of π, i.e. the
frequency ω has to be rational. When the forced frequency ω is irrational, the spectrum of the wave operator
ω2∂tt−∂xx approaches to zero for almost every ω, which will leads to a “small denominators problem”. The
case in which ω is irrational has been investigated by Fecˇkan [22] and McKenna [34], where the frequencies
are essentially the numbers whose continued fraction expansion is bounded. At the end of the 1980s, a quite
different approach which used the Kolmogorov-Arnold-Moser (KAM) theory was developed from the view-
point of infinite dimensional dynamical systems by Kuksin [32], Eliasson [21] and Wayne [39]. This method
allows one to obtain solutions whose periods are irrational multiples of the length of the spatial interval. In
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addition, this method is easily extended to construct quasi-periodic solutions, see [17,23–25,33,40]. Later, in
order to overcome some limitations inherent to the usual KAM procedures, Craig, Wayne [19] applied a novel
method based on a Lyapunov-Schmidt decomposition and the Nash-Moser technique to construct the periodic
of the wave equation with the Dirichlet boundary conditions and periodic boundary conditions. Bourgain suc-
cessfully constructed the periodic or quasi-periodic solutions of the wave equation using the similar method,
see [12,13]. The advantage of this approach is to require only the “first order Melnikov” non-resonance con-
ditions, which are essentially the minimal assumptions. Some recent results on Nash-Moser theorems can be
found in [7–11] and the references there in.
On the other hand, the problem of finding periodic solutions to equation (1.1) with ρ(x) = p(x) depending
on x was firstly considered by Barbu and Pavel in [4–6]. In [6], if ω is rational, then the spectrum of the linear
operator has the following form
−ω2l2 + λj = −ω2l2 + j2 + b+O(1/j), l ∈ Z, j ≥ 1.
Under the assumption b 6= 0, the linear spectrum possesses at most finite many zero eigenvalues and the other
eigenvalues are far away from zero. For b = 0, ω ∈ Q, the infinite eigenvalues tend to zero for |l| = n
m
j.
Under assuming b 6= 0, Ji and Li obtained a series of results on looking for periodic solutions to equation (1.1)
with ρ(x) = p(x) under the general boundary conditions and periodic boundary conditions, see [26–29]. The
case of b = 0 was also posed as an open problem by Barbu and Pavel in [6]. The difficulty arising from
b = 0 have been actually overcame by Ji and Li in [30] when the forced frequency ω is rational. For the
forced frequency ω is irrational, the small denominators phenomenon arises. For the forced frequency ω is
irrational with b 6= 0, Baldi and Berti [2] investigated equation (1.1) under Dirichlet boundary conditions,
where the nonlinearity f was assumed to be analytic in (t, u) and H1 in x. They proved the existence of
time-periodic solutions of the equation via a Lyapunov-Schmidt reduction together with a analytic Nash-
Moser iteration scheme. In this paper, we will consider the case of the forced frequency ω is irrational and
b 6= 0. There are two main difficulties in this work: (i) the finite differentiable regularities of the nonlinearity.
All above results are carried out in analytic nonlinearities cases. However, there is no existence result of
nonlinear wave equation (with x dependent coefficients) with perturbations having only finitely differentiable
regularities presently, which is the main motivation for this paper. (ii) the more general boundary conditions,
which contain Dirichlet boundary conditions, Neumann boundary conditions, Dirichlet-Neumann boundary
conditions and the general boundary condition. We have to give the asymptotic properties of the eigenvalues
for different boundary conditions. Applying a differentiable Nash-Moser method [8–11], under the “first
order Melnikov” non-resonance conditions, we obtain the existence of time-periodic solutions to equation
(1.1).
The rest of the paper is organized as follows: we decompose equation (2.1) as the bifurcation equation
(Q) and the range equation (P ) by a Lyapunov-Schmidt reduction and state the main result in subsection 2.2.
In subsection 2.3, the (Q)-equation is solved by the classical implicit function theorem under Hypothesis 1.
Based on the type of boundary conditions, we give the asymptotic formulae for the eigenvalues of Sturm-
Liouville problem (3.1) in section 3. Relayed on a differentiable Nash-Moser iteration scheme, we devote
section 4 to solve the (P )-equation under the “first order Melnikov” non-resonance conditions. In subsection
4.1, we give the properties (P1)-(P5). The inversion of the linearized operators is the core of the differen-
tiable Nash-Moser iteration. The aim of subsection 4.2 is to verify inversion of the linearized operators (see
(P5)). In subsection 4.3, we give the inductive lemma (see Lemma 4.5). At the end of the construction, we
obtain a large measure Cantor-like set Bγ in subsection 4.4. Finally, in section 5, we list the the proof of
some related results for the sake of completeness.
2. MAIN RESULTS
In this section, we decompose equation (2.1) into the bifurcation equation (Q) and the range equation (P )
by a Lyapunov-Schmidt reduction.
PERIODIC SOLUTIONS TO NONLINEAR WAVE EQUATION 3
2.1. Notations. Rescaling the time t→ tω , we consider the existence of 2π-periodic solutions in time of
ω2ρ(x)utt − (p(x)ux)x +m(x)u = ǫf(t, x, u) (2.1)
with the corresponding boundary condition
α1u(t, 0) − β1ux(t, 0) = 0, α2u(t, π) + β2ux(t, π) = 0,
where ǫ ∈ [0, ǫ0] with given positive constant ǫ0. The 2π-periodic forcing term f is H1 in x and Ck in (t, u)
for some k ∈ N large enough, more precisely f ∈ Ck, where
Ck :=
{
f ∈ C(T× [0, π]×R;R) : (t, u) 7→ f(t, ·, u) ∈ Ck(T×R;H1(0, π))
}
withT := R/(2πZ). It follows from the continuously embedding ofH1(0, π) into C([0, π];R) and the defi-
nition of Ck that ∂it∂juf ∈ C(T×[0, π]×R;R), ∀ 0 ≤ i, j ≤ k. In addition, if f(t, x, u) =
∑
l∈Z fl(x, u)e
ilt,
then u 7→ fl(·, u) ∈ Ck(R;H1(0, π)) with f−l = f∗l .
Remark 2.1. It is obvious that if f(t, x, 0) 6= 0, then u = 0 is not the solution of equation (2.1).
Denote by Hs with s > 12 the following Sobolev space
Hs :=
{
u | u(t, x) =
∑
l∈Z
ul(x)e
ilt, ul ∈ H1g, u−l = u∗l ,
‖u‖2s :=
∑
l∈Z
‖ul‖2H1(1 + l2s) < +∞
}
,
where
H1g := H1g((0, π);C) :=
{
u | u ∈ H1((0, π);C) : α1u(t, 0)− β1ux(t, 0) = 0,
α2u(t, π) + β2ux(t, π) = 0 with α
2
i + β
2
i 6= 0, i = 1, 2
}
.
Our aim is to look for solutions defined on T× [0, π] of equation (2.1) in Hs.
Remark 2.2. LetC(s) denote a constant depending on s. The Sobolev spaceHs with s > 12 has the following
properties:
(i) ‖uv‖s ≤ C(s)‖u‖s‖v‖s, ∀u, v ∈ Hs;
(ii) ‖u‖L∞(T;H1(0,π)) ≤ C(s)‖u‖s, ∀u ∈ Hs.
Proof. The proof is postponed to Appendix 5.1. 
2.2. The Lyapunov-Schmidt reduction. For any u ∈ Hs, u can be written as the sum of u0(x) + u¯(t, x),
where u¯(t, x) =
∑
l 6=0 ul(x)e
ilt. Then we perform the Lyapunov-Schmidt reduction with respect to the
following decomposition
Hs = (V ∩Hs)⊕ (W ∩Hs) = V ⊕ (W ∩Hs),
where
V := H1g, W :=
w =∑
l 6=0
wl(x)e
ilt ∈ H0
 .
Denote by ΠV , ΠW the projectors onto V and W respectively. Letting u = v + w with v ∈ V , w ∈ W ,
equation (2.1) is equivalent to the bifurcation equation (Q) and the range equation (P ):{
−(pv′)′ +m(x)v = ǫΠV F (v + w) (Q),
Lωw = ǫΠWF (v + w) (P ),
(2.2)
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where
Lωw := ω
2ρ(x)wtt − (p(x)wx)x +m(x)w, F : u→ f(t, x, u).
In the same way, the nonlinearity f can be written into
f(t, x, u) = f0(x, u) + f¯(t, x, u),
where f¯(t, x, u) =
∑
l 6=0 fl(x, u)e
ilt. This indicates that for w = 0
ΠV F (v) = ΠV f(t, x, v) = ΠV f0(x, v(x)) + ΠV f¯(t, x, v(x)) = f0(x, v(x)).
Then the (Q)-equation is the time-independent equation
− (pv′)′ +m(x)v = ǫf0(x, v) as w→ 0. (2.3)
We call (2.3) the infinite-dimensional “zeroth-order bifurcation equation”. This is a second order ODE with
the corresponding general boundary conditions. The following hypothesis is required to make.
Hypothesis 1. The following system
−(p(x)v′(x))′ +m(x)v(x) = ǫf0(x, v(x)),
α1v(0) − β1v′(0) = 0,
α2v(π) + β2v
′(π) = 0
(2.4)
admits a nondegenerate solution vˆ ∈ H1g, i.e. the linearized equation
− (ph′)′ +mh = ǫf ′0(vˆ)h (2.5)
possesses only the trivial solution h = 0 inH1g.
Let us explain the rationality of Hypothesis 1. The linearized equation (2.5) possesses only the trivial
solution h = 0 for ǫ = 0. Thus the trivial solution vˆ of (2.4) with ǫ = 0 is nondegenerate. Due to the implicit
function theorem, Hypothesis 1 is satisfied for ǫ small enough. This fact implies that there exists a constant
ǫ0 > 0 small enough, such that, for all ǫ ∈ [0, ǫ0], Hypothesis 1 holds.
Remark 2.3. Under Hypothesis 1, the (Q)-equation may be solved by the classical implicit function theo-
rem. This idea is based on the technique of Craig and Wayne in [19]. By means of assuming the existence
of a nondegenerate solution of the “zeroth-order bifurcation equation”, the finite dimensional bifurcation
equation can be solved. The main reason that we apply the technique is the presence of the Cantor set of
good parameters caused by solving the range equation (P ) via a Nash-Moser iteration. It’s very difficult to
guarantee that the critical points lie in the Cantor set of good parameters if we use variational methods in
the case of PDEs.
Let us state our main theorem as follows.
Theorem 2.4. Assume that Hypotheses 1 and 2 (see (3.12)) hold for ǫˆ ∈ [0, ǫ0]. Set m(x) ∈ H1(0, π),
p(x), ρ(x) ∈ H3(0, π) →֒ C2[0, π] with p(x) > 0, ρ(x) > 0, f ∈ Ck, and fix τ ∈ (1, 2), γ ∈ (0, 1). If ǫγ5ω
small enough, then there exist a constant K > 0 depending on ρ, p,m, f, ǫ0, vˆ, γ, τ, s, β, γ0, a neighborhood
[ǫ1, ǫ2] of ǫˆ, 0 < r ≤ 1 and a C2 map v(ǫ, w) defined on [ǫ1, ǫ2]× {w ∈W ∩Hs : ‖w‖s ≤ r}, with values
inH1, a map w˜ ∈ C1(A0;W ∩Hs) with
‖w˜‖s ≤ Kǫ
γω
, ‖∂ωw˜‖s ≤ Kǫ
γ5ω
, ‖∂ǫw˜‖s ≤ K
γ5ω
,
and a Cantor-like set Bγ ⊆ A0 of positive measure satisfying
|Bγ ∩ Ω| ≥ (1−Kγ)|Ω|,
such that, for all (ǫ, ω) ∈ Bγ ,
u˜ := v(ǫ, w˜(ǫ, ω)) + w˜(ǫ, ω) ∈ H1g ⊕ (W ∩Hs)
is a solution of equation (2.2), where Ω := (ǫ′, ǫ′′) × (ω′, ω′′) stands for a rectangle contained in (ǫ1, ǫ2) ×
(2ω0,+∞), A0 and Bγ are defined by (4.34) and (4.69) respectively.
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2.3. Solution of the bifurcation equation. In this subsection, under Hypothesis 1, we will solve the (Q)-
equation relaying on the classical implicit function theorem.
Lemma 2.5. Fix ǫˆ ∈ [0, ǫ0]. There exist a neighborhood [ǫ1, ǫ2] of ǫˆ, 0 < r ≤ 1 and a C2 map v(ǫ, w)
defined on [ǫ1, ǫ2]×{w ∈W ∩Hs : ‖w‖s ≤ r}, with values in V , such that v(ǫ, w) solves the (Q)-equation
in (2.2).
Proof. According to Hypothesis 1, the linear operator
h 7→ −(ph′)′ +mh− ǫˆDvΠV F (vˆ)[h] = −(ph′)′ +mh− ǫˆF ′0(vˆ)h
is invertible from V to V . In addition, Lemma 5.5 implies that the following map
(ǫ, w, v) 7→ −(pv′)′ +mh− ǫΠV F (v + w)
belongs to C2([ǫ1, ǫ2]× (W ∩Hs)× V ;V ). Therefore, by the implicit function theorem, there is a C2-path
(ǫ, w) 7→ v(ǫ, w)
such that v(ǫ, w) is a solution of the (Q)-equation in (2.2) with v(ǫˆ, 0) = vˆ. 
Remark 2.6. Lemma 2.5 indicates that v,Dwv, ∂ǫv, ∂ǫDwv, ∂
2
ǫ v,D
2
wv belong to H1g, where Dw denotes the
Fre´chet derivative with respect to w.
3. THE GENERAL BOUNDARY VALUE
Before solving the (P )-equation, we first propose the asymptotic formulae of the eigenvalues to the fol-
lowing Sturm-Liouville problem
−(py′)′ +my − ǫΠV f ′(v(ǫ, w) + w)y = λρy,
α1y(0)− β1yx(0) = 0,
α2y(π) + β2yx(π) = 0.
(3.1)
Denote by λj(ǫ, w), j ≥ 0 the eigenvalues of (3.1).
Remark 3.1. Based on the invertibility of the linearized operators LN (ǫ, ω,w) (see (4.4)) on the (P )-
equation, we have to consider the Sturm-Liouville problem (3.1). The related application can be seen in
subsection 4.2.
3.1. The Liouville substitution. Let
d(x) := m(x)− ǫΠV f ′(t, x, v(ǫ, w(t, x)) + w(t, x)) ∈ L2(0, π). (3.2)
Make the Liouville substitution
x = ψ(ξ)⇔ ξ = g(x) with g(x) := 1
c
∫ x
0
(
ρ(s)
p(s)
) 1
2
ds, (3.3)
where
c :=
1
π
∫ π
0
(ρ/p)
1
2 dx, ξ ∈ [0, π], g(0) = 0, g(π) = π, (3.4)
λ and y(ψ(ξ)) satisfy 
−yξξ − c (
√
pρ)′
ρ yξ + c
2 d
ρy = c
2λy,
α1y(0) − β1c
√
ρ(0)/p(0)yξ(0) = 0,
α2y(π) +
β2
c
√
ρ(π)/p(π)yξ(π) = 0.
(3.5)
Moreover we make the Liouville change
y = z/s, (3.6)
6 BOCHAO CHEN, YONG LI, AND XUE YANG
where s(x) = (p(x)ρ(x))
1
4 . Note that dx = c(p(x)ρ(x) )
1
2 dξ, which leads to
yξ =
zξs− zsξ
s2
=
zξs− czsx(pρ)
1
2
s2
.
Therefore the system (3.5) can be reduced into
−zξξ(ξ) + ̺(ξ)z(ξ) = µz(ξ),
a1z(0) − b1zξ(0) = 0,
a2z(π) + b2zξ(π) = 0,
(3.7)
where
̺(ξ) = q(ξ) + ϑ(ξ), (3.8)
q(ξ) = c2Q(ψ(ξ)) with Q(x) =
p(x)sxx(x)
ρ(x)s(x)
+
1
2
(
p(x)
ρ(x)
)
x
sx(x)
s(x)
, (3.9)
ϑ(ξ) = c2
d(ψ(ξ))
ρ(ψ(ξ))
, µ = c2λ, (3.10)
a1 = α1 +
β1
4
(pρ)x(0)
(pρ)(0)
, b1 =
β1
c
(ρ(0)/p(0))
1
2 , a2 = α2 − β2
4
(pρ)x(π)
(pρ)(π)
, b2 =
β2
c
(ρ(π)/p(π))
1
2 .
(3.11)
We have to make an additional hypothesis:
Hypothesis 2.
(i) ̺(ξ) > 0, ∀ξ ∈ [0, π]; (ii) ai ≥ 0, bi ≥ 0 with a2i + b2i ≥ 0, i = 1, 2. (3.12)
Now consider the following Sturm-Liouville problems
ϕ′′n(ξ) + (µn − ̺(ξ))ϕn(ξ) = 0, (3.13)
a1ϕn(0)− b1ϕ′n(0) = 0, a2ϕn(π) + b2ϕ′n(π) = 0, (3.14)
where ai ≥ 0, bi ≥ 0, i = 1, 2 are defined by (3.11), ϕ′n(ξ) = ddξϕn(ξ), n ∈ N. By (3.7)-(3.8), it shows
that µn depends on ϑ(·). However, for brevity, we do not write ϑ(·). The eigenvalues of the Sturm-Liouville
problem (3.13)-(3.14) have the following properties.
Theorem 3.2. [18, Theorem 2.1] The eigenvalues of (3.13)-(3.14) form an infinite number sequence with
µ0 < µ1 < · · · < µn < · · · , and µn → +∞ as n → +∞. In addition, the eigenfunctions ϕn, n ∈ N with
respect to µn have exactly n zeros on (0, π).
Lemma 3.3. If Hypothesis 2 holds, then µn ≥ ̺0 for n ∈ N, where
̺0 := inf
ξ∈[0,π]
̺(ξ) > 0. (3.15)
In particular, µn > ̺0 if a
2
1 + a
2
2 > 0.
Proof. Multiplying both sides of (3.13) by ϕn(ξ) and integrating over [0, π], it yields that
µn
∫ π
0
ϕ2n(ξ)dξ =
∫ π
0
̺(ξ)ϕ2n(ξ)dξ −
∫ π
0
ϕ′′n(ξ)ϕn(ξ)dξ
=
∫ π
0
̺(ξ)ϕ2n(ξ)dξ +
∫ π
0
(ϕ′n(ξ))
2dξ − (ϕn(π)ϕ′n(π)− ϕn(0)ϕ′n(0)) . (3.16)
Multiplying the first term of (3.14) by ϕ′n(0) − ϕn(0) gives
ϕn(0)ϕ
′
n(0) =
1
a1 + b1
(a1ϕ
2
n(0) + b1(ϕ
′
n(0))
2) ≥ 0.
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On the other hand, we obtain
ϕn(π)ϕ
′
n(π) = −
1
a2 + b2
(a2ϕ
2
n(π) + b2(ϕ
′
n(π))
2) ≤ 0
via multiplying the second equality of (3.14) by ϕ′n(π) +ϕn(π). Then ϕn(π)ϕ′n(π)−ϕn(0)ϕ′n(0) ≤ 0. The
combination of above estimates establishes
µn
∫ π
0
ϕ2n(ξ)dξ ≥
∫ π
0
̺(ξ)ϕ2n(ξ)dξ ≥ ̺0
∫ π
0
ϕ2n(ξ)dξ,
which implies µn ≥ ̺0.
In what follows, we further prove that µn > ρ0 if a
2
1 + a
2
2 > 0. Supposed by contrary that µn = ̺0,
formula (3.16) leads to∫ π
0
(̺(ξ)− ̺0)ϕ2n(ξ)dξ +
∫ π
0
(ϕ′n(ξ))
2dξ = ϕn(π)ϕ
′
n(π)− ϕn(0)ϕ′n(0)
=⇒
∫ π
0
(̺(ξ)− ̺0)ϕ2n(ξ)dξ +
∫ π
0
(ϕ′n(ξ))
2dξ = 0
=⇒
∫ π
0
(ϕ′n(ξ))
2dξ = 0
=⇒ϕ′n(ξ) = 0.
Since ϕn(ξ) is the eigenfunction, it checks that ϕn(ξ) = c 6= 0. Plugging it back into the boundary conditions
(3.14), we derive a1 = a2 = 0. This leads to a contradiction to a
2
1 + a
2
2 > 0. Hence µn > ̺0. 
Since the eigenvalues µn, n ∈ N of (3.13)-(3.14) are different when the type of boundary conditions is
different, we restrict our attention to the following four cases:
Case 1: a1 = 0, b1 > 0, a2 = 0, b2 > 0.
Case 2: a1 > 0, b1 = 0 a2 = 0, b2 > 0.
Case 3: a1 = 0, b1 > 0 a2 > 0, b2 = 0.
Case 4: a1 > 0, b1 > 0 a2 > 0, b2 > 0.
Remark 3.4. Case 1 is called the Neumann boundary conditions, Case 2 and 3 are called Dirichlet-Neumann
boundary conditions, and we call case 4 the general boundary conditions. In fact, the result about the
Dirichlet boundary condition with finite differentiable nonlinearities can also be obtained. However, the
Dirichlet boundary condition with analytical nonlinearities have been investigated in [2]. Thus, we only
consider above four cases.
3.2. Neumann boundary value problem. In Case 1, the Sturm-Liouville problem (3.13)-(3.14) may be
written as {
ϕ′′n(ξ) + (µn − ̺(ξ))ϕn(ξ) = 0,
ϕ′n(0) = ϕ
′
n(π) = 0.
(3.17)
Lemma 3.5. Denote by µ0 < µ1 < · · · and ϕ0, ϕ1, · · · the eigenvalues and orthonormal eigenfunctions
of the Sturm-Liouville problem (3.17) respectively. Then, for n ∈ N+, we have the following asymptotic
formulae
µn = n
2 + c0 +O
(
1
n2
)
(3.18)
with ̺0 ≤ c0 ≤ ̺1, where ̺0 is defined in (3.15) and
̺1 :=
2
π
∫ π
0
̺(ξ) dξ. (3.19)
Proof. Before approching the lemma, we first claim for n ∈N+
n2 + ̺0 ≤ µn ≤ n2 + ̺1. (3.20)
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In fact, Lemma 3.3 shows µn > ̺0 for n ∈ N+. On the one hand, applying the first equality in (3.17) and
the Pru¨fer transformation
ϕn = r sin θ, ϕ
′
n = (
√
µn − ̺0)r cos θ
with r(ξ) > 0, we derive for n ∈ N+
dθ
dξ
= (
√
µn − ̺0) cos2 θ + µn − ̺(ξ)√
µn − ̺0 sin
2 θ
= (
√
µn − ̺0) cos2 θ + µn − ̺0 + ̺0 − ̺(ξ)√
µn − ̺0 sin
2 θ
=
√
µn − ̺0 + ̺0 − ̺(ξ)√
µn − ̺0 sin
2 θ
≤ √µn − ̺0. (3.21)
Moreover we may choose θ(0) = π2 , θ(π) = (n +
1
2)π thanks to that ϕn has exactly n zeros in (0, π) and
ϕ′n(0) = ϕ′n(π) = 0. Integrating (3.21) over [0, π], we get for n ∈ N+
nπ ≤ (√µn − ̺0)π =⇒ µn ≥ n2 + ̺0.
And on the other hand, from the first term of (3.17) and the Pru¨fer transformation
ϕn = r sin θ, ϕ
′
n =
√
µnr cos θ
with r(ξ) > 0, it yields that
dθ
dξ
=
√
µn − ̺(ξ)√
µn
sin2 θ ≥ √µn − ̺(ξ)√
µn
, ∀n ∈N+. (3.22)
Denoting X = µn, B = n, C =
1
π
∫ π
0 ̺(ξ) dξ, by integrating (3.22) over [0, π], the quadratic formula and
the elementary inequality
√
1 + x ≤ 1 + x2 , we obtain
(
√
X)2 −B
√
X − C ≤ 0 =⇒
√
X ≤ (B +
√
B2 + 4C)/2
=⇒ X ≤ (2B2 + 4C + 2B
√
B2 + 4C)/4
=⇒ X ≤ (2B2 + 4C + 2B2
√
1 + 4C/B2)/4
=⇒ X ≤ (2B2 + 4C + 2B2(1 + 2C/B2))/4 = B2 + 2C
=⇒ µn ≤ n2 + ̺1.
The above analysis verifies the claim (3.20), which implies√
n2 + ̺0 − n ≤ √µn − n ≤
√
n2 + ̺1 − n.
Let g1(ξ) :=
√
n2 + ξ − n. By Taylor expansion at ξ = 0, we have
g1(ξ) =
ξ
2n
+O
(
1
n3
)
.
In view of the inequality: g1(̺0) ≤ √µn − n ≤ g1(̺1), there exists a constant c0 with ̺0 ≤ c0 ≤ ̺1 such
that
µn = n
2 + c0 +O
(
1
n2
)
.
This completes the proof. 
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3.3. Dirichlet-Newmann boundary value problem. In Case 2, the Sturm-Liouville problem (3.13)-(3.14)
becomes {
ϕ′′n(ξ) + (µn − ̺(ξ))ϕn(ξ) = 0,
ϕn(0) = ϕ
′
n(π) = 0.
(3.23)
Notice that Case 3 is reduced to Case 2 if the transform x¯ = π − x is made. Consequently, we just consider
Case 2 in the section.
Lemma 3.6. Let µ0 < µ1 < · · · and ϕ0, ϕ1, · · · denote the eigenvalues and orthonormal eigenfunctions of
the Sturm-Liouville problem (3.23) respectively. Then, for n ∈ N, the following asymptotic formulae hold:
µn = (n+ 1/2)
2 + c1 +O
(
1
(n+ 1/2)2
)
(3.24)
with ̺0 ≤ c1 ≤ ̺2, where ̺0, ̺1 are given by (3.15) and (3.19) respectively.
Proof. Applying the similar technique as in the proof of Lemma 3.5, we prove
(n+ 1/2)2 + ̺0 ≤ µn ≤ (n+ 1/2)2 + ̺1, ∀n ∈N. (3.25)
It follows from Lemma 3.3 that µn > ̺0 for n ∈ N. Denote by a2, a4, · · · , a2n with 0 < a2 < a4 < · · · <
a2n < π the n zeros of ϕn in (0, π). Letting a0 = 0, a2n+1 = π, we take a2i−1 satisfying φ′n(a2i−1) = 0 for
a2i−1 ∈ (a2i−2, a2i), i = 1, 2, · · · , n. This infers that for j = 1, 2, · · · , 2n+ 1∫ aj
aj−1
ϕ2n(x)dx ≤ 4π−2(aj − aj−1)2
∫ aj
aj−1
(ϕ′n(x))
2dx
by Sobolev inequality. On the other hand, integrating by parts yields∫ aj
aj−1
ϕ2n(x)dx = −
∫ aj
aj−1
ϕ′′n(x)ϕn(x)dx, j = 1, 2, · · · , 2n+ 1.
From multiplying both sides of the equation in system (3.13) by ϕn(ξ) and integrating over [aj−1, aj ], it
derives that ∫ aj
aj−1
(µn − ̺(x))ϕ2n(x)dx =
∫ aj
aj−1
(ϕ′n(x))
2dx.
Then
(µn − ̺0)
∫ aj
aj−1
ϕ2n(x)dx =
∫ aj
aj−1
((ϕ′n(x))
2 + (̺(x)− ̺0)ϕ2n) dx.
As a result∫ aj
aj−1
(ϕ′n(x))dx ≤ (µn − ̺0)
∫ aj
aj−1
ϕ2n(x)dx ≤ 4π−2(µn − ̺0)(aj − aj−1)2
∫ aj
aj−1
(ϕ′n(x))
2dx.
This leads to
2n+1∑
j=1
1
(aj − aj−1)2 ≤ 4π
−2(2n + 1)(µn − ̺0).
Moreover min
{∑2n+1
j=1 1/(x
2
j )|xj > 0,
∑2n+1
j=1 xi = π
}
= (2n + 1)(2n+1π )
2 for x1 = x2 = · · · = x2n+1 =
π
2n+1 . The fact shows
µn ≥ (n + 1/2)2 + ̺0.
Let us check the upper bound in (3.25). We introduce the Pru¨fer transformation
ϕn = r sin θ, ϕ
′
n =
√
µnr cos θ
with r(ξ) > 0. The calculation similar to the one used in Lemma 3.5 shows
dθ
dξ
=
√
µn − ̺(ξ)√
µn
sin2 θ ≥ √µn − ̺(ξ)√
µn
∀n ∈ N.
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Since ϕn has exactly n zeros in (0, π) and ϕn(0) = ϕ
′
n(π) = 0, we may choose θ(0) = 0, which then gives
θ(π) = (n+ 12)π. Integrating the above inequality over [0, π], we have
(
√
X)2 −B
√
X − C ≤ 0,
where X = µn, B = n +
1
2 , C =
1
π
∫ π
0 ̺(ξ) dξ. Furthermore the quadratic formula together with the
elementary inequality
√
1 + x ≤ 1 + x2 may give rise to√
X ≤ (B +
√
B2 + 4C)/2 =⇒ X ≤ (2B2 + 4C + 2B
√
B2 + 4C)/4
=⇒ X ≤ (2B2 + 4C + 2B2(1 + 2C/B2))/4 = B2 + 2C
=⇒ µn ≤ n2 + ̺1.
Therefore the inequality in (3.25) is established. This reads√
(n+ 1/2)2 + ̺0 − (n+ 1/2) ≤ √µn − (n+ 1/2) ≤
√
(n+ 1/2)2 + ̺1 − (n + 1/2).
Set g2(ξ) :=
√
(n+ 1/2)2 + ξ − (n+ 1/2). By Taylor expansion at ξ = 0, we have
g2(ξ) =
ξ
2(n + 1/2)
+O
(
1
(n+ 1/2)3
)
.
With the help of the fact g2(̺0) ≤ √µn − (n+ 1/2) ≤ g2(̺1), we have
µn = (n+ 1/2)
2 + c1 +O
(
1
(n+ 1/2)2
)
for some constant c1 with ̺0 ≤ c1 ≤ ̺1. This completes the proof. 
3.4. General boundary value problem. In Case 4, we write the Sturm-Liouville problem (3.13)-(3.14) as
ϕ′′n(ξ) + (µn − ̺(ξ))ϕn(ξ) = 0,
a1ϕn(0)− b1ϕ′n(0) = 0,
a2ϕ(π) + b2ϕ
′
n(π) = 0.
(3.26)
Lemma 3.7. Denote by µ0 < µ1 < · · · and ϕ0, ϕ1, · · · the eigenvalues and orthonormal eigenfunctions of
the Sturm-Liouville problem (3.26) respectively . Then there exists an integer N̂ > 0 such that, for n ≥ N̂ ,
the following asymptotic formulae hold:
µn = n
2 + c2 +O
(
1
n2
)
(3.27)
with ̺0 ≤ c2 ≤ ̺2, where ̺0 is defined by (3.15) and ̺2 := 2π (a1b1 + a2b2 + 1 +
∫ π
0 ̺(ξ)dξ).
Proof. We should adopt the similar technique as in the proof of Lemma 3.5. Let us assert that there exists an
N̂ > 0 such that, for n ≥ N̂ , the following holds:
n2 + ̺0 ≤ µn ≤ n2 + ̺2. (3.28)
Since a21 + a
2
2 > 0, by Lemma 3.3, we arrive at µn > ̺0 for n ∈ N. First, we introduce the Pru¨fer
transformation for r(ξ) > 0
ϕn = r sin θ, ϕ
′
n = (
√
µn − ̺0)r cos θ.
The calculation similar to the one used in Lemma 3.5 shows for n ∈ N
dθ
dξ
≤ √µn − ̺0. (3.29)
Denote by τ1 < τ2 < · · · < τn the n zeros of ϕn in (0, π). Let τ0 = 0, τn+1 = π and θi = θ(τi), i =
0, · · · , n + 1. Hence we may choose θi = iπ, i = 1, · · · , n, which gives θ0 = arctan( b1a1
√
µn − ̺0) and
θn+1 = (n + 1)π − arctan( b2a2
√
µn − ̺0). It follows from µn > ̺0 for n ∈ N and ai > 0, bi > 0, i = 1, 2
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that θ0 ∈ (0, π2 ), θn+1 ∈ ((n + 12 )π, (n + 1)π). As a consequence θn+1 − θ0 ≥ nπ. Integrating (3.29) over
[0, π] yields for n ∈N
nπ ≤ θn+1 − θ0 ≤ (
√
µn − ̺0)π =⇒ µn ≥ n2 + ̺0.
In order to get the upper bounded in (3.28), we take the Pru¨fer transformation
ϕn = r sin θ, ϕ
′
n =
√
µnr cos θ
with r(ξ) > 0. Proceeding as in the proof of Lemma 3.5, we have
dθ
dξ
=
√
µn − ̺(ξ)√
µn
sin2 θ ≥ √µn − ̺(ξ)√
µn
. (3.30)
Let τ1 < τ2 < · · · < τn denote the n zeros of ϕn in (0, π). Setting τ0 = 0, τn+1 = π and θi = θ(τi), i =
0, · · · , n+1, we take θi = iπ, i = 1, · · · , n. Then θ0 = arctan( b1a1
√
µn), θn+1 = (n+1)π−arctan( b2a2
√
µn).
With the help of µn > 0 and ai > 0, bi > 0, i = 1, 2, we derive θ0 ∈ (0, π2 ) and θn+1 ∈ ((n+ 12)π, (n+1)π).
Moreover the fact µn → +∞ as n→ +∞ implies that θ0 → π2 as n → +∞, and that θn+1 → (n+ 12)π as
n→ +∞. Integrating (3.30) over [0, π] gives
θn+1 − θ0 ≥ √µnπ − 1√
µn
∫ π
0
̺(ξ) dξ
=⇒(n+ 1)π −
(
arctan
(
b1
a1
√
µn
)
+ arctan
(
b2
a2
√
µn
))
≥ √µnπ − 1√
µn
∫ π
0
̺(ξ) dξ
=⇒µn − n√µn +
√
µn
π
(
arctan
(
b1
a1
√
µn
)
− π
2
)
+
√
µn
π
(
arctan
(
b2
a2
√
µn
)
− π
2
)
− 1
π
∫ π
0
̺(ξ) dξ ≤ 0.
Furthermore for x > 0, a > 0, b > 0, it is obvious that
lim
x→+∞x
(
arctan
(
b
a
x
)
− π
2
)
= lim
x→+∞
arctan
(
b
ax
)− π2
1/x
= lim
x→+∞
1
1+((b/a)x)2 b
a
−1/x2 = −
a
b
.
Since
√
µn → +∞ as n→ +∞, we get
lim
n→+∞
√
µn
(
arctan
(
b1
a1
√
µn
)
− π
2
)
= −a1
b1
,
lim
n→+∞
√
µn
(
arctan
(
b2
a2
√
µn
)
− π
2
)
= −a2
b2
.
(3.31)
It follows from (3.31) that there exists an integer N̂ > 0 such that, for n ≥ N̂ , the following inequalities
hold:
√
µn
(
arctan
(
b1
a1
√
µn
)
− π
2
)
≥ −a1
b1
− 1
2
,
√
µn
(
arctan
(
b2
a2
√
µn
)
− π
2
)
≥ −a2
b2
− 1
2
.
Therefore for n ≥ N̂
µn − n√µn − 1
π
(
a1
b1
+
a2
b2
+ 1 +
∫ π
0
̺(ξ) dξ
)
≤ 0.
Setting X = µn, B = n, C =
1
π (
a1
b1
+ a2b2 + 1 +
∫ π
0 ̺(ξ)) dξ, the elementary inequality
√
1 + x ≤ 1 + 1/x
verifies for n ≥ N̂
(
√
X)2 −B
√
X − C ≤ 0 =⇒ X ≤ (2B2 + 4C + 2B2(1 + 2C/B2))/4 = B2 + 2C
=⇒ µn ≤ n2 + ̺2.
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The above discussion carries out the assertion. Thus, by (3.28), we obtain that for n ≥ N̂√
n2 + ̺0 − n ≤ √µn − n ≤
√
n2 + ̺2 − n.
Denote g3(ξ) :=
√
n2 + ξ − n. It is clear to see that g3(ξ) = ξ2n + O
(
1
n3
)
by Taylor expansion at ξ = 0.
Since g3(̺0) ≤ √µn − n ≤ g3(̺2), there exists a constant c2 with ̺0 ≤ c2 ≤ ̺2 such that
µn = n
2 + c2 +O
(
1
n2
)
, ∀n ≥ N̂ .
We complete the proof of the lemma. 
3.5. Summary. Summarize what we have obtained in Lemmas 3.5-3.7 as the following lemma.
Lemma 3.8. Denote by λn(ǫ, w), ψn(ǫ, w), n ∈ N the eigenvalues and the eigenfunctions of the sturm-
Liouville problem (3.1) respectively. Let c (see (3.4)) be fixed constant and Hypothesis 2 hold. Then
0 < λ0(ǫ, w) < λ1(ǫ, w) < · · · < λn(ǫ, w) < · · ·
with λn(ǫ, w) → +∞ as n → +∞. Moreover each eigenvalue λn(ǫ, w) is simple and, for all ǫ ∈ [ǫ1, ǫ2],
w ∈ {W ∩Hs : ‖w‖s ≤ r}, it has the following asymptotic formulae:
(i) If α1 = −β14 (pρ)x(0)(pρ)(0) , β1 > 0, α2 = β24 (pρ)x(0)(pρ)(0) , β2 > 0, then for n ∈ N+,
λn(ǫ, w) =
n2
c2
+ c0(ǫ, w) +O
(
1
n2
)
(3.32)
with η0 ≤ c0(ǫ, w) ≤ 2cπ
∫ π
0
√
ρ/p η(ǫ, w) dx, where
η(x, ǫ, w) = Q(x) +
1
ρ(x)
(
m(x)− ǫΠV f ′(t, x, v(ǫ, w(t, x)) + w(t, x))
)
,
η0 = min
x∈[0,π],ǫ∈[ǫ1,ǫ2]
w∈{W∩Hs:‖w‖s≤r}
η(x, ǫ, w),
and Q(x) is given by (3.9);
(ii) If either α1 > 0, β1 = 0, α2 =
β2
4
(pρ)x(π)
(pρ)(π) , β2 > 0 or α1 = −β14 (pρ)x(0)(pρ)(0) , β1 > 0, α2 > 0, β2 = 0, then
for n ∈N,
λn(ǫ, w) =
(n+ 1/2)2
c2
+ c1(ǫ, w) +O
(
1
(n+ 1/2)2
)
(3.33)
with η0 ≤ c1(ǫ, w) ≤ 2cπ
∫ π
0
√
ρ/p η(ǫ, w) dx;
(iii) If α1 > −β14 (pρ)x(0)(pρ)(0) , β1 > 0, α2 > β24 (pρ)x(0)(pρ)(0) , β2 > 0, then there exists N̂ > 0 (see Lemma 3.7) such
that for n ≥ N̂
λn(ǫ, w) =
n2
c2
+ c2(ǫ, w) +O
(
1
n2
)
(3.34)
with
η0 ≤ c2(ǫ, w) ≤ 2
c2π
(
a1
b1
+
a2
b2
+ 1) +
2
cπ
∫ π
0
√
ρ√
p
η(ǫ, w) dx.
Andψn(ǫ, w), n ∈ N form an orthogonal basis ofL2(0, π) with the scalar product (y, z)L2ρ := c−1
∫ π
0 yzρ dx.
In addition we define an equivalent scalar product on H1g
(y, z)ǫ,w :=
1
c
∫ π
0
py′z′ + (m− ǫΠV f ′(v(ǫ, w) +w))yz dx,
which establishes that for all y ∈ H1g
L1‖y‖H1 ≤ ‖y‖ǫ,w ≤ L2‖y‖H1 (3.35)
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for some constants L1, L2. The eigenfunctions ψn(ǫ, w), n ≥ 0 are also an orthogonal basis of H1g with
respect to the scalar product (·, ·)ǫ,w. For y =
∑
n≥0 yˆnψn(ǫ, w), it has
‖y‖2L2ρ =
∑
n≥0
yˆ2n, ‖y‖2ǫ,w =
∑
n≥0
λn(ǫ, w)yˆ
2
n. (3.36)
Proof. Formula (3.10) gives µn(ϑ) = c
2λn(d). Then it follows from Hypothesis 2 and Lemma 3.3 that
λ0(ǫ, w) > 0 for all ǫ ∈ [ǫ1, ǫ2] and w ∈ {W ∩Hs : ‖w‖s ≤ r}. By dividing by c2, (3.18), (3.24), (3.27) and
the inverse Liouville substitution of (3.3), eigenvalues λn(d), n ∈ N of (3.1) have the asymptotic formulae
(3.32)-(3.34). Moreover the eigenfunctions of (3.17) or (3.23) or (3.26) form an orthonormal basis for L2.
The Liouville substitution (3.6) yields
ϕn = ψn(ǫ, w)s,
where s(x) = (p(x)ρ(x))
1
4 . It follows from the inverse Liouville substitution of (3.3) that∫ π
0
ϕn(ξ)ϕn(ξ) dξ =
∫ π
0
ψn(ǫ, w)(x)s(x)ψn(ǫ, w)(x)s(x)
1
c
(
ρ(x)
p(x)
)1/2
dx
=
1
c
∫ π
0
ψn(ǫ, w)(x)ψn(ǫ, w)(x)ρ(x) dx.
Hence the eigenfunctions ψn(ǫ, w), n ∈ N of (3.1) form an orthogonal basis for L2 with respect to the scalar
product (·, ·)L2ρ . A simple calculation gives (3.35). Furthermore, it is obvious that
−(pψ′n(ǫ, w))′ + (m− ǫΠV f ′(t, x, v(ǫ, w) + w))ψn(ǫ, w) = λn(ǫ, w)ψn(ǫ, w).
Multiplying above equality by ψn′(ǫ, w) and integrating by parts yield
(ψn, ψn′)ǫ,w = δn,n′λn(ǫ, w),
which implies (3.36). 
4. SOLUTION OF THE (P )-EQUATION
In this section, our aim now is to solve the following (P )-equation
Lωw = ǫΠWF(ǫ, w), (4.1)
where F(ǫ, w) := F (v(ǫ, w), w).
Theorem 4.1. There exists w˜ ∈ C1(A0;W ∩Hs) with
‖w˜‖s ≤ Kǫ
γω
, ‖∂ωw˜‖s ≤ K(γ0)ǫ
γ5ω
, ‖∂ǫw˜‖s ≤ K(γ0)
γ5ω
,
and the large Cantor set Bγ , where γ0, Bγ are defined by (4.61) (or see (4.62)) and (4.69) respectively, such
that, for (ǫ, ω) ∈ Bγ , w˜(ǫ, ω) solves equation (4.1).
Let us denote by the symbol [ · ] the integer part. Define
WNn :=
{
w ∈W | w =
∑
|l|≤Nn
wl(x)e
ilt
}
, W⊥Nn :=
{
w ∈W | w =
∑
|l|>Nn
wl(x)e
ilt
}
, (4.2)
where Nn := [e
dχn ] with d = lnN0 and 1 < χ ≤ 2. Evidently there is a direct sum decomposition
W = WNn ⊕W⊥Nn .
Furthermore PNn , P
⊥
Nn
denote the orthogonal projectors ontoWNn andW
⊥
Nn
respectively, namely
PNn : W →WNn , P⊥Nn : W →W⊥Nn .
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The existence result of the solutions of (P )-equation is based on a differentiable Nash-Moser iteration scheme.
Denote by ∆γ,τN (w) for τ ∈ (1, 2), γ ∈ (0, 1) the set of (ǫ, ω) satisfying the Melnikov non-resonance condi-
tions, i.e.
∆γ,τN (w) :=
{
(ǫ, ω) ∈ (ǫ1, ǫ2)× (ω0,+∞) :
∣∣∣∣ωl −√λj(ǫ, w)∣∣∣∣ > γlτ ,∣∣∣∣ωl − jc
∣∣∣∣ > γlτ , ∀l = 1, 2, · · · , N, j ≥ 0
}
,
(4.3)
where ǫi, i = 1, 2 are given by Lemma 2.5, ω0 is given by (4.21) and c is defined by (3.4).
4.1. Some properties on F(ǫ, w). To guarantee the convergence of the iteration scheme, we need the fol-
lowing properties (P1)-(P5), see also [8, 9].
• (P1)(Regularity) F ∈ C2(Hs;Hs) and F ,DwF ,D2wF are bounded on {‖w‖s ≤ 1}.
• (P2)(Tame) ∀s ≤ s′ ≤ k − 3, ∀w ∈ Hs′ and ‖w‖s ≤ 1,
‖F(ǫ, w)‖s′ ≤ C(s′)(1 + ‖w‖s′),
‖DwF(ǫ, w)h‖s′≤C(s′)(‖w‖s′‖h‖s + ‖h‖s′),
‖D2wF(ǫ, w)[h, h]‖s′≤C(s′)(‖w‖s′‖h‖2s + ‖h‖s‖h‖s′).
• (P3)(Taylor Tame) ∀s ≤ s′ ≤ k − 3, ∀w ∈ Hs′ , ∀h ∈ Hs′ and ‖w‖s ≤ 1,
‖F(ǫ, w + h)−F(ǫ, w) −DwF(ǫ, w)[h]‖s′ ≤ C(s′)(‖w‖s′‖h‖2s + ‖h‖s‖h‖s′).
In particular, for s′ = s,
‖F(ǫ, w + h)−F(ǫ, w) −DwF(ǫ, w)[h]‖s ≤ C‖h‖2s .
• (P4)(Smoothing) For all N ∈ N\{0}, we have
‖PNu‖s+r ≤ N r‖u‖s, ∀u ∈ Hs,
‖P⊥N u‖s ≤ N−r‖u‖s+r, ∀u ∈ Hs+r.
• (P5)(Invertibility of LN ) Let (ǫ, ω) ∈ ∆γ,τN (w) for fixed τ, γ with 1 < τ < 2, 0 < γ < 1. The linear
operator is defined as
LN (ǫ, ω,w)[h] := −Lωh+ ǫPNΠWDwF(ǫ, w)[h], ∀h ∈W (N), (4.4)
where Lωh := ω
2ρ(x)htt − (p(x)hx)x, h =
∑
1≤|l|≤N hl(x)e
ilt. There exist K,K(s′) > 0 such that if
‖w‖s+σ ≤ 1 with σ = τ(τ − 1)
2− τ ,
then LN (ǫ, ω,w) is invertible with∥∥L−1N (ǫ, ω,w)h∥∥s′ ≤ K(s′)γω N τ−1 (‖h‖s′ + ‖w‖s′+σ‖h‖s) , ∀s′ ≥ s > 1/2. (4.5)
In particular, for s′ = s, ∥∥L−1N (ǫ, ω,w)h∥∥s ≤ KγωN τ−1‖h‖s. (4.6)
Proof. (i) It follows from formula (5.11) and Lemma 2.5 that F ∈ C2(Hs;Hs). Furthermore, according to
(5.4), Lemma 5.5 and Remark 2.6, it yields that
‖F(ǫ, w)‖s = ‖F (v(ǫ, w) + w)‖s≤C(1 + ‖v‖H1 + ‖w‖s) ≤ C,
‖DwF(ǫ, w)‖s = ‖DuF (v(ǫ, w) + w)(1 + Dwv(ǫ, w))‖s
(5.11)
≤ C,
‖D2wF(ǫ, w)‖s = ‖D2uF (v(ǫ, w) + w)(1 + Dwv(ǫ, w))2 +DuF (v(ǫ, w) + w)D2wv(ǫ, w)‖
(5.11)
≤ C.
PERIODIC SOLUTIONS TO NONLINEAR WAVE EQUATION 15
(ii) It is easy to obtain that
D2wF(ǫ, w)[h, h] =D2uF (v(ǫ, w) + w)(h+Dwv(ǫ, w)[h])2
+DuF (v(ǫ, w) + w)D
2
wv(ǫ, w)[h, h].
With the help of (5.2), (5.4), Lemma 5.5 and Remark 2.6, we get
‖F(ǫ, w)‖s′ = ‖F (v(ǫ, w) + w)‖s′≤C(s′)(1 + ‖v‖H1 + ‖w‖s′) ≤ C(s′)(1 + ‖w‖s′),
‖DwF(ǫ, w)h‖s′ = ‖DuF (v(ǫ, w) +w)(1 + Dwv(ǫ, w))‖s′
(5.11)
≤ C(s′)(‖w‖s′‖h‖s + ‖h‖s′),
‖D2uF (v(ǫ, w) + w)(h +Dwv(ǫ, w)[h])2‖s′
(5.11)
≤ C(s′)(‖w‖s′‖h‖2s + ‖h‖s′‖h‖s),
‖DuF (v(ǫ, w) + w)D2wv(ǫ, w)[h, h]‖s′
(5.11)
≤ C(s′)(‖w‖s′‖h‖2s + ‖h‖2s).
(iii) According to (P2), it is clear to see that (P3) holds.
(iv) Obviously, we can obtain (P4) owing to (4.2) and the definition of Hs-norm. 
4.2. Invertibility of the linearized operator. The invertibility of the linearized operators is the core of any
Nash-Moser iteration. Let us complete the proof of the property (P5).
Let (ǫ, ω) ∈ ∆γ,τN (w) for fixed τ, γ with 1 < τ < 2, 0 < γ < 1, where ∆γ,τN (w) is defined by (4.3). The
linear operator may be written as, for all h ∈WN ,
LN (ǫ, ω,w)[h] : = −Lωh+ ǫPNΠWDwF (v(ǫ, w) +w)[h] = L1(ǫ, ω,w)[h] + L2(ǫ, ω,w)[h],
where
L1(ǫ, ω,w)[h] := −Lωh+ ǫPNΠW f ′(t, x, v(ǫ, w) + w)h,
L2(ǫ, ω,w)[h] := ǫPNΠW f
′(t, x, v(ǫ, w) + w)Dwv(ǫ, w)[h]. (4.7)
Lemma 3.8 gives that, for all u =
∑
l∈Z\{0},j∈N uˆ
2
l,jψj(ǫ, w)e
ilt, the Hs-norm
‖u‖2s =
∑
l∈Z\{0}
‖ul‖2H1(1 + l2s)
is equivalent to the norm
∑
l∈Z\{0},j∈N λj(ǫ, w)uˆ
2
l,j(1 + l
2s), i.e.
L21‖u‖2s ≤
∑
l∈Z\{0},j∈N
λj(ǫ, w)uˆ
2
l,j(1 + l
2s) ≤ L22‖u‖2s, (4.8)
where Li, i = 1, 2 are seen in (3.35). Denote a(t, x) := f
′(t, x, v(ǫ, w(t, x)) + w(t, x)). It follows from
(5.11) and the fact ‖w‖s+σ ≤ 1 that ∀v ∈ H1g, ∀s′ ≥ s > 12 ,
‖a‖s′ ≤ C(s′)(1 + ‖w‖s′), (4.9)
‖a‖s ≤ ‖a‖s+σ ≤ C. (4.10)
Moreover, with the help of decomposing a(t, x) =
∑
k∈Z ak(x)e
ikt, h =
∑
1≤|l|≤N hl(x)e
ilt, the operator
L1(ǫ, ω,w) can be written as
L1(ǫ, ω,w)[h] =
∑
1≤|l|≤N
(
ω2l2ρhl + ∂x(p∂xhl −mhl)
)
eilt + ǫPN
 ∑
k∈Z,1≤|l|≤N
ak−lhleikt

=
∑
1≤|l|≤N
(
ω2l2ρhl + ∂x(p∂xhl)−mhl + ǫa0hl
)
eilt + ǫ
∑
|l|,|k|∈{1,··· ,N},k 6=l
ak−lhleikt
=ρL1,D(ǫ, ω,w)[h] − ρL1,ND(ǫ, ω,w)[h],
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where
L1,Dh :=
∑
1≤|l|≤N
(
ω2l2hl +
1
ρ
(
(ph′l)
′ −mhl + ǫa0hl
))
eilt,
L1,NDh := − ǫ
ρ
∑
|l|,|k|∈{1,··· ,N},k 6=l
ak−lhleikt. (4.11)
It is evident that a0 = ΠV f
′(t, x, v(ǫ, w) + w) and hl ∈ H1g. Hence, by Lemma 3.8, we obtain that for
hl =
∑+∞
j=0 hˆl,jψj(ǫ, w)
ω2l2hl +
1
ρ
(ph′l)
′ −mhl + ǫa0hl =
+∞∑
j=0
(ω2l2 − λj(ǫ, w))hˆl,jψj(ǫ, w).
Then L1,D is a diagonal operator onWN . In addition we define |L1,D| 12 as
|L1,D| 12h =
∑
1≤|l|≤N
+∞∑
j=0
|ω2l2 − λj(ǫ, w)|
1
2 hˆl,jψj(ǫ, w)e
ilt.
If ω2l2 − λj(ǫ, w) 6= 0, ∀1 ≤ |l| ≤ N, ∀j ≥ 0, then its invertibility is
|L1,D|−
1
2h :=
∑
1≤|l|≤N
+∞∑
j=0
hˆl,j√|ω2l2 − λj(ǫ, w)|ψj(ǫ, w)eilt.
Thus LN(ǫ, ω,w) can be written as
LN (ǫ, ω,w) = ρ|L1,D| 12
(
|L1,D|− 12 L1,D|L1,D|− 12 −R1 −R2
)
|L1,D| 12 ,
where
R1 = |L1,D|−
1
2L1,ND|L1,D|−
1
2 , R2 = −|L1,D|−
1
2 (1/ρL2) |L1,D|−
1
2 . (4.12)
The definitions of L1,D, |L1,D|− 12 give(
|L1,D|−
1
2 L1,D|L1,D|−
1
2
)
h =
∑
1≤|l|≤N
+∞∑
j=0
ω2l2 − λj(ǫ, w)
|ω2l2 − λj(ǫ, w)| hˆl,jψj(ǫ, w)e
ilt, ∀h ∈WN .
Consequently, |L1,D|− 12 L1,D|L1,D|− 12 is invertible with(
|L1,D|−
1
2 L1,D|L1,D|−
1
2
)−1
h =
∑
1≤|l|≤N
+∞∑
j=0
|ω2l2 − λj(ǫ, w)|
ω2l2 − λj(ǫ, w) hˆl,jψj(ǫ, w)e
ilt, ∀h ∈WN .
Hence LN (ǫ, ω,w) is reduced to
LN (ǫ, ω,w) = ρ|L1,D|
1
2
(
|L1,D|−
1
2 L1,D|L1,D|−
1
2
)
(Id−R) |L1,D|
1
2 , (4.13)
where R = R1 +R2 with
R1 =
(
|L1,D|−
1
2L1,D|L1,D|−
1
2
)−1
R1, R2 =
(
|L1,D|−
1
2 L1,D|L1,D|−
1
2
)−1
R2.
To verify the invertibility of (Id−R) for all s′ ≥ s > 12 and h ∈ WN , it is required to estimate the upper
bounds of ‖Rih‖s′ , i = 1, 2. This indicates that, ∀s > 0, ∀h ∈WN , the upper bounds of ‖ |L1,D|−
1
2h‖s and
‖(|L1,D|− 12L1,D|L1,D|− 12 )−1h‖s have to be given.
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First, the equivalent norm (4.8) shows for all s ≥ 0
∥∥∥∥(|L1,D|− 12 L1,D|L1,D|− 12)−1 h∥∥∥∥
s
≤ 1
L1
 ∑
1≤|l|≤N,j∈N
λj(ǫ, w)
( |ω2l2 − λj(ǫ, w)|
ω2l2 − λj(ǫ, w) hˆl,j
)2
(1 + l2s)
 12
=
1
L1
 ∑
1≤|l|≤N,j∈N
λj(ǫ, w)hˆ
2
l,j(1 + l
2s)
 12
≤L2
L1
‖h‖s. (4.14)
To establish a proper upper bound of ‖ |L1,D|− 12h‖s, assume the following “Melnikov’s” non-resonance
conditions:
|ω2l2 − λj(ǫ, w)| > γω
lτ−1
, ∀l = 1, · · · , N, j ≥ 0. (4.15)
Let
̟l := min
j≥0
|ω2l2 − λj(ǫ, w)| = |ω2l2 − λj∗(ǫ, w)| (4.16)
satisfy ̟l = ̟−l, l = 1, 2, · · · , N . Based on assumption (4.15), we claim that, ∀h ∈ WN , ∀s ≥ 0, the
operator |L1,D|− 12 satisfies
‖ |L1,D|−
1
2h‖s ≤
√
2L2√
γωL1
‖h‖s+ τ−1
2
, (4.17)
‖ |L1,D|−
1
2h‖s ≤
√
2L2N
τ−1
2√
γωL1
‖h‖s. (4.18)
It is clear that
|l|τ−1(1 + l2s) < 2(1 + |l|2s+τ−1), ∀|l| ≥ 1.
Applying this together with (4.8), (4.15)-(4.16), we derive
‖ |L1,D|−
1
2h‖2s ≤
1
L21
∑
1≤|l|≤N,j∈N
λj(ǫ, w)
(
hˆl,j√|ω2l2 − λj(ǫ, w)|
)2
(1 + l2s)
≤ 1
L21
∑
1≤|l|≤N,j∈N
λj(ǫ, w)
̟l
hˆ2l,j(1 + l
2s)
≤ 1
γωL21
∑
1≤|l|≤N,j∈N
|l|τ−1λj(ǫ, w)hˆ2l,j(1 + l2s)
≤ 2L
2
2
γωL21
‖h‖2
s+ τ−1
2
≤ 2L
2
2N
τ−1
γωL21
‖h‖2s.
The next step is to verify the upper bounds of ‖Rih‖s′ , i = 1, 2 for all s′ ≥ s > 12 and h ∈ WN . Assume
that the other “Melnikov” non-resonance conditions holds:∣∣∣∣ωl − jc
∣∣∣∣ > γlτ , ∀l = 1, · · · , N, j ≥ 0, (4.19)
where c is defined by (3.4). In fact, condition (4.19) will be applied in the proof of the claim (F1) (see
(4.24)). To prove the claim (F1), we have to use the asymptotic formulae (3.32)-(3.34) of λj(ǫ, w) and
guarantee j∗ 6= 0. This leads to some restrictions on ω. We discuss it in three cases:
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(i) α1 = −β14 (pρ)x(0)(pρ)(0) , β1 > 0, α2 = β24 (pρ)x(0)(pρ)(0) , β2 > 0. For all (ǫ, w) ∈ [ǫ1, ǫ2]×{W ∩Hs : ‖w‖s ≤ r},
there exists a constant ω1 > γ such that, ∀l ≥ 1, ∀ω ≥ ω1, the following holds:
ω2 − λ0(ǫ, w) > ω2 − λ1(ǫ, w) > 0⇒ j∗ ≥ 1,
where j∗ is given by (4.16). Owing to (3.32) and Taylor expansion, there exists some constant M0 > 0 such
that ∣∣∣∣√λj(ǫ, w) − j/c∣∣∣∣ ≤M0/j, ∀j ≥ 1.
Moreover we obtain that for some constant N0 > 0
̟l = min
j≥0
|ω2l2 − λj(ǫ, w)| = |ω2l2 − λj∗(ǫ, w)| ⇒ j∗ ≥ N0ωl.
(ii) Either α1 > 0, β1 = 0, α2 =
β2
4
(pρ)x(π)
(pρ)(π) , β2 > 0 or α1 = −β14 (pρ)x(0)(pρ)(0) , β1 > 0, α2 > 0, β2 = 0. The
same discussion is adopted as in (i). There exists some constant ω2 > γ such that ∀(ǫ, w) ∈ [ǫ1, ǫ2]× {W ∩
Hs : ‖w‖s ≤ r}, ∀l ≥ 1, ∀ω ≥ ω2,
ω2 − λ0(ǫ, w) > ω2 − λ1(ǫ, w) > 0⇒ j∗ ≥ 1.
Formula (3.33) together with Taylor expansion can derive∣∣∣∣√λj(ǫ, w) − (j + 1/2)/c∣∣∣∣ ≤M1/(j + 1/2) ≤M1/j, ∀j ≥ 1
for some constants M1 > 0. Furthermore
̟l = min
j≥0
|ω2l2 − λj(ǫ, w)| = |ω2l2 − λj∗(ǫ, w)| ⇒ j∗ ≥ N1ωl for some N1 > 0.
(iii): α1 > −β14 (pρ)x(0)(pρ)(0) , β1 > 0, α2 > β24 (pρ)x(0)(pρ)(0) , β2 > 0. The same discussion can be taken as (i). There
exists a constant ω3 > γ satisfying ∀(ǫ, w) ∈ [ǫ1, ǫ2]× {W ∩Hs : ‖w‖s ≤ r}, ∀l ≥ 1, ∀ω ≥ ω3,
ω2 − λN̂ (ǫ, w) > 0⇒ j∗ ≥ N̂ ,
where N̂ is seen in Lemma 3.7. It follows from formula (3.34) and Taylor expansion that for some M2 > 0∣∣∣∣√λj(ǫ, w) − j/c∣∣∣∣ ≤M2/j, ∀j ≥ N̂ .
In addition there exists some constant N2 > 0 such that
̟l = min
j≥0
|ω2l2 − λj(ǫ, w)| = |ω2l2 − λj∗(ǫ, w)| ⇒ j∗ ≥ N2ωl.
Hence, ∀l ≥ 1, ∀ω ≥ ω0 > γ, ∀ǫ ∈ [ǫ1, ǫ2], ∀w ∈ {W ∩Hs : ‖w‖s ≤ r}, the eigenvalues λj∗(ǫ) (see (4.16))
of (3.1) satisfy ∣∣∣∣√λj∗(ǫ, w) − j∗/c∣∣∣∣ ≤M/j∗ and j∗ ≥ Nωl, (4.20)
or ∣∣∣∣√λj∗(ǫ, w) − (j∗ + 1/2)/c∣∣∣∣ ≤M/j∗ and j∗ ≥ Nωl,
where M := max{M0,M1,M2}, N := max{N0,N1,N2} and
ω0 := max{ω1, ω2, ω3}. (4.21)
Lemma 4.2. For ‖w‖s+σ ≤ 1, under the non-resonance conditions (4.15) and (4.19), there exists some
constant M(s′) > 0 such that
‖R1h‖s′ ≤
ǫM(s′)
2γ3ω
(‖h‖s′ + ‖w‖s′+σ‖h‖s) , ∀h ∈WN ,∀s′ ≥ s > 1/2. (4.22)
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Proof. By formulae (4.11)-(4.12) and the definition of |L1,D|− 12 , we obtain for all h ∈WN
R1h = |L1,D|− 12L1,ND|L1,D|− 12h
= |L1,D|− 12L1,ND
 ∑
1≤|l|≤N
+∞∑
j=1
hˆl,j√|ω2l2 − λj(ǫ, w)|ψj(ǫ, w)eilt

= −ǫ|L1,D|−
1
2
 ∑
1≤|l|,|k|≤N
k 6=l
+∞∑
j=1
hˆl,j√|ω2l2 − λj(ǫ, w)|
(
ak−l
ρ
)
ψj(ǫ, w)e
ikt

= −ǫ
∑
1≤|l|,|k|≤N
k 6=l
+∞∑
j=1
hˆl,j√|ω2k2 − λj(ǫ, w)|√|ω2l2 − λj(ǫ, w)|
(
ak−l
ρ
)
ψj(ǫ, w)e
ikt,
which then leads to
(R1h)k = −ǫ
∑
1≤|l|≤N
k 6=l
+∞∑
j=1
hˆl,j√|ω2k2 − λj(ǫ, w)|√|ω2l2 − λj(ǫ, w)|
(
ak−l
ρ
)
ψj(ǫ, w).
Formulae (3.35)-(3.36) verify that
‖(R1h)k‖H1 ≤ ǫ
L2
L1
∑
1≤|l|≤N,l 6=k
1√
̟k̟l
‖ak−l/ρ‖H1 ‖hl‖H1 . (4.23)
In addition we claim that the following fact holds:
(F1): Supposed that the non-resonance conditions (4.15) and (4.19) hold, if ω ≥ ω0 > γ, for all |k|, |l| ∈
{1, · · · , N} with k 6= l, then we have
1√
̟l̟k
≤ |k − l|
σ
Lγ3ω
(4.24)
for some constant L > 0, where ̟l is defined by (4.16), σ := (τ − 1)/ς with ς = (2− τ)/τ ∈ (0, 1).
It follows from formulae (4.23)-(4.24) that
‖(R1h)k‖H1 ≤
ǫL2
LL1γ3ω
∑
1≤|l|≤N,l 6=k
‖ak−l/ρ‖H1 |k − l|σ‖hl‖H1 .
Let us define for b0 = 0,
s(t) :=
∑
1≤|l|,|k|≤N
l 6=k
‖ak−l/ρ‖H1 |k − l|σ‖hl‖H1eikt,
b(t) :=
∑
l∈Z
‖al/ρ‖H1 |l|σeilt, c(t) :=
∑
1≤|l|≤N
‖hl‖H1eilt.
It is straightforward that s = PN (bc). Moreover
‖b‖s′ ≤ M̂‖a‖s′+σ
(4.9)
≤ C(s′)(1 + ‖w‖s′+σ) and ‖c‖s′ = ‖h‖s′ ,
where M̂ = ‖1/ρ‖L∞ . Hence, ∀s′ ≥ s > 12 , we get for ‖w‖s+σ ≤ 1
‖R1h‖s′ ≤ ǫL2
LL1γ3ω
‖s‖s′ = ǫL2
LL1γ3ω
‖PN (bc)‖s′
(5.2)
≤ ǫL2C(s
′)
LL1γ3ω
(‖b‖s′‖c‖s + ‖b‖s‖c‖s′)
≤ ǫM1(s
′)
2γ3ω
(‖w‖s′+σ‖h‖s + ‖h‖s′).
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IfM(s′) = L2L1M1(s
′), then combining above inequality with (4.14) completes the proof of the lemma. 
Lemma 4.3. Given the non-resonance conditions (4.15), (4.19) and ‖w‖s+σ ≤ 1, ∀h ∈ WN , ∀s′ ≥ s > 12 ,
we have for some constant M(s′) > 0
‖R2h‖s′ ≤
ǫM(s′)
2γω
(‖h‖s′ + ‖w‖s′+σ‖h‖s) . (4.25)
Proof. The fact ς ∈ (0, 1) in the claim (F1) gives rise to
σ = (τ − 1)/ς > τ − 1.
Therefore, according to (4.7), (4.9)-(4.10), (4.12), (4.17), (5.2) and Dwv(ǫ, w)[|L1,D|− 12h] ∈ H1g , we derive
for all s′ ≥ s > 12
‖R2h‖s′ =
∥∥∥∥ ǫρ |L1,D|− 12PNΠW a(t, x)Dwv(ǫ, w)[|L1,D|− 12h]
∥∥∥∥
s′
≤ ǫ
√
2L2M̂
L1
√
γω
∥∥∥a(t, x)Dwv(ǫ, w)[|L1,D|− 12h]∥∥∥
s′+ τ−1
2
≤ ǫ
√
2L2M̂C(s
′)
L1
√
γω
(
‖a‖s′+ τ−1
2
∥∥∥Dwv[|L1,D|− 12h]∥∥∥
H1
+ ‖a‖s
∥∥∥Dwv[|L1,D|− 12h]∥∥∥
H1
)
≤ ǫ
√
2L2M̂C(s
′)
L1
√
γω
(
‖a‖s′+σ‖|L1,D|−
1
2h‖s− τ−1
2
+ ‖a‖s+σ‖|L1,D|− 12h‖s− τ−1
2
)
≤ ǫM1(s
′)
2γω
(‖w‖s′+σ‖h‖s + ‖h‖s′) .
Combining above inequality with (4.14), ifM(s′) = L2L1M1(s
′), then we give (4.25). 
It follows from Lemmas 4.2-4.3 that the operator (Id−R) is invertible for ǫM(s′)
γ3ω
small enough. Further-
more we have the following estimate for the invertible operator.
Lemma 4.4. For
ǫM(s′)
γ3ω ≤ c˜(s′) small enough, we have
‖(Id −R)−1h‖s′ ≤ 2(‖h‖s′ + ‖w‖s′+σ‖h‖s). (4.26)
Proof. First, we claim that:
(F2): There existsM2(s
′) > 0 such that, ∀h ∈WN , ∀s′ ≥ s > 12 , ∀p ∈ N+ and ‖w‖s+σ ≤ 1
‖Rph‖s′ ≤
(
ǫM2(s
′)
γ3ω
)p
(‖h‖s′ + p‖w‖s′+σ‖h‖s). (4.27)
The claim (F2) can be proved by induction. For p = 1, 0 < γ < 1, (4.22) and (4.25) imply
‖Rh‖s′ ≤
ǫM(s′)
γ3ω
(‖h‖s′ + ‖w‖s′+σ‖h‖s) . (4.28)
In particular, for ‖w‖s+σ ≤ 1, formula (4.28) infers
‖Rh‖s ≤ ǫM
γ3ω
‖h‖s. (4.29)
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Suppose that (4.27) holds for p = l with l ∈ N+. Based on the assumption and (4.28)-(4.29), for ǫM(s′)
γ3ω
≤
c˜(s′) small enough, we get for p = l + 1
‖Rl+1h‖s′ =‖Rl(Rh)‖s′≤
(
ǫM2(s
′)
γ3ω
)l
(‖Rh‖s′ + l‖w‖s′+σ‖Rh‖s)
≤
(
ǫM2(s
′)
γ3ω
)l(ǫM(s′)
γ3ω
‖h‖s′ +
(
ǫM
γ3ω
l +
ǫM(s′)
γ3ω
)
‖w‖s′+σ‖h‖s
)
≤
(
ǫM2(s
′)
γ3ω
)l+1
(‖h‖s′ + (l + 1)‖w‖s′+σ‖h‖s),
whereM2(s
′) := M(s′). As a consequence, for ǫM(s
′)
γ3ω
≤ c˜(s′) small enough, the claim (F2) is proved. Thus,
for
ǫM(s′)
γ3ω
≤ c˜(s′) small enough, the claim (F2) establishes
‖(Id−R)−1h‖s′ =‖(Id +
∑
p∈N+
Rp)h‖s′ ≤ ‖h‖s′ +
∑
p∈N+
‖Rph‖s′
≤‖h‖s′ +
∑
p∈N+
(
M2(s
′)ǫ
γ3ω
)p
(‖h‖s′ + p‖w‖s′+σ‖h‖s)
≤2‖h‖s′ + 2‖w‖s′+σ‖h‖s,
which completes the proof. 
Now, let us show that the claim (F1) holds.
The proof of (F1). Recall that l, k ≥ 1 and the asymptotic formulae (3.32) or (3.34).
Case 1: 2|k − l| > (max {k, l})ς with ς ∈ (0, 1). The condition (4.15) shows
̟l̟k ≥ (γω)
2
(kl)τ−1
≥ (γω)
2
(max {k, l})2(τ−1) ≥
(γω)2
21/ς |k − l|2(τ−1)/ς . (4.30)
Case 2: 0 < 2|k − l| ≤ (max {k, l})ς . Since ς ∈ (0, 1), if k > l, then
2(k − l) ≤ kς ⇒ 2l ≥ 2k − kς ≥ k.
In the same way, if l > k, then 2k ≥ l. As a result k2 ≤ l ≤ 2k. Moreover denote
̟l := |ω2l2 − λj∗(ǫ, w)|, ̟k := |ω2k2 − λi∗(ǫ, w)|,
and k⋆ :=
(
6L3
γω
) 1
1−ςτ
with L3 = M/N.
(i) Let us consider max {k, l} ≥ k⋆. Suppose max {k, l} = k. It follows from (4.19)-(4.20), k ≤ 2l and
τ ∈ (1, 2) that∣∣∣(ωk −√λi∗(ǫ, w))−(ωl −√λj∗(ǫ, w))∣∣∣ = ∣∣∣∣ω(k − l)−(√λi∗(ǫ, w) −√λj∗(ǫ, w))∣∣∣∣
≥
∣∣∣∣ω(k − l)− i∗ − j∗c
∣∣∣∣− ∣∣∣√λi∗(ǫ, w) − (i∗/c)∣∣∣ − ∣∣∣∣√λj∗(ǫ, w) − (j∗/c)∣∣∣∣
≥
∣∣∣∣ω(k − l)− i∗ − j∗c
∣∣∣∣− L3ωl − L3ωk > γ(k − l)τ − 3L3ωk
≥2
τγ
kςτ
− 3L3
ωk
≥ γ
2kςτ
+
γ
kςτ
+
γ
2kςτ
− 3L3
ωk
.
The expression ς = (2 − τ)/τ ∈ (0, 1) leads to ςτ < 1. Hence, from k ≤ 2l and max {k, l} = k ≥ k⋆, we
derive ∣∣∣(ωk −√λi∗(ǫ, w))∣∣∣+ ∣∣∣∣(ωl −√λj∗(ǫ, w))∣∣∣∣ ≥ 12 ( γkςτ + γlςτ ) . (4.31)
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The same conclusion is reached if max {k, l} = l. In addition the inequality in (4.31) implies that
either
∣∣∣ωk −√λi∗(ǫ, w)∣∣∣ ≥ γ
2kςτ
or
∣∣∣∣ωl −√λj∗(ǫ, w)∣∣∣∣ ≥ γ2lςτ
holds. Without loss of generality, we suppose |ωk −√λi∗(ǫ, w)| ≥ γ2kςτ . Then
̟k = |ω2k2 − λi∗(ǫ, w)| =
∣∣∣(ωk +√λi∗(ǫ, w))(ωk −√λi∗(ǫ, w))∣∣∣ ≥ γω
2
k1−ςτ ,
which leads to
̟l̟k
(4.15)
≥ γω
lτ−1
γω
2
k1−ςτ ≥ (γω)
2
2τ
k2−τ−ςτ =
(γω)2
2τ
for l ≤ 2k, (4.32)
where ς is taken as (2− τ)/τ to ensure 2− τ − ςτ = 0.
(ii) If max {k, l} = k < k⋆, then
̟l̟k
(4.15)
≥ (γω)
2
(kl)τ−1
>
(γω)2
(k⋆)2(τ−1)
= γ2ω2
(
γω
6L3
) 1
τ−1
2(τ−1)
ω>γ
>
γ6ω2
(6L3)2
. (4.33)
Formula (4.24) is reached if we take the minimums of lower bounds in (4.30), (4.32)-(4.33). The next step is
to consider l, k ≥ 1 and the asymptotic formula (3.33). The only difference is that∣∣∣(ωk −√λi∗(ǫ, w))− (ωl −√λj∗(ǫ, w))∣∣∣ = ∣∣∣∣ω(k − l)−(√λi∗(ǫ, w) −√λj∗(ǫ, w))∣∣∣∣
≥
∣∣∣∣ω(k − l)− i∗ − j∗c
∣∣∣∣− ∣∣∣∣√λi∗(ǫ, w) − i∗ + 1/2c
∣∣∣∣
−
∣∣∣∣√λj∗(ǫ, w) − j∗ + 1/2c
∣∣∣∣ .
Since̟l = ̟−l, the remainder of the lemma may be proved in the similar way as above with l ≥ 1, k ≤ −1,
or l ≤ −1, k ≥ 1, or l, k ≤ −1. 
The proof of (P5). It follows from (4.13)-(4.14), (4.18) and (4.26) that
‖L−1N (ǫ, ω,w)‖s′ ≤
√
2M̂L2N
τ−1
2
L1
√
γω
∥∥∥∥(Id−R)−1 (|L1,D|− 12L1,D|L1,D|− 12)−1 |L1,D|− 12h∥∥∥∥
s′
≤ 4M̂L
3
2N
τ−1
L31γω
(‖h‖s′ + ‖w‖s′+σ‖h‖s),
where M̂ = ‖1/ρ‖L∞ . By means of the fact ‖w‖s+σ ≤ 1, we get for s′ = s
‖L−1N (ǫ, ω,w)‖s ≤
8M̂L32N
τ−1
L31γω
‖h‖s.
Thus the property (P5) holds. 
4.3. The Nash-Moser scheme. Denote by A0 the open set
A0 :=
{
(ǫ, ω) ∈ (ǫ1, ǫ2)× (ω0,+∞) :
∣∣∣ωl −√λj∣∣∣ > γ
lτ
, ∀l = 1, · · · , N0, j ≥ 0
}
, (4.34)
where λj, j ≥ 0 are the eigenvalues of the Sturm-Liouville problem
− (p(x)y′(x))′ +m(x)y(x) = λρ(x)y(x),
α1y(0)− β1yx(0) = 0,
α2y(π) + β2yx(π) = 0.
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In addition, define for 1 < χ ≤ 2
β := χ(3τ + σ) +
χ
χ− 1(τ − 1 + σ) + 1, (4.35)
where σ = τ(τ−1)2−τ , and denote byB(0, ρ) the open ball of center 0 and radius ρ.
Lemma 4.5. (inductive scheme) For all n ∈ N, there exists a sequence of subsets (ǫ, ω) ∈ An ⊆ An−1 ⊆
· · · ⊆ A1 ⊆ A0, where
An :=
{
(ǫ, ω) ∈ An−1| (ǫ, ω) ∈ ∆γ,τNn(wn−1)
}
,
and a sequence wn(ǫ, ω) ∈WNn with
‖wn‖s+σ ≤ 1, (4.36)
such that, if (ǫ, ω) ∈ An, for ǫN
τ−1
0
γω ≤ c small enough, then wn(ǫ, ω) is a solution of
Lωw − ǫPNnΠWF(ǫ, w) = 0. (PNn)
Furthermore wn =
∑n
i=0 hi, where hi ∈WNi with
‖h0‖s ≤ K1ǫ
γω
, ‖hi‖s ≤ K2ǫ
γω
N−σ−3i , ∀1 ≤ i ≤ n (4.37)
for K1 > 0,K2 > 0 depending on ρ, p,m, f, ǫ0, vˆ, γ, τ, s, β at most.
Proof. The lemma is verified by induction.
Step1: initialization. Let N0 := [e
d], where d = lnN0. By the definition of A0, it is easy to see that
|ω2l2 − λj| =
∣∣∣ωl −√λj∣∣∣ ∣∣∣ωl +√λj∣∣∣ > ∣∣∣ωl −√λj∣∣∣ωl > γω
lτ−1
, ∀l = 1, 2, · · · , N0, ∀j ≥ 0,
where ω2l2 − λj is the eigenvalue of 1ρLω. Then, for ‖w0‖ ≤ 1, the operator 1ρLω is invertible with
‖w0‖s =
∥∥∥ǫ ((1/ρ)Lω)−1 ((1/ρ)P0ΠWF(ǫ, w0))∥∥∥
s
≤ ǫM̂N
τ−1
0
γω
‖P0ΠWF(ǫ, w0)‖s
(P1)
≤ K1ǫ
γω
. (4.38)
Moreover, for
ǫNτ−10
γω ≤ c small enough, we also have
‖w0‖s+β ≤ ǫM̂N
β+τ−1
0
γω
‖P0ΠWF(ǫ, w0)‖s
(P1)
≤ Ĉ, (4.39)∥∥∥ǫ ((1/ρ)Lω)−1 ((1/ρ)P0ΠWDwF(ǫ, w0))∥∥∥
s
≤ ǫM̂N
τ−1
0
γω
‖P0ΠWDwF(ǫ, w0)‖s
(P1)
≤ 1
2
. (4.40)
Formulae (4.38) and (4.40) establish that the map w0 7→ ǫ(1ρLω)−1(1ρP0ΠWF(ǫ, w0)) is a contraction in
{w0 ∈WN0 : ‖w0‖s ≤ ρ0} for ǫN
τ−1
0
γω ≤ c small enough, where ρ0 = K1ǫγω .
Step 2: assumption. Assume that we have obtained a solution wn ∈ WNn of (PNn) satisfying conditions
(4.36)-(4.37).
Step 3: iteration. Our goal is to find a solution wn+1 ∈ WNn+1 of (PNn+1) with conditions (4.36)-(4.37)
at (n+ 1)-th step. For hn+1 ∈WNn+1 , denote by
wn+1 = wn + hn+1
a solution of
Lωw − ǫPNn+1ΠWF(ǫ, w) = 0. (PNn+1)
From the fact Lωwn = ǫPNnΠWF(ǫ, wn), it yields that
Lω(wn + h)− ǫPNn+1ΠWF(ǫ, wn + h) =Lωh+ Lωwn − ǫPNn+1ΠWF(ǫ, wn + h)
=− LNn+1(ǫ, ω,wn)h+Rn(h) + rn,
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where
Rn(h) := ǫPNn+1(−ΠWF(ǫ, wn + h) + ΠWF(ǫ, wn) + ΠWDwF(ǫ, wn)[h]),
rn := ǫ(PNnΠWF(ǫ, wn)− PNn+1ΠWF(ǫ, wn)) = −ǫP⊥NnPNn+1ΠWF(ǫ, wn).
By means of (4.5)-(4.6), (4.36) and (ǫ, ω) ∈ An+1 ⊆ An, the linear operator LNn+1(ǫ, ω,wn) is invertible
with ∥∥∥L−1Nn+1(ǫ, ω,wn)h∥∥∥s′ ≤ K(s′)γω N τ−1n+1 (‖h‖s′ + ‖w‖s′+σ‖h‖s) , ∀s′ ≥ s, (4.41)
and ∥∥∥L−1Nn+1(ǫ, ω,wn)h∥∥∥s ≤ KγωN τ−1n+1‖h‖s. (4.42)
Define a map
Gn+1 :WNn+1 →WNn+1
h 7→ −LNn+1(ǫ, ω,wn)−1(Rn(h) + rn).
Then solving (PNn+1) is reduced to find the fixed point of h = Gn+1(h). Let us show that there existsK2 > 0
such that, for (ǫ, ω) ∈ An+1 and ǫγω small enough, Gn+1 is a contraction in
Bn+1(0, ρn+1) = {h | h ∈WNn+1 with ‖h‖s ≤ ρn+1},
where
ρn+1 :=
K2ǫ
γω
N−σ−3n+1 with σ =
τ(τ − 1)
2− τ . (4.43)
In fact, the properties (P2)-(P4) imply
‖Rn(h)‖s≤ǫC‖h‖2s, ‖rn‖s≤ǫC(β)N−βn Sn,
where
Sn := 1 + ‖wn‖s+β . (4.44)
If ǫγω is small enough, then we claim that the following
(F3) : Sn ≤ C ′S0N
1
χ−1
(τ−1+σ)
n+1 (4.45)
holds for some constant C ′ := C ′(χ, d, τ, σ) > 0. While the proof of (F3) will be given in the next lemma.
Combining (4.45) with definition (4.35) on β and formulae (4.39), (4.42)-(4.43), for ǫγω small enough, we
have
‖Gn+1(h)‖s≤ K
γω
N τ−1n+1(‖Rn(h)‖s + ‖rn‖s) ≤
ǫK ′
γω
N τ−1n+1N
−β
n Sn +
ǫK ′
γω
N τ−1n+1ρ
2
n+1 ≤ ρn+1.
Moreover
DhGn+1(h)[wˆ] = ǫL−1Nn+1(ǫ, ω,wn)PNn+1(ΠWDwF(ǫ, wn + h)−ΠWDwF(ǫ, wn))wˆ. (4.46)
Using definition (4.35) on β, for ǫγω small enough, we derive
‖DhGn+1(h)[wˆ]‖s
(P1),(4.42)
≤ K
′′ǫ
γω
N τ−1n+1‖h‖s‖wˆ‖s ≤
K ′′ǫ
γω
N τ−1n+1ρn+1‖wˆ‖s ≤
1
2
‖wˆ‖s. (4.47)
Hence the map Gn+1 is a contraction, which gives rise to hn+1 ∈ WNn+1 . In addition, for ǫγω small enough,
the following holds:
‖wn+1‖s+σ ≤
n+1∑
i=0
‖hi‖s+σ
(P4)
≤
n+1∑
i=0
Nσi ‖hi‖s ≤
n+1∑
i=0
Nσi K2ǫ(γω)
−1N−σ−3i ≤ 1.
This completes the proof. 
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Remark 4.6. In Lemma 4.5, we construct the function hn depending on the parameters (ǫ, ω).
Let us give the proof of the fact (F3).
Lemma 4.7. Let Sn be given by (4.44). Given conditions (4.36)-(4.37) for all i ≤ n, there exist C ′ :=
C ′(χ, d, τ, σ) such that for ǫγω small enough
Sn ≤ C ′S0N
1
χ−1
(τ−1+σ)
n+1 .
Proof. Firstly, let us claim
Sn ≤ (1 +N τ−1+σn )Sn−1. (4.48)
In fact, it follows from (P2)-(P3), the definitions of Rn−1(h), rn−1, Sn and the fact ‖hn‖s ≤ ρn that
‖Rn−1(hn)‖s ≤ ǫC, ‖rn−1‖s ≤ ǫC, ‖rn−1‖s+β ≤ ǫC(β)(1 + ‖wn−1‖s+β) = ǫC(β)Sn−1,
‖Rn−1(hn)‖s+β ≤ ǫC(β)(‖wn−1‖s+β‖hn‖2s + ‖hn‖s‖hn‖s+β) ≤ ǫC(β)(Sn−1ρ2n + ρn‖hn‖s+β).
In view of the equality hn = L−1Nn(ǫ, ω,wn−1)(Rn−1(hn)+ rn−1), formula (4.41), definition (4.43) on ρ and
the definition of σ, for ǫγω small enough, it yields that
‖hn‖s+β≤K(β)
γω
N τ−1n (‖Rn−1(hn)‖s+β + ‖rn−1‖s+β + ‖wn−1‖s+β+σ(‖Rn−1(hn)‖s + ‖rn−1‖s))
≤ǫK
′(β)
2γω
N τ−1n (Sn−1ρ
2
n + ρn‖hn‖s+β + Sn−1 +Nσn−1Sn−1)
≤ǫK
′(β)
γω
N τ−1+σn Sn−1 +
ǫK ′(β)
2γω
‖hn‖s+β
≤ǫK
′(β)
γω
N τ−1+σn Sn−1 +
1
2
‖hn‖s+β,
which leads to
‖hn‖s+β ≤ 2ǫK
′(β)
γω
N τ−1+σn Sn−1 ≤ N τ−1+σn Sn−1. (4.49)
This indicates
Sn = 1 + ‖wn‖s+β ≤ 1 + ‖wn−1‖s+β + ‖hn‖s+β ≤ (1 +N τ−1+σn )Sn−1.
Consequently, with the help of the inequality: Nn+1 ≤ edχn+1 < Nn+1 + 1 < 2Nn+1, the definition of Nn
and the claim (4.48), we have
Sn≤S0
n∏
i=1
(1 +N τ−1+σ) ≤ S0
n∏
i=1
(1 + edχ
n(τ−1+σ))
≤C ′′S0ed
χn+1
χ−1
(τ−1+σ)
≤C ′S0N
1
χ−1
(τ−1+σ)
n+1 ,
where C ′ = C ′′2
1
χ−1
(τ−1+σ)
= 2
1
χ−1
(τ−1+σ)∏n
i=1(1 + e
−dχn(τ−1+σ)). 
To give the measure estimates on Bγ defined by (4.69), the estimates on the derivatives of hn with respect
to (ǫ, ω) have to be required.
Lemma 4.8. For ǫ
γ2ω
small enough, the map hi, i ∈ N belong to C1(Ai;WNi) with
‖∂ωh0‖s ≤ K3ǫ
γ2ω
, ‖∂ωhi‖s ≤ K5ǫ
γ2ω
N−1i , ∀i ≥ 1,
‖∂ǫh0‖s ≤ K4
γω
, ‖∂ǫhi‖s ≤ K6
γω
N−1i , ∀i ≥ 1,
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where Ki > 0, i = 3, 4, 5, 6 depend on ρ, p,m, f, ǫ0, vˆ, γ, τ, s, β at most.
Proof. This lemma is verified by induction. For w0 = h0, define
U0(ǫ, ω, h) := h− ǫL−1ω P0ΠWF(ǫ, h), G0(h0) := −ǫL−1ω P0ΠWF(ǫ, h0).
The definition of A0 indicates for
ǫ
γω small enough
‖DhG0(h0)‖s = ‖ − ǫL−1ω P0ΠWDwF(ǫ, h0)‖s ≤
ǫM̂N τ−10
γω
‖P0ΠWF(ǫ, h0)‖s
(P1)
≤ 1
2
.
This implies thatDhU0(ǫ, ω, h0) = Id−DhG0(h0) is invertible. Clearly, it can be seen that h0 ∈ C1(A0;WN0)
by the implicit function theorem. Taking the derivative of the identity Lω(L
−1
ω h) = hwith respect to ω yields
∂ωL
−1
ω h = −(L−1ω )(2ωρ∂tt)L−1ω h.
Then, due to the definition of A0, we get
‖∂ωL−1ω h0‖s ≤
K̂
γ2ω
‖h0‖s. (4.50)
It follows from taking the derivative of h0 = ǫL
−1
ω P0ΠWF(ǫ, h0) with respect to ω that
∂ωh0 = ǫ(Id−DhG0(h0))−1∂ωL−1ω P0ΠWF(ǫ, h0),
which carries out ‖∂ωh0‖s ≤ K3ǫγ2ω in view of (4.50). Furthermore we have
∂ǫh0 = (Id−DhG0(h0))−1L−1ω P0ΠWF(ǫ, h0)
by taking derivative of h0 = ǫL
−1
ω P0ΠWF(ǫ, h0) with respect to ǫ. A similar process yields ‖∂ǫh0‖s ≤ K4γω .
Assume hi ∈ C1(Ai;WNi) with ‖∂ωhi‖s ≤ K5ǫγ2ωN−1i , ‖∂ǫhi‖s ≤ K6ǫγω N−1i , ∀1 ≤ i ≤ n. By assumption,
it is easy to see that
‖∂ωwn‖s ≤ K̂
′ǫ
γ2ω
, ‖∂ǫwn‖s ≤ K̂
′
γω
. (4.51)
Moreover denote
S′n := 1 + ‖∂ωwn‖s+β, S′′n := 1 + ‖∂ǫwn‖s+β. (4.52)
We also claim that
(F4): For ǫγω small enough, the following inequalities
S′n ≤ C ′1
S0
γ
N
2τ+σ+ 1
χ−1
(τ−1+σ)
n+1 , S
′′
n ≤ C ′2
S0
γω
N
2τ+σ+ 1
χ−1
(τ−1+σ)
n+1 (4.53)
hold for some constant C ′i := C
′
i(χ, d, τ, σ), i = 1, 2. While the proof of (F4) will be given in Lemma 4.11.
Let us verify the results of the lemma for i = n+ 1. Set
Un+1(ǫ, ω, h) := −Lω(wn + h) + ǫPNn+1ΠWF(ǫ, wn + h). (4.54)
Since hn+1(ǫ, ω) is a solution of (4.54), it is straightforward to give
Un+1(ǫ, ω, hn+1) = 0. (4.55)
Formula (4.46) indicates
DhUn+1(ǫ, ω, hn+1)=LNn+1(ǫ, ω,wn+1)=LNn+1(ǫ, ω,wn)(Id−DhG(hn+1)). (4.56)
Then estimate (4.47) shows that the operator LNn+1(ǫ, ω,wn+1) is invertible with
‖L−1Nn+1(ǫ, ω,wn+1)‖s ≤ ‖(Id−DhG(hn+1))−1L−1Nn+1(ǫ, ω,wn)‖s ≤
2K
γω
N τ−1n+1 . (4.57)
The implicit function theorem establishes hn+1 ∈ C1(An+1;WNn+1), which then infers
∂ω,ǫUn+1(ǫ, ω, hn+1) + DhUn+1(ǫ, ω, hn+1)∂ω,ǫhn+1 = 0
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by (4.55). Consequently, using wn+1 = wn + hn+1, we obtain
∂ω,ǫhn+1 = −L−1Nn+1(ǫ, ω,wn+1)∂ω,ǫUn+1(ǫ, ω, hn+1), (4.58)
where
∂ωUn+1(ǫ, ω, hn+1) =2ωρ(x)(hn+1)tt − ǫP⊥NnPNn+1ΠWDwF(ǫ, wn)∂ωwn
− ǫPNn+1(ΠWDwF(ǫ, wn+1)−ΠWDwF(ǫ, wn))∂ωwn,
∂ǫUn+1(ǫ, ω, hn+1) =− P⊥NnPNn+1ΠWF(ǫ, wn)− PNn+1(ΠWF(ǫ, wn+1)−ΠWF(ǫ, wn))
− ǫP⊥NnPNn+1ΠW∂ǫF(ǫ, wn)− ǫPNn+1(ΠW∂ǫF(ǫ, wn+1)−ΠW∂ǫF(ǫ, wn))
− ǫP⊥NnPNn+1ΠWDwF(ǫ, wn)∂ǫwn
− ǫPNn+1(ΠWDwF(ǫ, wn+1)−ΠWDwF(ǫ, wn))∂ǫwn.
Furthermore (P1)-(P2) and Remark 2.6 imply
‖ΠW∂ǫF(ǫ, wn)‖s ≤ C(1 + ‖∂ǫwn‖s),
‖ΠW∂ǫF(ǫ, wn)‖s+β ≤ C(β)‖wn‖s+β(1 + ‖∂ǫwn‖s) + C(β)(1 + ‖∂ǫwn‖s+β),
‖ΠW∂ǫF(ǫ, wn+1)−ΠW∂ǫF(ǫ, wn)‖s ≤ C(1 + ‖∂ǫwn‖s)‖hn+1‖s
and
‖ΠW ∂ǫF(ǫ, wn+1)−ΠW∂ǫF(ǫ, wn)‖s+β ≤C(β)(‖wn‖s+β + ‖hn+1‖s+β)(1 + ‖∂ǫwn‖s)
+ C(β)(1 + ‖∂ǫwn‖s+β).
By means of (P1), (P4), (4.57) and (5.2), some simple calculation leads to
‖∂ωhn+1‖s ≤K˜
γ
N τ+1n+1‖hn+1‖s +
ǫK˜
γω
N τ−1n+1N
−β
n (‖∂ωwn‖s+β + ‖wn‖s+β‖∂ωwn‖s)
+
ǫK˜
γω
N τ−1n+1ρn+1‖∂ωwn‖s
≤K˜
γ
N τ+1n+1‖hn+1‖s +
ǫK˜
γω
N τ−1n+1N
−β
n (S
′
n + Sn‖∂ωwn‖s)
+
ǫK˜
γω
N τ−1n+1ρn+1‖∂ωwn‖s,
‖∂ǫhn+1‖s ≤ K˜
γω
N τ−1n+1N
−β
n Sn +
K˜
γω
‖hn+1‖s + ǫK˜
γω
N τ−1n+1N
−β
n (Sn(1 + ‖∂ǫwn‖s) + S′′n)
+
ǫK˜
γω
N τ−1n+1(1 + ‖∂ǫwn‖s)‖hn+1‖s,
where Sn is given by (4.44), S
′
n, S
′′
n are given by (4.52). For
ǫ
γ2ω
small enough, applying (4.39), (4.45),
(4.51), (4.53), and the definitions of ρn+1 (see (4.43)), β (see (4.35)), we can obtain
‖∂ωhn+1‖s ≤ K5ǫ
γ2ω
N−1n+1, ‖∂ǫhn+1‖s ≤
K6
γω
N−1n+1.
This completes the proof of Lemma 4.8. 
Remark 4.9. Lemma 4.8 implies that, for all γ ∈ (0, 1), ‖∂ωwn‖s ≤ ǫEγ2ω and ‖∂ǫwn‖s ≤ Eγ2ω for some
E > 0.
To prove (F4), we first have to estimate the upper bound of ‖L−1Nn+1(ǫ, ω,wn+1)wˆ‖s+β .
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Lemma 4.10. For ǫγω small enough, one has
‖L−1Nn+1(ǫ, ω,wn+1)wˆ‖s+β ≤
Ê
γω
N τ−1n+1‖wˆ‖s+β +
Ê
γω
N
2(τ−1)
n+1 (‖wn‖s+β+σ + ‖hn+1‖s+β)‖wˆ‖s,
where β is given by (4.35).
Proof. Denote A(hn+1) := (Id−DhG(hn+1))−1wˆ. It is obvious that
A(hn+1) = wˆ +DhG(hn+1)A(hn+1). (4.59)
According to(P2), (4.41)-(4.43), (4.46) and ‖hn+1‖s ≤ ρn+1, it leads to
‖DhG(hn+1)‖s+β ≤ ǫE
′(β)
2γω
N τ−1n+1(‖wn‖s+β‖hn+1‖s + ‖hn+1‖s+β + ‖wn‖s+β+σ‖hn+1‖s)
≤ ǫE
′(β)
γω
N τ−1n+1(‖wn‖s+β+σ‖hn+1‖s + ‖hn+1‖s+β)
≤ ǫE
′(β)
γω
N τ−1n+1(‖wn‖s+β + ‖hn+1‖s+β).
Combining above inequality with (4.47), (4.59) and (5.2) yields
‖A(hn+1)‖s+β ≤‖wˆ‖s+β + ‖DhG(hn+1)A(hn+1)‖s+β
≤‖wˆ‖s+β + C(β)‖DhG(hn+1)‖s+β‖A(hn+1)‖s + C(β)‖DhG(hn+1)‖s‖A(hn+1)‖s+β
≤‖wˆ‖s+β + ǫE
′′
γω
N τ−1n+1(‖wn‖s+β + ‖hn+1‖s+β)‖wˆ‖s +
ǫE′′
γω
N τ−1n+1ρn+1‖A(hn+1)‖s+β .
Then, for ǫγω small enough, it shows that
‖A(hn+1)‖s+β ≤ ‖wˆ‖s+β + ǫE
′′
γω
N τ−1n+1(‖wn‖s+β + ‖hn+1‖s+β)‖wˆ‖s +
1
2
‖A(hn+1)‖s+β,
which implies
‖(Id−DhG(hn+1))−1wˆ‖s+β ≤ 2‖wˆ‖s+β + 2ǫE
′′
γω
N τ−1n+1(‖wn‖s+β + ‖hn+1‖s+β)‖wˆ‖s.
Hence, for ǫγω small enough, it follows from (4.56) and (4.41)-(4.42) that
‖L−1Nn+1(ǫ, ω,wn+1)wˆ‖s+β≤
Ê
γω
N τ−1n+1‖wˆ‖s+β +
Ê
γω
N
2(τ−1)
n+1 (‖wn‖s+β+σ + ‖hn+1‖s+β)‖wˆ‖s.

Now, let us verify that the claim (F4).
Lemma 4.11. Supposed ‖∂ωhi‖s ≤ K5ǫγ2ωN−1i , ‖∂ǫhi‖s ≤ K6γωN−1i , 1 ≤ i ≤ n− 1, for ǫγω small enough, we
have
S′n ≤ C ′1
S0
γ
N
2τ+σ+ 1
χ−1
(τ−1+σ)
n+1 , S
′′
n ≤ C ′2
S0
γω
N
2τ+σ+ 1
χ−1
(τ−1+σ)
n+1
with the constants C ′i := C
′
i(χ, d, τ, σ) > 0, i = 1, 2.
Proof. First, let us check that for ǫγω small enough, there exists some constant E1 such that
S′n ≤ (1 +
ǫE1
γω
N τ−1n )S
′
n−1 +
E1
γ
N2τ+σn Sn−1, (4.60)
S′′n ≤ (1 +
ǫE1
γω
N τ−1n )S
′′
n−1 +
E1
γω
N2τ+σn Sn−1.
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In fact, it is obvious that
S′n = 1 + ‖∂ωwn‖s+β ≤ 1 + ‖∂ωwn−1‖s+β + ‖∂ωhn‖s+β = S′n−1 + ‖∂ωhn‖s+β.
Formula (4.58) and Lemma 4.10 yield ‖∂ωhn‖s+β ≤ Σ1 +Σ2, where
Σ1 :=
Ê
γω
N τ−1n (2ω‖ρ‖H1N2n‖hn‖s+β + ǫ‖ΠWDwF(ǫ, wn−1)∂ωwn−1‖s+β)
+ ǫ
Ê
γω
N τ−1n (‖(ΠWDwF(ǫ, wn)−ΠWDwF(ǫ, wn−1))∂ωwn−1‖s+β),
Σ2 :=
Ê
γω
N2(τ−1)n (‖wn−1‖s+β+σ + ‖hn‖s+β)(2ω‖ρ‖H1N2n‖hn‖s)
+ ǫ
Ê
γω
N2(τ−1)n (‖wn−1‖s+β+σ + ‖hn‖s+β)(‖∂ωwn−1‖s + ‖hn‖s‖∂ωwn−1‖s).
Applying (4.49), (5.2), Remark 4.9, property (P2) and definition (4.43) on ρn, for
ǫ
γω small enough, we can
obtain
Σ1 ≤ E1
2γ
N2τ+σn Sn−1 +
ǫE1
γω
N τ−1n S
′
n−1, Σ2 ≤
E1
2γ
N2τ+σn Sn−1.
The proof of the relationship between S′′n and S′′n−1 can apply the similar step as above. For the sake of
convenience, we omit the process.
Denote α1 = τ − 1, α2 = 2τ + 1, α3 = τ − 1 + σ. Formula (4.60) leads to
S′n ≤ Σ′1 +Σ′2,
where
Σ′1 = S
′
0
n∏
i=1
(
1 +
ǫE1
γω
Nα1i
)
, Σ′2 =
n∑
i=1
 i∏
j=2
(
1 +
ǫE1
γω
Nα1n−(j−2)
) E1
γ
Nα2n−(i−1)Sn−i.
Since the upper bound on Σ′1 is proved in the same way as shown in Lemma 4.7, the detail is omitted. As a
consequence,
Σ′1 ≤ C ′B′0N
1
χ−1
α1
n+1 .
We write Σ′2 =
∑n
j=1Σ
′
2,j , where
Σ′2,1 =
E1
γ
Nα2n Sn−1, Σ
′
2,i =
 i∏
j=2
(
1 +
ǫE1
γω
Nα1n−(j−2)
) E1
γ
Nα2n−(i−1)Sn−i ∀2 ≤ i ≤ n.
On the one hand, formula (4.45) shows
Σ′2,1 ≤
E2S0
γ
eα2dχ
n
eα3d
χn
χ−1 =
E2S0
γ
edχ
n(α2+
1
χ−1
α3).
And on the other hand, a simple computation yields
n∑
i=2
Σ′2,i ≤
E3S0
γ
n∑
i=2
eα1d
χn+1−χn+2−i
χ−1 eα2dχ
n+1−i
eα3d
χn+1−i
χ−1
≤ E3S0
γ
e
α1d
χn+1
χ−1
n∑
i=2
e
(−α1+(χ−1)α2+α3)χ
n+2−i
χ−1
≤ E3S0
γ
e
((χ−1)α2+α3)dχ
n+1
χ−1 ≤ E3S0
γ
N
α2+
1
χ−1
α3
n+1 .
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Thus, for S′0 ≤ C0γ S0, we obtain S′n ≤ C ′1 S0γ N r, where r = 2τ + σ + 1χ−1(τ − 1 + σ). The upper bound of
S′′n can be proved by the similar method as employed on S′n. 
4.4. Whitney extension. Define
Ân :=
{
(ǫ, ω) ∈ An, dist((ǫ, ω), ∂An) > γ0γ
4
N τ+1n
}
, (4.61)
A˜n :=
{
(ǫ, ω) ∈ An, dist((ǫ, ω), ∂An) > 2γ0γ
4
N τ+1n
}
⊂ Ân. (4.62)
Remark that γ0 will be given in Lemma 4.12. Define a C
∞ cut-off function ψn : A0 → [0, 1] as
ψn :=
{
1 if (ω, ǫ) ∈ A˜n,
0 if (ω, ǫ) ∈ Ân
with
|∂ω,ǫψn| ≤ CN τ+1n /(γ0γ4), (4.63)
where A0 is defined by (4.34). Then h˜n := ψnhn ∈ C1(A0;WNn). From the definition of ψn, (4.37), (4.63)
and Lemma 4.8, for ǫ
γ2ω
small enough, it yields that
‖h˜n‖s ≤ ‖hn‖s ≤ C˜ǫ
γω
N−σ−3n , (4.64)
‖∂ω h˜n‖s ≤ |∂ωψn|‖hn‖s + |ψn|‖∂ωhn‖s ≤ C˜(γ0)ǫ
γ5ω
N−1n , (4.65)
‖∂ǫh˜n‖s ≤ |∂ǫψn|‖hn‖s + |ψn|‖∂ǫhn‖s ≤ C˜(γ0)
γ5ω
N−1n . (4.66)
Formulae (4.64)-(4.66) show that w˜n =
∑n
i=0 h˜i is an extention of wn with w˜n(ǫ, ω) = wn(ǫ, ω) for all
(ǫ, ω) ∈ A˜n. Then w˜(ǫ, ω) belongs to C1(A0;W ) with
‖w˜‖s ≤ Kǫ
γω
, ‖∂ωw˜‖s ≤ K(γ0)ǫ
γ5ω
, ‖∂ǫw˜‖s ≤ K(γ0)
γ5ω
. (4.67)
Furthermore, for n ≥ 1, (4.64) gives rise to
‖w˜ − w˜n‖s ≤
∑
i≥n+1
C˜ǫ
γω
N−σ−3i
C˜′=C˜2σ+3≤
∑
i≥n+1
C˜ ′ǫ
γω
e−(σ+3)dχ
i ≤ C˜
′′ǫ
γω
e−(σ+3)dχ
n
≤ C˜
′′ǫ
γω
N−σ−3n ≤
C˜ ′′′ǫ
γω
N
−(σ+3)/χ
n+1 . (4.68)
Let λj(ǫ, w˜), j ≥ 0 denote the eigenvalues of the Sturm-Liouville problem
−(py′)′ +my − ǫΠV f ′(v(ǫ, w˜) + w˜)y = λρy,
α1y(0)− β1yx(0) = 0,
α2y(π) + β2yx(π) = 0,
where c is defined by (3.4). Define
Bγ :=
{
(ǫ, ω) ∈ ∆2γ,τ∞ (w˜) :
∣∣∣ωl −√λj∣∣∣ > 2γ
lτ
, ∀l = 1, · · · , N0, j ≥ 0
}
, (4.69)
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where
∆2γ,τ∞ (w˜) :=
⋂
n≥0
∆2γ,τNn (w˜n−1) :=
{
(ǫ, ω) ∈ (ǫ1, ǫ2)× (2ω0,+∞) : |ωl − j/c| > 2γ
lτ
,∣∣∣∣ωl −√λj(ǫ, w˜)∣∣∣∣ > 2γlτ , ∀l ≥ 1, j ≥ 0
}
.
Lemma 4.12. If ǫ
γ3ω
is small enough, then we have for some γ0 > 0
Bγ ⊆ A˜n ⊂ An, n ≥ 0.
Before proving Lemma 4.12, we have to introduce the following “perturbation of self-adjoint operators”
result developed by T.Kato [31]. Denote byH and B(H) a Hilbert space and the space of bounded operators
from H to H respectively.
Theorem 4.13. [31, Theorem 4.10] Define T1 = T2+S with T2 self-adjoint inH and S ∈ B(H) symmetric.
Then T1 is a self-adjoint operator with dist(Σ(T1),Σ(T2)) ≤ ‖S‖, namely
sup
ξ∈Σ(T1)
dist(ξ,Σ(T2)) ≤ ‖S‖, sup
ξ∈Σ(T2)
dist(ξ,Σ(T1)) ≤ ‖S‖,
where Σ(T1) and Σ(T2) are spectrums of T1 and T2 respectively.
This implies the following lemma.
Lemma 4.14. The eigenvalues of (3.1) satisfy ∀(ǫ, w) ∈ [ǫ1, ǫ2]× {W ∩Hs : ‖w‖s ≤ r}, ∀n ≥ 0,
|λn(ǫ, w) − λn(ǫ′, w′)| ≤ κ(|ǫ− ǫ′|+ ‖w − w′‖s) (4.70)
for some constant κ > 0.
The proof can be seen in the Appendix.
Proof. (Lemma 4.12) It is clear to read that A˜n ⊂ An, n ≥ 0. Moreover we claim that
(F5): There exists γ0 > 0, for
ǫ
γ3ω small enough, such that
B
(
(ǫ, ω),
2γ0γ
4
N τ+1n
)
⊆ An ∀(ǫ, ω) ∈ Bγ ,∀n ∈ N.
The claim (F5) shows that (ǫ, ω) may belong to A˜n for all n ≥ 0.
Now we verify (F5) by induction. If γ0 ≤ 12 , ∀(ǫ1, ω1) ∈ B
(
(ǫ, ω), 2γ0γ
4
Nτ+10
)
, ∀l = 1, · · · , N0, then we can
obtain ∣∣∣ω1l −√λj∣∣∣ ≥ ∣∣∣ωl −√λj∣∣∣− |ω − ω1| l > 2γ
lτ
− 2γ0γ
4
N τ+10
l ≥ γ
lτ
+
γ
N τ0
− 2γ0γ
4
N τ0
≥ γ
lτ
.
Another step is to suppose that
B
(
(ǫ, ω),
2γ0γ
4
N τ+1n
)
⊆ An,
which implies that (ǫ, ω) ∈ A˜n. As a result w˜n(ǫ, ω) = wn(ǫ, ω).
Finally, let us check that the claim (F5) holds at (n + 1)-th step. A similar argument yields ∀(ǫ1, ω1) ∈
B((ǫ, ω), 2γ0γ
4
Nτ+1n+1
), ∀l = 1, · · · , Nn+1,∣∣∣∣ω1l − jc
∣∣∣∣ ≥ ∣∣∣∣ωl − jc
∣∣∣∣− |ω − ω1| l > 2γlτ − 2γ0γ4N τ+1Nn+1 l ≥
γ
lτ
+
γ
N τn+1
− 2γ0γ
4
N τn+1
≥ γ
lτ
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if γ0 ≤ 12 . For brevity, denote λj,n(ǫ1, ω1) := λj(ǫ1, wn(ǫ1, ω1)), λ˜j(ǫ, ω) := λj(ǫ, w˜(ǫ, ω)). Moreover, let
δ0 := inf { |λj(ǫ, ω)| : j ≥ 0, ǫ ∈ [ǫ1, ǫ2], ‖w‖s ≤ r } .
Lemma 3.8 together with formula (4.70) can show that δ0 > 0 is a constant. It follows from (4.70), Remark
4.9, (4.68) and ω ≥ ω0 > γ that∣∣∣∣√λj,n(ǫ1, ω1)−√λ˜j(ǫ, ω)∣∣∣∣ = |λj,n(ǫ1, ω1)− λ˜j(ǫ, ω)|∣∣√λj,n(ǫ1, ω1)∣∣+ ∣∣∣∣√λ˜j(ǫ, ω)∣∣∣∣ ≤
1√
δ0
|λj,n(ǫ1, ω1)− λ˜j(ǫ, ω)|
≤ κ√
δ0
|ǫ− ǫ1|+ κ√
δ0
‖wn(ǫ1, ω1)− w˜(ǫ, ω)‖s
≤ κ√
δ0
|ǫ− ǫ1|+ κ√
δ0
‖wn(ǫ1, ω1)− wn(ǫ1, ω)‖s
+
κ√
δ0
‖wn(ǫ1, ω)− wn(ǫ, ω)‖s + κ√
δ0
‖w˜n(ǫ, ω)− w˜(ǫ, ω)‖s
≤ κ√
δ0
(
2γ0γ
4
N τ+1n+1
+
2E
γ2ω
2γ0γ
4
N τ+1n+1
+
C˜ ′′′ǫ
γω
N
−(σ+3)/χ
n+1
)
.
If the fact −(σ + 3)/χ ≤ −τ holds, then, for γ0, ǫγ2ω small enough, we infer∣∣∣∣√λj,n(ǫ1, ω1)−√λ˜j(ǫ, ω)∣∣∣∣ ≤ γ2lτ . (4.71)
In fact, define a function g on (1, 2) as
g(τ) :=
σ + 3
τ
with σ =
τ(τ − 1)
2− τ .
It is evident that min
1<τ<2
g(τ) = g(3 − √3) = 1 + √3. This shows that χ ≤ σ+3τ owing to 1 < χ ≤ 2.
Consequently, by means of (4.71), ∀(ǫ1, ω1) ∈ B((ǫ, ω), 2γ0γ
4
Nτ+1n+1
), ∀l = 1, · · · , Nn+1, we can obtain that for
γ0,
ǫ
γ2ω
small enough∣∣∣∣ω1l −√λj,n(ǫ1, ω1)∣∣∣∣ ≥ ∣∣∣∣ωl −√λ˜j(ǫ, ω)∣∣∣∣− |ω − ω1|l − ∣∣∣∣√λj,n(ǫ1, ω1)−√λ˜j(ǫ, ω)∣∣∣∣
>
2γ
lτ
− 2γ0γ
4
N τ+1n+1
l − γ
2lτ
>
γ
lτ
.
The proof is completed. 
Let Ω := (ǫ′, ǫ′′) × (ω′, ω′′) stand for a rectangle contained in (ǫ1, ǫ2) × (2ω0,+∞). Denote by Bγ(ǫ)
(resp. Bγ(ω)) the ǫ (resp. ω)-section as follows:
Bγ(ǫ) := {ω : (ǫ, ω) ∈ Bγ} ∀ǫ ∈ (ǫ′, ǫ′′); Bγ(ω) := {ǫ : (ǫ, ω) ∈ Bγ} ∀ω ∈ (ω′, ω′′).
We have to fix ω′′ − ω′ = constant.
Lemma 4.15. For ǫ
γ5ω
small enough, the measure estimate on Bγ(ǫ) satisfies
|Bγ(ǫ) ∩ (ω′, ω′′)| ≥ (1−Qγ)(ω′′ − ω′) (4.72)
for some constant Q > 0. Furthermore
|Bγ ∩Ω| ≥ (1−Qγ)|Ω| = (1−Qγ)(ω′′ − ω′)(ǫ′′ − ǫ′). (4.73)
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Proof. The completementary set R of Bγ is
R ⊆ R1 ∪R2 ∪R3,
where R1 =
⋃
l≥1,j≥0
R1l,j , R
2 =
⋃
l≥1,j≥0
R2l,j , R
3 =
⋃
l≥1,j≥0
R3l,j , with
R1l,j :=
{
ω ∈ (ω′, ω′′) :
∣∣∣∣ωl −√λ˜j(ǫ, ω)∣∣∣∣ ≤ 2γlτ
}
,
R2l,j :=
{
ω ∈ (ω′, ω′′) :
∣∣∣ωl −√λj∣∣∣ ≤ 2γ
lτ
}
, R3l,j :=
{
ω ∈ (ω′, ω′′) :
∣∣∣∣ωl − jc
∣∣∣∣ ≤ 2γlτ
}
.
Let us give the upper bound of |R1|. It follows from (4.67), (4.70) and the definition of δ0 that∣∣∣∣√λ˜j(ǫ, ω1)−√λ˜j(ǫ, ω)∣∣∣∣ =
∣∣∣λ˜j(ǫ, ω1)− λ˜j(ǫ, ω)∣∣∣∣∣∣∣√λ˜j(ǫ, ω1)∣∣∣∣+ ∣∣∣∣√λ˜j(ǫ, ω)∣∣∣∣ ≤
1√
δ0
∣∣∣λ˜j(ǫ, ω1)− λ˜j(ǫ, ω)∣∣∣
≤ κ√
δ0
‖ω˜(ǫ, ω1)− ω˜(ǫ, ω)‖s ≤ κǫK(γ0)√
δ0γ5ω
|ω1 − ω|,
which implies
∣∣∣∣∂ω√λ˜j(ǫ, ω)∣∣∣∣ ≤ κǫK(γ0)√δ0γ5ω .
Define the function f(ω) := ωl −
√
λ˜j(ǫ, ω). For
ǫ
γ5ω
small enough, it is obvious that
∂ωf(ω) = l − ∂ω
√
λ˜j(ǫ, ω) ≥ l
2
, ∀l ≥ 1.
A simple computation yields
|R1l,j | ≤
|f(ω1)− f(ω2)|
|∂ωf(ω)| ≤
8γ
lτ+1
.
If R1l,j 6= ∅, for fixed l, then it is easy to show that
ω′l − 2γ
lτ
≤
√
λ˜j(ǫ, ω) ≤ ω′′l + 2γ
lτ
.
Set
δ1 := inf
{∣∣∣∣√λj+1(ǫ, ω) −√λj(ǫ, ω)∣∣∣∣ : j ≥ 0, ǫ ∈ [ǫ1, ǫ2], ‖w‖s ≤ r} > 0, (4.74)
and
δ2 := inf
{∣∣∣∣√λj+1(ǫ, ω)−√λj(ǫ, ω)∣∣∣∣ : j ≥ 0, (ǫ, ω) ∈ Bγ} ,
while (4.74) will be verified in the appendix. Recall that λj(ǫ, ω) = λ˜j(ǫ, ω) on Bγ . It follows from (4.67)
that for ǫγω small enough
‖w˜‖s ≤ Kǫ
γω
< r,
which implies that δ2 ≥ δ1 > 0. Thus
♯j ≤ 1
δ1
(l(ω′′ − ω′) + 4γ
lτ
) + 1,
where ♯j denotes the number of j. As a consequence
|R1| ≤
+∞∑
l=1
8γ
lτ+1
(
1
δ1
(l(ω′′ − ω′) + 4γ
lτ
) + 1
)
≤
+∞∑
l=1
8γ
lτ+1
Q′′l(ω′′ − ω′) ≤ Q′γ(ω′′ − ω′).
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The remainder of the argument on the upper bounds of |R2|, |R3| is analogous to the one used as above and
so is omitted. Finally, we get
|R2| ≤ Q′γ(ω′′ − ω′), |R3| ≤ Q′γ(ω′′ − ω′).
Formula (4.72) is obtained. In addition
|Bγ ∩ Ω| =
∫ ǫ′′
ǫ′
|Bγ(ǫ) ∩ (ω′, ω′′)| dǫ ≥ (1−Qγ)|Ω|.

Lemma 4.16. For ǫ
γ5ω
small enough, for every γ1 ∈ (0, 1), the measure estimate on Bγ(ω) satisfies∣∣∣∣{ω ∈ (ω′, ω′′) : |Bγ(ω) ∩ (ǫ′, ǫ′′)|ǫ′′ − ǫ′ ≥ 1− γ1
}∣∣∣∣ ≥ (ω′′ − ω′)(1−Q γγ1
)
.
Proof. Define
Ω+ǫ := {ω ∈ (ω′, ω′′) : |Bγ(ω) ∩ (ǫ′, ǫ′′)| ≥ (ǫ′′ − ǫ′)(1− γ1)},
Ω−ǫ := {ω ∈ (ω′, ω′′) : |Bγ(ω) ∩ (ǫ′, ǫ′′)| < (ǫ′′ − ǫ′)(1− γ1)}.
It follows from the Fubini‘s theorem that
|Bγ ∩ Ω| =
∫ ω′′
ω′
|Bγ(ω) ∩ (ǫ′, ǫ′′)|dω =
∫
Ω+ǫ
|Bγ(ω) ∩ (ǫ′, ǫ′′)|dω +
∫
Ω−ǫ
|Bγ(ω) ∩ (ǫ′, ǫ′′)|dω
≤ (ǫ′′ − ǫ′)|Ω+ǫ |+ (ǫ′′ − ǫ′)(1 − γ1)|Ω−ǫ |. (4.75)
Formulae (4.73), (4.75) and the quality |Ω+ǫ |+ |Ω−ǫ | = ω′′ − ω′ give
(ω′′ − ω′)(1 −Qγ) ≤ (ω′′ − ω′)− γ1|Ω−ǫ | =⇒ |Ω−ǫ | ≤ (ω′′ − ω′)Q
γ
γ1
.
Combining this with (ω′′ − ω′)(1 −Qγ) ≤ |Ω+ǫ |+ (1− γ1)|Ω−ǫ |, we derive
|Ω+ǫ | ≥ (ω′′ − ω′)(1−Q
γ
γ1
).
This completes the proof of the lemma. 
The above discussion in subsections 4.1-4.4 gives that Theorem 4.1 holds. Lemma 2.5 together with
Theorem 4.1 may show that
u¯ := v(ǫ, w˜(ǫ, ω)) + w˜(ǫ, ω) ∈ H1g(0, π) ⊕ (W ∩Hs)
is a solution of Eq. (2.2). Thus the proof of Theorem 2.4 is completed .
5. APPENDIX
5.1. The proof of Remark 2.2. (i) We decompose uv as
∑
l∈Z(
∑
k∈Z ul−kvk)e
ilt for all u, v ∈ Hs with
s > 1/2. Using the Cauchy inequality, we can get
‖uv‖2s =
∑
l
(1 + l2s)
∥∥∥∥∥∑
k
ul−kvk
∥∥∥∥∥
2
H1
≤
∑
l
(∑
k
(1 + l2s)
1
2 clk‖ul−kvk‖H1
1
clk
)2
≤
∑
l
(∑
k
1
c2lk
∑
k
‖ul−k‖2H1(1 + |l − k|2s)‖vk‖2H1(1 + k2s)
)
,
where
clk :=
(
(1 + k2s)(1 + |l − k|2s)
1 + l2s
) 1
2
.
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A simple process yields for s > 1/2
1 + l2s ≤ 1 + (|k| + |l − k|)2s ≤ 1 + 22s−1(k2s + |l − k|2s) < 22s−1(1 + k2s + 1 + |l − k|2s).
Then, for s > 1/2, we have∑
k∈Z
1
c2lk
< 22s−1
(∑
k∈Z
1
1 + k2s
+
∑
k∈Z
1
1 + |l − k|2s
)
= 22s
∑
k∈Z
1
1 + k2s
=: C(s)2.
Hence ‖uv‖s may be bounded from above by C(s)‖u‖s‖v‖s.
(ii) It also follows from the Cauchy inequality that
∑
l∈Z
‖ul‖L∞ ≤ C
∑
l∈Z
‖ul‖H1 ≤ C
(∑
l∈Z
‖ul‖H1(1 + l2s)
) 1
2
(∑
l∈Z
1
1 + l2s
) 1
2
≤ C(s)‖u‖s.
5.2. Preliminaries. By the definitions of Hs, for completeness, we list Lemmas 5.1-5.3 and the proof can
be found in [8].
Lemma 5.1 (Moser-Nirenberg). For all u1, u2 ∈ Hs′ ∩Hs with s′ ≥ 0 and s > 12 , we have
‖u1u2‖s′ ≤ C(s′)
(‖u1‖L∞(T,H1(0,π))‖u2‖s′ + ‖u1‖s′‖u2‖L∞(T,H1(0,π))) (5.1)
≤ C(s′) (‖u1‖s‖u2‖s′ + ‖u1‖s′‖u2‖s) . (5.2)
Lemma 5.2 (Logarithmic convexity). Let 0 ≤ a ≤ a ≤ b ≤ b satisfy a + b = a + b. Taking l := b−a
b−a , it
holds
‖u1‖a‖u‖b ≤ l‖u1‖l‖u2‖b + (1− l)‖u2‖a‖u1‖b
for all u1, u2 ∈ Hb. In particular
‖u‖a‖u‖b ≤ ‖u‖a‖u‖b, ∀u ∈ Hb. (5.3)
Define
Ck :=
{
f ∈ C([0, π] ×R;R) : u 7→ f(·, u) belongs to Ck(R;H1(0, π))
}
.
Lemma 5.3. Let f ∈ C1. Then the composition operator u(x) 7→ f(x, u(x)) belongs toC(H1(0, π);H1(0, π))
with
‖f(x, u(x))‖H1 ≤ C
(
max
u∈[−C,C]
‖f(·, u)‖H1 + max
u∈[−C,C]
‖∂uf(·, u)‖H1‖u‖H1
)
,
where C := ‖u‖L∞(0,π). In particular, we have
‖f(x, 0)‖H1 ≤ C.
With the help of Lemmas 5.1-5.3, the following lemma can be obtained.
Lemma 5.4. Let f ∈ Ck with k ≥ 1. Then the composition operator
u(t, x) 7→ f(t, x, u(t, x))
is a continuous map from Hs ∩Hs′ to Hs′ for all s > 12 , 0 ≤ s′ ≤ k − 1. Furthermore
‖f(t, x, u)‖s′ ≤ C(s′, ‖u‖s)(1 + ‖u‖s′). (5.4)
Proof. If s′ = l is an integer, for all l ∈ N with l ≤ k − 1, u ∈ Hs ∩H l, we have to prove that
‖f(t, x, u)‖l ≤ C(l, ‖u‖s)(1 + ‖u‖l) (5.5)
and that
f(t, x, un)→ f(t, x, u) (5.6)
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when un → u inHs ∩H l. Let us verify formula (5.5) and the continuous property of f with respect to u by
a recursive argument. Obviously, Lemma 5.3 indicates for all g ∈ C1,
‖g(x, u(x))‖H1 ≤ C(1 + ‖u‖H1). (5.7)
First, for l = 0, we can derive
‖f(t, x, u)‖0 ≤ Cmax
t∈T
‖f(t, ·, u(t, ·))‖H1(0,π)
Fix t, (5.7)
≤ C(1 + max
t∈T
‖u(t, ·)‖H1(0,π))
Remark2.2(ii)
≤ C(1 + ‖u‖s) =: C(‖u‖s).
A similar argument as above can yield
‖∂tf(t, x, u)‖0 ≤ C(‖u‖s), max
t∈T
‖∂uf(t, ·, u(t, ·))‖H1(0,π) ≤ C(‖u‖s). (5.8)
By Remark 2.2 (ii), it leads to
max
t∈T
‖un(t, ·) − u(t, ·)‖H1(0,π) → 0 as un → u inHs ∩H l.
Then, it follows from the continuity property in Lemma 5.3 and the compactness of T that
‖f(t, x, un)− f(t, x, u)‖0 ≤ Cmax
t∈T
‖f(t, ·, un(t, ·)) − f(t, ·, u(t, ·))‖H1(0,π) → 0
as un → u inHs ∩H l.
Assume that (5.5) holds for l = k with k ∈ N+, then we have to verify that it holds for l = k + 1 with
k+ 1 ≤ k − 1.
Since ∂tf, ∂uf ∈ Ck−1, by the above assumption for l = k, we get for u ∈ Hs ∩H l
‖∂tf(t, x, u)‖k ≤ C(k, ‖u‖s)(1 + ‖u‖k), ‖∂uf(t, x, u)‖k ≤ C(k, ‖u‖s)(1 + ‖u‖k).
Let q(t, x) := f(t, x, u(t, x)). We write q as the form
q(t, x) =
∑
j∈Z
qj(x)e
ijt.
It is obvious that qt(t, x) =
∑
j∈Z ijqj(x)e
ijt. By the definition of ‖ · ‖s, we obtain
‖q(t, x)‖2k+1 =
∑
j∈Z
(1 + j2(k+1))‖qj‖2H1 =
∑
j∈Z
‖qj‖2H1 +
∑
j∈Z
j2k‖ijqj‖2H1
≤ ‖q(t, x)‖20 + ‖qt(t, x)‖2k ≤ (‖q(t, x)‖0 + ‖qt(t, x)‖k)2 .
As a consequence
‖f(t, x, u)‖k+1 ≤ ‖f(t, x, u)‖0 + ‖∂tf(t, x, u)‖k + ‖∂uf(t, x, u)∂tu‖k. (5.9)
For l = 1, formulae (5.8)-(5.9) carry out
‖f(t, x, u)‖1 ≤ ‖f(t, x, u)‖0 + ‖∂tf(t, x, u)‖0 +max
t∈T
‖∂uf(t, ·, u(t, ·))‖H1(0,π)‖u‖1
≤ 2C(‖u‖s) + C(‖u‖s)‖u‖1
≤ C(1, ‖u‖s)(1 + ‖u‖1),
where C(1, ‖u‖s) := 2C(‖u‖s). Letting s1 ∈ (1/2,min(1, s)), we establishes s1 < s1 + 1 ≤ l < l + 1 for
l ≥ 2. Therefore, it follows from (5.3) that
‖u‖l‖u‖s1+1 ≤ ‖u‖l+1‖u‖s1 ≤ ‖u‖l+1‖u‖s. (5.10)
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Thus, by combining (5.1), (5.8), (5.10), Remark 2.2 (ii) with the above assumption for l = k, we get
‖f(t, x, u)‖k+1 ≤C(‖u‖s) + C(k, ‖u‖s)(1 + ‖u‖k) + C(k)‖∂uf(t, x, u)‖k‖∂tu‖L∞(T,H1(0,π))
+ C(k)‖∂uf(t, x, u)‖L∞(T,H1(0,π))‖u‖k+1
≤C(‖u‖s) + C(k, ‖u‖s)(1 + ‖u‖k) + C(k)C(k, ‖u‖s)(1 + ‖u‖k)‖u‖s1+1
+ C(k)C(‖u‖s)‖u‖k+1
≤C(k+ 1, ‖u‖s)(1 + ‖u‖k+1),
where C(k+ 1, ‖u‖s) = 4max {C(‖u‖s), C(k, ‖u‖s), C(k)C(k, ‖u‖s)(1 + ‖u‖s), C(k)C(‖u‖s)}. This im-
plies that (5.5) is satisfied for l = k+ 1.
Finally, we assume that (5.6) holds for l = k. Using the inequality (5.9), we may obtain that the continuity
property of f with respect to u also holds for l = k+ 1 with k+ 1 ≤ k − 1.
When s′ is not an integer, we can obtain the result by the Fourier dyadic decomposition. The argument is
similar to the proof of the Lemma A.1 in [20]. 
Lemma 5.5. For all 0 ≤ s′ ≤ k − 3, define a map F as
F : Hs ∩Hs′ → Hs′
u 7→ f(t, x, u),
where f ∈ Ck with k ≥ 3. Then F is a C2 map with respect to u. Furthermore for all h ∈ Hs∩Hs′ , we have
DuF (u)[h] = ∂uf(t, x, u)h, D
2
uG(u)[h, h] = ∂
2
uf(t, x, u)h
2, with
‖∂uf(t, x, u)‖s′ ≤ C(s′, ‖u‖s)(1 + ‖u‖s′), ‖∂2uf(t, x, u)‖s′ ≤ C(s′, ‖u‖s)(1 + ‖u‖s′). (5.11)
Proof. Since ∂uf, ∂
2
uf are in Ck−1, Ck−2 respectively, by the inequality (5.4), we verify that (5.11) holds and
that the maps u 7→ ∂uf(t, x, u), u 7→ ∂2uf(t, x, u) are continuous. Let us check that F is C2 respect to u. It
follows form the continuity property of u 7→ ∂uf(t, x, u) that
‖f(t, x, u+ h)− f(t, x, u)−∂uf(t, x, u)h‖s′ =
∥∥∥∥h∫ 1
0
(∂uf(t, x, u+ th)− ∂uf(t, x, u)) dt
∥∥∥∥
s′
≤ C(s′)‖h‖max {s,s′} max
σ∈[0,1]
‖∂uf(t, x, u+ th)− ∂uf(t, x, u)‖max {s,s′}
= o(‖h‖max {s,s′}).
Hence, for all h ∈ Hs ∩Hs′ , we obtain that
DuF (u)[h] = ∂uf(t, x, u)h
and that u 7→ DuF (u) is continuous. In addition
∂uf(t, x, u+ σh)h − ∂uf(t, x, u)h− ∂2uf(t, x, u)h2 = h2
∫ 1
0
(∂2uf(t, x, u+ th)− ∂2uf(t, x, u)) dt.
The same discussion as above yields that F is twice differentiable with respect to u and that u 7→ D2uF (u) is
continuous. 
5.3. The proof of Lemma 4.14.
Proof. By (3.10), let ϑi(ξ) = c
2 di(ψ)
ρ(ψ) (ξ), i = 1, 2. Define
T1u :=
d2
dξ2
u+ ϑ1(ξ)u, T2u :=
d2
dξ2
u+ ϑ2(ξ)u.
It follows from (3.2), Lemma 5.3,m ∈ H1 and ρ ∈ H3 that
‖ϑ1u‖L2 ≤ ‖ϑ1‖L∞‖u‖L2 ≤
∥∥∥∥c2di(ψ)ρ(ψ)
∥∥∥∥
H1
‖u‖L2 ≤ C˜‖u‖L2 .
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This indicates that ϑ ∈ L(L2, L2). It is obvious that T1, T2 are self-adjoint using Theorem 4.13. By means of
Theorem 4.13, Lemma 5.5 and the inverse Liouville substitution of (3.3), for all (ǫ, w) ∈ [ǫ1, ǫ2]×{W ∩Hs :
‖w‖s ≤ r}, we derive
|λn(d2)− λn(d1)| ≤ 1
c2
|µn(ϑ2)− µn(ϑ1)| ≤ 1
c2
‖ϑ2 − ϑ1‖L(L2,L2) ≤
1
c2
‖ϑ2 − ϑ1‖L∞
≤ 1
c2
‖ϑ2 − ϑ1‖H1 ≤ κ0‖d2 − d1‖H1
≤ κ(|ǫ− ǫ′|+ ‖w − w′‖s).

5.4. The proof of formula (4.74).
Proof. If j > max {L0, 4cM}, ∀ǫ ∈ [ǫ1, ǫ2] ,∀‖w‖s ≤ r, then formula (4.20) shows that either
inf
∣∣∣∣√λj+1(ǫ, w) −√λj(ǫ, w)∣∣∣∣ ≥ 1c −
∣∣∣∣√λj+1(ǫ, w)− j + 1c
∣∣∣∣− ∣∣∣∣√λj(ǫ, w) − jc
∣∣∣∣
≥ 1
c
− 2M
j
>
1
2c
or
inf
∣∣∣∣√λj+1(ǫ, w) −√λj(ǫ, w)∣∣∣∣ ≥ 1c −
∣∣∣∣√λj+1(ǫ, w) − j + 1 + 1/2c
∣∣∣∣− ∣∣∣∣√λj(ǫ, w) − j + 1/2c
∣∣∣∣
>
1
2c
holds. For 0 ≤ j ≤ max {L0, 4cM}, the minimum
wj := min
ǫ∈[ǫ1,ǫ2]
w∈{W∩Hs:‖w‖s≤r}
∣∣∣∣√λj+1(ǫ, w) −√λj(ǫ, w)∣∣∣∣
can be obtained. 
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