We propose kernel regression for signals over graphs. The optimal regression coefficients are learnt using a constraint that the target vector is a smooth signal over an underlying graph. The constraint is imposed using a graph-Laplacian based regularization. We discuss how the proposed kernel regression exhibits a smoothing effect, simultaneously achieving noise-reduction and graph-smoothness. We further extend the kernel regression to simultaneously learn the underlying graph and the regression coefficients.
A. Our contributions
We assume that the output of kernel regression and the target vector are smooth over a graph with a specified graph-Laplacian matrix. By noting that the input observations enter the regression model only in the form of inner-products, we develop kernel regression over graphs (KRG) using a dual representation or kernel trick. We extend kernel regression over graphs to the case when the graph-Laplacian is not specified apriori. In this case, we jointly learn the graph-Laplacian and the regression coefficients by formulating an alternating minimization algorithm. In other words, we perform both prediction for unseen inputs and learning of underlying graph topology. Experiments with both synthesized and real-world data confirm our hypothesis that a significant gain in prediction performance vis-a-vis conventional kernel regression can be obtained by regularizing the target vector to be a smooth signal over an underlying graph.
B. Signal processing over graphs
We next briefly review the concepts from graph signal processing. Let G = (V, E, A) denote a graph with M nodes indexed by the vertex set V = {1, · · · , M }. Let E and A denote the edge set containing pairs of nodes, and the weighted adjacency matrix, respectively. The (i, j)th entry of the adjacency matrix A(i, j) denotes the strength of the edge between the ith and jth nodes. There exists an edge between ith and jth nodes if A(i, j) > 0 and the edge pair (i, j) ∈ E ⇐⇒ A(i, j) = 0. In our analysis, we consider only undirected graphs with symmetric edge-weights or A = A . The graph-Laplacian matrix L of G is defined as
where D is the diagonal degree matrix with ith diagonal element given by the sum of the elements in the ith row of A. A vector x = [x(1) x(2) · · · x(M )] ∈ R M is said to be a graph signal if x lies over G such that x(i) denotes the value of the signal at the ith node. The quadratic form of x with L is given by x Lx = (i,j)∈E A(i, j)(x(i) − x(j)) 2 .
We observe that x Lx is minimized when the signal x takes the same value across all connected nodes, which agrees with the intuitive concept of a smooth signal. In general, a graph signal is said to be smooth or a low-frequency signal if it has similar values across connected nodes in a graph, and is said to be a high-frequency signal if it has dissimilar values across connected nodes, x Lx being the measure of similarity. This motivates the use of x Lx as a constraint in applications where either the signal x or the graph-Laplacian L is to be estimated [49] , [50] . The eigenvectors of L are referred to as the graph Fourier transform basis for G, and the corresponding eigenvalues are referred to as the graph frequencies.
The smaller eigenvalues (the smallest being zero by construction) are referred to as low frequencies since the corresponding eigenvectors minimize the quadratic form of L and vary smoothly over the the nodes.
Similarly, the larger eigenvalues are referred to as the high frequencies. Then, a smooth graph signal is one which has GFT coefficients predominantly in the low graph frequencies.
II. KERNEL REGRESSION OVER GRAPHS

A. Linear regression over graphs
Let {x n } N n=1 denote the set of N input observations. Each x n is paired with target t n ∈ R M . Our goal is to obtain the closest fit to the target t n with the linear regression model y n given by:
where φ φ φ(x n ) ∈ R K is a function of x n and W ∈ R K×M denotes the regression coefficient matrix. Our central assumption is that target y n is a smooth signal over an underlying graph G with M nodes. We learn the optimal parameter matrix W by minimizing the following cost function:
where regularization coefficients α, β ≥ 0, tr(·) denotes the trace operator, and x 2 the 2 norm of x.
The choice of α, β depends on the problem, and in our analysis we compute these parameters through exhaustive grid search. The penalty tr(W W) = W 2 F ensures that W remains bounded. The penalty or regularization y n Ly n enforces y n to be smooth over G. We define matrices T, Y and Φ as follows:
Using (1) and (3), the cost function (2) is expressible as (4) where we use properties of the matrix trace operation. Since the cost function is quadratic in W, we get the optimal and unique solution by setting the gradient of C with respect to W equal to zero. Using the following matrix derivative relations
where M 1 and M 2 are matrices, and setting ∂C ∂W = 0 we get that
On vectorizing both sides of (5), we have that
where vec(·) denotes the standard vectorization operator and ⊗ denotes the Kronecker product operation [67] . Then, the optimal W denoted by W follows the relation:
The predicted target for a new input x is then given by
From (6), it appears that the proposed target prediction approach requires the explicit knowledge about the function φ φ φ(·). We next show that using the 'kernel trick' this explicit requirement of φ φ φ(·) is circumvented and that the target prediction may be done using only the knowledge of inner products φ φ φ(x m ) T φ φ φ(x n ), ∀m, n, in other words, using the matrix ΦΦ . Towards this end, we next discuss a dual representation of the cost in (2). We hereafter refer to (6) as the output of linear regression over graphs (LRG).
B. Dual representation of cost using kernel trick
In dual representation [7] of the cost function (2), we use the substitution W = Φ Ψ and express the cost function in terms of the parameter Ψ ∈ R N ×M . This substitution is motivated by observing that on rearranging the terms in (5), we get that
where
, where Ψ Ψ Ψ becomes the dual parameter matrix that we wish to learn, and omitting terms that do not depend on W we get that
where K = ΦΦ ∈ R N ×N denotes the kernel matrix for the training samples such that its (m, n)th entry is given by
Taking the derivative of C(Ψ) with respect to Ψ and setting it to zero, we get that
We define the matrices
Then, we have that
Once Ψ Ψ Ψ is computed, the kernel regression output for a new test input x is given by
. mat(·) denotes the reshaping operation of an argument vector into an appropriate matrix of size N × M by concatenating subsequent N length sections as columns. We hereafter refer (9) as the output of kernel regression over graphs (KRG). We note that KRG is a generalization over the conventional kernel regression which does not use any knowledge of the underlying graph structure. On setting β = 0, the KRG output (9) reduces to the conventional KR output as follows
where we have used the Kronecker product equality:
. Further, we note that KRG reduces to LRG on setting K = ΦΦ .
C. Interpretation of KRG -a smoothing effect
We next discuss how the output of KRG for training input is smooth across the training samples {1, · · · , N } and over the M nodes of the graph. Before proceeding with KRG, we review a similar property exhibited by the KR output [8] . Using (10) and concatenating KR outputs for the N training samples, we get that
where we use
where
J K and U denote the eigenvalue and eigenvector matrices of K, respectively. Then, the nth training input is expressible as
where θ i and u i denote the ith eigenvalue and eigenvector of K, respectively. Thus, we observe that the KR output performs a shrinkage of the components of t n along various eigenvectors. The components along the smaller eigenvalues θ i < α are effectively eliminated, and only those corresponding to larger eigenvalues θ i > α are effectively retained. Since the eigenvectors corresponding to larger eigenvalues of K represent smooth variations across observations {1, · · · , N }, we observe that KR performs a smoothing of t n . We next show that such is also the case with KRG: KRG acts as a smoothing filter across both observations and graph nodes. Using (9) and concatenating KRG outputs, we have that
or, Y = KΨ.
On vectorizing both sides of (11) , we get that
where we have used (8) in (a). Let L be diagonalizable with the eigendecomposition:
where J L and V denote the eigenvalue and eigenvector matrices of L, respectively. We also assume that K is diagonalizable as earlier. Let λ i and v i denote the ith eigenvalue and eigenvector of L, respectively.
Now, using (7), we have
where Z = V ⊗ U is the eigenvector matrix and J is the diagonal eigenvalue matrix given by
In (13)(a), we have used the distributivity of the Kronecker product:
are four matrices. We note that J is a diagonal matrix of size M N . Let J = diag(η 1 , η 2 , . . . , η M N ). Then each η i is a function of {λ j }, {θ j }, α, β. On dropping the subscripts for simplicity, we observe that any eigenvalue η i has the form
where θ and λ are the appropriate eigenvalues of K and L, respectively. Similarly, we have that
and note that (I M ⊗ J K ) is also a diagonal matrix of size M N . Then, on substituting (14) and (15) in (12), we get that
We note again that
Then, as as before, on dropping the subscripts, any η i is of the form
.
From (16), we have that
where z i are column vectors of Z. In the case when ζ i 1, the component in vec(T) along z i is effectively eliminated. For most covariance or kernel functions k(·, ·) used in practice, the eigenvectors corresponding to the largest eigenvalues of K correspond to the low-frequency components. Similarly, the eigenvectors corresponding to the smaller eigenvalues of L are smooth over the graph [9] . We observe that the condition ζ 1 is achieved when corresponding θ is small and/ or λ is large. This condition in turn corresponds to effectively retaining only components in vec(T) which vary smoothly across the samples {1, · · · , N } as well as over the M nodes of the graph.
III. LEARNING AN UNDERLYING GRAPH
In developing KRG, we have so far assumed that the underlying graph is known apriori in terms of the graph-Laplacian matrix L. Such an assumption may not hold for many practical applications since there is not necessarily one best graph for given networked data. This motivates us to develop a joint learning approach where we learn L and KRG parameter matrix W (or its dual representation parameter Ψ). We propose the minimization of the following cost function to achieve our goal:
where ν ≥ 0. Since our goal is to recover an undirected graph, we impose appropriate constaints [68] .
Firstly, a connected graph has a graph-Laplacian matrix L which is symmetric and positive semi-definite.
Secondly, the vector of all ones 1 forms the eigenvector of the graph-Laplacian corresponding to the zero eigenvalue. Then, the solution to joint estimation of W and L is obtained by solving the following:
The optimization problem (17) is jointly non-convex over W and L, but conditionally convex on both.
Hence, we adopt an alternating minimization approach and solve (17) in two steps alternatingly as follows:
• For a given L, solve min W C(W) using KRG approach of Section II.
•
. This is a quadratic semidefinite program and may be solved using standard convex solvers.
We start the alternating optimization using the intialization L = 0, which corresponds to KR. In order to keep the successive L estimates comparable, we scale L such that the largest eigenvalue modulus is unity at each iteration.
IV. EXPERIMENTS
We consider application of KRG to various synthesized and real-world signal examples. We use normalized-mean-square-error (NMSE) defined as follows to evaluate the performance: The regularization parameters α, β, and ν for different training data sizes are found by exhaustive gridsearch. The RBF kernel parameter σ is set as σ 2 = 1/N m ,n x m − x n 2 2 in our experiments, where the summation is made over the training inputs. The choice of σ is made arbitrarily and is not necessarily optimized to the training datasets. We perform regression for synthesized data where the target vectors are known to lie on a specified graph, and the various target vectors are correlated among each other. A part of the data is used for training in presence of additive noise, and our task is to predict for the remaining part of the data, given the information of the correlations in form of kernels. In order to generate synthesized data, we use random small-world graphs from Erdős-Rényi and Barabási-Albert models [69] with the number of nodes is fixed to M = 50. We generate a total of S target vector realizations. We adopt the following data generation strategy: We first pick M independent vector realizations from an S-dimensional Gaussian vector source N (0, C S ) where C S is S-dimensional covariance matrix. We use a highly correlated covariance matrix C S such that each S-dimensional vector has strongly correlated components. Thus, we create a data matrix with M columns such that each column is an S-dimensional Gaussian vector. Each row vector of the data matrix has a size M and the row vectors of the data matrix are correlated between each other. We denote a row vector by r. We then select row vectors {r} one-by-one and project them on the specified graph to generate target vectors {z} that lie on the graph while maintaining the correlation between observations, by solving the following optimization problem:
Out of the S target vectors, we use one half for training and the remaining as test data with which we compare our predictions. Since we use a kernel regression approach, we perform the regression by assuming that we know the true kernel to be K = C S , that is, by setting the kernel k m,n = C S (m, n). The training target vectors are corrupted with additive white Gaussian noise at varying levels of signal-to-noise ratio (SNR). We repeat our experiments over 100 realizations of the graphs and and noise realizations.
We compare the performance of KRG with KR. We observe from Figure 1 that for a fixed training data size of N = 50, KRG outperforms KR by a significant margin at low SNR levels (below 10dB). As the SNR-level increases, the normalized MSE of KRG and KR become closer. This is expected since KR is able to make better predictions due to availablity of cleaner training observations. A similar trend is observed for also the case of Barabási-Albert graphs, which is not reported. In Figure 2 , we show the normalized MSE obtained with KRG and KR on both graph models as a function of training data size at an SNR-level of 5dB. We observe that KRG consistently outperforms KR and that the gap between NMSE of KRG and KR reduces as training data size increases as expected. The trend is similar for large dimensional graphs as well and is not reported here to avoid repetition.
B. Temperature prediction for cities in Sweden
We collect temperature measurements from 45 most populated cities in Sweden for a period of two months from November to December 2016. The data is available publicly from the Swedish Meteorological and Hydrological Institute [70] . We consider the target vector t n to be the temperature measurement of a particular day, and x n to be the temperature measurements from the previous day. We have 62
input-target data pairs in total, and a part of the data is used for training and the rest for testing. We report the results by averaging over 100 experiments where each experiment uses a random partition of the data into training and testing datasets. Let d ij denote the geodesic distance between cities i and j, ∀i, j ∈ {1, · · · , 45}. We construct the adjacency matrix by setting In order to remove self loops, the diagonal of A is set to zero. We simulate noisy training data by adding zero-mean white Laplacian noise to the targets. The Laplacian distribution is heavy-tailed and simulates impulsive noise at various weather stations. In Figure 3 , we show the NMSE testing data at SNR-levels of 5dB and 0dB. We observe that KRG outperforms other regression methods by a significant margin, particularly at low sample sizes. We also consider the joint learning of the graph from training data using the approach described in Section III. We perform the training at an SNR level of 10 dB. We find experimentally that the flip-flop iterations converge typically after five to ten iterations. The NMSE for training and testing data obtained using oracle or true L and the iteratively learnt L for both LRG and KRG are shown in Figure 4 . We observe that the NMSE obtained with the learnt graph is higher than with the true graph, which is expected given the lack of knowledge of the true graph. We also observe that the estimated Laplacian matrices from both LRG and KRG are close to each other and are in reasonable agreement with that of the geodesic graph. This validates our intuition that the graph signal holds sufficient information to both infer the underlying graph structure and perform predictions.
C. Prediction on EEG signals
We repeat the prediction experiment on 64-channel EEG signal data taken from the Physionet database [71] . The signals are obtained by placing electrodes at various locations of a subject as shown in the Training data size schematic in Figure 5 (a). At each time instant, the target graph signal is the M = 64-dimensional vector with components given by signal value at the electrodes. The corresponding input signal x n is taken as the EEG signal at the preceding time-stamp. Our goal is then to predict the signal at the M electrodes for the next time-instant given the current values. Since the graph is not given apriori, we construct the graph for the M electrodes from a part of noiseless data using Gaussian kernels as follows:
where r l denotes the vector with first 100 time-samples for the lth electrode. Thus, we use the first 100
time-samples to generate the diffusion or Gaussian kernel graph for the electrodes. We then consider training with noisy targets corrupted with additive white Gaussian noise at SNR levels of 0dB and 5dB.
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D. Prediction on flow-cytometry data
We next perform prediction on flow-cytometry data used by Sachs et al. [72] consisting of response or signalling level of 11 proteins in different experiment cells. We use the symmetricized version of the directed unweighted acyclic graph derived by Sachs et al. [72] in our analysis. Among the 11 proteins, we select the four proteins with largest number of graph edges (proteins 3,8,9, and 10, cf. Figure 6) and use the corresponding responses as the input x n ∈ R 4 , where n denotes the nth experiment cell or instance. The corresponding graph adjacency matrix has entries of one or zero depending on the presence or absence of edges. The names of the proteins corresponding to the node numbers are listed in Table   I . The response of the remaining 7 proteins then forms the target vector y n ∈ R 7 lying on the M = 7
node subgraph of the full graph shown in Figures 6(a)-(b) . The corresponding Laplacian matrix is shown in Figure 7 (a). We note that the subgraph has two connected components, one comprising six nodes and the other isolated node 11.
In Figure 6 , we compare the NMSE of LR, LRG, KR, and KRG as a function of training data size.
We observe again that LRG and KRG consistently outperform LR and KR, respectively, at small training data sizes and low SNR levels. In Figure 7 , we show the results obtained by applying the graph-learning approach. We observe that the estimates of the graph-Laplacian matrix from both LRG and KRG nearly coincide and that the NMSE is higher for learnt graph cases than with the underlying graph as expected.
However, unlike in the case of Swedish temperature, the learnt graph-Laplacians differ to a greater extent from the graph of Sachs et al.
V. CONCLUSIONS
Our hypothesis was that incorporating the graph smoothness constraint would help kernel regression to perform better, particularly when we lack sufficient and reliable training data. Our experiments illustrate that this is indeed the case in practice. Through experiments we also conclude that graph signals carry sufficient information about the underlying graph structure which may be extracted in the regression setting even with moderately small number of samples in comparison with the graph dimension. Thus, our approach helps both predict and infer the underlying topology of the network or graph. Laplacians have been scaled to have maximum eigenvalue equal to unity.
