Overcrowding and violence in federal correctional institutions: An empirical analysis by Brooks, Crystal A.
  
 
Overcrowding and Violence in Federal Correctional Institutions: 
An Empirical Analysis 
 
A Thesis  
Submitted to the Faculty 
of  
Drexel University 
by 
Crystal A. Brooks 
in partial fulfillment of the 
requirements for the degree 
of 
Doctor of Philosophy 
May 2004 
 
 
 ©Copyright 2004 
Crystal Anita Brooks.  All Rights Reserved. 
ii 
DEDICATIONS 
 
 
To my loving and gracious family.  Thank you for your unwavering support and 
encouragement.   
iii 
ACKNOWLEDGEMENTS 
 
 
Special thanks to O. Karl Kwon, Jennifer Batchelder, Caroline Miner, Nicole Brennon, 
and William Saylor of the Bureau of Prisons Office of Research and Evaluation for their 
assistance in data collection.   
 
Also, thank you Victoria M. Wilkins for providing statistical consultation. 
iv 
TABLE OF CONTENTS 
LIST OF TABLES ............................................................................................................ v 
ABSTRACT...................................................................................................................... vi 
1. INTRODUCTION ...................................................................................................... 1 
1.1. Overcrowding and Behavior.................................................................................. 3 
1.1.1  Animal Behavior ................................................................................................ 4 
1.1.2  Human Behavior ................................................................................................ 5 
1.2. Overcrowding and Inmates.................................................................................. 12 
1.2.1  Jail Overcrowding......................................................................................... 13 
1.2.2  State Prison Overcrowding ........................................................................... 15 
1.2.3  Federal Prison Overcrowding ....................................................................... 18 
1.3. Violence and Inmates .......................................................................................... 21 
1.4. Models of Inmate Violence ................................................................................. 25 
1.4.1  Importation Model ........................................................................................ 25 
1.4.2  Deprivation Model ........................................................................................ 27 
1.4.3  Interaction and “not-so-total institution” Models ......................................... 28 
1.4.4  Gang-related Model ...................................................................................... 29 
1.5. Overcrowding and Prison Violence..................................................................... 30 
2.  METHOD ................................................................................................................... 37 
3.  RESULTS ................................................................................................................... 43 
4.  DISCUSSION ............................................................................................................. 57 
5.  LIST OF REFERENCES .......................................................................................... 64 
6.  VITA............................................................................................................................ 73 
v 
LIST OF TABLES 
 
1. Characteristics of Bureau of Prisons Institutions, 2001 (N=76) ................................... 38 
2. Summary of BOP Violence in 2001. ............................................................................ 43 
3. Definition of Terms Used to Describe Prediction Accuracy ........................................ 45 
4. Summary of Results: Logistic Regression of Institutional Variables and Violence..... 56 
vi 
ABSTRACT 
Overcrowding and Violence in Federal Correctional Institutions: 
An Empirical Analysis 
Crystal Anita Brooks 
Kirk Heilbrun, Ph.D. 
 
 
 
This study proposed to develop a model of inmate violence in order to examine the effect 
of overcrowding on the rate of inmate violence in federal correctional institutions.  
Archival data of the Federal Bureau of Prisons (BOP) were used to gather data on the 
frequency of inmate violent episodes.  Data on the populations of non-administrative 
federal facilities, the rated capacity of each facility, security level, inmate-staff ratio, and 
inmate age were entered into four logistic regression analyses to determine how well 
these variables predicted the probability of inmate homicide, homicide and assaults 
combined, fights and total violence.  Although the overall models predicted the odds of 
violence significantly better than chance, results suggested that overcrowding is not 
related to violence when security level is controlled.   
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1. INTRODUCTION 
 
Media portrayals of prison life abound with violent images of inmates seriously 
harming or killing each other.  Dumond (1992) suggested that in prison, “the single 
biggest violence-related problem is inmate-on-inmate assault (p. 136).”  First-timers often 
enter prison with the expectation of being attacked and in response, develop a 
hypervigilant, counteraggressive stance (Toch, 1977).  In 1993, McCorkle found that half 
of inmates fear that they will be violently attacked while incarcerated.  More than 40 
percent of Federal Bureau of Prisons (BOP) staff members believe that inmates stand a 
“good chance” of being assaulted in their living quarters (Vaughn, 1997).  The increased 
use of weaponry (Atlas, 1983) in inmate fights has heightened the potential lethality of 
aggressive incidents.  
Furthermore, the rapidly increasing population of incarcerated individuals in US 
facilities (Katz, 2000; McCoy, 2001) has led to overcrowding, which is thought to be a 
primary condition conducive to inmate unrest and agitation (BJS, 1995; Cox, Paulus, & 
McCain, 1984).  The 1995 census of state and federal correctional facilities reported that 
the number of inmates housed in state and federal institutions had increased by 43 percent 
since the previous census of 1990 (BJS, 1997).  The number of adult correctional 
facilities increased 14 percent in the years between the 1995 and 2000 censuses (BJS, 
2003).  Increases in capacity lagged behind population growth at both the state and 
federal level such that the percent of occupied capacity exceeded 100 percent throughout 
the US prison system (BJS, 1997). By midyear 1995, 25 percent of state prisons were 
under some type of court order to place limits on their populations (BJS, 1997).  Over the 
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years, officials have attempted to combat the problem of jail crowding by building more 
correctional facilities.  Apparently, this approach has done little to relieve an 
overburdened system.  Currently, more than 2 million Americans are incarcerated (BJS, 
2003; McCoy, 2001). 
 Many behavioral researchers, constitutional lawyers and federal judges have been 
persuaded that overcrowding alters the psychological, physiological, and behavioral 
health of inmates.  For example, in the federal court case of Ruiz v. Estelle (1980), it was 
alleged that overcrowding is a violation of the Eight Amendment right for protection 
against cruel and unusual punishment (Anson & Hancock, 1992; Ekland-Olson, 1986).  
Consistently, the courts have ruled that overcrowding alone does not constitute an Eighth 
Amendment violation, but must be considered within the context of the entire institution 
(Anson & Hancock, 1992; Ekland-Olson, 1986).  In the landmark Farmer v. Brennan 
(1994), the principle of “duty to protect” certain individuals, including inmates, from 
harm was established as a federal responsibility.  The U. S. Supreme Court ruled that  
prison officials who have knowledge that a substantial risk of harm to an inmate exists 
and who recklessly disregard that risk may be held liable for inmate assault (Vaughn, 
1997).  Since then, the U. S. Supreme Court has held prison officials liable for failing to 
reasonably act to prevent the assault of inmates (Peck & Richardson, 1994; Vaughn, 
1997).  These factors have heightened the security concerns of correctional staff and 
made apparent the continuing need to identify and manage any sources of conflict among 
inmates.  
 However, the literature on how overcrowding in correctional settings affects 
inmate behavior and well-being is inconclusive and wrought with methodological 
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inconsistencies (Gaes, 1994).  Relationships have been observed between crowding and 
illness reports, disciplinary infractions and inmate assaults, but there has been no 
consensus on how to define overcrowding, the degree of crowding necessary to trigger an 
effect, whether subjective measures of individual inmate perceptions of crowding are 
more relevant than objective measures, or the means by which overcrowding results in 
negative outcomes.   
Previous research on the effect of overcrowding on inmate assault also has failed 
to differentiate between serious acts of violence and other acts of inmate aggression.  One 
purpose of this study was to assess the impact of overcrowding on inmate violence of 
varying severity in federal correctional facilities.  Additionally, this study examined how 
factors such as institution security level, inmate-staff ratio, and inmate age influence the 
effect of overcrowding on inmate violence.   
 
1.1. Overcrowding and Behavior  
As the world has become more heavily populated, social scientists have been 
more concerned with the impact of reduced space on living organisms.  Although more 
than 273 million people inhabit just the United States (Prewitt, 2000), until recently, 
behavioral scientists largely ignored the issue of population density as it relates to human 
behavior (Lawrence, 1974).  People crowd into public areas on a regular basis, yet do not 
seem to become overtly aggressive in these situations.  Nevertheless, the notion that there 
is some relationship between overcrowding and aggression is not a recent one (de Waal, 
Aureli, & Judge, 2000).  Where did this idea come from and what empirical evidence 
exists regarding its validity? 
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1.1.1  Animal Behavior  
Comparative research using animals is likely largely responsible for the 
overcrowding-aggression link.  A classic study by Calhoun (1962) found that rats housed 
in a high-density environment behave aggressively, despite having adequate food and 
water.  Calhoun allowed the rats to multiply as they naturally would to a level greater 
than what would occur in their natural habitat.  Apparently, the rats voluntarily crowded 
at the central feeding area while neglecting the other feeding areas.  They became 
hyperactive and aggressive, eventually sexually assaulting, killing, and cannibalizing 
each other. 
This finding led to a number of scientists researching the effects of population 
density on a variety of animals (Galle, Gove, & McPherson, 1972).  However, the 
findings of animal studies cannot necessarily be generalized to humans, and 
overcrowding has not been consistently found to result in increased aggressive behavior 
even in animals.  For example, research by primate behaviorists at the Yerkes Regional 
Primate Research Center in Atlanta found that among rhesus monkeys, generally an 
aggressive species, males do not behave more aggressively when crowded (de Waal, 
Aureli, & Judge, 2000).  When crowded, female rhesus monkeys do engage in more 
aggression, but also demonstrate more pro-social behaviors, such as grooming.  
According to de Waal and colleagues, who studied 413 monkeys housed under a range of 
crowding conditions, the monkeys tend to huddle with relatives, avoid dominant animals, 
and remain still under crowded conditions. 
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  Even chimpanzees become less aggressive when in crowded quarters for brief 
periods, but also are less likely to react to other chimps’ cries (de Waal, Aureli, & Judge, 
2000).  These findings have led some investigators to suggest that organisms adapt to 
crowded conditions over time (Bower, 1994; de Waal, Aureli, & Judge, 2000).  They 
have even suggested that the ability to adapt to and cope with crowded environments 
came to human beings by way of evolution (de Waal, Aureli, & Judge, 2000). 
The exact manner by which this ability developed is open to speculation, 
however, deWaal, Aureli and Judge (2000) attempted to empirically study it by way of 
primates.  They observed Rhesus monkeys and chimpanzees and discovered that under 
crowded conditions, both types of monkeys appeared to behaviorally avoid conflict and 
violence.  Studies of laboratory rats under various conditions has led some researchers to 
speculate that these animals have the ability to selectively use or suppress aggression 
when it is in their best interests to do so (Lore & Schultz, 1993).   
Despite numerous studies on the nature of crowding and animal aggression, there 
appears to be no definitive answer to whether violence under such conditions is 
inevitable.  Although early studies found high levels of aggression among crowded rats 
and monkeys, later research revealed an increase in pro-social behaviors, as well as social 
withdrawal among crowded animals. 
 
1.1.2  Human Behavior 
Research on the impact of crowding on human beings can be divided into two 
major categories: laboratory experiments and field studies.  One of the leading 
researchers in lab studies of overcrowding and humans is Jonathan Freedman.  Along 
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with Simon Klevansky and Paul Ehrlich (1971), he crowded a total of 126 high school 
students into rooms of three different sizes.  Either five or nine subjects were assigned to 
each room for a period of three hours each day for several days.  While crowded into 
these rooms, subjects were asked to perform a variety of simple cognitive tasks.  The 
authors found no significant result for room size or number of subjects in the room in 
terms of task performance.   
Freedman et al. (1971) replicated this study, this time using 306 students and 
groups of seven to nine students each.  Only two rooms, a large room and a small room, 
were used, and subjects were asked to perform three tasks over a two-hour period.  
Subjects who did well on the tasks were paid extra.  Again, room size had no significant 
effect on task performance, nor did financial reward affect the results.  Finally, 
Freedman, Klevansky, and Ehrlich (1971) conducted a third study, substituting the high 
school students with a sample of 180 women aged 25 to 60.  Though they worked for 
four hours a day for two days in the large and small rooms, the women did not differ on 
task performance.  Other, similar studies also have failed to find that crowding affects 
task performance.  It has been suggested that insufficient attention to personal and social 
variance sources may have affected such (non-) results (Stokols, 1972). 
Griffitt and Veitch (1971) exposed 121 college students to high temperatures and 
high population density.  Under these conditions, affective measures such as like and 
dislike for others were measured.  Consistent with the hypotheses, at high levels of 
population density, human interpersonal affective behavior was more negative at high 
temperatures than at more comfortable temperatures and low population density.  This 
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result suggests that humans experience social deterioration as crowding and temperature 
increase.  
Prolonged crowding has been shown to adversely affect human populations.  
Field research on the effects of overcrowding in humans has implicated stress as a 
correlate.  Smith and Haythorn (1972) tested the effects of crowding on a number of 
outcome variables in 56 Naval enlisted men after a 21-day period of isolation in either 
two-or three-man groups housed in rooms of varying sizes.  Using the Subjective Stress 
Scale, the Spielberger State-Trait Anxiety Inventory, an annoyance checklist, and the 
Hostility Scale, the researchers measured stress, hostility, and annoyance in the subjects 
pre- and post-isolation.  Perhaps not surprisingly, they found that crowded three-man 
groups reported more stress than two-man groups.  However, those in less crowded 
groups reported more hostility. 
Gove, Hughes, and Galle (1979) examined overcrowding in the home and 
determined that objective and subjective measures of crowding were associated with a 
number of pathological consequences.  The researchers measured number of persons per 
room, as well as excessive social demands, and lack of privacy on a stratified sample of 
approximately 1500 households in Chicago.  They found that crowding was related to 
poor mental health, social relationships and child care. 
Scientists at Cornell have found that high density housing results in psychological 
distress across ethnic groups (Evans, Lepore, & Allen, 2000).  Questioning the notion 
that Asian and Latin Americans display more tolerance for crowded situations than Anglo 
or African Americans, Evans and colleagues conducted in-depth interviews with 464 
subjects of varying ethnic backgrounds to determine their perceptions of crowding and 
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degree of acculturation into US society.  They found that although the groups perceive 
crowding differently, this does not translate into greater crowding resiliency for Mexican 
and Vietnamese Americans, who tend to perceive their homes as less crowded.  The 
researchers concluded that residential crowding is stressful to individuals, despite their 
ethnicity or income level (Evans, Lepore, & Allen, 2000).   
High population density has been found to be related to serious pathological 
behavior in humans (Galle, Gove, & McPherson, 1972).  Galle and colleagues (1972) 
studied 75 community areas in Chicago of varying density (population per square acre).  
They compared the communities on housing density, mortality, fertility, juvenile 
delinquency, public assistance, and mental health hospital admission rates.  Results 
suggested that high density housing, defined as the number of people per room, was the 
most important factor relating to pathology in humans, followed by number of housing 
units per structure.  Additionally, Galle et al. found that housing density was related to 
increased mortality, fertility, juvenile delinquency, and public assistance.  However, no 
relationship was found for mental health hospital admission rates. 
Desor (1972) attempted to construct a theory of crowding that posited that the 
subjective experience of excessive and uncontrollable social stimulation is responsible for 
the perception of crowding.  Using scaled-down rooms and human figures, the author 
asked 20 undergraduate students to place as many figures as possible in each room 
without crowding them.  Room size remained constant, while architectural features such 
as partitions, windows, and doors were varied in an attempt to create the perception of 
altered interpersonal space.  The results indicated that partitioning reduces perceptions of 
crowding and that feelings of crowdedness result from excessive social stimulation. 
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Baum, Aiello, and Calesnick (1978) studied the relationship between prolonged 
exposure to crowding and learned helplessness.  Using 60 dormitory residents living in 
large and moderately-sized groups, the authors found an immediate increase in behaviors 
designed to increase perceived control in more-crowded subjects, followed by a gradual 
decline in control-related behaviors.  They reasoned that the uncontrollability of social 
contact led to decreased expectations of control, which resulted in fewer attempts to 
establish control. 
Outside of the United States, crowding has been associated with declines in 
cognitive functioning.  Sinha and Sinha (1991) studied the effects of density and personal 
space requirements on simple and complex task performance in 60 female Hindu students 
in India.  They found that a high-density environment significantly and negatively 
affected complex task performance when coupled with large personal space requirements 
(Sinha & Sinha, 1991).  Also in India, 480 husband-wife pairs were selected from areas 
varying in population density and income (Jain, 1993).  Reported crowding and 
comfortable interpersonal distance measures were obtained.  Results suggested that low 
income groups require greater personal distance than middle or high income groups, and 
that high density environments correlate with greater interpersonal distance requirements 
across income groups (Jain, 1993). 
The effects of crowding on children have also been assessed.  Maxwell (1996) 
studied 114 children in their homes and day care environments.  Examining social and 
cognitive development, she found that children in crowded homes (defined as more than 
one person per room) who attended crowded day care centers (defined as less than 30 
square feet per child) suffered from more behavioral problems.  Specifically, these 
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children engaged in more aggression, fighting, hyperactivity, and withdrawal than 
children from either crowded homes or crowded day care centers only.  Furthermore, the 
children’s scores on the cognitive measures declined as day care center density increased.  
The findings suggest that chronic exposure to crowded environments has a deleterious 
effect on the behavior and well-being of children (Maxwell, 1996). 
There is evidence to suggest that adults exposed to chronic conditions of 
crowding socially withdraw in an effort to create space for themselves.  This is the 
functional equivalent of increasing personal distance requirements.  Investigating 
differential response to anticipated spatial and social density, Baum and Koman (1976) 
predicted that the 64 (32 male and 32 female) undergraduate student participants would 
not react to alterations in spatial density, but would respond to variations in social 
density.  They told subjects that they would be participating in an experiment with either 
four or nine other subjects in either a large or small room, then observed the subjects’ 
seat position, verbal behavior, and eye contact with confederates.  Subjects were also 
asked to complete questionnaires regarding comfort level and perceptions of crowding.  
Results indicated that subjects anticipating more crowding (nine other participants in a 
small room) took peripheral seat positions, reported more discomfort, looked at 
confederates less often, and perceived more crowding.  The findings suggest that social 
density may be more salient a condition than spatial density and that social withdrawal 
may be a consequence of crowding at the individual level. 
Sinha & Mukherjee (1996) investigated how perceived cooperation altered the 
amount of personal space required by 120 female college students in India.  The 
researchers employed two 2x3 analyses of variance using level of perceived cooperation 
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(high or low) and number of roommates (double-, triple-, or quadruple-occupancy room) 
to test for mean differences in personal space scores and crowding tolerance.  They found 
that having more roommates increased the personal space requirements of the students 
and decreased their tolerance for crowding.  Additionally, a higher number of roommates 
was associated with a more negative orientation toward room environment.  These 
relationships, however, were moderated by high cooperation.  That is, the more 
cooperative the students felt their roommates were, the less negatively they regarded their 
room environment, the less personal space they required, and the more they were able to 
tolerate crowding (Sinha & Mukherjee, 1996). 
Sinha and Nayyar (2000) examined the effect of crowding on the personal space 
requirements of older adults.  Looking at a sample of 300 adults ages 60-85, equally 
divided between high and low density households, the investigators reported that self-
control and social support moderates the crowding effects of density, observing that 
participants in high-density households were buffered from the ill effects of crowding by 
social support and self-control. 
A study of crowding and violence on a psychiatric inpatient unit found that 
crowding was significantly associated with aggressive incidents involving patients, 
particularly verbal aggression (Ng, Kumar, Ranclaud, & Robinson, 2001).  The authors 
examined the relationships among ward occupancy level, patient-staff ratio, and incidents 
of physical and verbal aggression occurring over a 12-month period.  They found that as 
occupancy level approached 70 percent and beyond, aggressive events became more 
likely to occur.  No relationship was found between aggression and patient-staff ratio. 
12 
Overall, crowding appears to be related to numerous negative outcomes in human 
populations.  Although laboratory studies found no impact on task performance as 
crowding increased, field studies consistently discovered various forms of pathology 
related to crowding in the home and community.  Evidence exists that crowding is 
associated with social deterioration and withdrawal in humans, as well as reduced 
crowding tolerance and greater requirements for interpersonal distance.  These results 
have been shown to occur across ethnic groups and income levels.  The negative 
outcomes appear to be related to stress caused by excessive and uncontrollable social 
stimulation. 
 
1.2. Overcrowding and Inmates 
The research on the effects of crowding on humans suggests that overcrowding 
can result in increased stress, pathological behavior, cognitive decline, and social 
withdrawal.  However, these effects can be moderated by perceived cooperation among 
those who share living space, social support and self-control.  Nevertheless, the 
circumstance of crowding differs dramatically for incarcerated individuals.   
 The rate of incarceration has tripled in the past two decades (BJS, 2001), but 
inmates have not voluntarily entered into the crowded living situation and ostensibly may 
not perceive much cooperation among those with whom they live.  The amount of social 
support perceived by inmates varies, but self-control is likely to be more limited in an 
inmate population.  Additionally, the presence of violent offenders contributes a 
component to the inmate population that other studies of crowding lacked.  With violent 
individuals in the immediate vicinity and without buffer variables to protect them against 
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the negative effects of overcrowding, inmates may respond very differently to crowded 
conditions than subjects in crowding research.  The impact of prolonged crowding on 
inmates may differ as well. 
 
1.2.1  Jail Overcrowding 
The most recent studies indicate that the number of individuals held in local jails 
is on the rise, according to the Bureau of Justice Statistics.  The Bureau reported an 
increase of more than 15,000 inmates in the United States jail population from midyear 
1999 to midyear 2000 (BJS, 2001).  That year, the nation’s jails reported having 
increased the number of beds by 25,466 (BJS, 2001).  Additionally, by midyear 2000, 
inmates occupied 92 percent of the 677,787 total rated capacity of jails in America.  By 
midyear 2002, the number of inmates in custody in local jails had risen by over 34,000.  
Nevertheless, the most recent census shows that jails continue to operate at 7 percent 
below their rated capacity (BJS, 2003).   
For nearly 20 years, jail crowding has been a problem in this country (Lawrence, 
1995).  The past decade has seen a 38 percent increase in the number of jail inmates per 
100,000 in the United States population.  This represents a large increase in jail 
population since 1978, when jails only held 68 percent of their capacity (Kinkade & 
Leone, 1995).   
Using a survey of a systematic random sample of sheriffs, Kinkade and Leone 
identified 13 negative consequences to jail crowding, including increased acts of violence 
among inmates and between inmates and staff (1995).  In this study, nearly 85 percent of 
sheriffs reported that jail crowding resulted in increased violence among inmates.  
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Eighty-one percent agreed that overcrowding increased violence between inmates and 
staff (Kinkade & Leone, 1995).  In 2000, the National Institute of Corrections (NIC) 
added a number of initiatives designed to address jail operations and management for 
fiscal year 2001, including a national videoconference on overcrowding in jails and 
population management (Hutchinson, 2000).   
A study of jail crowding at a county detention center in Las Vegas, Nevada found 
that increases in the jail population were not the result of rising crime rates or population 
growth (Sheldon & Brown, 1991).  By examining crime statistics, inmate questionnaires, 
bookings, jail population, and arrest records, the researchers determined that increases in 
arrests for specific crimes were to blame for the rising jail population.  Arrests for 
nonviolent crimes such as drug possession, DUI, and failure to pay traffic fines increased 
by at least 60 percent during the 1980s after the county constructed a new jail to relieve 
overcrowding in the old jail.  In that decade, the jail population of Clark County tripled 
(Sheldon & Brown, 1991.)  
To further complicate the overcrowding problem, there has been a decrease in 
public funding for mental health hospitals, which has led to an increase in jail population 
(Anderson, 1998; Comer, 1995).  Deinstitutionalization has contributed to a large number 
of mentally ill individuals being incarcerated (Comer, 1995; Fuller, 1995).  Along with 
the lack of community resources for the mentally ill, this has resulted in people with 
mental disorders sometimes being arrested on “mercy bookings.”  These serve the 
purpose of protecting the individual and society from dangers posed by the individual’s 
disorder (American Public Health Association, 2001).  The Bureau of Justice Statistics 
(2001) reports that 16 percent of offenders in prison, jail, or on probation are mentally ill. 
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A study by Tartaro (2002) investigated the impact of population density on jail 
violence.  Collecting data from nearly 650 U.S. jails, Tartaro discovered that crowding 
was a significant predictor of inmate-on-inmate assaults, but in an unexpected manner.  
Tartaro discovered an inverse relationship between spatial density, defined as the number 
of inmates housed in an institution divided by the rated capacity of the facility, and 
inmate violence.  As the number of inmates housed in a particular jail increased above the 
jail’s rated capacity, the frequency of inmates assaulting other inmates decreased.  
Despite initiatives designed to curb the problem, jail populations are increasing at 
a steady rate.  Due to the rising number of arrests for nonviolent crimes and the influx of 
the mentally ill, the nation’s jails are in danger of exceeding their capacities in the near 
future.  Perception among sheriffs is that crowding is associated with a number of 
adverse consequences.  However, conclusive evidence to that fact is lacking. 
 
1.2.2  State Prison Overcrowding 
Seven years ago, state prisons operated on average at 4 percent over rated 
capacity (BJS, 1997).  By the end of 2000, state prison operations hovered between 100 
and 115 percent capacity (BJS, 2001).  Nevertheless, these numbers represented a one-
half percent decline in state prison population occurring in the latter part of the year 2000.  
This was the first decrease in the number of state prison incarcerates since 1972 (BJS, 
2001).  Prior to that, the rated capacity of state prisons rose an average of 6.9 percent 
annually between the years 1990 and 1995.  Meanwhile, the total inmate population grew 
at nearly the same rate (BJS, 1997). 
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Far from relieving crowded conditions, the building of 168 new state facilities in 
the early 1990’s (BJS, 1997) was insufficient to meet the increased demand. Last year, 
the Associated Press reported that the state of Nebraska faced “almost certain” 
intervention by the court system unless officials instituted drastic measures to reduce 
prison crowding (O’Hanlon, 2003).  At year-end 2001, state prisons operated between 1 
and 16 percent above capacity, largely due to declines in the inmate populations of the 
largest state prison systems (BJS, 2003). 
Studies of crowding with state prison inmates have focused on inmate health and 
perceptions of well-being.  Examining the relationship between changes in inmate 
housing mode and blood pressure, D’Atri and colleagues (1981) found that an increase in 
systolic blood pressure is associated with inmate transfer from a single occupancy cell to 
a multiple occupancy dormitory.  They studied 568 male inmates and determined that 
although there was an initial increase in systolic blood pressure among transfers, the 
effects could be reversed in its early stages if the inmate was transferred back to a single 
occupancy cell.  D’Atri et al. (1981) also found evidence that adaptation to a multiple 
occupancy environment occurs, as the systolic blood pressure of these inmates eventually 
decreased the longer they lived in the dormitories. 
Lester (1990) examined the Department of Justice records to gather data in 
suicide and homicide rates in prisons in each state of the continental US.  Controlling for 
suicide and homicide rates in the general population for each state, he compared the 
prison homicide and suicide rates to data on density of the prison populations, as well as 
the proportion of inmates housed in multiple occupancy units.  He found that inmate 
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suicide and homicide rates were lower in the states where fewer inmates lived in multiple 
occupancy units.  
Ruback and Carr (1984) conducted the only published study of overcrowding and 
disciplinary infractions exclusively in women’s prisons.  In their first study, they 
examined archival data on 561 females who were formerly inmates at a state prison, but 
had been released.  Using average population housed in the prison during the inmate’s 
stay and disciplinary infractions, the investigators reported that the rate of infractions was 
greater for inmates who were younger, had a prior history of arrests and violence, and 
lived in the prison during periods of higher population.  
In the second study, Ruback and Carr (1984) used questionnaires to assess the 
inmates’ reactions to their living quarters, level of perceived control, reported stress, and 
physical symptoms.  These variables were hypothisized be the mechanisms through 
which overcrowding resulted in negative outcomes.  They found that inmates who 
perceived more control liked their space more and reported less stress and physical 
symptoms.  Inmates who reported more stress tended to dislike their space and report 
more physical symptoms. 
This study was replicated using male inmates (Ruback, Carr, & Hopper, 1986).  
Employing the same questionnaire they conducted two separate studies in Georgia state 
prisons to examine the relationship between perceived control, crowding, stress, and 
symptoms.  The first study took place in a highly dense facility where some inmates had 
less than half of the minimum square footage set forth by the American Correctional 
Association at that time.  The random, stratified sample of 50 inmates were housed in  
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50-, 18-, and 8-person dormitories and 20-person trailers.  Inmates who perceived more 
control reported fewer physical symptoms, liked their space more, and experienced less 
stress.  Inmates who reported more stress also reported more physical symptoms and 
disliked their cells more.  Even when cell type was controlled , these correlations 
remained significant. 
In the second study, Ruback, Carr, and Hopper (1986) surveyed 173 inmates who 
lived in either single-person cells or four-person cells.  They  reported similar results:   
inmates who perceived a greater level of control liked their space more, experienced less 
stress, and reported fewer physical symptoms than those who perceived less control.  
Again, controlling for cell type did not affect the results.  More physical symptoms and 
greater room dislike was reported by inmates who experienced more stress as well. 
Although populations have declined, state prisons still operate over capacity.  The 
negative impact of crowding on inmate health and welfare has been well-documented.  
They include higher suicide and homicide rates, more disciplinary infractions, negative 
perceptions of living quarters, increased reports of stress and physical symptoms, and 
perceptions of decreased control. 
 
1.2.3  Federal Prison Overcrowding 
Between the 1990 and 1995 censuses, the Federal Bureau of Prisons (BOP) added 
45 new facilities to keep up with the rapidly growing inmate population.  This decreased 
the overall rated capacity of Bureau occupancy from 135 to 124 percent (BJS, 1997).  
However, the last published census of federal prisons indicated that facilities were 
operating at 31 percent above capacity (BJS, 2003).  This represents a 6 percent increase 
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since the last census of 1995.  By midyear 2002, the number of inmates in custody had 
risen by 5.8 percent, making the BOP larger than any single state prison system. (BJS, 
2003).  Currently, over 160,000 inmates are under the supervision of the BOP (BOP, 
2003). 
Several important issues have contributed to the rising number of inmates 
incarcerated at the federal level.  One is the proportion of sentence an offender can expect 
to serve.  In the last 25 years, the amount of a given sentence that an inmate serves has 
risen 29 percent (BJS, 2000).  The length of time actually served by federal inmates has 
risen from 21 months to 47 months (BJS, 2000).  In that same period of years, the number 
of people incarcerated in the federal system for drug offenses grew 147 percent (BJS, 
1999).  The federalization of crime, particularly drug offenses has resulted in mandatory 
sentencing laws, “three strikes” legislation, and federal incarceration for primarily 
nonviolent offenders (Corn, 1994; Higgs, 1999; King, 1999; Meese & DeHart, 1996).  A 
glaring consequence of these policies is that federal prisons are overcrowded. 
Paulus, Cox, McCain, and Chandler (1975) undertook an investigation of the 
effects of crowding on 142 male federal inmates in Texas.  Measurements of crowding 
(the amount of people the subject can tolerate in a room without feeling that the room is 
overcrowded), affect, and housing history were taken, as well as objective measurements 
of social and spatial density.  Results suggested that the more time inmates were forced to 
spend in a crowded environment, the more they appreciated and valued low levels of 
density.  Their criterion for what constituted crowding decreased because of the negative 
affect generated by living in crowded conditions.  Negative affect was related to social 
density to a greater degree than to spatial density.  Additionally, lower crowding 
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tolerance correlated with negative reactions to current housing quarters, especially for 
inmates housed in dormitories.   
Over a period of 10 years, McCain, Cox, and Paulus (1980) collected data on 
1400 federal inmates housed in six different prisons to assess the effects of prison 
crowding on inmate health and behavior.  They investigated blood pressure, tolerance for 
crowding, affective state, inmate opinion of living quarters, perceived environmental 
control, and life history data.  Institution records were reviewed to obtain data on inmate 
demographics, illness complaints, and disciplinary infractions.  Housing mode was 
defined in terms of spatial (number of square feet per inmate) and social (number of 
inmates per occupancy unit) density and included single-, double-, and multiple-
occupancy living arrangements. 
Across inmate populations and institutions studied, similar results were observed.  
Negative effects on inmate health and behavior progressively and measurably accrued as 
housing density increased.  Negative effects of sustained crowding were reflected in 
greater feelings of being crowded, higher illness complaints, more disciplinary problems, 
and more negative ratings of living quarters in those who lived in dormitories or double 
occupancy housing units.  Social density seemed to be more important than spatial 
density.  Although amount of space per person was an important factor, the number of 
people occupying the same living space was apparently more salient to the outcomes 
investigated in this study.  The researchers also found that adaptation to crowding did not 
occur over time (McCain et al., 1980).  
With a population of over 160,000 inmates, the BOP is now the largest prison 
system in the nation.  Mandatory sentencing and the federalization of drug-related crime 
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have contributed to increased conditions of crowding.  Like in state prisons, federal 
prison inmates report negative consequences associated with increased social density.  
These include negative perceptions of their living environments, decreased crowding 
tolerance, and increased illness complaints and disciplinary infractions.  The negative 
effects tend to accrue over time and inmates apparently do not adapt to their crowded 
conditions. 
 
1.3. Violence and Inmates 
Apparently only a small percentage of inmates participate in assaultive acts while 
behind bars (BJS, 1997).  According to the Sourcebook of Criminal Justice Statistics, just 
3.2 percent of inmates report having been injured in a fight since being admitted to 
federal prison, while 10 percent of state prison inmates report being injured while 
fighting.  Only 8 inmates were killed by other inmates while in federal confinement in 
1995 (Bureau of Justice Statistics, 1996).  However, this was an increase from the 3 
inmate homicides reported by the BJS in 1990.   
Additionally, the Bureau reported a 12.4 percent rate of assaults among federal 
prison inmates in 1995 (BJS)  This was an increase over the 7.4 percent reported by the 
Bureau in 1990.  Gaes, Wallace, Gilman, Klein-Saffran, and Suppa (2002) found that 8 
percent of staff and 62 percent of inmates receive injuries when violently attacked.  Of 
those injuries, 11 percent required treatment at an outside hospital, 4 percent were 
considered life-threatening, and 1 percent proved to be fatal.  This study also revealed 
that weapons are used half of the time against staff, but 86 percent of the time against 
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inmate victims (Gaes et al., 2002).  These numbers may reflect underreporting, as 
violence among inmates often goes undetected (Maitland & Sluder, 1996).   
Nevertheless, the majority of those inmates who do engage in violent behavior 
while incarcerated are 24 years old or younger (BJS, 1997; Jones, Beidleman, & Fowler, 
1981).  For example, in his examination of prison infraction records, Toch (1977) found 
that two to four percent of all inmates participated in fighting, and those who fought 
tended to be 20-24 years of age.  The majority of federal prison inmates who have been 
injured in a fight since admission to the institution were 24 years old and under (BJS, 
2001). 
Ekland-Olson and colleagues (1983) studied the relationship between prison size 
and infraction rates at the individual level.  Using a sample of 268 inmates from the entire 
Texas prison system population, they tracked the number and type of infractions 
committed by these inmates over a 6-month period.  The researchers found that inmates 
aged 27 or younger were more likely than any other age group to commit rule infractions 
and assaults.  Younger prisoners were two times more likely to be involved in mulitple 
infractions.  Ekland-Olson et al. (1983) also found that inmates 27 and under were nearly 
four times more likely than middle aged inmates to be involved in assaults.  Finally, 
when they looked at data across insitutions, they found that those facilities with a higher 
proportion of younger inmates had higher rates of total infractions and assaults (Ekland-
Olson et al. 1983). 
A study by Ellis, Grasmick, & Gilman (1974) tested a causal model of aggressive 
transgressions that included a number of individual (inmate) and aggregate (prison-wide) 
level variables.  Age was found to be significantly related to aggressive incidents at both 
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the inmate and prison-wide levels.  They found that inmates 24 years of age and under 
engaged in more inmate-on-inmate violence than older inmates, both within and across 
institutions.  
In juvenile institutions, Poole and Regoli (1983) found that preinstitutional 
violence, which consisted of fist fights and fights involving weapons during the month 
prior to confinement, was the best predictor of whether an inmate would aggress while 
incarcerated.  This was true regardless of the characteristics of the institutional 
environment.  The same study, which anonymously surveyed 373 juvenile inmates at 
custodial and treatment-type facilities, found that race correlated with inmate aggression 
only in the most treatment-oriented institutions (Poole & Regoli, 1983).  
Walters (1998) conducted a longitudinal study of the correlates of prison violence 
using incident reports from the BOP.  Significant incidents occurring over a 9-year period 
were analyzed using age, inmate race (ratio of black to white inmates), population 
density, season, staff experience level, and inmate-staff ratio to predict institutional 
assaults.  Significant correlations were found between institutional assaults and age, ratio 
of black to white inmates, population density, and staff inexperience. 
Overall, higher rates of inmate violence have been noted in the more custodial  
(rather than rehabilitative) institutions (Poole & Regoli, 1983; Sagarin, 1976; Saum et al., 
1995).  Sylvester, Reed, and Nelson (1977) gathered archival data on homicide in all state 
and some federal prisons housing male inmates during 1973.  They examined 130 
facilities with regard to frequency of prison homicide, weapon-involvement, number of 
assailants, racial components, and institutional responses, among other variables.  They 
found that homicides were more frequent in higher security prisons and among those 
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inmates with histories of violent behavior.  In a profile of four Florida prisons, Atlas 
(1983) found a greater frequency of armed assaults in the more restrictive, higher security 
institutions. 
Braswell and Miller (1989) surveyed 66 correctional employees to evaluate their 
perceptions of the seriousness of inmate violence.  Subjects were asked to respond to a 
series of scenarios describing various criminal acts committed by inmates during 
incarceration.  Crimes included rape, assault and murder.  Using a Likert-type scale, 
subjects indicated the extent to which they agreed that action should be taken against the 
inmate.  By alternately designating the victim of the criminal acts as either another 
inmate or a staff member, the researchers were able to determine that correctional 
employees perceive inmate assaults on correctional staff as more serious than inmate 
assaults on other inmates.  The subjects indicated that crimes against correctional staff 
were more deserving of intervention than those committed against other inmates. 
Nacci and Kane (1984) updated the BOP investigation of inmate sexual 
aggression with regard to frequency, motivating forces, the policy on homosexual 
behavior, and management tools.  Surveying 330 randomly-selected inmate volunteers 
from a stratified sample of 17 federal prisons, they found that sexual aggression is rare in 
federal institutions.  The likelihood that an inmate could expect to be involved in 
sexually-related violence was 6 in 1,000.  According to inmates who had been 
incarcerated in both federal and state facilities, aggression was less likely in federal 
institutions.  Nacci and Kane (1984) also investigated the prison archives and found 
corroborating evidence for the survey results.  The rate of “known” sexual assaults 
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averaged to approximately 2 per month, and sexual assaults only accounted for 9.5 
percent of total assaults occurring over a one-year period. 
Despite these numbers, prison inmates appear to experience a greater fear of 
victimization than those in the free world.  McCorkle (1993) surveyed fear of 
victimization among 300 state inmates housed in a maximum-security prison.  Nearly 
half of the sample reported feeling either somewhat or very unsafe in the prison and 47 
percent reported feeling worried about being attacked.  More than half felt that their 
chances of being attacked were moderate to high.  Having experienced victimization 
while in prison resulted in higher reported levels of fear and concerns about personal 
safety. 
Research suggests that inmates are subjected to real and perceived threat of 
violence and physical injury during incarceration.  Although violence rates are low, those 
inmates in higher security, custodial-type institutions appear to be at greater risk of 
experiencing violence, including that involving weapons and sexual assault.  Increased 
risk of violence has been shown in larger institutions and those with a higher percentage 
of younger inmates.  Some studies have found race to be a factor in prison violence, and 
others have determined that an inmates history of violent behavior contributes to whether 
that inmate will aggress while incarcerated. 
 
1.4. Models of Inmate Violence 
1.4.1  Importation Model  
Theories of prison violence have proposed a dichotomy between individual 
characteristics and the nature of the prison environment.  The importation model (Irwin & 
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Cressey, 1962) attributes individual inmate aggression to the cultural influence of 
aggressive values and attitudes (McCorkle, Miethe, & Drass, 1995; Poole & Regoli, 
1983).  Toch (1977) noted, “All prisons inherit their subcultural sediments from the street 
corners that supply them with clients,” suggesting that similar influences drive aggression 
among young people both in prison and on the street (p. 56). 
Certain personal and psychological factors have been linked to violence among 
incarcerated individuals.  There is some evidence that alcohol dependence may 
predispose inmates to commit more serious acts of aggression (Mills, Kroner, & Weekes, 
1998).  Mills and colleagues surveyed 202 inmates newly admitted to a Canadian prison 
using the Alcohol Dependence Scale (ADS).  Although total disciplinary infractions was 
not significantly related to overall ADS score, item analysis and categorization revealed 
that serious institutional misconduct is associated with more severe levels of alcohol 
dependence. 
Other factors thought to contribute to inmates being violence-prone while 
incarcerated include unemployment, inferior education, and extent of criminal history 
prior to incarceration (Kane & Janus, 1981).  In a report to the Executive Staff of the 
Federal Prison System (FPS), Kane and Janus described significant actuarial factors 
related to the likelihood of prison violence involvement.  Those concerning criminal 
history include younger age at first commitment, more severe current offense, longer 
expected incarceration length, greater seriousness of prior commitments, and more 
extensive violence history prior to incarceration.  Regarding social history, past opiate 
dependence, lack of employment prior to incarceration, and less education are associated 
with greater likelihood of violence while incarcerated.    
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The reported demographic variables contributing to violence were race and age.  
Non-whites and younger inmates were reported to be more likely to become violent while 
incarcerated.  Kane and Janus (1981) offer the explanation that these “disenfranchised” 
populations are separated from the mainstream mores that promote pro-social methods of 
meeting basic needs and solving interpersonal conflict.  Rather, they live in a subculture 
in which using violence is reinforced.  In summary, inmates with a more extensive 
criminal history and more social problems are more likely to engage in prison violence 
because certain subcultural forces have influenced them to use violence in many contexts. 
Kane and Janus (1981) also found that state-level correctional inmates are more 
likely to engage in violence while imprisoned than are federal inmates.  State inmates 
pose a greater custody risk in terms of overall institutional misconduct, including prison 
violence.  The authors suggest that this may be due to the fact that this group, like non-
whites and youths, experience more social problems such as drugs, unemployment, and 
inferior education (Kane & Janus, 1981).  
 
1.4.2  Deprivation Model     
In contrast, the deprivation theory (Sykes, 1958) suggests that prison is a harsh, 
oppressive environment in which inmates are dispossessed of resources.  Deprivations 
include normal access to goods and services, heterosexual relationships, personal 
autonomy, and personal security (French, 1978; Sykes, 1958).  Being deprived of 
legitimate ways of meeting these needs, inmates create illegitimate, even deviant ways of 
satisfying these needs (French, 1978).  Consequently, some inmates exploit, prey on, or 
aggress against others in order to obtain desired resources (McCorkle, Miethe, & Drass, 
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1995; Poole & Regoli, 1983).  In this view, violence is a mechanism of control rooted in 
the social order of prison life (Ekland-Olson, 1986; Irwin, 1980). 
 
1.4.3  Interaction and “not-so-total institution” Models   
In their comparative study of juvenile criminal confinement, Poole and Regoli 
(1983) found support for both importation and deprivation as they contribute to inmate 
assaults.  They found that having a history of aggressive behavior, being housed in a 
custodial-type institution, and subscribing to the inmate code supporting violent behavior 
increase the liklihood that a juvenile will aggress while incarcerated.  Poor prison 
management was also found to be associated with increased inmate assaults (McCorkle et 
al., 1995).  This study found the deprivation model to be the least useful in explaining 
why inmates aggress against each other and staff.  
The aforementioned research does not explicitly consider the impact of external 
social forces.  The “not-so-total institutions perspective,” first described by Jacobs (1976) 
and named by Farrington (1992), suggests that there are distal and proximate causes of 
inmate aggression that emanate from the larger society (McCorkle, Miethe, & Drass, 
1995).  For example, it is generally accepted that racial and ethnic tensions exist in 
American society (Cole, 1999; Erlich, 1973).  Half of state correctional officials surveyed 
report that racial conflicts are a problem among inmates (Knox et al, 1996).   Some hold 
these tensions responsible for creating racial divides among inmates that have increased 
inmate assaults and resulted in full-scale race riots in correctional facilities (McCorkle, 
Miethe, & Drass, 1995; Tischler, 1999).  
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1.4.4  Gang-related Model   
Gangs have changed the face of interracial prison violence in recent years (Fong 
& Buentello, 1991).   In a comprehensive survey of state prison officials, the National 
Gang Crime Reasearch Center (NGCRC) found a strong positive correlation between 
facilities reporting racial disturbances and those reporting gang violence in their 
institutions in the previous year (Knox et al., 1996).    
Gang members only comprise about 3 percent of the total state and federal 
offender populations (Fong, 1990; Johnson, 1998), but Security Threat Groups (or 
STGs), as they are sometimes called, are thought to be responsible for anywhere from 22 
to 85 percent of inmate-on-inmate assaults and homicides (Fong, 1990; Knox et al, 1996).   
Half of 300 state correctional officials surveyed hold gangs responsible for the increase in 
improvised weapons production behind bars (Knox et al, 1996).  This is hardly 
surprising, since the most powerful and influential prison gangs may require prospective 
members to commit murder as a condition of their initiation (Potter, n.d.).   
A recent study to assess the impact of gang affiliation on institutional misconduct 
in federal prisons revealed that membership in gangs is associated with increased 
probability of misconduct in general and serious violence in particular (Gaes et al., 2002).  
Furthermore, core gang members engaged in more misconduct and violence, even after 
history of violence, security and custody classification, and demographics were 
controlled.   
More than likely, no single model accounts for all instances of inmate violence.  
All or some of the above factors may be at work in any given incident.  For example, 
gangs are a type of subculture that evolved from circumstances in the larger society.  
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Since gangs import violent values into the prison setting as a means to gain power and 
scarce resources, they incorporate all four model of prison violence.  In terms of curbing 
prison violence, gang activity may be the most amenable to change, but further research 
is needed. 
 
1.5. Overcrowding and Prison Violence 
The prevailing theory of how overcrowding leads to violence in prison is the 
social interaction-demand model (Cox, et al., 1984).  This model posits that crowding 
results in uncontrollable social interaction.  The unwanted interaction produces goal 
interference, cognitive overload, and feelings of uncertainty.  It is thought that under 
these circumstances, certain individuals respond negatively, some engaging in violence as 
a way to increase interpersonal distance.   
Ellis (1974) suggested that crowding is a cognitive-evaluative condition. that, in 
prisons, is mediated by age, transience, and social control.  He posited that under certain 
circumstances such as the presence of younger inmates or increased transience, inmates 
are more likely to perceive their environment as crowded.  Because violence is used as a 
means of social control by inmates and staff alike, as social density rises, prior social 
control functions become less effective.  Violence, he suggested, is often used to restore 
that social control.   
Research on the effects of overcrowding on prison violence has yielded mixed 
results.  Initially, studies agreed that increased density resulted in increased aggression 
among inmates.  However, later studies and reviews suggest this effect is spurious, or at 
least moderated by other factors.  Inasmuch as inmate assaults pose a security threat to 
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the institution, understanding more about the nature of these incidents is imperative. 
Disagreements among inmates that once were resolved with a fist fight now result in 
fights with weapons (Atlas, 1983).   
The increasing frequency and severity of assaults (Van Slambrouck, 1998) 
demonstrates how crucial it has become to understand the latent causes of conflict among 
inmates and find more positive ways for incarcerates to channel their aggression (Atlas, 
1983).  Additionally, the costs of protective custody and  disciplinary segregation 
incurred in the aftermath of inmate assaults (McCorkle, 1993; Vaughn, 1995, 1997) 
underscores the need for increased effort to manage tensions that arise among those in 
custody.  
The first study to be published that examined the relationship between prison 
overcrowding and disciplinary infractions was by Megargee (1977).  Investigating 
infraction rates at a medium security federal institution in Tallahassee, Megargee found 
that density was significantly and positively correlated with disciplinary infractions. 
Using data gathered from federal institutions over a four-year period, Nacci, 
Teitlebaum, and Prather (1977) investigated the relationship between facility population 
density and inmate misconduct.  Density was defined as the average daily population of a 
given institution divided by the physical capacity of that institution.  Because physical 
capacity is determined by a constant set of variables across all federal correctional 
settings, density measures are fairly reliable (Nacci, Teitelbaum, & Prather, 1977).  
Looking at rates of inmate-inmate assault, total assaults (including inmate assaults on 
staff), and total infractions, the researchers found an overall positive correlation between 
density and total assaults, and density and inmate-inmate assaults. In the same study, 
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Nacci et al. (1977) also found that the correlation between density and violence was 
stronger in facilities where young inmates were housed.  They found significant positive 
correlations between both measures of physical assault and density in youth-juvenile 
institutions. 
In a comprehensive study of state and federal prison homicide, Sylvester and 
colleagues (1977) found that prison size was a better predictor of homicide than was 
density.  Their results indicated that both the design capacity and the absolute size of a 
facility increased predictive power of prison homicide by 60 percent.  They suggested 
that larger prisons were more likely to house violent, aggressive inmates and that it may 
be more difficult to exercise control in a larger facility.  Based on these data, the authors 
suggested that increasing the number of guards will not necessarily result in fewer 
homicides.  Sylvester et al. (1977) also found a strong positive correlation between prison 
security level and homicide.  None of the minimum security institutions experienced a 
homicide during the one-year study period, but 43 percent of those facilities housing 
maximum security inmates experienced at least one homicide.  The institutions housed 
inmates of different security designations, and it was these institutions that more 
frequently experienced prison homicides.  In fact, knowledge of whether a facility housed 
maximum security inmates increased the predictive accuracy of prison homicide by 80 
percent over chance estimates (Sylvester et al., 1977).  The authors suggest that the 
mixing of inmate of different security designations may increase the liklihood of prison 
homicide. 
Jan (1980) examined the relationship between overcrowding and inmate 
disruptive behavior.  Conducted in four state prisons in Florida, this study looked at 
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population size as it related to number of escapes, number of inmates in disciplinary 
segregation, and number of assaults on staff and inmates.  Jan found a strong positive 
relationship between population size and disruptive behavior, but these effects mostly 
disappeared when overcrowding and assaults were standardized for each institution and 
analyzed separately.  In other words, although the number of disruptive incidents was 
associated with an increase in population size, the actual rate of disruptive behavior did 
not increase. 
Ekland-Olson, Barrick, and Cohen (1983) analyzed the relationship between 
inmate assault and overcrowding in the Texas prison system.  The Texas Department of 
Corrections supplied data for the five-year period between 1973 and 1977 on 93 percent 
of the prisons operating in the state at that time.  Variables included median inmate age at 
each institution, sentence length, time served, time served relative to sentence length, 
population size (defined as average daily count of inmates at each institution), and 
institutional density (defined as average daily population divided by design capacity).  
Results indicated that the assault rate increased by 57 percent over the five-year period 
under study.  Simultaneously, the median age of those incarcerated in the Texas prison 
system declined.  There was a 40 percent increase in the number of inmates under 28 
years of age in Texas prisons between 1973 and 1977 (Ekland-Olson et al., 1983).  The 
results of this study suggest that age is a more important variable than overcrowding 
where inmate violence is concerned.  In fact, the only significant relationship found 
between the size of the prison population and the total rate of disciplinary infractions was 
in those facilities housing inmates with a median age of 27 or younger (Ekland-Olson et 
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al., 1983).  The age variable accounted for more than 40 percent of the variance in total 
infraction and inmate assault rates for all institutions under study.   
Gaes and McGuire (1985) investigated the relationship between aggregate 
measures of prison crowding in the federal system and assault rates.  They collected 
archival data from 19 institutions that covered a period of nearly three years.  Using a 
multivariate model, they determined that crowding was a significant (though nonlinear) 
predictor of prison assault. 
Palermo, Palermo, and Simpson (1986) concluded that overcrowding had no 
effect on homicide in a maximum security prison.  To the extent that overcrowding 
undermines good inmate supervision, breeds criminality by association, and results in 
long probation periods, early release, plea bargaining, and unnecessary jury trials, the 
authors regarded it as a problem.  However, they considered individual inmate 
psychopathology, psychosocial traits, and violent histories as being more important in 
inmate classification and housing decisions.   
Due to the Supreme Court ruling in Ruiz v. Estelle (1980), the Texas Department 
of Corrections (TDC) made a number of significant changes to reduce overcrowded 
prison conditions, one of which was a legislative mandate to maintain the TDC at no 
more than 95 percent capacity. Taking advantage of this opportunity to examine violence 
rates before and after the changes took effect, Ekland-Olson (1986) found no link 
between crowding and increased violence.  In fact, by investigating data records between 
the years 1979 and 1984, he found that although the level of crowding decreased, the 
level of violence rose dramatically. 
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There are several potential explanations for this finding.  For example, reporting 
practices for violent incidents and disciplinary procedures, as well as staff-inmate ratios, 
may have changed over the same time period.  Further, the reported figures are for the 
entire TDC.  Thus, violence rates for individual prisons within the system may have 
decreased as crowding decreased, and continued to be high in prisons where crowding 
increased or remained constant (Ekland-Olson, 1986). 
Results have been mixed regarding the impact of overcrowding on prison 
violence.  Early studies found positive correlations between increased population density 
and assault rates, while later studies found that prison size, inmate age or type of inmates 
housed were of more importance in explaining inmate violence.  A few studies found no 
link whatsoever between overcrowding and violence.  Comparisons among the studies 
are difficult to make, due to the differing methodologies, conceptualizations of crowding 
and measurement techniques used. 
Many of the aforementioned studies, while helpful in illustrating individual 
responses to crowding do little to effect policy change in correctional institutions.  The 
variables under study often either are of no interest to prison administrators or cannot be 
altered by those in charge of our nation’s prisons.  Ruback and Innes (1988) implored 
social scientists to engage in more research at the institutional level using variables that 
are objective, operationalized, and within the control of prison policy makers.  Such 
research would look at the relationships among institutional variables and high-utility 
dependent variables. 
From the research outlined above, it is evident that many factors at the individual 
and institutional level may influence prison violence.  Rather than solely considering the 
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effect of overcrowding independently of these other factors, the present study aimed to 
develop a model of inmate violence at the institutional level.  The proposed model 
predicted inmate homicide, serious violence, and fights from inmate age, staff-inmate 
ratio, security level, and crowding.  It was hypothesized that the model would 
significantly predict the different types of inmate violence and that overcrowding would 
be statistically related to the probability of violence independent of the other predictor 
variables in the analysis.  Specifically, the expectation was that higher levels of 
overcrowding would be associated with a higher probability of all three types of violence, 
even when inmate age and facility security level and staff-inmate ratio were held 
constant.   
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2. METHOD 
 
2.1  Participants 
As of January 1, 2001, the BOP consisted of 98 institutions and housed 149,629 
inmates.  Of those inmates, 57.4 percent were White, 39.5 percent were Black, 32.5 
percent were Hispanic (including Whites and Blacks), 1.5 percent were Asian, and 1.6 
percent were Native American.  The federal prison population was 92.9 percent male 
(BOP, 2001).  Approximately 13 percent of prisoners under the jurisdiction of the BOP 
were under the age of 25 (BJS, 2000), and 3 percent of all federal prisoners were serving 
a sentence for committing a violent crime (BJS, 2000).  The data were stripped of 
identifiers as part of their entry into the BOP database. 
Administrative facilities and female-only facilities were excluded from the study. 
Several prison camps were also excluded due to failure to report rated capacity and 
inmate and staff populations.  Data were examined from the remaining 76 institutions, 
consituting an inmate population of 101, 440.  Males constituted 100 percent of the 
sample.  The mean inmate age was 37.2 years.  Of the correctional facilities used, a total  
of  11.8 percent were minimum security, 30.3 percent low security, 42.1 percent medium 
security, and 15.8 percent high security.   
Mean rated capacity for included facilities was 868.82 (416. 60) and mean inmate 
population was 1334.74 (589.77).  Nearly 91 percent of the year, institutions exceeded 
the maximum capacity set forth by federal regulations.  On average, institutions operated 
at nearly 160 percent capacity, with a range of 46.25 percent to 239.68 percent.  Inmate-
staff ratio ranged from 1.60 to 26.75 inmates per custodial staff person.  Nevertheless, the 
38 
 
mean ratio was 10.79, meaning that overall, inmates outnumber custodial staff by nearly 
11:1.  Percentage of inmates age 25 and under ranged from a low of 3.23 percent to a 
high of 22.61 percent.  Data reported by month were collapsed into yearly totals from 
which means and standard deviations were derived.  Monthly totals were used for 
statistical analyses, as these were easier to dichotomize. 
Table 1.    Characteristics of Bureau of Prisons Institutions, 2001 (N=76)  
 
 
 Mean Std. deviation 
Total capacity 158% 43.77 
Inmate-staff ratio 10.79 4.86 
 
 
2.2  Procedures   
The data for this study were collected from the Central Office of the Federal 
Bureau of Prisons in Washington, DC, where archival data from a database of the FBOP 
Office of Research and Evaluation (ORE) were obtained.  These data provided 
information on overcrowding, inmate violence, facility security level, inmate age and 
inmate-staff ratio.     
For several reasons, the use of archival data from a large database was the 
preferable approach for this study.  Gaining access to prison records is a daunting 
enterprise, given the inaccessibility of prison databases to researchers from outside of the 
prison system (Paulus, 1980).  Because prisoners are considered a vulnerable population 
by the governing body that oversees research with human subjects, research with 
prisoners is subject to greater scrutiny in terms of confidentiality, voluntariness, and 
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informed consent (MCP Hahnemann University Committee for the Protection of Human 
Subjects, 2000).  Gathering data of this type prospectively increases the likelihood that 
individuals will be identified, whereas using aggregate data  controls this risk.  
Additionally, the low base rates for the outcomes under investigation required the use of 
a large database for analysis.  Thus, the use of archival data was preferable because of the 
amount of data that needed to be gathered and analyzed.   
The data used in this study are included under the Freedom of Information Act 
and can be requested directly from the ORE by the general public.  Alternately, 
summaries of the data are distributed via CD-ROM to all BOP facilities (Saylor, 1994).  
Some of the information (e.g., rates of inmate homicides and assaults) can be found on 
the Internet in the Sourcebook of Criminal Justice Statistics.  However, the strategic 
support database represents the best single source of the data of interest (Saylor, 1994). 
The strategic support database never presents information at the individual staff 
person or inmate level (Office of Research and Evaluation, 1998).  Rather, staff at each 
prison enter data specific to their facility into the mainframe.  This information is 
extracted and compiled before transfer to the strategic support system.  During this 
process, personal identifiers are removed from the data, as the system is more concerned 
with management variables and aggregate data (Saylor, 1994).  Research analysts 
employed by the BOP are responsible for transferring the data and removing the 
identifiers. 
Although the data are available to the public, permission must be obtained for a 
researcher from outside the Bureau of Prisons to access the database to retrieve the 
needed information.  Prior to data collection, a proposal and researcher’s statement were 
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submitted to the Bureau of Prisons Office of Research and Evaluation at Central Office in 
Washington, DC.  Approval for the study was granted, contingent on additional 
directives,  imposed by the BOP,  that influenced the procedures of the study.  These 
directives denied the researcher personal access to the database, but granted access to the 
data itself.  To compensate for this, the BOP generated a separate database containing the 
raw data of interest.  Social science research analysts in the ORE generated the data from 
the Key Indicators/Strategic Support System (KI/SSS) database as if in response to an 
information request.  They then converted it to electronic form, which was delivered to 
this researcher for statistical analysis.  Prior approval was granted by the MCP 
Hahnemann IRB before the proposal was submitted to the Bureau Research Review 
Board.   
Data for administrative facilities, such as pretrial detention centers and federal 
medical centers, were excluded due to the transient nature of their populations and 
because these facilities tend to house inmates of differing custody levels.  Institutions 
housing exclusively female inmates and prison camps were also excluded from the 
analysis.  For the purposes of this study, crowding was defined as the percentage of total 
capacity for a given institution.  Total capacity was calculated using the rated capacities 
of the institutions under study.   
Rated capacity refers to the number of inmates that can be housed in a facility 
according to established local, state, and national standards and does not necessarily 
correspond to design capacity, which is the number of inmates the architect planned for 
the facility to house.  Rated capacity is determined by the staff of the institution in 
conjunction with agencies that enforce corrections standards (Klofas & Stojkovic, 1992). 
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The total population of each institution, divided by the rated capacity of each institution 
was multiplied by 100 to obtain the percentage of total capacity.  Overcrowding was 
indicated when the total capacity for a given institution exceeded 100 percent. 
Inmate violence was operationalized as the totals of inmate homicides, assaults 
and homicides combined, fighting, and total violence (homicides, assaults, and fighting) 
that have been documented in the incident reports of the BOP in the period from 
midnight January 1, 2001 to midnight December 31, 2001.  This calendar year was 
chosen because, at the time of proposal submission, it represented the latest year for 
which the archive would be complete.  The totals of inmate violence were based on guilty 
findings by the unit discipline committees (UDCs) or discipline hearing officers (DHOs) 
of each institution.  Official institutional responses to violent offenses include forfeiture 
of good time, disallowance of good time, and parole date rescission or retardation, in 
addition to institutional transfer.   
Only in emergency cases is an inmate transferred out of an institution before a 
hearing can take place to determine his or her guilt.  When that occurs, a hearing is held 
at the new institution and new criminal charges may be filed if the inmate is found guilty 
(BOP, 1994).  However, any guilty finding is still recorded in the federal database.  Since 
many cases cannot be proven, this data probably underestimates the number of violent 
incidents that took place.  
The BOP distinguishes between “level 100” disciplinary infractions, which 
include critical transgressions such as homicide and serious assault, and the less severe 
“level 200” infractions, such as fighting.  This study attempted to maintain that 
distinction.  The BOP distinguishes assaults from fights by the assumed intention of the 
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aggressor and whether the intention of action or motion is one-sided (assault) or mutual 
(fighting). Policy requires staff to prepare a separate report for each victim, therefore, an 
inmate can be found guilty of multiple prohibited acts related to one incident.  However, 
the key indicators database only records the most serious guilty finding per inmate per 
incident.  This prevents the possibility of double-counting across categories and incidents 
(ORE, 1998). 
Security level refers to the classification of each facility as minimum, low, 
medium, or maximum security.  Security level was coded as follows: 0 = minimum 
security, 1 = low security, 2 = medium security, and 3 = high (maximum) security.  For 
the year 2001, approximately 21 percent of BOP inmates were assigned to minimum 
security facilities, 34 percent were housed in low security institutions, 27 percent were in 
medium, and 10 percent were in maximum or high security prisons (BOP, 2001). 
The management variable of interest was inmate-staff ratio, defined as the total 
number of inmates divided by the total number of custodial staff members in each BOP 
facility.  Inmate-staff ratio is included to help determine the manner in which 
overcrowding may influence inmate violence.  For example, a high ratio of inmates to 
staff that results in reduced inmate supervision may influence any relationship between 
overcrowding and violence.  Due to the higher percentage of prison violence being 
committed by younger inmates, age was defined as the percentage of inmates age 25 or 
younger at each institution.  
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3.  RESULTS 
 
Table 2. Summary of BOP Violence in 2001. 
N of Institutions = 76 
Total inmate population = 101,440 
 
 
 Total Mean (total 
institutions) 
Standard 
Deviation (total 
institutions) 
Homicides 25 .32 .90 
Assaults + 
Homicides 
2418 31.82 29.54 
Fights 2671 35.14 23.91 
Total Violence 5089 66.96 49.72 
 
 
 
Since the probability of inmate violence is of particular concern to prison 
administrators, multiple logistic regression was selected for statistical analysis.  The 
coefficients in logistic regression maximize the probability of obtaining actual group 
membership for selected cases.  Analysis of scatterplots and error variances revealed 
nonlinear relationships between the independent variables and dependent variables in the 
sample, as well as nonnormality of error terms.  These represent violations of two 
assumptions required for ordinary least squares multiple regresion.  Logistic regression 
does not assume linear relationships or normality of error terms, and is well-suited to 
large sample sizes such as this one.  Therefore, logistic regression, which uses maximum 
likelihood estimation, appeared to be an appropriate statistical analysis for the data 
presented. 
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Logistic regression requires that dependent variables be dichotomous, so each 
outcome variable was recoded as P0 , representing the value of 0 (no violence) or P1, 
indicating a value of 1 (violence).  Variables were entered into the analysis in SPSS, with 
security level identified as a categorical independent variable.  High (maximum) security 
was designated as the reference category for indicator contrasts.  Thus, logit coefficients, 
significance levels, and odds ratios for the other security levels are reported as compared 
to high security facilities. 
The first analysis was for the dependent variable “homicide.”  Although inmate-
inmate homicides are rare, particularly in the Federal prison system, this outcome is an 
important measure of inmate violence because of its severity (Reisig, 2002).  Because 
homicides leave evidence and require the intervention of additional parties (e.g. coroners, 
law enforcement), the pitfalls that undermine the reporting of nonlethal types of violence 
do not readily apply (Reisig, 2002; Sylvester et al., 1977).  
In 2001, there were 25 reported guilty findings of homicide in the 76 facilities 
included in the analysis.  The model containing the independent variables demonstrated 
no sensitivity, as it was unable to accurately identify any true positive cases.  There was  
a specificity of 1.00, indicating a perfect classification of true negatives.  The model had 
no positive predictive power (PPP) and .98 negative predictive power (NPP). Under the 
nonparametric assumption and with a cutoff point of .5, the area under the Receiver 
Operating Characteristic (ROC) curve was .826 (.054).  This would indicate good 
discrimination  between institutions with and without homicide.  However, this result 
must be interpreted with caution due to the grossly unequal group sizes. 
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Table 3. Definition of Terms Used to Describe Prediction Accuracy 
 
 
True positive (TP) = predicted yes; outcome yes 
 
False positive (FP) = predicted yes; outcome no 
 
True negative (TN) = predicted no; outcome no 
 
False negative (FN) = predicted no; outcome yes 
 
Sensitivity = True positive rate (TPR) = TP/(TP + FN) 
 
Specificity = True negative rate (TNR) = TN/(TN + FP)  
 
Positive Predictive Power (PPP) = TP/(TP + FP) 
 
Negative Predictive Power (NPP) = TN/(FN + TN) 
 
False positive rate (FPR) = (1 - Specificity) = FP/(FP + TN) 
 
 
 
The probability of homicide was then predicted from total capacity, inmate-staff 
ratio, security level, and the percentage of inmates age 25 and under.  The beginning 
block represents the null model with only the intercept included.   In this regression, the 
null model classified all cases with 98 percent overall accuracy , but was better at 
predicting the probability of no homicide than predicting the probability that homicide 
occurred.  The omnibus test of model coefficients compares the deviance measures of the 
models with and without the independent variables included.  The initial –2 log 
likelihood (-2LL = 176.227) was compared to the deviance measure of the model 
containing the predictors (-2LL = 144.758).  The model containing the independent 
variables obtained significant results (-2LL = 144.758, χ2(6) = 31.469, p < .001).  This 
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suggests that one or more of the independent variables is linearly related to the log odds 
of homicide.   
The Nagelkerke statistic is respected as analogous to the R2 of OLS regression 
and was R2 = .193. for this analysis, indicating that the model accounted for 19 percent of 
the variance in the probability of homicide.  The Hosmer and Lemeshow Test was not 
significant (χ2(8 )= 6.116, p = .634), indicating little deviance between the actual values 
observed and those predicted by the model.  Although the model is statistically a good fit, 
the model does not increase overall predictive accuracy because of the extremely low 
base rate of homicide  in Federal prisons.   
Total capacity was not significant in predicting the probability of homicide in the 
BOP (p = .240).  Inmate-staff ratio also was not significant in predicting changes in the 
probability of homicides.  Security level, by contrast, did significantly predict the 
probability of homicide (p = .004).  However, only low and medium security level 
institutions differed significantly from high security facilities in predicting the log odds of 
homicide.  As expected, low and medium security facilities were associated with a 
reduction in the log odds of homicide as compared to high security, with all other factors 
controlled.  Age was found to be statistically unrelated to the probability of homicide (p = 
.558). 
The second analysis combined homicide with assaults to delieanate a more severe 
type of prison violence that may be predicted by this model.  The Bureau-wide total of 
assaults was 2393.  The total for homicides and assaults combined was 2418.  The model 
had a sensitivity of .96, indicating that 96 percent of homicides and assaults were 
correctly classified by the test.  Specificity was .38, suggesting that only 38 percent of 
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cases not involving homicide and assault were correctly identified.  The PPP was .80, and 
the NPP was .79.  For the ROC, the area under the curve (AUC) was .805 (.017).  
Therefore, this model appears to distinguish significantly between cases involving 
homicide and assault and those that do not. 
Next, combined homicides and assaults were predicted from total capacity, 
inmate-staff ratio, security level, and age.  The omnibus chi-square test for this binary 
logistic regression showed that the model with the predictors included was significantly 
different from the initial –2 log likelihood (–2LL = 821.882, χ2(6) = 231.986, p < .001).  
This indicated an improvement in probability prediction over the null set.  The 
Naglekerke R2 = .330, suggesting the amount of variance in the probability of homicides 
and assaults that is accounted for by the model. The Hosmer and Lemeshow test was 
significant (χ2(8) = 15.523, p = .050), suggesting that there is a significant difference 
between the observed and predicted values.     
The classification table showed an improvement in overall predictive accuracy  
over the null set.  The model including only the constant correctly predicted 72.4 percent 
overall.  The model including the independent variables accurately predicted 80.1 percent 
overall.  The model did have more difficulty predicting the probability of the absence of 
assaults and homicides, accurately classifying only 37.7 percent of cases.  However, the 
96.3 percent accuracy of the true positives increased the overall accuracy rate.   
Individually, two of the independent variables significantly predicted the log odds 
of homicides and assaults.  The crowding index was significant, but in the direction 
opposite of what was expected.  Interestingly, for every unit increase in total capacity, 
there was a significant decrease in the log odds of assaults and homicides, indicating that 
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increased crowding is associated with a .9 percent reduction in the odds that assaults and 
homicides will occur.  The logit coefficient for inmate-staff ratio was not significant (p = 
.402).  
Again,  the institutional security level was significant in predicting the odds of 
homicide and assault combined (p < .001).  Indicator contrasts suggested that minimum, 
low, and medium security institutions were significantly different from the reference 
category of high security.  Overall, lower security facilities were associated with a 
decrease in the log odds of homicides and assaults combined.  Minimum security 
institutions were associated with a 99.1 percent reduction in the odds of assaults and 
homicides, compared to high security facilities with all other factors controlled.  Low and 
medium security prisons were associated with a reduction in the odds of the same 
dependent variable of 90.4 and 60.3 percent, respectively.  The percent of inmates age 25 
and under was not significant in predicting the probability of assaults and homicides (p = 
.054).  
The most frequent type of violence reported in the bureau in 2001 was fighting, 
with a total of 2671 fights occurring over the year.  Model sensitivity equaled .88, and  
specificity was .48, indicating that 88 percent of fights were correctly classified, but only 
48 percent of cases not involving fights were accurately identified.   PPP was .78 and 
NPP was .67.    The AUC was .796 (.016).  This suggests a good  ability to accurately 
discriminate between cases involving fights and those that do not. 
For fighting, the beginning block predicted with 67.4 percent overall accuracy.  
However, the model with the independent variables of total capacity, inmate-staff ratio, 
security level, and age predicted with 75.3 accuracy.  The chi-square was significant (–
49 
 
2LL = 842.848, χ2(6) = 235.287, p < .001.)  The Nagelkerke R2 = .323, indicating that 32 
percent of the variance in the dependent variable is accounted for by this model.  A 
significant Hosmer and Lemeshow test (χ2(8) = 17.038, p = .030) indicates that there is 
statistically significant deviance between the values for fighting predicted by this model 
and those observed in the data.  Examination of the contingency tables indicates that the 
model had more difficulty predicting the probability of the absence of fighting.   
Of the independent variables, total capacity was not significant (p = .195).  
Inmate-staff ratio had a significant logit coefficient (p < .001), resulting in an odds ratio 
that indicated a 17 percent increase in the odds of fighting per unit increase in inmate-
staff ratio, with the other predictors held constant.  It makes sense that the odds of 
fighting would increase as the number of inmates increases relative to the number of 
custody staff.  However, the relationship between these two variables is actually more 
complex and will be explained in further detail below.   
Security level was significant overall (p < .001).  Compared to high security, 
minimum security produced a significant logit coefficient (p < .001).  Low security was 
also significantly different from high security (p < .001).  With other factors controlled, 
these institutions produced a reduction in the odds of fighting of 99.5 and 91.7 percent, 
respectively.   This suggests that being housed in lower security prisons is safer, in terms 
of inmate-inmate violence, than incarceration in higher security facilities.  Medium 
security was not significantly different from high security (p = .449).  Once again, age 
was nonsignificant (p = .825).  
Overall, the total number of violent incidents documented by the BOP was 5089.  
Model sensitivity for total violence was .95, while specificity was .52.  At .91, the PPP 
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indicated good ability of the model to discriminate cases of actual violence.  The NPP 
was .66, suggesting a somewhat reduced ability to accurately classify cases where no 
violence occurred.  The area under the ROC curve was .871 (.018).  The classification 
accuracy of this diagnostic test appears to be good, overall, although the percentage of 
cases correctly classified is still less than what could be obtained with a null prediction.  
While more accurate overall, a null prediction is of little use to a prison administrator or 
policy maker.  For the example of prison violence, true positive cases are damaging and 
must be handled so as to reduce their prevalence.  Also, there is a lower relative cost to 
misidentifying a true negative.  Therefore, a model that accurately predicts true positives 
regarding violence are of much higher utility. 
Finally, the overall probability of violence was predicted using the same 
independent variables used in the other logistic regressions.  The beginning block, using 
only the constant, obtained an overall prediction accuracy of 84.2 percent.  The 
independent variables of total capacity, inmate-staff ratio, security level, and age were 
entered simultaneously into a binary logistic regression predicting the log odds of 
violence of any type.  The chi-square was significant (χ2(6) = 258.620, p < .001), 
indicating that the model with the independent variables is better at predicting the odds of 
violence than the model with only the intercept.  It also suggested that one or more of the 
independent variables is linearly related to the log odds of the dependent.   
The deviance measure was rather large (–2LL = 520.710), and the Nagelkerke 
statistic (R2 = .432) showed that only 43 percent of the variance in total violence is 
accounted for by this model.  The observed and predicted values of violence probability 
were significantly different according to the Hosmer and Lemeshow test (χ2(8) = 15.944, 
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p = .043), indicating that this model is not a very good fit for the data.  Nevertheless, the 
model accurately classified 88.5 percent of cases overall. 
Again, two of the independent variables were significant in predicting the log 
odds of violence overall.  Total capacity, the crowding index, was statistically significant 
(p < .01).  With each unit increase in total capacity, the odds of violence decreased 1  
percent.  Inmate-staff ratio was not significantly related to the odds of violence (p = 
.501).  Security level was significant overall (p < .001), yet compared to the reference 
group of high security, being in minimum or low security institutions resulted in a 
decrease in the log odds of violence when the other factors are held constant.  For 
minimum security the reduction was 99.2 percent, and for low security, 86.7 percent.  
Medium security was not significantly different from high security (p = .188).  Also, the 
percentage of inmates age 25 and under was found to be statistically unrelated to the 
probability of violence in this regression (p = .579).   
To clarify the counterintuitive finding that total capacity was associated with a 
slight, but statistically significant decrease in the odds of violence, the crowding index 
was correlated with serious violence (homicides and assaults combined) and fighting.  
The correlation of total capacity with serious violence was significant and positive (R = 
.297, p < .01), as was the correlation of total capacity with fighting (R = .354, p < .01.)  
The sample was then split into those facilities operating under 100 percent capacity (n = 
8) and those operating at over 200 percent capacity (n = 14).  Again, correlations were 
run associating total capacity with serious violence and fighting for each group.  For 
below-capacity institutions, the correlations were not significant for serious violence (p = 
.433).  This was also the case for outliers at the top end of the capacity range (p = .642).  
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However, the direction of the relationship between overcrowding and serious violence 
was negative for institutions at or above 200 percent capacity.   
For prisons operating below capacity, the correlation was still not significant for 
fighting (p. = .150).  Although institutions at over 200 percent capacity demonstrated a 
negative correlation with fighting, the relationship did not reach significance (p = .308). 
The negative relationships between crowding and violence at the most crowded 
institutions is consistent with the finding of a decrease in the risk of violence as total 
capacity increases.  These results suggest the presence of a threshold for which crowding 
begins to have an inverse effect on the frequency of violence. Due to the nonlinear 
relationship between crowding and violence, as facilities approach 200 percent capacity, 
the frequency of violence begins to decrease. 
With that in mind, the outliers were eliminated and the correlations re-run with 
only those facilities between 100 and 200 percent total capacity.  Results were significant 
for serious violence (R = .305, p < .05) and fighting (R = .395, p < .01).  Clearly, total 
capacity is significantly and positively correlated with serious violence and fighting in 
institutions above 100 and under 200 percent capacity.  The negative relationship 
between greatly overcrowded prisons and violence is likely responsible for the slightly 
decreased odds of violence found in the logistic regressions, although it would seem that 
these cases were not substantial enough in number and statistical significance to produce 
such a result.   
Multicollinearity may have influenced the results to that degree.  For example, 
total capacity obtained a significant positive correlation with security level (R = .319, p < 
.01), indicating that much of the variance explained by total capacity in the above 
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correlations may disappear when security level is controlled for.  Partial correlations for 
the entire sample revealed that is the case, with total capacity failing to significantly 
correlate with serious violence (p = .372) and fighting (p = .073) when security level is 
held constant.  Ultimately, this finding renders spurious the previous discovery of a 
significant negative relationship between crowding and violence. 
 One theory for such a finding is that in crowded prisons, inmates spend more time 
on lockdown, thus decreasing their access to other inmates and their opportunity to 
engage in inmate-related aggression.  This theory, coupled with the finding of greater risk 
of violence in higher security institutions, suggests a possible interaction between 
crowding and security level where violence is concerned. To test this notion, two 
multiple regressions were performed, predicting serious violence from crowding, security 
level, and the interaction between crowding and security level.  The crowding index, total 
capacity, was centered and the centered values used in the regressions.  Security level 
remained coded as in previous analyses.  The interaction was significant for serious 
violence (B = .261, p < .001) and for fighting (B = .175, p = < .001), but small for both 
types of violence.   
The interaction terms made it possible to determine the change in the slope of the 
regression lines for violent acts as total capacity and security level change.  For example, 
for every one unit change in security level, a .261 difference in the slope of the regression 
line can be expected for serious violence.  Likewise, for fighting, a .175 difference in the 
slope of the relationship can be expected.  Representative numbers were plugged into the 
regression equation: 
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Serious violence = -18.682 + (- .389)(centered total capacity) + 29.214 (security 
level) + .261(centered total capacity * security level) 
Results demonstrated that for mean total capacity and low security level, only 10 
instances of serious violence can be expected.  However, raising the security level to 
medium increases the expected amount of serious violence nearly four-fold.  High 
security at mean total capacity increased the expected amount of serious violence by 
almost 7 times.   
The same pattern was found for the regression lines of serious violence at values 
plus and minus one standard deviation from the overcrowding mean.  A greater frequency 
of violence was predicted as security level increased.  Results suggest that overcrowding 
is signficantly positively associated with serious violence, contingent on the security level 
of the institution, but that the effect size of the interaction is relatively small. 
For fighting, the influence of the interaction was also statistically significant, but 
small.  Whether the level of crowding was at the mean, one standard deviation below the 
mean, or one standard deviation above the mean, the change from lower to higher 
security prisons resulted in greater frequency of fighting.  Representative values were put 
into the regression equation: 
Fighting = 1.00 + (-.203)(centered total capacity) + 19.764 (security level) + 
.175(centered total capacity * security level) 
For institutions at mean total capacity, each unit increase in security level from minimum 
to high produced a prediction of 20 more violent incidents.  
To summarize, logistic regressions revealed that higher security institutions were 
associated with greater risk of violence of all types when total capacity, inmate-staff 
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ratio, and age were controlled.  Total capacity either demonstrated no significant 
relationship with the risk of violence or was associated with only a modest decrease in 
the risk of violence when the values of the other dependent variables were held constant. 
Inmate-staff ratio demonstrated no consistent statistical relationship to the odds of 
violence and at no point did age predict the odds of violence. 
Total capacity did significantly correlate positively with serious violence and 
fighting.  However, outlying institutions at below 100 percent capacity and over 200 
percent capacity did not show this relationship.  Interestingly, consistent with the logistic 
regression finding, there was a nonsignificant negative correlation between greatly 
overcrowded facilities and violence.  Multiple regression demonstrated a significant 
interaction between total capacity and security level that helps to predict both serious 
violence and fighting.  The effect size of that interaction, however, was small.  Security 
level remained the single most important variable in predicting the frequency of lethal 
and nonlethal violence in federal prisons.  When security level was controlled, total 
capacity failed to significantly correlate with violence.  
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Table 4. Summary of Results: Logistic Regression of Institutional Variables and Violence 
 
 
 Homicide Homicide + Assault Fights Total Violence 
 B SE ExpB B SE ExpB B SE ExpB B SE ExpB 
             
Total Capacity .007 .006  -.009*** .003 .991 -.003 .002  -.010** .003 .990 
             
Inmate-staff Ratio .015 .038  -.010 .012  .161*** .037 1.17 .029 .043  
             
Security Level             
     Minimum -7.75 15.79  -4.66*** .516 .009 - 5.34*** .684 .005 -4.89*** .820 .008 
     Low -3.72** 1.22 .024 -2.34*** .421 .096 -2.49*** .422 .083 -2.02*** .598 .133 
     Medium -2.50*** .780 .082 -.925* .414 .397 -.277 .366  .840 .637  
             
Age .063 .107  .068 .035  .008 .034  .026 .047  
 
 
*p<.05 
**p<.01 
***p<.001  
The base of the natural logarithm raised to exponent b (ExpB) denotes the change in the log odds of the dependent variable per unit 
increase in the independent variable.  Also known as the odds ratio. 
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4. DISCUSSION 
The purpose of this study was to empirically assess the relationship between 
prison crowding and violence.  The aim was to examine institution level, aggregate 
variables to determine which, if any, related to violence of various levels of severity.  
Past research has focused exclusively in inmate-level data, or failed to include certain 
institutional factors of consequence.  Also, past studies have used data from jails and state 
correctional facilities, to the near exclusion of Federal prisons.   
The relatively low rates of violence in the BOP necessitated the use of a large 
sample to improve predictive accuracy.  Nevertheless, the findings in this study were 
rather inconsistent and at times, contradictory.  Odds ratios were often very small or in 
the opposite direction of what was expected.  There are a number of possible reasons for 
this.  One may be the degree of multicollinearity among the independent variables.  
Institutional variables such as rated capacity, inmate-staff ratio, and security level tend to 
vary together.  This does not invalidate the odds ratios obtained, but it does render them 
less reliable due to inflation of the standard errors of the logit coefficients. 
Overcrowding has long been thought to contribute to higher levels of inmate 
violence.  However, this study did not support that assertion.  Controlling for variables 
that have been shown to be associated with greater prison violence seems to have negated 
any effect that overcrowding may have had on predicting the probability of each type of 
violence.  Crowding was only significantly associated with the combination measures of 
violence, “homicides and assaults” and “total violence.”  Even then, with the other factors 
held constant, increases in crowding predicted nearly negligible decreases in the odds of 
violence.   It may be that as prison population rises, facilities compensate with strategies 
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such as additional inmate programs or security measures to divert inmate attention away 
from the stressful condition of crowding (Walters, 1998).  Also, as noted  earlier, 
comparative studies indicate that humans have the ability to selectively control their acts 
of aggression and tend to do so when it is in their best interests (Lore & Schultz, 1993).  
Inmates may become more socially withdrawn under conditions of increased crowding, 
as did the participants in the Baum and Koman study (1976).   
Despite the statistical significance of this particular result, the slight decrease in 
the odds of violence associated with increased total capacity lacks practical significance.  
Such a result is not substantial enough to warrant action on the part of prison 
administrators to intentionally crowd their facilities in an attempt to curb violence.  
Additionally, the fact that security level eliminates most all of the variance explained by 
total capacity renders crowding virtually meaningless when attempting to predict the 
frequency of inmate violence. 
Although it is not the written policy of the BOP to increase programming or the 
frequency and duration of lock-down in crowded facilities, it may be said that pre-
existing management systems serve to maintain a milieu of order even as federal prisons 
become increasingly crowded.  With that perspective, the results of this study may 
indicate that, far from decreasing the risk of violence, increased total capacity fails to 
significantly increase the risk of violence in federal correctional facilities.   
Additionally, one would expect that as inmate-staff ratio improves, i.e. the 
number of custodial staff per inmates increases, that the probability of violence would 
decrease.  Interestingly, past research has suggested that a more favorable inmate-staff 
ratios results in more incidents of violence being detected and reported (Tartaro, 2002), 
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prompting an apparent increase in violence.  However, in this study, the ratio of inmates 
to staff was primarily independent from the odds of violence occurring.  Only one 
analysis resulted in a significant finding for inmate-staff ratio.  The 17 percent increase in 
the odds of fighting that occurred took place with each unit increase in the number of 
inmates in relation to staff, rather than the reverse.     
Security level predicted the probability of violence consistently, and in the 
direction one would expect.  Compared to the reference group of high security, minimum 
and low security facilities were associated with a striking decrease in the odds of 
violence.  Medium security did not differ from high security in this respect. In addition to 
housing less violent inmates, perhaps lower security facilities have more custodial staff 
per inmate or more programming, leading to increased supervision and less opportunity 
for violence.  Age was not found to be a significant predictor of the probability of any 
type of violence, suggesting that when other factors are controlled, the effect that a 
sizeable population of younger inmates has on the odds of violence occurring disappears.   
Of the models of inmate violence previously outlined, these data seem to support 
the importation view.  Despite the fact that the overall models accurately predicted 
inmate violence, homicides, assaults, and fights occurred seemingly irrespective of the 
individual test variables thought to be related to institutional violence.  The finding of 
greater risk of violence in higher security facilities lends credence to the argument that 
inmates at higher security classifications, although under more restrictive conditions, are 
more likely to have violent histories and values that contribute to their commission of 
aggressive acts while incarcerated.   
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Besides lending credence to the importation theory, the finding of a higher risk of 
violence in medium and high security facilities begs the question of whether the 
restrictive nature of the environment contributes to reactionary violence among inmates.  
This question is, in effect, a variation of the deprivation model of prison violence.  
However, the inquiry is different in that it is not competition for scarce resources that 
propels the violence, but the nature of the environment itself.  While this is a valid 
question to ask, the sophisticated classification system of the BOP necessarily assigns 
violent criminals and those with violent histories to higher security institutions.  These 
inmates have already been shown to have a predisposition toward violent behavior, 
independent of their environment. 
The circumstances may differ for previously nonviolent inmates assigned to 
medium and high security prisons.  For these individuals, any violent behavior shown 
may, in fact, be in response to their environment.  Yet, it is not the restrictiveness, but the 
dangerousness of the environment that compels previously nonviolent inmates to engage 
in aggressive acts.  Specifically, they likely must adopt the behavioral norms of the 
facility in order to protect their property, personal safety, or status.  Inmates such as this 
may respond violently to real or perceived threat to create an image of themselves as 
incapable of being victimized.   
It cannot be determined that simply because a relationship is shown among the 
models and dependent variables in this study that the combination of system variables 
caused the violence that occurred.  Additionally, because archival data were used rather 
than variable manipulation, the motivating factors behind any of the altercations cannot 
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be inferred.  The nature of data collection makes it impossible to control a number of 
variables that may influence the results.   
We cannot draw accurate conclusions without consideration of those inmates who 
do not aggress against other inmates, as well as possible correlates of aggressive behavior 
during incarceration.  For example, gang membership, history of aggression, family 
problems, macho values, and prison norms may combine in various ways with individual 
personality variables, institutional circumstances, and situation-specific factors to 
produce aggression in incarcerated individuals.   
Working in favor of the results is the fact that complete enumeration eliminates 
the possibility of sampling error in the results.  Furthermore, the information systems and 
data collection procedures of the BOP have been found both reliable and valid (BJS, 
1998).  However, one caveat of relying on official reports is that they may be more 
reflective of correctional officer activity than actual violence (Reisig, 2002).  
Nevertheless, the inclusion of a reliable event like inmate homicide lends credibility to 
the results. 
Clearly, the relationship among inmates, correctional facilities, and violence is a 
complex one for which recent research is working to establish a new model for 
understanding.  One direction for future research might be to analyze more closely the 
prison conditions that make violence among inmates more likely.  Cox, Paulus, and 
McCain (1984) found that certain types of institutions create conditions conducive to 
many disciplinary infractions, including inmate assault.  They used archival data to 
examine the effects that overcrowding has on inmate health and well-being.  For 
example, if the population of one of the facilities under study decreased so did the inmate 
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assault rate.  Thus, it may be helpful to consider population trends in order to put inmate 
assaults in context.   
The concept of administrative control suggests that violence occurs when 
corrections officials fail to effectively exercise their authority.  It includes punishment 
and rewards that are conducive to prosocial behavior among inmates (Useem, 1998; 
Resig, 2002).  The idea has been used successfully in the past to explain inmate rioting, 
but Reisig used it to determine the influence of administrative breakdown on inmate-on-
inmate homicide.  Using a sample of 298 higher custody state prisons, he found that 
facilities experiencing more conflict among staff and those with a higher proportion of 
inmates belonging to gangs were more likely to report homicides than facilities with 
fewer such problems.  Although the study uses data from 1986, and this approach to 
understanding inmate violence is in the early stages, it remains a promising direction for 
future research in this area. 
Additionally, researchers may consider focusing on the interaction between 
individual and environmental variables as they contribute to inmate-on-inmate violence.  
Increased emphasis should be directed toward illuminating the conditions conducive to 
weapon use and degree of injury inflicted.  Finally, effective ways of managing racial 
tensions and conflict in correctional settings require further investigation. 
It seems promising, however, that two-thirds of state correctional officials 
surveyed believe that it is possible to reduce racial conflict among inmates (Knox, 1994).  
Sixty percent of those officials believe that reducing racial conflict in the inmate 
population will have a positive effect on the gang problems (Knox, 1994).  To this end, it 
appears that prison programs may prove useful as tools to manage inmate aggression.  
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Lower rates of inmate-inmate, as well as inmate-staff, assaults have been found in 
institutions that involve a greater percentage of incarcerates in educational, vocational, 
and industrial programming (McCorkle, et al., 1995).    
It may be that offering inmates opportunities for self-improvement, in addition to 
better structuring of their time, diverts attention away from the everyday tensions of life 
behind bars.  This approach also offers correctional staff built-in opportunities to use the 
techniques of behavioral management.  For example, participation in these programs 
might be contingent on inmates refraining from committing disciplinary infractions.  For 
those inmates who are looking forward to using their newfound skills upon their release, 
the costs associated with the commission of an aggressive act may be a deterrent 
(McCorkle, et al., 1995). 
As Toch (1977) put it: 
Prison violence can be expected as long as prisons exist.  With incarceration, 
situational factors and structural forces combine to produce an environment that 
engenders aggression in those who are already prone to violence and a few who 
originally were not (p. 56). 
However, as this study also demonstrates, aggression in prison is not as common as many 
have supposed, can be predicted to some extent, and the data on which such a prediction 
is based can perhaps be used in future research to design programs and policies that will 
reduce the frequency of aggression in prisons and improve the lives of those who live in 
them. 
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