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PARAMETRIX PROBLEM FOR THE KORTEWEG–DE VRIES
EQUATION WITH STEPLIKE INITIAL DATA
MATEUSZ PIORKOWSKI
Abstract. In this paper we study the asymptotics of the Korteweg–de Vries
(KdV) equation with steplike initial data, which leads to shock waves, in the
middle region between the dispersive tail and the soliton region, as t → ∞. In
our previous work we have dealt with this question, but failed to obtain uniform
estimates in x and t because of the previously unknown singular behaviour of
the matrix model solution. The main goal of this paper is to close this gap. We
present an alternative approach to the usual argument involving a small norm
Riemann–Hilbert (R-H) problem, which is based instead on Fredholm index
theory for singular integral operators. In particular, we avoid the construction
of a global model matrix solution, which would be singular for arbitrary large
x and t, and utilize only the symmetric model vector solution, which always
exists and is unique.
1. Introduction
The Korteweg de–Vries (KdV) equation is one of the most investigated nonlin-
ear wave equations that admits a Lax pair representation and thus can be solved
via scattering theory. The explicit asymptotic analysis can be performed by the
nonlinear steepest descent method for Riemann–Hilbert (R-H) problems, pioneered
by Deift and Zhou ([4]). It involves contour deformations and the introduction
of auxillary functions to obtain a R-H problem with jumps matrices that are ei-
ther independent of the complex parameter k, or exponentially converging to the
identity matrix for t→∞. Ignoring the exponentially converging parts of the con-
tour, one obtains a model problem which can be usually solved explicitly, with the
help of special functions (in our case Jacobi theta functions), and from which one
can extract the relevant asymptotics. The rigorous justification of this method is
however highly nontrivial and usually leads to a local R-H problem which has to
be solved around the oscillatory points (where the exponential convergence fails).
The solution of this so-called ’parametrix problem’ again involves the use of special
functions (in our case Airy functions) and needs to converge to the model solution
locally uniformly away from the oscillatory points.
The above steps for the KdV equation with steplike inital data (shock wave) in
the region between the dispersive tail and the soliton region (also called ’elliptic
wave region’ after the form of the solutions) have been already performed in [6]
and are summarized in the next section. The main goal of this paper is the final
part of the analysis which differs from the usual argumentation that involves the
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construction of a model matrix solution (or equivalently two linearly independent
vector solutions). A peculiar feature of this step is, that while the relevant asymp-
totics can be read off from just one model vector solution, the justification of the
asymptotics requires the construction of a second linearly independent model vector
solution ([11], [15], [1], [3]). The reason for this is that inverting the model matrix
solution, results eventually in a singular integral equation of the form
(1) (I− CΣu )φ = CΣu ((1 1))
where CΣu is a variation of the singular Cauchy operator dependent on u which is a
matrix-valued L∞(Σ) function with ‖u‖∞ → 0, as t →∞ (see [3], Chapter 7). As
‖CΣu‖L2(Σ) = O(‖u‖∞), for t large enough we can invert I−CΣu by writing down the
Neumann series. In particular, we know that equation (1) has a unique solution,
which can be than used to write down the corresponding unique solution of the R-H
problem. As the invertiblity of the singular integral operator I − CΣu is obtained
by the smallness of ‖u‖∞, we will refer to this approach as the ’small norm R-H
approach’.
The existence of a second solution fails in the case of interest for discrete but arbi-
trary large times, as we have recently shown in [8]. This results in a non-uniform
error estimate between the actual KdV solution and the approximation obtained
through the model solution, when using the small norm R-H approach. A natural
question is whether this singular behaviour is an artifact of the method used, or
is of a more fundamental nature. In this work, the first alternative is shown, by
proving a uniform error estimate for t→∞. Our approach avoids the construction
of a model matrix solution and relies instead on Fredholm index theory to argue for
invertibility of the relevant singular integral operators. We shall refer to our method
as the ’Fredholm R-H approach’. This idea can be found in ([19], Proposition 4.4,
see also [13], [11]). While we concentrate on the KdV case with steplike initial data,
this paper can be regarded as an introduction to our alternative method which gen-
eralises to other problems solvable via the nonlinear steepest descent method.
The structure of the paper is as follows. Section 2 summarizes the necessary scatter-
ing theory to obtain the R-H formulation of the KdV equation. Section 3 contains
a local change of variables which results in an explicitly solvable parametrix prob-
lem. The necessary theory of Fredholm integral operators with emphasis on the
symmetries of our problem can be found in section 4. The next section contains the
main idea of our new method: the construction of two auxillary R-H problems and
an application of Fredholm theory from the previous section to prove uniform error
estimates for the approximation of the KdV solution. The discussion contains some
further comments and a short scheme for obtaining the full asymptotic expansion
of the KdV solution. In the two appendices some proof technicalities left out in the
main text and a general theorem which describes the method used in this paper
can be found.
2. preliminaries
2.1. Initial data. We consider the Korteweg–de Vries (KdV) equation ([6]), given
by
(2) qt(x, t) = 6q(x, t)qx(x, t) − qxxx(x, t), (x, t) ∈ R× R+
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with steplike initial data q(x) = q(x, 0) ∈ C11(R), i.e.
lim
x→∞
q(x) = 0,(3)
lim
x→−∞
q(x) = −c2, c > 0(4)
such that
(5)
∫ +∞
0
eC0x(|q(x)| + |q(−x) + c2|)dx <∞, C0 > c
and
(6)
∫ ∞
−∞
(x6 + 1)|q(i)(x)|dx <∞, i = 1, ..., 11.
It has been shown that the above Cauchy problem has a unique solution q(., t) ∈
C3(R) (cf. [7], [9]). Existence of classical solutions has been proven under more
general assumptions in [17], but we require the more restricitve condition (5) for
analytic continuation in the frame work of the nonlinear steepest descent method.
We focus on the asymptotic behaviour of solutions in the elliptic wave region given
by −6c2t < x < 4c2t.
2.2. Scattering transform. To solve the KdV equation via the scattering trans-
form, we need to regard the solution q(x, t) as a potential of a self-adjoint Schro¨dinger
operator:
(7) L(t) = − d
2
dx2
+ q(., t), D(L) = H2(R) ⊂ L2(R).
Because of the behaviour of q(x, t) at ±∞, one can find unique Jost solutions
φ(k, x, t), φ1(k, x, t) of the stationary Schro¨dinger equation
(8) L(t)ψ(k, x, t) = k2ψ(k, x, t), Im(k) > 0
determined by
(9) lim
x→∞
e−ikxφ(k, x, t) = 1, lim
x→−∞
eik1xφ1(k, x, t) = 1
where k1 :=
√
k2 + c2 is holomporhic in C\[−ic, ic] with k1 > 0 for k > 0. We endow
[−ic, ic] with an orientation from top to bottom, hence + (−) denotes the limit from
the right (left), e.g. k1,+ = −k1.−. The Jost solutions φ and φ1 are holomorphic
in the domain CU = {k : Im(k) > 0}, and CUc := CU \ (0, ic] respectively and
continuous up to the boundary. Hence, we can evaluate φ and φ1 on the real axis,
which results in the scattering relations
(10)
T (k, t)φ1(k, x, t) = φ(k, x, t) +R(k, t)φ(k, x, t), k ∈ R,
T1(k, t)φ(k, x, t) = φ1(k, x, t) +R1(k, t)φ1(k, x, t), k1 ∈ R,
where T (k, t) (T1(k, t)) and R(k, t) (R1(k, t)) are the transmission and reflection
coefficients determined uniquely by the above equations. Moreover, T (k, t) and
T1(k, t) are meromorphic in C
U
c , continuous up to the boundary and have simple
poles at iκ1, ..., iκN which correspond to the solitons, while R(k, t) and R1(k, t)
have an analytic extension to the domain {k : 0 < Im(k) < C0} \ (0, ic], because of
assumption (5). We also introduce an auxillary function
(11) χ(k) := − lim
ε→0+
T (k + ε, 0)T1(k + ε, 0), k ∈ [0, ic]
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and extend it to [−ic, ic] via
(12) χ(−k) = −χ(k).
More properties of the above functions can be found in [6], and shall be mentioned
when needed.
The next step involves determining a minimal scattering data, from which the po-
tential can be reconstructed. From Theorem 2.1 below, it follows that one possible
choice is given by
(13) S(t) = {R(k, t), k ∈ R;χ(k), k ∈ [0, ic]; (κj, γj(t)), j = 1, ..., N}.
Here, S(t) denotes the scattering data of the solution q(x, t) of the KdV equation,
which evolves linearly from the scattering data S(0) of the initial data q(x) via
(14)
R(k, t) = R(k, 0)e8ik
3t = R(k)e8ik
3t
γj(t) = γj(0)e
4κ3j t = γje
4κ3j t
where the rest of the scattering data remains constant. This method effectively
linearizes the KdV equation. The R-H approach is then used to perform the inverse
scattering transform (S(t)→ q(x, t)) and is outlined in the following theorem taken
from [6]:
Theorem 2.1. Let m(k) = m(k, x, t) be given by
(15) m(k, x, t) =
{ (
T (k, t)φ1(k, x, t)e
ikx, φ(k, x, t)e−ikx
)
, k ∈ CUc ,(
φ(−k, x, t)eikx, T (−k, t)φ1(−k, x, t)e−ikx
)
, k ∈ CLc ,
where CUc := {k : Im k > 0} \ (0, ic], CLc := {k : Im k < 0} \ (0,−ic]. Then m(k)
is the unique solution to the following R-H problem:
Find a vector-valued function m(k) which is meromorphic away from R ∪ [−ic, ic]
with simple poles at ±iκj satisfying:
(i) The jump condition m+(k) = m−(k)v(k)
(16) v(k) =

(
1− |R(k)|2 −R(k)e−tΦ(k)
R(k)etΦ(k) 1
)
, k ∈ R,
(
1 0
χ(k)etΦ(k) 1
)
, k ∈ (0, ic],
(
1 χ(k)e−tΦ(k)
0 1
)
, k ∈ [−ic, 0),
(ii) the pole conditions
(17)
Resiκj m(k) = lim
k→iκj
m(k)
(
0 0
iγ2j e
tΦ(iκj) 0
)
,
Res−iκj m(k) = lim
k→−iκj
m(k)
(
0 −iγ2j etΦ(iκj)
0 0
)
,
(iii) the symmetry condition
(18) m(−k) = m(k)
(
0 1
1 0
)
,
PARAMETRIX PROBLEM FOR THE KORTEWEG–DE VRIES EQUATION 5
(iv) the normalization condition
(19) lim
κ→∞
m(iκ) = (1 1).
Here the phase Φ(k) = Φ(k, x, t) is given by
(20) Φ(k) = 8ik3 + 2ik
x
t
,
Note that the jump matrix v(k) also satisfies a symmetry condition
(21) v(−k) = σ1v(k)−1σ1, σ1 :=
(
0 1
1 0
)
.
From here on we shall assume for simplicity that the discrete spectrum of L(t) is
empty, i.e. N = 0, as we are not interested in the soliton region. We will however
consider solitons at the end of the main section, where they have a constant con-
tribution to the integral of q(x, t).
There are two methods to obtain q(x, t) from m(k, x, t) = (m1(k, x, t) m2(k, x, t))
([8]):
(22) q(x, t) = ∂x lim
k→∞
2ik(m1(k, x, t)− 1) = −∂x lim
k→∞
2ik(m2(k, x, t)− 1)
(23) q(x, t) = lim
k→∞
2k2(m1(k, x, t)m2(k, x, t)− 1).
While the first formulas are more analytically demanding because of the differen-
tiation, the second formula is more computation intesive as it involves calculating
second order terms.
2.3. Conjugation steps. For further analysis we introduce the following function
(24) g(k) = g(k, x, t) := 12
∫ k
ic
(k2 + µ2)
√
k2 + a2
k2 + c2
dk
which is holomorphic in C\Σc with Σc := [−ic, ic] and approximates Φ(k) at infinity,
while simplifying our R-H problem on the imaginary segment. Here a = a(ξ) and
µ = µ(ξ) depend continuously on the slowly varying parameter ξ = x12t ∈ (− c
2
2 ,
c2
3 ).
It has the following properties ([6]):
(i). The function g is odd, i.e. g(−k) = −g(k), k ∈ C \ Σc;
(ii). g−(k) + g+(k) = 0 for k ∈ Σc \ Σa, with Σa := [−ia, ia];
(iii). g−(k)− g+(k) = B for k ∈ Σa, with B := −2g+(ia) > 0;
(iv). as k →∞
(25)
1
2
Φ(k, ξ)− ig(k, ξ) = 12ξ(c
2 − a(ξ)2) + 3c4 + 9a(ξ)4 − 6a(ξ)2c2
2ki
+O
(
1
k3
)
.
We modify the R-H problem from Theorem 2.1 by conjugating with the matrix
e−(tΦ(k)/2−itg(k))σ3 , i.e.
m(k) −→ mˆ(k) := m(k)e−(tΦ(k)/2−itg(k))σ3 ,(26)
v(k) −→ vˆ(k) := e(tΦ(k)/2−itg−(k))σ3v(k)e−(tΦ(k)/2−itg+(k))σ3 ,(27)
σ3 :=
(
1 0
0 −1
)
.(28)
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The next step involves performing the usual factorization of the jump matrix on
the real axis ([6]), and shall not be repeated here. To further simplify the jump
matrices on Σac := Σc \ Σa, we introduce another function F (k) given by
(29)
F (k) := exp
{
ω(k)
2πi
(∫ ia
ic
f(s)
s− kds+
∫ −ia
−ic
f(s)
s− kds− i∆
∫ ia
−ia
ds
ω(s)(s− k)
)}
,
with
(30) ω(k) :=
√
(k2 + c2)(k2 + a2), ω(0) > 0,
(31) f(k) :=
log |χ(k)|
ω+(k)
,
(32) ∆ = ∆(ξ) = 2i
∫ ic
ia
log |χ(s)|
ω+(s)
ds
( ∫ ia
−ia
ds
ω(s)
)−1
.
Its properties are given by
(i). F+(k)F−(k) = |χ(k)| for k ∈ ΣUac = [ic, ia],
(ii). F+(k)F−(k) = |χ(k)|−1 for k ∈ ΣLac = [−ia,−ic],
(iii). F+(k) = F−(k)e
i∆ for k ∈ Σa,
(iv). F (k)→ 1 as k →∞ and F (−k) = F−1(k) for k ∈ C \ Σc.
That F (k) has these properties on the open intervals follows from Plemelj formulas.
The interval boundary points need a more careful analysis (see [14], Chapter 4).
Further comments regarding the possible singularities of F (k) near ia and ic can
be found in [8].
Again we conjugate our current R-H problem by the matrix F (k)−σ3 .
Next, let us introduce the matrices
(33) GU (k) :=
(
1 −F 2χ e−2itg
0 1
)
, GL(k) :=
(
1 0
− 1χF 2 e2itg 1
)
where
(34)
χ(k) :=
4k1k
W (φ˜1, φ)W (φ1, φ)
, χ(−k) = −χ(k), k ∈ {k : 0 < Im k < C0} \ Σc
is the analytic continuation of χ(k) in the vicinity of Σc, such that
(35) χ+(k) = − lim
ε→0+
T (k + ε, t)T1(k + ε, t), χ+(k) = −χ−(k), k ∈ Σc.
The function φ˜1(k) is not the complex conjugate of the holomorphic function φ1(k),
but rather the analytic continuation of the function φ1(k) restricted to the imagi-
nary segment [0, ic], i.e.
(36) φ˜1(k, x, t) = e
ik1x +
∫ x
−∞
K1(x, y, t)e
ik1ydy, k ∈ {k : 0 < Im k < C0} \ Σc
which converges because of the decay properties of q(x, t). We conjugate with
GU (k) and GL(k) in the domains ΩU1 and Ω
L
1 depicted below, where all contours
need to be confined to the strip {k : −C0 < Im k < C0}. The resulting R-H problem
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takes the following form (we shall only write down the resulting jump matrix and
the contour, where the notation v(2)(k) is adopted from [8])
❄
❄
❄
ia
−ia
ic
−ic
ib
−ib
r
r
r
r
r
r
ΣU
ΣL
ΣU
ΣL
ΣU1
ΣL1
ΩU
ΩL
ΩU1
ΩL1
... ... .... ...... ....... ........ .......... .......... ............ ............. ............... ................
...
...
....
......
.......
........
.......... ..........
............ .............
............... ................
............................................................................................................
..
...
....
......
........
........
.....................
.........................
...............................
✲
✲
✲
✲
.
........
.......
......
.....
....
...
...
....
....
...
....
....
..... ...... ........ ....... ...... ..... ....
....
...
...
.
...
.
...
...
...
.
....
.
.....
.
......
.
.......
.
.......
.
......
.
.....
.
....
.
....
...
...
...
.
...
.
...
.... .... ..... ...... ........ ....... ......
.....
....
....
...
....
....
...
...
....
.....
......
.......
.......
✒❘
■✠
............................................................................................................................................
Figure 1. The contour of the model R-H problem with exponetial correction
with b ∈ (0, a) and
(37) v(2)(k) =

(
0 i
i 0
)
, k ∈ [ia, ic],
(
0 −i
−i 0
)
, k ∈ [−ia, ic],
(
1 0
R(k)e2itg(k) 1
)
, k ∈ ΣU
(
1 −R(k)e−2itg(k)
0 1
)
, k ∈ ΣL
(
e−itBˆ 0
0 eitBˆ
)
, k ∈ [−ia, ia],
GU (k)−1, k ∈ ΣU1 ,
GL(k)−1, k ∈ ΣL1 ,
where Bˆ := B + ∆t . We write Σ for the union of all contours listed above. As all
conjugation and deformation steps are invertible, we know from Theorem 2.1, that
there exists a unique solution to the above R-H problem with the usual asymptotics
at infinity, which shall be denoted bym(2)(k, x, t). For t→∞ the jump matrices on
ΣU , ΣL, ΣU1 and Σ
L
1 converge exponentially to the identity matrix. We shall refer
to the above R-H problem as the ’model R-H problem with exponetial correction’,
and the one where we ignore the jump matrices converging to the identity matrix
as the ’asymptotic model R-H problem’ or just ’model R-H problem’. The former
can be solved explicitly ([8]) and its solution is unique:
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Theorem 2.2. The model R-H problem, given by the jump matrix
(38) v(3) =

(
0 i
i 0
)
, k ∈ [ia, ic],
(
0 −i
−i 0
)
, k ∈ [−ia,−ic],
(
e−itBˆ 0
0 eitBˆ
)
, k ∈ [−ia, ia],
has a unique solution mmod(k) satisfying the symmetry and normalization condi-
tions (18), (19).
3. Parametrix problem
3.1. Local change of variables. We now turn to the jump condition near the
points ±ia (we will just consider +ia, analogous results hold for −ia). For k near
ia we can write
g(k) = 12
∫ k
ic
(s2 + µ2)
√
s2 + a2
s2 + c2
ds
= g±(ia) + 12
∫ k
ia
(s2 + µ2)
√
s2 + a2
s2 + c2
ds(39)
= ∓B(ξ)
2
− 8eipi/4(a2 − µ2)
√
2a
c2 − a2 (k − ia)
3/2 +O((k − ia)5/2),
where the roots in the last two lines have a branch cut along the positive imaginary
axis and are chosen positive on the positive real axis. The upper (lower) sign is for
the limit from the right (left), respectively.
Next we consider a local time-dependent holomorphic change of variables k− ia→
w, such that
(40) g(k) = ∓B(ξ)
2
+
ςw(k)3/2
t
where ς = e−3pii/4 and the branch cut is defined again on the positive imaginary
axis. Note that as t goes to infinity, balls of fixed size around the origin in the
w-domain would shrink to the point ia in the k-domain. Furthermore, if convenient
we will abuse notation by writing f(w) for f(k(w)), if a f is a function of the vari-
able k and vice versa.
We continue with the model R-H problem with exponential correction around the
critical point ia. To make it independent of our new variable w, we perform a
conjugation by the matrix e−itg(w)σ3 . This results in the ’parametrix R-H problem’
with the following jump matrices around k = ia (w = 0):
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❄
❄
❅
❅
❅
❅
❅
❅
❅
❘
 
 
 
 
 
 
 
✒(1 −F 2/χ
0 1
)(
1 −F 2/χ
0 1
)
(
0 i
i 0
)
(
hˆ−1 0
hˆχ/F 2+ hˆ
)
Figure 2. The deformed parametrix R-H problem
where hˆ := ei∆ .
In the next step we conjugate around the origin in the w-domain by the matrix
(41)
(
p(w) 0
0 p(w)−1
)
where p(w) should be a holomorphic function with a possible jump on the imaginary
axis. The jump matrices transform as follows(
1 −F 2/χ
0 1
)
−→
(
1 −F 2/χp−2
0 1
)
(42)
(
0 i
i 0
)
−→
(
0 ip−1+ p
−1
−
ip+p− 0
)
(
hˆ−1 0
hˆχ/F 2+ hˆ
)
−→
(
hˆ−1p+p
−1
− 0
hˆχ/F 2+p+p− hˆp
−1
+ p−
)
.
To simplify the problem, we require that
(43)
F 2
χ
p−2 = 1
which implies
(44) p :=
F√
χ
.
As the limit of F 2/χ from the right (left) to ia is equal to −ihˆ (ihˆ−1) which are of
modulus 1, we see that we can find locally a square root. We choose the normal-
ization
(45) p+(0) = e
−pii/4hˆ1/2
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and
(46) p−(0) = e
pii/4hˆ−1/2.
The following boundary values can be computed explicitly.
(47) p+p− =
F+F−√
χ+
√
χ−
=
|χ|√
χ+
√−χ+ =
i|χ+|
χ+
= 1, k(w) ∈ [ia, ic] ∩D,
(48) p+p
−1
− =
F+F
−1
−√
χ+
√
χ−
−1 =
hˆ
√
χ+
√−χ+−1
= −ihˆ, k(w) ∈ [0, ia] ∩ D.
The conjugated R-H problem, referred to as the ’Airy R-H problem’, takes on the
form:
❄
❄
❅
❅
❅
❅
❅
❅❅
❘
 
 
 
 
 
  
✒
Ω4 Ω1
Ω2Ω3
(
1 −1
0 1
)(
1 −1
0 1
)
(
0 i
i 0
)
(
−i 0
i i
)
Σ1Σ3
Σ2
Σ4
Figure 3. The Airy R-H problem
where we have used that
(49)
hˆχp+p−
F 2+
= i
on the imaginary segment k(w) ∈ [0, ia] ∩ D.
Matrix solutions without any normalization constraint at infinity correspond bi-
jectively to holomorphic matrices in any fixed sector with an entire extension. This
follows from the cyclic condition satisfied by the jump matrices ([18]):
(50)
(
1 −1
0 1
)(
0 i
i 0
)−1(
1 −1
0 1
)−1(−i 0
i i
)
= I,
i.e. the product of the jump matrices when going around the point w = 0 and taking
into account the orientation of Σi, i = 1, ...4, evaluates to the identity matrix. To
obtain the correct asymptotic for w → ∞, we shall make an ansatz involving the
Airy function ([16])
(51) Ai(z) :=
∫ ∞eipi/3
∞e−ipi/3
exp(s3/3− zs) ds,
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(52) Ai(z) =
1
2
√
π
(
z−1/4 +O(z−7/4)
)
e−2/3z
3/2
, z →∞, | arg(z)| < π
which is a solution of the Airy differential equation and the standard branch cut
is used. The notation ∞e±ipi/3 means that we integrate over a contour which
asymptotically is a straight ray with angle ±iπ/3. Here the error term is uniform
in closed sectors exluding the negative real axis. Two other solutions are given by
Ai(ρz) and Ai(ρ2z) with ρ := e2ipi/3. As the Airy equation is linear and of second
order, there must be a linear relation between these three solutions, which is given
by
(53) Ai(z) + ρAi(ρz) + ρ2Ai(ρ2z) = 0.
As it will be needed later, let us aso write down the asymptotics of the first deriv-
ative of the Airy function
(54) Ai′(z) = − 1
2
√
π
(
z1/4 +O(z−5/4)
)
e−2/3z
3/2
, z →∞, | arg(z)| < π
where the error is again uniform in closed sectors excluding the negative real axis.
Let us define
y1(w) := 2
√
πeipi/8(3/2)1/6Ai(iw(3/2)2/3)
(55) y2(w) := ρy1(ρw)
y3(w) := ρ
2y1(ρ
2w)
With our prior definition of w3/2 (branch cut on the positive imaginary axis) we
can deduce from (52) the following asymptotics
y1(w) =
(
w−1/4 +O(w−7/4)
)
eiςw
3/2
, arg(w) 6= π/2
y2(w) =
−
(
w−1/4 + O(w−7/4)
)
eiςw
3/2
, arg(w) ∈ (−π/6, π/2)
i
(
w−1/4 +O(w−7/4)
)
e−iςw
−3/2
, arg(w) ∈ (π/2, 11π/6)
(56)
y3(w) =
−
(
w−1/4 + O(w−7/4)
)
eiςw
3/2
, arg(w) ∈ (π/2, 7π/6)
−i
(
w−1/4 +O(w−7/4)
)
e−iςw
3/2
, arg(w) ∈ (−5π/6, π/2)
with ς = e−3pii/4 and for the derivatives
y′1(w) = −
3iς
2
(
− w1/4 +O(w−5/4)
)
eiςw
3/2
, arg(w) 6= π/2
y′2(w) =
−
3iς
2
(
w1/4 +O(w−5/4)
)
eiςw
3/2
, arg(w) ∈ (−π/6, π/2)
− 3iς2
(
iw1/4 +O(w−5/4)
)
e−iςw
−3/2
, arg(w) ∈ (π/2, 11π/6)
(57)
y′3(w) =
−
3iς
2
(
w1/4 +O(w−5/4)
)
eiςw
3/2
, arg(w) ∈ (π/2, 7π/6)
− 3iς2
(
− iw1/4 +O(w−5/4)
)
e−iςw
3/2
, arg(w) ∈ (−5π/6, π/2)
Next, we need to check whether we can indeed get the right boundary behaviour
from an ansatz involving yi(w). Because of the cyclic relation (50) and the fact that
the Airy function is entire, it is sufficient to specifying the two vector components
in one region, to automatically obtain a global vector solution to the Airy R-H
problem. Assuming the form
(58) ⇀ai(w) = (y3(w) − y1(w))
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in Ω1 we get the following solution
(59) ⇀ai(w) =

(y3(w) − y1(w)), w ∈ Ω1,
(y3(w) y2(w)), w ∈ Ω2,
(−iy2(w) − iy3(w)), w ∈ Ω3,
(−iy2(w) iy1(w)), w ∈ Ω4.
As all jump contours for the parametrix problem are constant, we know that ⇀ai′(w)
is another solution to the Airy R-H problem. Conjugating back with the matrices
p(w)−σ3 and eitg(w)σ3 we can use these vector solutions to write down a local matrix
solution A(k) of the model R-H problem with exponetial correction in the k-domain
defined as follows:
(60)
A(k) =

eipi/4t−σ3/6
(
2i
3ς 0
0 1
)(
y′3(w) −y′1(w)
−y3(w) y1(w)
)
p(k)−σ3eitg(k)σ3 , w ∈ Ω1,
eipi/4t−σ3/6
(
2i
3ς 0
0 1
)(
y′3(w) y
′
2(w)
−y3(w) −y2(w)
)
p(k)−σ3eitg(k)σ3 , w ∈ Ω2,
eipi/4t−σ3/6
(
2i
3ς 0
0 1
)(
−iy′2(w) −iy′3(w)
iy2(w) iy3(w)
)
p(k)−σ3eitg(k)σ3 , w ∈ Ω3,
eipi/4t−σ3/6
(
2i
3ς 0
0 1
)(
−iy′2(w) iy′1(w)
iy2(w) −iy1(w)
)
p(k)−σ3eitg(k)σ3 , w ∈ Ω4,
in some fixed disc D around ia with radius smaller than min(a − b, c − a) in the
k-domain, such that k→ w is a change of variables for k ∈ D.
Note that m(2)(k)A−1(k) will have no jumps inside D. For our subsequent analysis
we need an analogous condition for the model solution, i.e. we look for a matrix
N(k) defined on D, such that mmod(k)N(k) has no jumps inside D. This translate
to the following jump condition for N(k)
(61)
N+(k) =
(
0 −i
−i 0
)
N−(k), k ∈ [ia, ic] ∩D
N+(k) =
(
eitBˆ 0
0 e−itBˆ
)
N−(k), k ∈ [0, ia] ∩ D.
where Bˆ = B + ∆t . Furthermore, on the boundary ∂D we would like N(k) to
asymptotically cancel with A−1(k). The correct solution of (61) is given by
(62) N(k) =
1
2
e±i(tB/2+pi/4)σ3p(k)σ3
(
w−1/4 −w1/4
w−1/4 w1/4
)
tσ3/6,
which is obtained from A−1(k) by taking the first term in the expansion of the Airy
functions (52), (54). Note that in A(k) the exp(iςw(k)3/2) cancels partially with
exp(itg(k)) = exp(∓iB/2+iςw(k)3/2) leaving only exp(±itB/2), which is contained
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in formula (62). In fact, choosing N(k) as above and using the normalization in
(60) we obtain with some algebra the estimate
(63) A−1(k) = N(k) +O(t−1), k ∈ ∂D,
which follows from (52), (54) and the fact that O(t1/6w−7/4) = O(t−1/6w−5/4) =
O(t−1) on ∂D. As both the determinants of A(k) and N(k) are 1, we also have the
estimate
(64) N−1(k) = A(k) +O(t−1), k ∈ ∂D.
4. Singular integral equations
Our goal is to show that the contributions coming from the vicinities of ±ia are
small, such that they do not affect the leading asymptotics of the KdV equation.
This can be achieved by reformulating our R-H problems as a singular integral
equations and is a rigorous justification of Theorem 5.1 in [6], or equivalently gives
uniform error estimates of order O(t−1), improving the O(t−1+γ), γ > 0 found
in our previous work [8]. Again, the arguments follow a similar line to the ones
given in [15] and [1], except for the final analysis, which omits the construction of a
model-matrix solution and the corresponding small norm R-H problem. Instead, we
rely on Fredholm index theory for singular integral operators. Relevant literature
on Cauchy operators and their connection with R-H problems can be found in [3],
[12]. We shall review the essential results here.
We write CΓ for the Cauchy operator defined on L2(Γ),
(65) CΓ : L2(Γ)→ O(C \ Γ), f(k) 7→ CΓ(f)(k) := 1
2πi
∫
Γ
f(s)
ds
s− k .
Here, we are assuming that Γ has an orientation and that the family of functions
(s− k)−1 are in L2(Γ) for k ∈ C \ Γ. We define the operators CΓ−, CΓ+ by
(66) CΓ±(f)(k) = lim
z→k±
C
Γ(f)(z),
where the limit is assumed to be non-tangential. Standard theory tells us that if
Γ is a Carleson jump contour on the Riemann sphere Cˆ = C ∪ {∞}, the nontan-
gential limit exists a.e. and CΓ± will be a bounded operator from L
2(Γ) to itself
([12], Proposition 3.11). Note that the contour Σ of the model problem can be
extended to a Carleson jump contour Σ ∪ iR (the same is true for Σ˜ defined in the
next section). Hence, boundedness of CΣ∪iR implies boundedness of CΣ, which is
all that is required in [19] for Fredholm theory to apply.
For a general 2×2 matrix-valued function u(k) with entries in L∞(Γ) we can define
the following operator:
(67) CΓu : L
2(Γ)⊕ L2(Γ)→ L2(Γ)⊕ L2(Γ), f 7→ CΓ−(f · u),
where Γ is a jump contour satisfying certain symmetry properties. We assume that
Γ is invariant with respect to the transformation k → −k and that sequences con-
verging to the positive side, converge after this transformation still to the positive
side. This is a different convention then the one we used in [8] or the one from
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Theorem 2.1, in order to simplify computations. The jump matrix v (and also
u := v − I) must now satisfy
(68) v(−k) = σ1v(k)σ1
which is the same as (21) when taking into account the different orientation.
Remark 4.1. We emphasise that the orientation is essentially a free choice. While
some theorems in the literature ([12]) require particular orientation conventions, one
can always fullfil them by changing orientations of certain arcs and inverting the
corresponding jump matrix.
In general, for a vector-valued or matrix-valued function f on Γ, we write f ∈ Lp(Γ),
if and only if all components are in this space, with ‖f‖Lp(Γ) being defined as the
finite-dimensional lp-norm of the Lp-norms of the components, for p ∈ [1,∞]. By
the previous arguments, we have that ‖CΓu‖ ≤ C‖u‖L∞(Γ), where C is the operator
bound of CΓ−. Next, let us consider the following integral equation
(69) (I− CΓu)φ(k) = CΓ−((1 1)u),
where we also require that the matrix entries of u are in L2(Γ) for the right-hand
side to be well-defined. It turns out that there is a bijective correspondence between
solutions of the above equation, and vector solutions of the R-H problem on the
contour Γ with jump matrices v(k) = I+ u(k) (in the L2-setting) given by
φ(k) −→ m(k) := (1 1) + 1
2πi
∫
Γ
(φ(s) + (1 1))u(s)
ds
s− k(70)
m(k) −→ φ(k) := m−(k)− (1 1),(71)
see [19]. The following result is of central importance for this paper:
Theorem 4.2. For u(k) ∈ L∞(Γ), the operator I− CΓu is Fredholm of index 0.
Proof. Note that τ → I − CΓτu for τ ∈ [0, 1] is a continuous deformation of I − CΓu
to I. As the Fredholm index stays invariant with respect to such deformations, it
follows that
(72) ind (I− CΓu) = ind I = 0.
As the uniqueness theorem only holds for vector solutions satisfying a symmtery
condition, we would need to restrict the operator CΓu to L
2
s(Γ), which is the Hilbert
space of L2(Γ)-vector valued functions φ(k), satisfying
(73) φ(−k) = φ(k)σ1.
We write SΓu for the restriction to the symmetric functions, and A
Γ
u for the restric-
tion to the antisymmetric function satisfying
(74) φ(−k) = −φ(k)σ1.
The space of antisymmetric functions is denoted by L2a(Γ). Let us define the oper-
ator
(75)
H : L2(Γ)⊕ L2(Γ)→ L2(Γ)⊕ L2(Γ),
Hφ(k) := φ(−k)σ1.
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Note that L2s(Γ) is the eigenspace of H with eigenvalue 1, while L
2
a(Γ) is the one
with eigenvalue −1. Next, let us assume that u(k) (or analogously v(k)) satisfies
the symmetry condition
(76) u(−k) = σ1u(k)σ1.
We can then compute that H is a symmetry of CΓu, i.e. commutes with it
C
Γ
uHφ(k) = lim
k′→k−
1
2πi
∫
Γ
Hφ(s)u(s)
ds
s − k′
= lim
k′→k−
1
2πi
∫
Γ
φ(−s)σ1u(s) ds
s− k′
= lim
−k′→−k−
1
2πi
∫
Γ
φ(s)u(s)
ds
s − (−k′)σ1
= CΓuφ(−k)σ1
= HCΓuφ(k).
(77)
Hence, we conclude
(78) [CΓu, H ] = 0
which implies that the range of SΓu lies in the space of symmetric functions, while
the range of AΓu lies in the space of antisymmetric functions. This implies that I−SΓu
and I − AΓu can both be restricted to operators on L2s(Γ) and L2a(Γ) respectively
and are Fredholm operators with
(79) ind(I−SΓu) + ind(I− AΓu) = 0.
Using an argument as in the proof of 4.2, we conclude that both operators are of
index 0. Hence, we see that injectivity of the operator I −SΓu which is equivalent
to the uniqueness of the corresponding R-H problem already implies invertibility.
The same reasoning holds for I− AΓu.
5. Main result
Next, we define two new R-H problems for which we know their unique solutions.
Similary as before denote by DU a disc around ia with radius smaller than min(a, c−
a) such that k→ w is a change of variables for k ∈ DU . Let DL be the image of DU
under the transformation k → −k. Furthermore, ∂DU is oriented counterclockwise,
∂DL clockwise and let U := DU ∪DL. The two R-H problems satisfy by assumption
the symmetry condition for the contour and for the jump matrices specified in
the previous section. The same goes for the solutions, which are assumed to be
symmetric.
Riemann-Hilbert problem I. Find a vector-valued function m˜mod(k) holomor-
phic in C \ ([−ic, ic] ∪ ∂U) such that it satisfies:
(i) The jump condition m˜mod+ (k) = m˜
mod
− (k)v
I(k):
(80) vI(k) =

v(3)(k), k ∈ [−ic, ic] \ U
N(k), k ∈ ∂DU
σ1N(−k)σ1, k ∈ ∂DL
with N(k) defined by (62),
16 M. PIORKOWSKI
(ii) the symmetry conditon
(81) m˜mod(−k) = m˜mod(k)
(
0 1
1 0
)
,
(iii) and the normalization condition
(82) lim
k→∞
m˜mod(k) =
(
1 1
)
.
The solution has the form
m˜mod(k) = mmod(k), k ∈ C \ U
m˜mod(k) = mmod(k)N(k), k ∈ U(83)
wheremmod(k) satisfies the model R-H problem and is taken from [6] where unique-
ness is also proved. Furthermore, its uniqueness implies the uniqueness of the above
R-H problem, as any model solution would give rise to a solution to the above prob-
lem via (87).
Riemann-Hilbert problem II. Find a vector-valued function m˜(2)(k) holomor-
phic in C \ (Σ ∪ ∂U) such that it satisfies:
(i) The jump condition m˜
(2)
+ (k) = m˜
(2)
− (k)v
II(k):
(84) vII(k) =

v(2)(k), k ∈ Σ \ U
A−1(k), k ∈ ∂DU
σ1A−1(−k)σ1, k ∈ ∂DL
with A(k) defined by (60),
(ii) the symmetry conditon
(85) m˜(2)(−k) = m˜(2)(k)
(
0 1
1 0
)
,
(iii) and the normalization condition
(86) lim
k→∞
m˜(2)(k) =
(
1 1
)
.
The solution has the form
m˜(2)(k) = m(2)(k), k ∈ C \ U
m˜(2)(k) = m(2)(k)A−1(k), k ∈ U
(87)
where again uniquness of m(2)(k) implies uniqueness of m˜(2)(k).
Let us remark once again that N(k) is choosen to cancel the jump matrix in-
side U , while the same is true for A−1(k). Hence, while R-H problem I has only
jumps on the imaginary segments [−ic, ic] \ U and ∂U , R-H problem II additionally
has jump exponetially converging to the identity matrix away from the discs.
Note that vI(k) = vII(k) for k ∈ [−ic, ic] \ U . On the boundary of the discs
we have
(88) A−1(k) = N(k) +O(t−1), k ∈ ∂U
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uniformly. Hence we can conclude that
(89) ‖vII − vI‖L∞(Σ˜) = O(t−1),
where Σ˜ := (Σ \ U) ∪ ∂U and we set vI(k) ≡ I for k ∈ Σ \ [−ic, ic]. We can now
use the results from the previous sections, to prove that m(2)(k) and mmod(k) are
asymptotically close together as t → ∞. To apply Fredholm theory, we need to
take a closer look at the vector model solution mmod(k) which is defined via Jacobi
theta functions ([2]). Its definition can be found on page 18 in [6]:
mmod1 (k) =
4
√
k2 + a2
k2 + c2
θ
(
A(k)− iπ − itBˆ2
)
θ
(
A(k)− itBˆ2
)
θ2
(
pii
2
)
θ (A(k) − iπ) θ (A(k)) θ
(
pii
2 − itBˆ2
)
θ
(
pii
2 +
itBˆ
2
) ,(90)
mmod2 (k) =
4
√
k2 + a2
k2 + c2
θ
(
−A(k)− iπ − itBˆ2
)
θ
(
−A(k)− itBˆ2
)
θ2
(
pii
2
)
θ (−A(k)− iπ) θ (−A(k)) θ
(
pii
2 − itBˆ2
)
θ
(
pii
2 +
itBˆ
2
) .(91)
It is shown in [8] that mmod(k, x, t) = (0 0) is only possible for
(92) nπ = tBˆ(ξ), k = 0, n ∈ Z.
For n odd, the zero is located at k = 0 and is simple as A′(0) 6= 0 and θ-functions
have simple zeros. For n even the zeros are located at k = ±ia and are of order 14 .
While in both cases the uniqueness result applies, only for odd n the existence of
an invertible matrix-valued model solution fails ([8]).
Remark 5.1. Let us consider the model R-H problem more closely for the special
values nπ = tBˆ(ξ), n ∈ Z. It has the form
(93) vs(k) =

(
0 i
i 0
)
, k ∈ ΣUac,
(
0 −i
−i 0
)
, k ∈ ΣLac,
(±1 0
0 ±1
)
, k ∈ Σa,
with + (−) for n even (odd). Notice that the above R-H problem has an additional
symmetry:
(94) vs(k) = σ1v
s(k)σ1
where σ1 is the first Pauli matrix. As
(95) σ1
(
e−itBˆ 0
0 eitBˆ
)
σ1 =
(
eitBˆ 0
0 e−itBˆ
)
we see that the above symmetry condition is precisely satisfied for nπ = tBˆ(ξ), n ∈
Z. For solution of the symmetric model R-H problem, this immediately translates
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to the fact that from a solution ms(k) we obtain another solution given by ms(k)σ1.
Coupled with the usual symmetry which is always assumed
(96) mmod(−k) = mmod(k)σ1,
we conclude that ms(−k) is again a solution. From uniqueness and both symmetry
assumptions it now follows that we have
(97) ms(k) = ms(−k) = ms(k)σ1.
The crucial observation is that whenever one component of ms(k) becomes zero,
automatically the second one becomes zero, which is related to possible nonexistence
of the matrix model solution ([8]). Hence the condition m(k) =
(
0 0
)
, which is
related to a possible nonexistence of the matrix model solution ([8]), becomes easier
to satisfy, as essentially it correpsonds to finding a zero of just one holomorphic
function, not two simultaneously.
As we have an explicit solutions of R-H problem I, we can use our uniqueness result
and Fredholm theory to solve the equations
(98) (I−SΣ˜uI )ψ(k) = SΣ˜−((1 1)uI).
with uI := vI − I, by inverting I−SΣ˜uI . As uI is periodic in time, we can conclude
that the continuous family of operators I−SΣ˜uI is uniformly invertible
(99) ‖(I−SΣ˜uI )−1‖L2(Σ˜) ≤ C.
Here, C can be choosen locally uniformly in the parameter ξ = x12t (see remark
below and appendix A).
Remark 5.2. It should be emphasized that uI,II are not only time dependent but
also dependent on ξ = x12t . As shown in appendix A, we can choose the contour Σ˜
such that it does not depend on the parameter ξ, as long as ξ stays in some compact
subinterval of (− c22 , c
2
3 ). As the jump matrices are continuous functions of ξ, we
can vary ξ when letting t→∞ and all estimates would still hold. In our subsequent
computations we surpress the ξ-dependence as it does not change the asymptotics
as long it stays in (−c2/2 + ε, c2/3− ε), for some ε > 0.
From now on we abbreviate the norm ‖.‖Lp(Σ˜) by ‖.‖p, for p ∈ [1,∞]. We note that
(100)
‖vI − vII‖∞ = ‖uI − uII‖∞ = O(t−1)
‖vI − vII‖2 = ‖uI − uII‖2 = O(t−1)
and
(101) ‖SΣ˜uI −SΣ˜uII‖2 = ‖SΣ˜uI−uII‖2 = O(t−1).
As the set of bounded invertible operators is open in the operator norm topology,
we conclude that for t large enough the operator SΣ˜uII must also be uniformly
invertible. Denote by φII(k) the unique solution of
(102) (I−SΣ˜uII )ψ(k) = SΣ˜−((1 1)uII).
The following computations shows that φI(k) and φII(k) are in fact also close
together in L2(Σ˜):
(103)
‖φI(k)− φII(k)‖2 = ‖(I−SΣ˜uI )−1SΣ˜−((1 1)uI)− (I−SΣ˜uII )−1SΣ˜−((1 1)uII)‖2
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‖[(I−SΣ˜uI )−1− (I−SΣ˜uII )−1]SΣ˜−((1 1)uI)‖2+‖(I−SΣ˜uII )−1SΣ˜−((1 1)(uI−uII))‖2
≤ C1‖(I−SΣ˜uI )−1SΣ˜uI−uII (I−SΣ˜uII )−1‖2 + C2‖uI − uII‖2+ = O(t−1)
where we use the second resolvent formula. Furthermore, ‖φI,II(k)‖2 are uniformly
bounded by the uniform invertibility of the correpsonding singular integral opera-
tors, as well as the uniform boundedness of ‖uI,II‖2. Now, developing 1/(s − k)
into a truncated Neumann series
(104)
1
s− k = −
1
k
− s
k2
− s
2
k3
1
1− s/k
and taking into account the exponential decay of the matrices uI , uII at infinity
one obtains for k →∞ such that |1− s/k| ≥ ε > 0:
(105)
mmod(k) = (1 1)− 1
k
∫
Σ˜
(φI(s)+(1 1))uI(s) ds− 1
k2
∫
Σ˜
(φI(s)+(1 1))uI(s)s ds+O(k−3)
and
(106)
m(2)(k) = (1 1)− 1
k
∫
Σ˜
(φII(s)+(1 1))uII(s) ds− 1
k2
∫
Σ˜
(φII(s)+(1 1))uII(s)s ds+O(k−3)
Next we compute
(107)
∣∣∣ ∫
Σ˜
(φI(s) + (1 1))uI(s) ds−
∫
Σ˜
(φII(s) + (1 1))uII(s) ds
∣∣∣
≤
∣∣∣ ∫
Σ˜
(φI(s)− φII(s))uI(s) ds
∣∣∣+ ∣∣∣ ∫
Σ˜
φII(s)(uI(s)− uII(s)) ds
∣∣∣
+
∣∣∣ ∫
Σ˜
(1 1))(uI(s)− uII(s) ds
∣∣∣ = O(t−1)
and analogously
(108)
∣∣∣ ∫
Σ˜
(φI(s) + (1 1))uI(s)sds−
∫
Σ˜
(φII(s) + (1 1))uII(s)sds
∣∣∣ = O(t−1).
Hence we can conclude
(109) m(2)(k) = mmod(k) +
1
k
O(t−1) +
1
k2
O(t−1) +O(k−3).
We make use of the formula (23)
(110) m1(k, x, t)m2(k, x, t) = 1 +
q(x, t)
2k2
+O(k−4).
There is no need to trace back our deformation and conjugation steps, as we
are only interested in the asymptotics of m(k) at infinity, and conjugation by
e(tΦ(k)/2−itg(k))σ3F (k)σ3 will not change the product m
(2)
1 (k)m
(2)
2 (k). Hence we
can conclude that
(111) m1(k)m2(k) = m
(2)
1 (k)m
(2)
2 (k) = m
mod
1 (k)m
mod
2 (k) +
1
k2
O(t−1) +O(k−4).
Note that the odd terms drop out because of the symmetry condition (18). For the
solution of q(x, t) of the KdV equation we obtain
(112) q(x, t) = qmod(x, t) +O(t−1)
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where
(113) mmod1 (k)m
mod
2 (k) = 1 +
qmod(x, t)
2k2
+O(k−4).
In [8] it has been shown that qmod(x, t) has the form of a periodic Its-Matveev
solution modulated by the parameter ξ. A general theorem associated to the above
argumentation is given in appendix B.
Remark 5.3. Let us reconsider the special case nπ = tBˆ(ξ), n ∈ Z. Then we
can substitute for mmod(k) the symmetric solution ms(k) with ms(k) = ms(k)σ1.
While formula (23) is invariant with respect to conjugation with σ1, the formula
([6])
(114) m(k, x, t) =
(
1 1
)− 1
2ki
∫ ∞
x
q(y, t)
(−1 1) dy +O(k−2)
is not. Choosing x∗ and t∗ such that condition (92) is satisfied, we obtain
(115) m(2)(k, x∗, t∗) = ms(k, x∗, t∗) +
1
k
O(t∗−1) +O(k−2)
= ms(k, x∗, t∗)σ1 +
1
k
O(t∗−1) +O(k−2) = m(2)(k, x∗, t∗)σ1 +
1
k
O(t∗−1) +O(k−2).
Conjugating both sides with Λ(k)σ3e(tΦ(k)/2−itg(k))σ3F (k)σ3 (here we have added the
term Λ(k)σ3 corresponding to the solitons, cf. [6]) and using Dσ3σ1 = σ1D
−σ3 for
D diagonal, results in
(116)
m(k, x∗, t∗) = m(k, x∗, t∗)σ1Λ(k)
2σ3e(t
∗Φ(k)/2−it∗g(k))2σ3F (k)2σ3+
1
k
O(t∗−1)+O(k−2)
which no longer involves the model solution. With the help of (114) we obtain
(117)
∫ ∞
x∗
q(y, t∗)dy = 2t∗z(ξ) + 2y(ξ)−
N∑
j=1
4κj +O(t
∗−1)
where the quantities z(ξ) and y(ξ) are taken from [6] and have the values
(118)
z(ξ) :=
12ξ(c2 − a(ξ)2) + 3c4 + 9a(ξ)4 − 6a(ξ)2c2
2
,
y(ξ) :=
1
2π
{
−2
∫ ia
ic
s2 log |χ(s)|
ω+(s)
ds+ i∆
∫ −ia
ia
s2ds
ω(s)
}
∈ R.
Note that the sum over −4κj is expected, as each summand is equal to the integral
of one of the solitons. While the asymptotic expression for the integral of q(x, t)
can be computed explicitly for any x and t ([6]), the formula above could have been
obtained without the knowledge of the explicit form of the vector model solution, but
only using the additional symmetry.
6. discussion
Recently we have shown in ([8]) that an invertible matrix model solution does not
exist for values x, t ∈ R such that
(119) (2n+ 1)π = tBˆ(ξ)
with ξ = x12t . As invertibility of the model matrix solution is an integral part of the
small norm R-H approach, this causes problems when trying to compute uniform
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estimates for the difference between the KdV solution and the modulated elliptic
wave. In that work we have shown that the small norm R-H approach, does not give
us a uniform estimate of the error term for arbitrary large x and t. Furthermore,
the special points x, t such that (2n + 1)π = tBˆ(ξ) correspond to local minima of
the modulated Its–Matveev solution qIM (x, t) given by
(120) qIM (x, t) = −2 d
2
dx2
log θ(iV x− 4iWt− Aˆ(p0)−K | τˆ) +Q.
Hence, this observation raised the question whether the convergence rate to the
modulated Its–Matveev solution might be in fact slower at the local minima. In
this work we show that one can obtain uniform estimates, and hence the nonuni-
form estimates in [8] can be attributed to the dependence of the small norm R-H
approach on the existence of an invertible matrix model solution ([3], [11]). To
obtain the invertibility of the associated singular integral operators, we instead rely
on Fredholm index theory ([19]). Our Fredholm R-H approach can be used in other
scenarios where an invertible model matrix solution fails to exist like in the KdV
case of initial data which is decaying for x→ +∞ and is asymptotically finite gap
as x→ −∞, with atleast one band of the finite band spectrum inside (−∞, 0) ([8]).
For this purpose we have also included a general theorem in appendix B.
Another issue is computing a full asymptotic expansion of the R-H solution as
it is done in [5], in the case of orthogonal polynomials. This works analogously in
our case, as we have an shifted Neumann series given by:
(121) (I−SΣ˜uII )−1 =
∞∑
n=0
[
(I−SΣ˜uI )−1(SΣ˜uII −SΣ˜uI )
]n
(I−SΣ˜uI )−1.
This in itself is not enough to write down an expansion of the solution to the
singular integral equation (102) in powers of t−1. We also need an expansion of
(122) CΣ˜uII−uI = S
Σ˜
uII −SΣ˜uI
which is equivalent to an expansion of
(123) uII(k)− uI(k) = A−1(k)−N(k)
on ∂U , as uII(k) − uI(k) = o(t−l) for l ∈ N on the rest of the contour. To this
end we make use of the full expansion of the Airy functions [16] in powers of w−3/2
which translates to an expansion in t−1. This results in
(124) φII(k, x, t) =
∞∑
j=0
φIIj (k, x, t)
tj
+ Er(k, x, t)
for l ∈ N, with φIIj (k, x, t) periodic in t for ξ fixed, φII0 = φI and ‖Er(., x, t)‖2 =
O(t−l−1). Consequently one obtains a similar expansion of m(k, x, t) in terms of
t−1 and k−1
(125) m(k, x, t) = mmod(k, x, t) +
l∑
i=1
n∑
j=1
cij(x, t)
kitj
+O(k−l−1t−1) +O(k−1t−n−1).
where cij(x, t) are periodic in t for fixed ξ. Hence we see that the existence of an
asymptotic expansion of the R-H solution follows with our Fredholm approach from
an asymptotic expansion of the jump matrices, just as with the traditional small
norm approach.
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Another future challenge would be characterising those R-H problems which ad-
mit a vector solution but no matrix solution, in which case the Fredholm approach
would be necessary. In the previous section we have seen that in our case the
nonexistence of the matrix solution is related to the appearence of an additional
symmetry. Whether such ’singular R-H problems’ would have a special place in the
theory of integrable PDEs is an open question.
Appendix A. Uniformity of operator bounds
Observe that the contour Σ of the model RH problem with the exponentially con-
verging matrices depends on the parameter ξ = x12t , via the point a = a(ξ) ∈ (0, c).
However, it is possible to make the contour Σ˜ = (Σ \ U) ∪ ∂U at least locally in ξ
independent of ξ. To see this, note that while we for simplicity always assumed ia
to be the center of DU , this is not essential. Furthermore, we can always choose the
rays emanating from ia to hit the boundary of the disc at the same points. This
then allows us to choose the rest of the contour Σ˜ independent of ξ as long as ia
stays in the interior of DU .
ia(ξ0)
ia(ξ)
Figure 4. The inner rays in dependence of ξ.
This greatly simplifies the analysis, as we now have to deal with only one Hilbert
space L2(Σ˜). While we might not be able to choose U as large as possible because of
the constraint that k → w should be bijective, we certainly can cover any compact
interval contained in (0, ic) with finitely many discs. Hence all our estimates will
be uniform, as long as ξ stays in some compact subinterval of (−c2/2, c2/3).
One issue neglected in the main text is the uniform boundedness of
(126) (I− CΣ˜uI,II )−1.
Note that for two operators A and P where A is invertible and P is some pertur-
bation of A we have the formulas
(127) ‖(A+ P )−1‖ ≤ ‖A−1‖ 1
1− ‖A−1‖‖P‖
PARAMETRIX PROBLEM FOR THE KORTEWEG–DE VRIES EQUATION 23
and similarly
(128) ‖(A+ P )−1‖ ≥ ‖A−1‖ 1
1 + ‖A−1‖‖P‖ .
whenever ‖A−1‖‖P‖ < 1. This implies continuity of the norm of the inverse. In
particular, we can conclude that for (ξ, t) ∈ K × [T1, T2], where K ⊂ (−c2/2, c2/3)
is compact, we have the estimate
(129) ‖(I− CΣ˜uI )−1‖2 ≤ C <∞.
By periodicity of uI in time this inequality can be extended to t > T1. Analogously,
because of ‖uI − uII‖∞ = O(t−1) we get
(130) ‖(I− CΣ˜uII )−1‖2 ≤ C′ <∞.
for t large enough.
Appendix B. A General theorem
We now mention a theorem generalising the argumentation given in the proof of
the main result (c.f [3] Corollary. 7.108; [19] Proposition. 4.4; [10] Chapter 3).
Let Γ be an oriented contour, such that the associated Cauchy operators CΓ± are
bounded operators from L2(Γ) to itself. Explicit conditions on the contour for the
above statement to hold can be found in [12]. Furthermore, let an n × n matrix-
valued function v ∈ I+L2(Γ) be given, such that v−1 ∈ I+L2(Γ), where as before
this is shorthand for each component of v − I being in L2(Γ). We associate to v a
factorization data u = (u+, u−) ∈ L2(Γ)∩L∞(Γ), such that v = (I−u−)−1(I+u+)
on the contour Γ. Note that the factorization data is non-unique, but always exists,
as one can choose u− = 0 and u+ = v − I, as it is done in the main text. For any
factorization data we define a singular integral operator
(131) CΓu : L
2(Γ)→ L2(Γ), φ 7→ CΓ+(φu−) + CΓ−(φu+).
Again, we are interested in solutions of the R-H problem on the contour Γ with
jump matrix v. The normalization for the vector-valued solution m(k) is assumed
to take the simple form
(132) lim
k→∞
m(k) = m∞ ∈ Cn
where the limit is taken such that |1− s/k| ≥ ε > 0 for all s ∈ Γ and some positive
constant ε. As before the above R-H problem is equivalent to the following singular
integral equation
(133)
(
I− CΓu
)
φ = CΓu(m∞)
where m(k) can be obtained by the formula
m(k) = m∞ +
1
2πi
∫
Γ
(φ(s) +m∞)(u
+(s) + u−(s))
ds
s− k
= m∞ + C
Γ((φ+m∞)(u
+ + u−)).
(134)
Indeed, assume φ satisfies (133) and define m(k) as above. Then
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m+ = m∞ + C
Γ
+((φ +m∞)(u
+ + u−))
= m∞ + C
Γ
−(φu
+) + φu+ + CΓ+(φu
−) + CΓ−(m∞u
+) +m∞u
+ + CΓ+(m∞u
−)
= m∞(I+ u
+) + CΓu(φ) + C
Γ
u(m∞)︸ ︷︷ ︸
φ
+φu+
= (m∞ + φ)(I + u
+)
(135)
where we used CΓ+ − CΓ− = I. Analogously one computes
(136) m− = (m∞ + φ)(I − u−),
which then implies
(137) m+ = m−(I− u−)−1(I+ u+) = m−v.
Hence, m(k) is a solution of the R-H problem with limk→∞m(k) = m∞. Con-
versely, let m(k) be a solution. Then by the Sokhotski–Plemelj formula for additive
scalar R-H problems, m(k) can be written as
(138) m(k) = m∞ + C
Γ(m+(I− v−1)) = m∞ + CΓ(m−(v − I)).
Define
(139) φ := m−(I− u−)−1 −m∞ = m+(I+ u+)−1 −m∞.
Then relation (134) is fullfilled. From the definition of φ it follows that
m+ = (φ+m∞)(I + u
+),
m− = (φ+m∞)(I − u−).
(140)
Meanwhile, (134) together with CΓ+ − CΓ− = I, implies as before
m+ = m∞(I+ u
+) + CΓu(φ) + C
Γ
u(m∞) + φu
+,
m− = m∞(I− u−) + CΓu(φ) + CΓu(m∞)− φu−.
(141)
Comparing the two expressions of either m+ or m− results in (133). We are now
in a position to state the theorem generalising the arguments given in section 5.
Theorem B.1. Let Γ be a contour such that the Cauchy operators CΓ± are bounded
operators from L2(Γ) to itself with operator bounds less than C > 0, and let for
i = 1, 2
(142) vi : R+ → I+ L2(Γ), t 7→ vi(t) = vi(t, k)
together with a factorization
(143) vi(t) = (I− u−i (t))−1(I+ u+i (t)), t > 0
be given, such that v−1i (t) ∈ I + L2(Γ) and u±i (t) ∈ L2(Γ) ∩ L∞(Γ). Furthermore
assume that the operator I− CΓu1 is invertible for all t > 0 with
(144) ‖(I− CΓu1)−1‖2 ≤ ρ(t)
and
(145) ‖u±1 − u±2 ‖2 ≤ ǫ(t), ‖u±1 − u±2 ‖∞ ≤ δ(t)
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where ρ(t), ǫ(t) and δ(t) are given positive functions and ‖.‖p := ‖.‖Lp(Γ), p ∈ [1,∞],
where the norm is naturally generalized to matrix- and vector-valued functions.
Then I− CΓu2 is also invertible as long as Cρ(t)δ(t) < 1 with
(146) ‖(I− CΓu2)−1‖2 ≤
ρ(t)
1− Cρ(t)δ(t) .
For t > 0 such that Cρ(t)δ(t) < 1, denote by φ1,2 the unique solution of
(147) (I− CΓu1,2)φ = CΓu1,2(m∞)
for some fixed m∞ ∈ Cn. Then
(148) ‖φ1 − φ2‖2 ≤ 2Cρ(t)ǫ(t)
1− Cρ(t)δ(t)‖m∞‖∞ +
2C2ρ2(t)δ(t)
1− Cρ(t)δ(t)‖m∞‖∞‖u1‖2.
Now, assume that the i-th moments of u±1 and u
±
2 exist, in the sense that
(149) ‖u±j (k)ki‖p ≤ ∞
for j = 1, 2, p = 1, 2 and i = 0, ..., l. Then for the vector solutions of the R-H
problem m1 and m2 associated to φ1 and φ2 respectively, we have the formula
(150) mj(k) = m∞ −
l∑
i=1
1
ki
∫
Γ
(φj(s) +m∞)(u
+
j (s) + u
−
j (s))s
i−1ds+O(k−l−1)
for j = 1, 2 where k →∞ such that |1− s/k| ≥ c > 0 for s ∈ Γ. Furthermore, if
(151) ‖u±1 (k)ki − u±2 (k)ki‖2 ≤ ρi(t)
(152) ‖u±1 (k)ki − u±2 (k)ki‖1 ≤ σi(t)
for i = 0, ..., l− 1 then
(153) m1(k)−m2(k) =
l∑
i=1
ci
ki
+O(k−l−1)
with
(154) |ci| ≤ ‖φ1 − φ2‖2‖(u+1 (k) + u−1 (k))ki−1‖2 + 2‖φ2‖2ρi−1(t)
+ 2‖m∞‖∞σi−1(t).
Moreover
|m1(k)−m2(k)| ≤ dist(k,Γ)−1
[
‖φ1 − φ2‖2‖(u+1 (k) + u−1 (k))‖2 + 2‖φ2‖2ρ0(t)
(155) + 2‖m∞‖∞σ0(t)
]
.
Proof. The statement concerning the existence and bound of (I − CΓu2)−1 follows
directly from formula (127) in Appendix A. The estimates for ‖φ1 − φ2‖2 and ci
can be computed as is done in the proof of our main result concerning the KdV
equation, where we identitify u1 with u
I and u2 with u
II . The last estimate is
obtained similarly by bounding (k− s)−1 by dist(k,Γ) instead of writing down the
Neumann series. 
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Remark B.2. With the identification of u1 with u
II and u2 with u
I one obtains
analogously the estimates
(156) ‖φ1 − φ2‖2 ≤ 2Cρ(t)ǫ(t)‖m∞‖∞ + 2C
2ρ2(t)δ(t)
1− Cρ(t)δ(t)‖m∞‖∞‖u2‖2,
(157) |ci| ≤ ‖φ1 − φ2‖2‖(u+2 (k) + u−2 (k))ki−1‖2 + 2‖φ1‖2ρi−1(t)
+ 2‖m∞‖∞σi−1(t)
and
|m1(k)−m2(k)| ≤ dist(k,Γ)−1
[
‖φ1 − φ2‖2‖(u+2 (k) + u−2 (k))‖2 + 2‖φ1‖2ρ0(t)
(158) + 2‖m∞‖∞σ0(t)
]
.
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