The signature in rough path theory provides a graduated summary of a path through an examination of the effects of its increments. Inspired by recent developments of signature features in the context of machine learning, we explore a transformation that is able to embed the effect of the absolute position of the data stream into signature features. This unified feature is particularly effective for its simplifying role in allowing the signature feature set to accommodate nonlinear functions of absolute and relative values.
Introduction
Feature extraction is the key to effective model construction in the context of machine learning. Real-world complex data always comes with lots of inherent noise and variation, thus a good choice of feature is needed to provide informative and non-redundant resources, and to facilitate the subsequent learning step. The focus of this paper, namely, the signature feature, which has its root in rough path theory, by its nature is able to capture the total ordering of the streamed data and to summarise the data over segments. Signature-based machine learning models haven proved efficient in several fields of application, from automated recognition of Chinese handwriting [5, 22] to diagnosis of mental health problems [17, 23] . The reason for its significant performance is that the controlled systems, which form a universal and effective quantifiable family that models all functions on the streamed data, have been shown to be completely determined by their signatures [14] .
The signature, or an infinite sequence of coordinate iterative integrals, makes use only of the increments of the path generated from the streamed data rather than the true values. However, for some scenarios, handwriting recognition and human action recognition for example, the true position may be essential for characterising the temporal dynamics as well. The visibility transformation was therefore introduced initially as a complement in [28] for skeleton-based human action recognition tasks. It is designed to retain information about absolute position within the corresponding signature due to its algebraic nature, and therefore provides an unified framework to capture effects on path segments and path positions simultaneously. This technique, i.e., extracting signature features after the visibility transformation from arXiv:2004.04006v1 [cs. LG] 8 Apr 2020
longitudinal data, was later used for diagnosis of different clinic groups through longitudinal self-reported assessment data [27] . In this paper, we give a detailed introduction to visibility transformation and discuss its properties (see Theorem 7 and Theorem 8) , which shed a light on its better performance in some applications compared to the performance attained by using the signature alone in certain circumstances. At the same time the availability of the well-established Python packages for calculating signature features from data streams allows easy implementation of extraction of features using the visibility transformation. Owing to the fundamental nature of the framework, we foresee a multifaceted impact in data-driven applications.
The paper is organised as follows: In Section 2 the relevant foundations concerning the signature are reviewed briefly, including coordinate iterated integrals, Chen's identity, tree-like equivalence, etc; In Section 3 we formulate the visibility transformation map for bounded variation paths using the concatenation operator, and discuss its ability to capture the effects from the positions as well as increments. Its discrete version for the streamed data is introduced in Section 3.2 and then assessed in different applications in Section 4, where, the visibility transformation can bring in additionally useful information. We conclude our paper in Section 5. All the proofs are postponed to the Appendix.
Preliminaries in signatures
We consider R d -valued time-dependent, piecewise-differentiable paths of finite length. Such a path X mapping from
Denote by I(X) the initial position X(a) of path X and T(X) the tail position X(b) of path X. For short we will use X t for X(t), t ∈ [a, b]. Each coordinate path of X is a real-valued path and denoted as
where the subscript a, t denotes the lower and upper limits of the integral. It is easy to verify the recursive relation
Definition 1. The signature of a path X :
, is the infinite collection of all iterated integrals of X. That is,
where, the 0th term is equal to 1 by convention, and the superscripts of the terms after the 0th term run along the set of all multi-index
with the multi-index of fixed length k is termed as the kth level of the signature. The truncated signature up to the pth level is denoted by S(X) a,b p .
It is not hard to deduce that the length of the signature up to level p of a d-dimensional path is
One important feature that can be derived from the definition is that the signature S(X) a,b is invariant under time reparameterizations of X, where by reparameterization we mean a surjective, continuous and non-decreasing map φ :
That is, for a new pathX t := X φ(t) , we have
Invariance under time reparameterizations implies that the signature remains the same regardless of sampling rate. This property entails its practical advantage in identifying the trajectories shape of motions regardless of the speed. Relevant applications can be found in [5, 22, 28] . It also reveals that the signature only captures the effect of pattern change and not ones depending on the absolute position. This is further supported by the following calculation from the definition:
Note these terms of the signature are completely described by the increments of the coordinates in the right hand side.
Another crucial property of the signature in rough path theory (c.f. [18] ) shows the relation between the higher level terms of the signature and the lower level terms through shuffle product. 
The shuffle product of I and J is a finite set
where a permutation σ of the set
An example of the shuffle product is for I = (1), and J = (1, 2), I ¡ J = {(1, 1, 2), (1, 1, 2), (1, 2, 1)}. 
Theorem 1 suggests that the nonlinear effect in terms of lower level terms is equivalent to some linear effect of higher level terms. In other words, the shuffle product property of the signature ensures that the linear functionals on the signature are dense in the space of all continuous functions on signatures [13] .
Alternatively, the signature of a path S(X) can be viewed as a non-commutative polynomial on the path space as follows. It also serves as a basis of functionals on the unparameterised path space, which will be defined in the next subsection. 
where e i1 . . . e i k are called monomials, with the tensor product ⊗ such that
A formal polynomial is a formal power series with only finitely many non-vanishing coefficients λ i1,...,i k in (9).
Definition 3 leads to the following representation of S(X)
where
are coefficients of S(X) a,b . This gives rise to the multiplicative property of the signature called Chen's identity (c.f. [2, 14] ).
Theorem 2 (Chen's identity: a simple version). Let a < c < b, then
Theorem 2 simply asserts the multiplicative property of the signature of a path. Thus the signature of the entire path can be captured by calculating the signatures of its pieces. Before proceeding to the generalised version of Chen's identity, which is crucial for proving one of the main results Theorem 7, we need to introduce two important concepts for paths: the concatenation and the reversal operation.
Definition 4. Given two continuous paths
d is the continuous path and defined by
Also the reversal operation
We can now present the classical Chen's identity as follows.
Theorem 3 (Chen's identity). Given two continuous paths
Thus the multiplicative property of the signature of a path is preserved under concatenation. By now the signature map S is revealed as a homomorphism of the monoid of paths (or path segments) with concatenation into the tensor algebra. Reversing the path segment produces the inverse tensor.
Theorem 3 also leads to the fact that a bounded variation path which is completely cancelled out by itself has null effect on its increments. Corollary 1. For a R d -valued continuous path X of finite length we have that
Signatures as features
The rough path theory shows that the solution of a controlled system driven by path X is uniquely determined by its signature and the initial condition. Putting it in another way, for a path of finite length, the corresponding signature is the fundamental representation that captures its effect on any nonlinear system. Therefore, the coordinate iterated integrals, or the signature in total, are a natural feature set for capturing the aspects of the data that predict the effects of the path on a controlled system. Its advantage in capturing the order of events has been proved to be efficient in exploiting distinctive features of sequential data in several fields as mentioned in Section 1. The signature can remove the infinite dimensional redundant information caused by time re-parameterization while retaining the information on the order of events [15] . Moreover, the signature of a path, as a feature set, has the advantages of being able to handle time of variable length, unequal spacing and missing data in a unified way [12] .
On the other hand, the signature map S is not one-to-one, but its kernel is well understood. Two distinct paths can have exactly the same signature. For example, they are the same under time reparametersation as discussed above. To characterise those paths with the same signature, we determine a geometric relation ∼ on paths of finite length. Towards this goal we introduce the notions of tree-like paths and tree-like equivalence. Definition 5. 
where · 2 is the Euclidean norm.
Definition 6.
[9] Given two R d -valued continuous parameterised paths with finite length such that I(X) = I(Y ) and
Y is a tree-like path.
Hambly-Lyons [9] shows that X ∼ Y is an equivalence relation, and the equivalence classes form a group under concatenation. In order to visualise tree-like equivalence, in Figure 1 we exhibit two 2 dimensional paths which are tree-like equivalent as an example. It can be seen that both of the curves have the same shape expect that right one has some "new part" that that is completely self-cancelling. Now we are able to group paths that are mutually tree-like equivalent. , where the X 1 (t) = sin(t), and X 2 (t) = t 2 + cos(10t); the right plot is a 2-dimensional curve Y on the same time range, with
, where k 1 = 1.6 − 4 sin(0.5), and k 2 = 47 − 4 cos(5). 
, ).
Theorem 5 ensures that the unparameterised path can be uniquely characterised by its signature, i.e., for X and Y which are both R d -valued parameterised paths with the same initial and tail positions, it holds that S(X) = S(Y ) if and only if Y ∈ [X]. This implies that the increments of X and Y have the same effects. The work by Boedihardjo, et al. [1] extends this result from paths of finite length to weakly geometric rough paths. As real data is often assumed to be with finite length, we will not discuss on weakly geometric rough paths.
Finally, let us present a result that may help construct a path that can be uniquely determined by and recovered from its signature: Proposition 1. Given a R d -valued parameterised path X of finite length and fixed I(X). If at least one coordinate of X is monotone, then S(X) determines X uniquely.
In practice, for a time-augmented path, as its time coordinate is a monotone function, the corresponding signatures uniquely determines the original path. The signature feature provide canonical low dimensional sets of features for a continuous data streams and therefore is a good candidate for handling streamed data sets.
The visibility transformation
This section is devoted to the concepts and properties of the visibility transformation. We start from introducing the visibility transformation for R d -valued bounded variation paths and discussing its algebraic properties in Section 3.1, and then apply it to R d -valued paths from tick data in Section 3.2, which gives a brief idea of how to utilise the visibility transformation with the signature in real problem of longitudinal data.
The continuous path of finite length
To assist the understanding towards the visibility transformation defined later, we first introduce the plane
in R d+1 as the visibility plane and the plane
the invisibility plane. Without loss of generality, the time range is always assumed to be [0, 1] within this subsection.
Definition 8. Given a continuous path
The initial-position-incorporated visibility transformation (I-visibility transformation) γ I maps the path X into a R d+1 valued path starting at the origin, where the path is determined by the continuous function f X * L X with
for t ∈ [0, 1], where τ (t) := min(2t, 1) and ι(t) := max(2t − 1, 0). Similarly the tail-position-incorporated visibility transformation (T-visibility transformation) γ T maps the path X into a R d+1 valued path starting at the origin, where the path is determined by the continuous function L X * g X with
In the definition of the I-visibility transformation, we construct two R d+1 segments from path X, and join them together using concatenation. The new path starts from the origin (on the invisibility plane), and moves to the initial position of path X on the invisibility plane, i.e., [X . By contrast, for the T-visibility transformation, the path is visible first and then invisible. An example in Figure 2 shows how a 2-dimensional path, which is indeed path X in Figure  1 , can be extended to a 3-dimensional path with invisibility and visibility information, where the time dimension is discarded.
For simplicity, we choose f X , L X and g X to be on [0, 1]. Indeed, the speed moving along the path does not affect the shape of the image. Figure 2 illustrates that the structure of the path remains the same though being lifted to a higher Figure 1 : the left plot shows that the I-visibility transformation transforms the 2-dimensional path to a 3-dimensional curve by joining the origin to the initial position of the original curve in the invisibility plane (z=0, the light blue plane) and lifting the 2-dimensional curve to the visibility plane (z=1, the light green plane); the right plot shows that the T-visibility transformation by first lifting the 2-dimensional curve to the visibility plane and joining the end of the original curve to the origin.
dimensional space. Indeed, the visibility transformation preserves tree-like equivalence. In the following, we consider an ordered multi-index collection J = (j 1 , . . . , j |J| ) with
, where |·| denotes the number of elements in a set. An application of Chen's identity leads to the following decomposition of the signature after the visibility transformation, showing that the signature of the path generated by the visibility transformation is expressed in terms of the signature of the original path. Theorem 7. Let X be a continuous path of finite length. For a multi-index collection J S(γ I (X))
and
Here
is a new multi-index collection in which J 2 is appended to J 1 , and S J1 X ,S J1 f X and S J2 g X are the corresponding coefficients of S(X), S(f X ) and S(g X ) respectively. Corollary 2. Let X be a continuous path of finite length. For j ∈ [d], we have
Corollary 2 shows the I-visibility transformation (resp. T-visibility transformation) trivially captures the linear effect on the tail position (resp. the initial position) of the path. Based on the decomposition of the signature after the visibility transformation in Theorem 7, Theorem 8 shows the signature of the lifted path after the I-visibility transformation captures the effects of initial position and the increments of the path simultaneously. Similarly, the signature of the lifted path after the T-visibility transformation captures the effects of the tail position and the increments of the path simultaneously. 
where S J X is the corresponding coefficient of S(X). Similarly, define J + := (J|d + 1), where d + 1 is postfixed to J on the right. Then S(γ I (X))
Similarly, for the T-visibility transformation, we have
. . e j |J| e d+1 and S(γ T (X))
The path from streamed data
In the machine learning context, we often work on streamed data x = x 1 , . . . , x n , where x contains n observations, and the ith observation x i , i ∈ [n], is assumed to be a d-dimensional column vector at the ith time point. For convenience, we assume the time for the ith observation is simply i. Later on, to extract the signature feature, the first step is to embed the time series data into a path over a continuous time interval. To do this, we usually construct a R d -valued continous path from x through piece-wise linear interpolation along each coordinate dimension, denoted by
where · denotes the integer part of a real number. On the other hand, signature features can be obtained directly using discrete data through the well-established Python packages iisignature [19] or esig, where the piecewise linear interpolation is implemented automatically by the packages.
However, the easiest way to apply the I-visibility transformation (resp. the T-visibility transformation) on the generated path X is not directly following Definition 8. Instead we may first expand the streamed data x from n observations of d dimensional vectors to n + 2 observations of d + 1 dimensional vectors, through which is called the discrete I-visibility transformation (resp. the discrete T-visibility transformation) as follows: Definition 9. Let there be given a discrete data sequence x := (x i ) i∈[n] where x i are d-dimensional column vectors. The discrete I-visibility transformation maps x to a new sequencex := (x j ) j∈[n+2] , wherex j are d + 1-dimensional column vectors for j ∈ [n + 2] and given bȳ
Here 0 is the d + 1 dimensional zero vector and A T denotes the transpose of matrix A.
Similarly, the discrete T-visibility transformation maps x to a new sequencex := (x j ) j∈[n+2] , wherex j are d + 1-dimensional column vectors and given bỹ
Then we generate a new pathX (resp.X) through piece-wise linear interpolation onx (resp.x).X (resp.X) is exactly the path after the I-visibility transformation (resp. the T-visibility transformation) based on X. This construction coincides with Definition 8. In this sense, the discrete visibility transformation can be treated as an intermediate transformation. The availability of the aforementioned Python packages allows for signature feature extraction directly from data after the discrete visibility transformation.
Meanwhile, streamed data can be manipulated through other transformations together with the discrete visibility transformation. For example, the discrete T-visibility transformation with lead and lag transforms [8] , which accounts for the quadratic variability in data, is used in [28] for applications where the tail position of the streamed data brings in more information than the initial position. Remark 1. From Thoerem 8 we can see though we cannot directly compute the signature of X when extracting signature features ofX orX, each of its terms is concealed in S(X) and S(X). More specifically, Theorem 8 illustrates that the pth level signature of X is captured in the (p + 1)th level signature ofX. This implies that we may simply truncate the signature ofX to the (p + 1)th level if the signature of X up to the pth level is needed. In this case, however, the number of signature terms computed increases from
, which leads to a growth in computational cost for extracting signature features. For example, for d = 2 and p = 2, the number of terms to be computed increases from 6 to 39. On the other hand, based on the assumption that position information provides extra features, embedding position information into the signature surely increases precision to some extent. Thus there is a trade-off between computational burden and accuracy.
Remark 2. Another important object related to the signature is the log-signature, which is the logarithm of the signature [15] . The log-signature is a parsimonious description of the signature, while the (truncated) log-signature and signature are bijective. In contrast to the signature, the log-signature offers the benefit for dimension reduction, but it should be combined with non-linear models for approximating any functional on the unparameterised path space. [12] .
Applications

Wiimote gesture classification
The original gesture data was collected from Nintendo Wiimote remote controller with built-in 3-axis accelerometer [7] , namely (x, y, z). It includes 10 subjects, with each performing 10 gestures 10 times, where the resulting time series data are of different lengths. In particular, those 10 gestures include picking-up, shaking, one moving to the right, one move to the left, one move upwards, one move downwards, one left circle, one right circle, one move toward the screen, and one move away from the screen.
The task is now to build a signature-based model to classify the 10 gestures. The benefit from applying the signature feature is that truncating the signature at some given level will transform input data of different lengths, 3-dimensional sequential data in our case, into one-dimensional feature vectors of the same length. Based on experience in [28] , the tail position information is more important for gesture recognition. Therefore the original gesture data set was first randomly split into a training set (70%) and a testing set (30%) and then transformed to signature features with and without the T-visibility transformation (SF and TVT+SF for short). Meanwhile, an additional feature is included for comparison through appending the tail position vector directly to the signature feature (TP+SF). A random forest model was used for classification afterwards. The performances of the signature-based random forest models on signature features with or without the T-visibility transformation or with explicit tail position information for classifying 10 different gestures were tested in term of accuracy and summarised in Table 1 . As mentioned before, if the signature feature up to level n is extracted directly from the original sequential data, the signature feature extracted after conducting the visibility transformation should be truncated at the (n + 1)th level for comparison. In the experiment, the truncated levels are set to be {1, 2, 3, 4, 5, 6} for signature features alone in the first two rows in Table 1 , and in the last two rows to be {2, 3, 4, 5, 6, 7} for the corresponding features with the visibility transformation.
For each column in Table 1 , the accuracy from the random forest model of signature features alone up to level n is much smaller than the ones from both of the models with tail position information. Furthermore, between two models that depend on the tail position information, the visibility transformation performs better. Thus the visibility transformation enhances the performance through providing extra useful information for classification, and it is able to classify with fairly high accuracy up to 87.33%. Thus that both the true positions and the increments are critical for classification in this application. In addition, recall that 1st level signature of a path is just its increment. In the light of the low accuracy from classification using 1st level signature appended by the tail position (n=1 cell in row TP+SF), the tail position and the increments of the path may not be very instructive as expected.
Meanwhile, the feature importances of the forest trained on the signature feature after the T-visibility transformation can be evaluated together with getting the classification result via Sci-kit learn library. To compare across the feature importances of effects on increments and the tail position, we extract the signature feature at level 2 after the T-visibility transformation, and list all the feature importances of second level terms in desending order in Figure 3 . Recall from Theorem 7 that the top six features contain combined information from both the increment and the tail position. From Theorem 8 we can see the features that are indeed increments, namely, yv, xv and zv, have roughly the same importance as the pure position features, namely, vx, vy and vz. Needless to say, the coordinate iterated integrals of the additional coordinate v give no information, which coincides with the bar vv. Figure 3 : Feature importances of the second-level signature, that is, the second-order coordinate iterated integrals, in the forest with the signature extracted after the T-visibility transformation: x, y, z are the 3-dimensional coordinates of the standard Cartesian coordinate system, and v represents the the additional dimension due to the visibility transformation; the blue bars are the feature importances, along with their inter-trees variability.
Classification of handwriting data
The concept of the visibility transformation originated in the analysis of temporal handwriting data, where the path in the visibility space indicates when one is writing the letter and the pen is visible. Apparently where one starts his/her writing is also crucial for making classification decisions. Here we choose character trajectories data set [4] for assessment, where multiple, labelled samples of pen tip trajectories are recorded whilst writing individual characters [24, 25, 26] . The data consists of 2858 instances for 20 different characters, and was captured using a WACOM tablet at 200Hz. Each character sample is a 3-dimensional pen tip velocity trajectory, namely (x, y, p), where (x, y) is the trajectory and the p coordinate represents the pen tip force. The lengths of the samples for the same character are not necessarily the same. The data has been numerically differentiated, Gaussian smoothed (with a sigma value of 2) and later normalised.
The original handwriting data contains training set (50%) and testing set (50%). To account for quadratic variability of the path, we choose to combine the I-visibility transformation and the lead lag transform as described at the end of Section 3.2. All the data are then transformed to three different features respectively: signatures, signatures prefixed by the explicit initial position, and signatures with the I-visibility transformation and the lead lag transform. We also extract signature features with the I-visibility transformation and the lead lag transform on the trajectory, namely the (x, y) path only, where we ignore the pen tip force. A random forest model was used for classification afterwards. The performances of the signature-based random forest models using three different features for classifying 20 different characters were tested in term of accuracy and plotted in Figure 4 . In the experiment, the truncated levels are set to be {2, 3, 4, 5, 6} for signature features alone, with the corresponding truncated levels for signature features with the visibility transformations to be {3, 4, 5, 6, 7}.
It is not surprising that the accuracy of each of the three models roughly increases with n. This is because higher order terms of the signature are not redundant in this case. Similarly as in Example 4.1, the performance of the model with the visibility transformation is the best and the one with signature features alone is the worst across all n, which illustrates the power of the visibility transformation method in such applications. It is also worth noticing that the performance of classification using signature features with the visibility transformation on partial path (x, y) is also superior to the classification using either signature features alone or prefixed initial position features on the full path (x, y, p). This may imply that either the pen tip force dimension may not be too informative or our proposed method is very efficient in seizing pivotal and non-redundant information from limited data. In Table 2 , the best performance of our method is compared with that of other methods proposed in the literature on this handwritten character database. Row 2 to Row 5 are results from classification based on different hidden Markov models (HMMs): the cluster HMM on the hierarchical expectation-maximization (VHEM-H3M) algorithm [3] , the support vector machine (SVM) on features from HMM embedded entropy feature extractor (φ(O,HMM)+SVM, [20] ), and the generative classification based on HMM and the Fisher (FK) and TOP Kernels (TK). The accuracy of our proposed method (random forest on LLT+IVT+SF) with the signature up to different level, i.e., the blue line in Figure  4 , is beyond all the HMM-related classifications. The best performance of our method can be as high as 97.32%, and the best performance of our method on partial path (x, y) can achieve 96.02%. Comparing to the scalable shapelet discovery (SDD) algorithm in [6] and the modified clustering discriminant analysis ( MCDS) algorithm [10] based on an iterative optimisation procedure which both provider a bit higher precision, the implementation of our proposed method is much easier with well-designed Python packages as mentioned before. Method Accuracy VHEM-H3M [3] 65.10% FK [11] 89.26% φ(O,HMM)+SVM [20] 92.91% TK [21] 93.67% LLT+IVT+SF on (x, y) 96.02% LLT+IVT+SF 97.32% SDD [6] 98.00% MCDS [10] 98.25%
Conclusion
To capture the informative and non-redundant information from streamed data for learning tasks, we present a transformation that encodes the effects on the absolute position of streamed data into signature features. The enhanced feature is unified, theoretical-backed, and simple to implement with. It outperforms the signature feature alone in applications when absolute position of the data is also intrusive. In particular, it is superior to many benchmark methods that require handy data preparation and implementation of complicated algorithms in the numerical experiment.
For the second part, with multi-index J + := (J|d + 1), using a similar argument as for J − , we can conclude from Eqn. (22) 
The assertion for the T-visibility transformation follows a similar argument.
