This paper updates and extends the time-series evidence on the convergence of international incomes using a set of 29 countries over the period . Time-series tests for stochastic convergence are supplemented with tests which provide evidence on the notion of "$-convergence" predicted by the Solow model. The evidence indicates that the relative income series of 21 countries are consistent with stochastic convergence, and that $-convergence has occurred in at least 16 countries at some point during the 20 th century. Further examination of the properties of the $-convergence test provides anecdotal evidence of conditional convergence in three additional countries for which the convergence hypothesis was initially rejected. Consideration of convergence clubs strengthens the evidence in favor of convergence. Analysis of the cross-country dispersion of incomes over time also suggests that convergence has occurred over the 1900-2001 period, particularly within certain clubs, with structural breaks associated with World War II in many countries causing a break in the convergence process. 1 More specifically, two notions of convergence from the growth literature are "absolute" and "conditional" convergence. Absolute convergence implies that incomes across countries are approaching the same steady-state level, whereas conditional convergence implies "compensating differentials" in a country's steady-state level based on cross-country differences in saving rates, technology, population growth, etc. Throughout this paper, our use of the term "convergence" without a qualifying adjective refers to conditional convergence.
Introduction
Convergence-the notion that a country's income level will approach a "steady-state" level conditional on certain country characteristics-is a central prediction of the Solow (1956) model. 1 Since the resurgence of interest in growth theory over the past two decades, numerous studies have provided empirical tests of the convergence hypothesis. The first tests of convergence were crosssectional studies which involved regressions of long-run growth rates on initial income levels and other explanatory variables. See, for example, Baumol (1986) , Barro (1991) , and Barro and Sala-iMartin (1992) , among others. These studies generally support the convergence hypothesis in large samples of countries. Friedman (1992) , however, criticized cross-section tests of convergence which involve regressing growth rates on initial income levels. This criticism gave rise to a new class of time-series tests of convergence.
Many time-series tests of convergence are based on the notion of "stochastic" convergence first suggested by Carlino and Mills (1993) . Stochastic convergence implies that shocks to the income of a given country relative to the average income across a set of countries will be temporary.
Thus, a common test for stochastic convergence involves testing for a unit root in the log of the ratio of per capita income relative to the group average. Failure to reject the unit-root null hypothesis is evidence against convergence. Rejection of the unit-root null hypothesis, on the other hand, is taken as evidence in favor of convergence. The existing time-series evidence is generally supportive of stochastic convergence. See, for example, studies by Carlino and Mills (1993) , Loewy and Papell (1996) , Li and Papell (1999) , and Strazicich, Lee, and Day (2004) . This paper has several objectives. First, given the difficulties in finding long income series for a large number of countries, existing time-series studies have been restricted to small samples including either U.S. regions or subsets of OECD countries. This paper extends the time-series tests of convergence to a group of 29 countries over the period 1900-2001 using data recently reported in Maddison (2003) . In comparison to Li and Papell (1999) , for example, we examine thirteen more countries with thirteen additional years of data for all countries. We find evidence of stochastic convergence in 21 of the 29 countries in our sample.
Second, a subtle but important point is to recognize that the evidence of stochastic convergence provided in existing time-series studies is a necessary, but not sufficient, condition for the notion of convergence implied by growth theory, known as "$-convergence." This point was originally made by Carlino and Mills (1993) , who suggest an additional time-series test for convergence. Specifically, if per capita incomes are converging, then regression of the log relative income on an intercept and trend should produce opposite signs on their estimated coefficients. We use this test to determine which countries' relative income series are converging conditionally, and show that the "opposite-signs" condition is only a valid test for absolute convergence. We reconsider the properties of the test in the context of conditional convergence, and examine the implications in the cross-country data. To our knowledge, this is the first application of this test using cross-country income data. The results provide evidence of $-convergence in 16 countries, and anecdotal evidence of conditional convergence in three additional countries for which the test formally rejects the convergence hypothesis. In addition, analysis of convergence clubs strengthens the evidence in favor of convergence.
Finally, in his criticism of cross-country tests for convergence, Friedman (1992 Friedman ( , p. 2129 notes that Hotelling (1933) suggests that the "real test of a tendency to convergence would be in showing a consistent diminution of variance...among individual [countries] ." We close our empirical results by providing such evidence. We find that the coefficient of variation in income across countries generally declines throughout the sample with the exception of an increase during the World War II period. The remainder of the paper is organized as follows. Section 2 discusses unit-root tests for stochastic convergence and presents empirical results. Section 3 discusses the test for $-convergence suggested by Carlino and Mills (1993) and provides empirical evidence on convergence for our selection of countries. Section 4 offers some concluding remarks.
Testing for Stochastic Convergence
In this section, we test for stochastic convergence across the 29 countries for which annual data over the period 1900-2001 are available from Maddison (1995 Maddison ( , 2003 . These countries include Argentina, Australia, Austria, Belgium, Brazil, Canada, Chile, Columbia, Denmark, Finland, France, Germany, India, Italy, Japan, Mexico, the Netherlands, New Zealand, Norway, Peru, Portugal, Spain, Sri Lanka, Sweden, Switzerland, the United Kingdom, the United States, Uruguay, and Venezuela. 2 We use several versions of unit-root tests to evaluate the stochastic convergence hypothesis, where evidence against the unit-root null hypothesis is consistent with stochastic convergence. These unit-root tests are applied to the relative per capita real GDP series for each country, measured as the individual country's per capita GDP as a percentage of the aggregate per capita GDP of the group. Specifically, we take the natural logarithm of the ratio of the individual country's per capita real GDP to the aggregate per capita real GDP of the group, where the later is 
Using Standard Unit-Root Tests
We first calculate conventional augmented Dickey-Fuller (ADF) unit-root tests for the relative per capita real GDP series for each country. Specifically, we run the following two regressions:
(1) where y t denotes the relative real per capita GDP for an individual country. Regression (1) is used 3 Throughout the paper, we use kmax=8 unless specified otherwise. 4 Estimates of the trend coefficients in the relative income series for these countries are statistically insignificant in the estimation of (2). the lag-truncation parameter (k * ) is unknown, and so a data-dependent method for choosing the appropriate value of k * is used. In this paper, we use Perron and Vogelsang's (1992) k(t-sig) method for selecting the lag-truncation parameter. First, we specify an upper bound 'kmax' for the lagtruncation parameter. 3 The chosen value of k * is then determined according to the following 'general-to-specific' procedure: the last lag in an autoregression of order k * is significant, but the last lag in an autoregression of order greater than k * is insignificant. The significance of the coefficient is assessed using the 10% critical values based on a standard normal distribution. The significance of the unit-root statistics, t : and t J , are evaluated using the finite sample (T=100) critical values given in Banerjee, Dolado, Galbraith, and Hendry (1993) , Table 4 .2, p. 103. The calculated unit-root statistics for relative per capita real GDP for all countries are reported in Table 1 .
Based on the ADF tests with trend, we are able to reject the unit-root null hypothesis in favor of the trend-stationary alternative for the following ten countries: Argentina, Brazil, Columbia, Denmark, Finland, France, Germany, the Netherlands, Norway, and the U.S. In addition, we can reject the unit-root null for Australia and Belgium based on the ADF test without trend. 4 Thus, the unit-root null can be rejected in 12 of the 29 countries using the ADF test. In comparison, Li and Papell (1999) report evidence of convergence for 10 countries using ADF tests in their sample of 16 countries. However, it is well known that conventional ADF unit-root tests often fail to reject 5 See, for example, Perron (1989 Perron ( , 1997 , Banerjee, Lumsdaine, and Stock (1992) , Zivot and Andrews (1992) , and Vogelsang and Perron (1998) for further details. 6 An alternative form of the break under the trend-break stationary alternative is one that only allows for a break in the intercept (referred to as the "Crash" Model). Sen (2003) shows that a loss of power occurs when the form of the break is incorrectly specified under the alternative, and suggests using the more general Mixed Model when the true form of the break is unknown.
5 the unit-root null hypothesis when there is a break in the trend function under the stationary alternative hypothesis. 5 Thus, we next consider unit-root statistics that are designed to have power against the trend-break stationary alternative.
Allowing Structural Breaks
In this section, we consider unit-root tests that allow for a simultaneous break in the intercept and slope of the trend function (called the "Mixed" Model using Perron and Vogelsang's (1992) k(t-sig) data-dependent method described above.
The estimated regression (5) is used to calculate the sequence of t-statistics for H 0 : "=1, denoted by . Based on this sequence of t-statistics, a number of minimum-t-
statistics can be obtained by using an algorithm to choose the appropriate break-date that maximizes evidence against H 0 : "=1. We consider two particular algorithms for choosing the break-date. The first statistic, originally proposed by Perron and Vogelsang (1992) and Zivot and Andrews (1992) , is obtained by choosing the break-date that maximizes evidence against the unit root null, that is:
Asymptotic critical values for can be obtained from Table 4 of Zivot and Andrews (1992) , and t DF min the corresponding finite sample critical values can be obtained from Table 1 of Perron (1997) . The second statistic proposed by Banerjee, Lumsdaine, and Stock (1992) and Vogelsang and Perron (1998) is defined as: Perron (1998) .
Finally, we calculate a version of the supWald statistic proposed by Murray and Zivot (1998) for the joint null hypothesis The estimated regressions in (5) are used H :
, ,
to calculate the F-statistic for this hypothesis, denoted by where:
q=3 is the number of restrictions, and R is where is a (k × 1) vector of zeros. The maximum-F-statistic, denoted by is calculated as: for the statistic can be found in Table 1 of Sen (2003) .
The results for the relative real per capita GDP series for each country using the Mixed Model statistics are shown in Tables 3 and 4 . For each country, we report the unit-root statistics, the implied estimated break-dates, and the estimate trend-function coefficients at the estimated break-date. The critical values of all unit-root statistics, and are given in Table  t One other possible explanation is that more evidence of convergence may be found in groups of more similar countries such as the group of OECD countries considered by Li and Papell (1999) (i.e., the notion of so-called "convergence clubs"). We explore this possibility in Section 3.3.
8 Following the suggestion of an anonymous referee, we also performed tests for stochastic convergence assuming a known break in 1945 (i.e., assuming T b = 1945). The advantage of such an approach is higher power than in the unknown-break case. The evidence in favor of stochastic convergence, however, was not as strong in the known-break case, with only 10 countries rejecting the unit-root null. (These are not the same 10 countries for which we estimate breaks during the war period, but there is considerable overlap.) The most likely explanation for weaker results, we believe, is that even though breaks occur for a number of countries during the war period from 1939-1945, there is some variation in the exact date of the breaks within this period. Thus, we refer to the World War II period in discussing the timing of the most frequently observed break-dates (as opposed to any particular year within this period). Further evidence along these lines is presented in Section 3.4 with respect to "F-convergence." Given the results for stochastic convergence, we do not pursue the known-break case further.
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Sweden, and the United Kingdom.
In comparing our results to those of Li and Papell (1999) 
Testing for "$-Convergence"
As noted in the introduction, stochastic convergence is a necessary, but not sufficient, condition for conditional convergence. Therefore, in this section, we supplement the tests for stochastic convergence with additional tests to determine whether conditional convergence is occurring. Carlino and Mills (1993) suggest estimating the intercept and trend coefficients for the relative income series in countries for which there is evidence of stochastic convergence. A finding that the intercept and trend coefficients have opposite signs indicates that countries whose relative per capita income is initially above the group average is trending (converging) down toward the average, and vice versa. Carlino and Mills refer to this notion of convergence as "$-convergence," a term introduced by Baumol (1986) . A number of studies have used this test for $-convergence;
see, for example, Tomljanovich and Vogelsang (2002) and Nieswiadomy and Strazicich (2004) .
Ours, however, is the first study to consider this test for $-convergence in a cross-country setting.
In the discussion that follows, we will refer to this test as the "trend test" for convergence.
Properties of the "Trend Test"
In addition to the evidence of $-convergence suggested by an intercept and trend of opposite signs in the trend test, several other possibilities are noted in Tomljanovich and Vogelsang (2002) and Nieswiadomy and Strazicich (2004) . One possibility is an intercept that is significantly different from zero with a trend that is not. This evidence reportedly suggests that income in the country in question has already converged (conditionally) to its steady state level. Another possibility is an intercept that is not significantly different from zero and a trend that is, which is said to suggest that a country's income is diverging. Finally, if neither the intercept nor the trend is significant, there is evidence that absolute convergence is occurring. Of course, a finding that the intercept and slope coefficients have the same sign apparently indicates divergence.
In the discussion that follows, we reconsider the implications of the trend test for convergence. Carlino and Mills use the following simple time-series representation for relative income:
where RI it is the relative real per capita GDP of country i at time t, RI i e is the time-invariant steadystate differential for country i, and u it represents deviations from the steady-state differential. For a particular country, the deviations u t consist of a deterministic linear trend and a stochastic process such that u t = v 0 + $t + v t , where v 0 is the initial deviation from the steady state and $ is the deterministic rate of convergence (for ease in exposition, we suppress the subscript for country i from this point forward). Carlino and Mills argue that "$-convergence requires that if a [country] is above its compensating differential initially, i.e., v 0 > 0, it should grow more slowly than the
[world], i.e., $ < 0. Similarly, if v 0 < 0, $ > 0" (p. 337). The difficulty in applying this observation empirically, however, is that v 0 is not observed. In particular, substituting the process for u t in (11) When (12) is estimated empirically, finding : and $ to be of opposite signs indicates convergence in cases where RI e and v 0 are of the same sign. That is, in cases where a country's steady-state differential is above the group average (i.e., RI e > 0) and the country is initially above its steady-state differential (v 0 > 0), there is no question that : > 0 and convergence will imply $ < 0. Similarly, when RI e < 0 and v 0 < 0, we will have : < 0 and convergence will imply $ > 0.
However, in cases where RI e and v 0 are of opposite signs, it is possible that : and $ could have the same sign even when convergence is occurring. This corresponds to cases where a country's steadystate differential is above the world average (RI e > 0), but the country is initially below its differential (v 0 < 0), and vice versa for the case where RI e < 0 and v 0 > 0. In particular, when RI e and v 0 have opposite signs, : and $ will be of opposite signs under convergence only when the magnitude of the initial deviation v 0 is large relative to the magnitude of RI e . The implication is that a country, for example, approaching a positive steady-state differential from below will produce the result : > 0, $ > 0 when v 0 is relatively small. Thus, a finding that : and $ have the same sign may also be consistent with convergence.
Carlino and Mills note the possibility that RI e and v 0 may be of opposite signs (see their 9 It may seem that the test for stochastic convergence rules out the possibility of divergence. However, stochastic convergence implies rejecting the unit-root null hypothesis in favor of the trend-stationary alternative. Thus, the relative income series can trend indefinitely (i.e., diverge) away from the world average under the notion of stochastic convergence. A test that the relative income series is mean-stationary would preclude such a possibility, and this may be the motivation in testing for what Li and Papell (1999) call "deterministic" convergence. Testing for deterministic convergence involves testing the unit-root null against the mean-stationary alternative (that is, not including a trend term in the unit-root test). The downside of such a test is that not including a trend when one is present biases the estimate of the unit-root statistic. This is similar to the problem in using the Crash Model when the Mixed Model is the true form of break; see Sen (2003) for further discussion. Indeed, in cases where the transition period is sufficiently long, the relative income series may have a trend for long periods of time under convergence.
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footnote 1), but fail to articulate that, in general, this will result in : and $ having the same signs under convergence (i.e., they refer to a positive relationship between : and $ under convergence as the exception rather than the rule). As stated above, : and $ will tend to have the same sign except in the case where v 0 is sufficiently large. Likewise, a finding that : = 0 and $ … 0 may also be consistent with convergence in the case where RI e and v 0 are opposite in sign but similar in magnitude.
Following Carlino and Mills, the discussion above assumes that RI e … 0. That is, the notion of convergence in question is conditional convergence. Absolute convergence, on the other hand, implies that all countries have the same steady state, so that RI e = 0 for all countries. In this case, there is no cross-country variation in RI e , and differences in : in cross-country estimates of (12) will reflect differences in v 0 only. Thus, under the assumption of absolute convergence, : and $ will have opposite signs. Finding : and $ to have the same sign, therefore, will be sufficient to reject the hypothesis of absolute convergence. However, such a finding is not sufficient to rule out conditional convergence. Unfortunately, such a finding may also be consistent with divergence, leaving the conclusion in testing for conditional convergence vs. divergence ambiguous.
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In discussing their empirical results, Carlino and Mills report that the possibility of : and $ having the same signs "is counterfactual" (see, again, their footnote 1). Since they consider convergence among regions in the U.S., however, the relevant form of convergence may be absolute , RI e > 0), a negative shock to the relative income series which leaves the country below its differential immediately following the shock (implying an "initial" deviation v 0 < 0) and subsequent conditional convergence would imply positive estimates of : and $. Below we argue that such is the case for many countries following shocks associated with World War II.
Estimation and Results
We now turn to estimating the intercept and trend coefficients for the "trend test" for convergence. Some studies use separate OLS regressions to estimate the intercept and trend coefficients required to test for conditional convergence. See, for example, the application of Nieswiadomy and Strazicich (2004) . Alternatively, the necessary estimates of the intercept and trend coefficients may be obtained from the results of the unit-root tests for stochastic convergence.
In addition to the intercept and trend coefficients of interest, these equations include the first lag of the dependent variable and lagged first differences of the dependent variable. Since these additional variables serve to control for serial correlation in the dependent variable, one could argue that these variables are necessary to correctly determine the statistical significance of the intercept and trend 10 Specifically, the presence of serial correlation will result in unbiased parameter estimates but inflated t-scores for the estimates, thus causing spurious rejections of the null hypothesis that estimated coefficients are zero.
11 The GAUSS program and results are available from the authors upon request.
13 coefficients, and that using separate regressions which do not control for serial correlation could lead to flawed inference. 10 The unit-root test results also provide estimates of the dummies for breaks in the intercept and trend for countries in which a trend break is found to be statistically significant.
This allows for an application of the trend test in both the pre-and post-break periods for these countries.
One problem that does arise in using the Mixed Model results to assess the significance of the required intercept and trend coefficients is that the distributions of estimated trend function parameters are non-standard. Thus, we cannot use critical values from the standard t and F distributions to determine the statistical significance of these parameters. Sen (2005) shows that the appropriate critical values for testing these estimated parameters depend on the location of the break and the values of the parameters themselves. Therefore, we approximate the critical values of the tests needed to evaluate the significance of the pre-and post-break intercept and trend coefficients using simulations with a sample size of 100 observations and 10,000 replications. Specifically, we generate data based on the Mixed Model unit-root test equation in (4). For each country, the estimated break date reported in Table 4 is used for T b and e t ~ i.i.d. N(0,1). The lag truncation parameter (introduced in equation (1)) is set to zero in generating the data, with kmax=0 used in the estimation of the critical values so that the true lag truncation parameter (i.e., k*=0) is used. The parameter for which critical values are being estimated is set to zero in the data generating process, with the estimated coefficients reported in Table 4 used for all other parameters. The critical values of the test statistics used to evaluate the significance of the pre-and post-break intercept and trend coefficients are calculated for the estimated break-date implied by the various unit-root statistics.
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These approximate critical values are used in evaluating the trend test results reported below for countries with breaks. For countries without breaks, the standard t-distribution applies to the intercept and trend coefficients estimated in ADF tests.
The estimates of the intercept and slope coefficients required for the trend test are reported in Table 4 for countries found to have structural breaks and Table 1 for countries with no breaks.
For countries with breaks, a comparison of (the pre-break intercept) and (the pre-break trend) $ Table 1 is required. The required information is compiled in Table  $ µ $ β 5 along with the resulting conclusion regarding convergence based on the "opposite-signs" condition discussed in the previous section. As a general rule, we rely on information from Table 4 for countries in which we find evidence of a statistically significant trend break using the Mixed Model unit-root test. For countries without a significant trend break, we turn to information from the ADF unit-root test with trend reported in Table 1 . Note that if the only rejection of the unit-root null hypothesis occurs in the ADF unit-root test without trend, the implication is a zero trend and, thus, that the country has already reached its steady state.
A total of 21 countries are considered in Table 5 . These are the 21 countries for which we reported evidence of stochastic convergence above. The results reported in Table 5 . We now take a closer look at convergence in these countries which do not meet the criteria for convergence by strict application of the opposite-signs condition in the trend test.
Recall from the discussion above that the trend test, strictly speaking, is a test for absolute 12 We would like to thank an anonymous referee for suggesting this line of inquiry that resulted in a stronger case for convergence. Other cases in which the "opposite-signs" condition is not met may also indicate behavior consistent with conditional convergence. Recall from the discussion above that a finding of an intercept that is insignificantly different from zero along with a non-zero trend does not necessarily rule out conditional convergence, as a country with a steady state differential and initial deviation that are similar in magnitude but opposite in signs will give rise to such a result under conditional convergence. Such a possibility occurs in the pre-and post-break periods for Finland, and in the pre-break period in Norway. Thus, anecdotal evidence suggests there may be more evidence of conditional convergence than is suggested by a strict application of the trend test. Taken together, the evidence suggests conditional convergence may have occurred in as many as 19 countries at some point during the 20 th century.
Convergence "Clubs" Considered
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In this section, we examine whether or not more evidence of convergence exists among groups of countries that are similar with respect to economic characteristics-that is, whether or not convergence "clubs" exist, following the use of the term introduced by Baumol (1986) . It seems 13 In the interest of conserving space and not over-burdening the reader with tedious details, we do not report estimates of the unit-root tests for stochastic convergence for the clubs. These results are available from the authors upon request.
16 particularly important to consider such a possibility given the heterogeneous nature of the 29 countries in our dataset. In addition, most previous studies which have looked at convergence across countries using time-series tests have focused exclusively on OECD countries. It is important to determine whether this particular grouping affects the findings with regard to convergence.
We consider three possible clubs, all of which are subsets of our original group of 29 countries: (1) We first calculate tests for stochastic convergence in the clubs using the same methodology as for the full 29-country group presented above. 13 In the OECD club, we find that 16 of the 19 countries are stochastically converging; Australia, Japan and the U.K. are the exceptions. Australia was found to exhibit evidence of stochastic convergence in our original analysis of the full 29-country sample. Japan and the U.K., however, were also found not to exhibit evidence of stochastic convergence in the full sample analysis. Two other OECD countries-Portugal and Sweden-were among the group for which there was no evidence of stochastic convergence in the full sample, but are found to exhibit stochastic convergence within the OECD club. Thus, there is slightly more evidence of stochastic convergence in the OECD club than was found among the OECD countries in the full sample.
Similar results are obtained for the European club, where 12 of 14 countries are found to exhibit stochastic convergence (Norway and the U.K. being the exceptions). From the earlier analysis of the full sample, three European countries (Portugal, Sweden, and the U.K.) were found not to exhibit evidence of stochastic convergence. In the analysis of the Latin American club, five of eight countries exhibit evidence of stochastic convergence (Peru, Uruguay, and Venezuela are the exceptions). This represents slightly less evidence of stochastic convergence than in the analysis of the full sample, where only two of the countries from this club were found not to exhibit stochastic convergence (Mexico and Peru). Thus, the results are mixed as to whether more evidence of stochastic convergence is found using the clubs, with slightly more evidence of stochastic convergence in the OECD and European clubs and slightly less in the Latin American club.
We now turn to the evidence on $-convergence within the three clubs. Here we once again use the "trend" test of Carlino and Mills (1993) as described above in the analysis of the full sample of countries. The results for the OECD, European, and Latin American clubs are presented in Tables   6A, 6B , and 6C, respectively. The last column of the tables provides easy reference to instances of more or less evidence of convergence than was found in the full sample (as reported in Table 5 ).
For the OECD club, there is substantially more evidence of convergence than was found in the analysis of the full sample, with 14 new instances of convergence (or having reached a steady state) and only 2 new instances of divergence. In total, evidence of convergence is found for 16 of the 19 OECD countries at some point during the 1900-2001 period. This includes seven countries for which there was no evidence of convergence in the analysis of the full sample in Table 5 (these include Denmark, Finland, Germany, Norway, Portugal, Sweden, and the U.S.).
In addition, the results for the OECD club indicate convergence in eight cases where the trend test provided ambiguous results in the full sample results of Table 5 . These include the cases of Austria, Belgium, Canada, Denmark, Finland, France, the Netherlands, and Norway. Recall that these were cases which resulted in intercept and slope coefficients violating the opposite signs requirement for convergence suggested by Carlino and Mills (1993) . We argued above, however, that such findings may be consistent with convergence in a group of heterogenous countries; see the discussion in section 3.1 for more details. The results for the OECD club confirm that convergence may indeed occur in such cases. Application of the trend test is more likely to provide the "opposite signs" result within the OECD club because the countries in the club are more likely to tend toward similar steady states in the long run.
Estimates of the trend test for the European club reported in Table 6B provide Analysis of the Latin American club suggests about the same evidence of convergence as was found for countries in that region in the analysis of the full sample; see the results in Table 6C .
Two new instances of convergence (both in Mexico) are offset by two new cases of divergence (in Uruguay and Venezuela). Note that most of the new evidence on convergence in the OECD and
European clubs involved countries for which there were ambiguous conclusions in the analysis of the full sample. None of the Latin American countries provided ambiguous conclusions in the full sample analysis, thus providing a possible explanation for the largely unchanged results in the club analysis.
Evidence on "F-convergence"
One last piece of evidence in favor of convergence is provided by examination of the variance of real per capita GDP across countries. Following the suggestion in Friedman (1992), convergence implies a "consistent diminution of variance" across countries. This type of convergence is sometimes referred to as F-convergence. Figure 30 presents the coefficient of variation (CV) of real per capita GDP for the 29 countries in our sample and the three clubs considered above. 14 The World War II period (1939) (1940) (1941) (1942) (1943) (1944) (1945) ) is shaded. The CV series for all 29 countries exhibits a steady decline from roughly 1920 through the mid-1930s and from 1945-1980; the estimated trend of the series is negative and statistically significant during both of these subperiods. This behavior is evidence of absolute convergence prior to and following World War II.
The increase in the series during the 1939-1945 period is further evidence that shocks experienced by a large number of countries during the War caused a break in the convergence process. It is interesting to note, however, that the convergence which has occurred since World War II has not yet reduced the CV to its pre-war level (achieved in 1934).
The CV series for the European, OECD, and Latin American clubs display some interesting behavior in comparison to the series for the full sample. First, the dramatic increase in cross-country income variation associated with the World War II period appears in all three clubs. Second, the convergence process is apparently further along in the European and OECD clubs than in the Latin American club and the full sample, as indicated by the lower levels achieved by the OECD and European CV series. Third, the estimated trends of the series are significantly negative for all three clubs in both the pre-war and post-war periods. However, the rate of convergence is clearly faster during the post-war period. Finally, the increase in the CV series for the full sample during the mid1980s is primarily attributable to a break in the convergence process in the Latin American countries during this time. This period is identified as a time of debt crisis and economic collapse for many countries in this region (see, e.g., Hopenhayn and Neumeyer (2004) ).
Conclusion
This paper examines the time-series evidence on the convergence of international incomes [1939] [1940] [1941] [1942] [1943] [1944] [1945] are found in 10 countries. Carlino and Mills (1993) suggest that stochastic convergence is a necessary, but not sufficient, condition for the notion of convergence-known as $-convergence-implied by the Solow Finally, examination of the coefficient of variation in real per capita income levels across countries provides further evidence of convergence with breaks during World War II and confirms
Data Appendix
All data are from Maddison (2003) , with the following exceptions to maintain border consistency throughout the sample period.
Germany: Data from the 1900-1994 period are from Maddison (1995) Table 4 .2, p. 103, in Banerjee, Dolado, Galbraith, and Hendry (1993) . Critical values for the ADF unit-root tests (t : ) without trend are: -2.58 at the 10% level, -2.89 at the 5% level, -3.17 at the 2.5% level, and -3.51 at the 1% level. Critical values for the ADF unit-root tests with trend (t J ) are: -3.15 at the 10% level, -3.45 at the 5% level, -3.73 at the 2.5% level, and -4.04 at the 1% level. Superscripts a, b, c, and d denote significance at the 1%, 2.5%, 5%, and 10% levels, respectively. Notes: The superscripts a, b, c, and d denote significance at the 1%, 2.5%, 5% and 10% significance levels. Notes: The trimming parameter 8 0 is equal to 0.10 in the estimates. Numbers in the parentheses under the estimated trend-function coefficients are the respective t-statistics for the null hypothesis that the parameter is equal to zero. The number in parenthesis under the coefficient estimate of the first lag, " , is the t-statistic for the null hypothesis that it is equal to one. Notes: To be considered "converging" in a given period, a country's relative income series must (1) reject the null hypothesis of a unit root to confirm that stochastic convergence is occurring (as reported in Tables 1 and 3) ; and (2) have statistically significant intercept and trend coefficient estimates of opposite signs. "Steady state" indicates that convergence has occurred and the country has reached its steady state in the given period, as indicated by a trend coefficient that is insignificantly different from zero. All other instances are denoted as "diverging." Superscripts 'a,' 'b,' and 'c' indicate significance at the 1%, 5%, and 10% levels, respectively. Significance levels are based on simulated critical values for the null hypothesis that the estimated coefficient equals zero in the Mixed Model unit-root test equation for countries with breaks; see the discussion in the text for details. For countries without breaks, standard critical values on coefficients estimated in ADF test equations apply. Notes: To be considered "converging" in a given period, a country's relative income series must (1) reject the null hypothesis of a unit root to confirm that stochastic convergence is occurring; and (2) have statistically significant intercept and trend coefficient estimates of opposite signs. "Steady state" indicates that convergence has occurred and the country has reached its steady state in the given period, as indicated by a trend coefficient that is insignificantly different from zero. All other instances are denoted as "diverging." Superscripts 'a,' 'b,' and 'c' indicate significance at the 1%, 5%, and 10% levels, respectively. Significance levels are based on simulated critical values for the null hypothesis that the estimated coefficient equals zero in the Mixed Model unit-root test equation for countries with breaks; see the discussion in the text for details. For countries without breaks, standard critical values on coefficients estimated in ADF test equations apply. Superscript + (!) indicates instances where there is more (less) evidence of convergence or having already reached a steady state than was found in the analysis of the full sample (as reported in Table 5 ). Notes: To be considered "converging" in a given period, a country's relative income series must (1) reject the null hypothesis of a unit root to confirm that stochastic convergence is occurring; and (2) have statistically significant intercept and trend coefficient estimates of opposite signs. "Steady state" indicates that convergence has occurred and the country has reached its steady state in the given period, as indicated by a trend coefficient that is insignificantly different from zero. All other instances are denoted as "diverging." Superscripts 'a,' 'b,' and 'c' indicate significance at the 1%, 5%, and 10% levels, respectively. Significance levels are based on simulated critical values for the null hypothesis that the estimated coefficient equals zero in the Mixed Model unit-root test equation for countries with breaks; see the discussion in the text for details. For countries without breaks, standard critical values on coefficients estimated in ADF test equations apply. Superscript + (!) indicates instances where there is more (less) evidence of convergence or having already reached a steady state than was found in the analysis of the full sample (as reported in Table 5 ). 
Notes:
To be considered "converging" in a given period, a country's relative income series must (1) reject the null hypothesis of a unit root to confirm that stochastic convergence is occurring; and (2) have statistically significant intercept and trend coefficient estimates of opposite signs. "Steady state" indicates that convergence has occurred and the country has reached its steady state in the given period, as indicated by a trend coefficient that is insignificantly different from zero. All other instances are denoted as "diverging." Superscripts 'a,' 'b,' and 'c' indicate significance at the 1%, 5%, and 10% levels, respectively. Significance levels are based on simulated critical values for the null hypothesis that the estimated coefficient equals zero in the Mixed Model unit-root test equation for countries with breaks; see the discussion in the text for details. For countries without breaks, standard critical values on coefficients estimated in ADF test equations apply. Superscript + (!) indicates instances where there is more (less) evidence of convergence or having already reached a steady state than was found in the analysis of the full sample (as reported in Table 5 ). Period 1939 -1945 
