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Chapter 1
Introduction
In today’s world, a lot of the information is still recorded, stored and distributed
in paper format, and because of the widespread use of smartphones for collecting
and editing document information along with computer equipment for document
processing software, the electronic document has become an indispensable element
for the exchange of ideas and information during a communication process between
people and machines.
Due to a the large number of documents that are continuously increasing every day,
many questions and problems have appeared related to the storage of data, retrieval
and information processing. This has led to the appearance of new areas of research
such as document layout analysis and document element recognition. These ele-
ments are organized into a structure that conveys information about the document
content to simplify the reading and interpreting step. Therefore, to design a system
for recognition, indexing, search and automatic classification, or any other system
designed for understanding printed and handwritten documents, it must first be able
recognize the document structure.
A technique called OCR (Optical Character Recognition), one of the earliest ad-
dressed computer vision tasks, has gained interest over the last two decades, where
many approaches have been developed for diverse issues. Although OCR provides
excellent results in many cases, it is limited to very specific use cases where text
documents are still considered challenging tasks, especially in magazines and news-
paper pages. Therefore, document layout analysis is an important step for OCR,
which seeks to represent the document in a structured form by applying a set of
computer techniques to facilitate reuse and recovery.
In this dissertation, we focus on this area of computer vision to tackle these tasks.
This area involves many research tasks such as layout analysis, (handwritten/printed)
text line segmentation, (handwritten/printed) text recognition, graphic element
recognition, (text/non-text) element extraction, and document classification.
DLA is a specialist field that contains numerous areas, such as deep learning, image
recognition, with big data technology as the most recently developed area.
In the following sections, we describe the motivation for this study, we describe the
1
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main problems of the above tasks and our aims, we present the set of contributions
and innovative aspects derived from these studies. Then, we will define the structure
of this thesis.
1.1 Motivation
Over the last two decades, a large number of programs for the systematic recognition
of writing have been developed, and now researchers have moved towards the analy-
sis and logical labeling of documents, which is represented in a high-level structured
form for understanding the hierarchical construction of its elements and the rela-
tionships among them automatically. Hence, the raw image can be replaced by a set
of structured information exploitable by the machine, and millions of stored paper
volumes can be replaced by computer files in XML format. These types of docu-
ment analysis systems should cut the number of misfiled, misshelved and lost files
and will increase automated sorting, automated text/non-text recognition and make
it quicker and more accurate especially for Arabic documents, where great effort is
still required to attain the performance for English documents. These objectives
serve as a motivation for exploring prospective solutions for Arabic document image
analysis and Arabic writing analysis.
Figure 1.1: Examples of Arabic document pages
1.2 Problem Statement and Aim of the Study
The analysis of document layouts is an important step for many areas especially for
the OCR system where its input is a printed or handwritten text document without
any graphic elements, hence if any document has a non-text element, the system will
not give the perfect solution as expected. For this, DLA is a necessary step before
OCR, which is used for extracting and recognizing all the existing elements on a
page, either as text or non-text elements and specifying each element according to
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its features. Therefore extracting information from a document means the extraction
of all graphical-textual elements that exist on a document page (see Figure 1.2).
Figure 1.2: A hierarchy of document processing [90, page 2], [38].
These elements include many categories such as titles, comments, authors, and
legends for the text extraction mode and pictures, tables and adverts for the non-
text extraction mode. Each category has various types and different sizes as well
because each document has a different form and structure (e.g. a newspaper page
or a magazine page). Such a combination complicates the segmentation process for
homogeneous regions, and it is made worse when the document has many imaging
conditions (e.g., noise, uneven illumination, skew, perspective distortion and motion
blur).
Examples of DLA by highlighting many distinct categories of page components are
shown in Figure 1.3. Several algorithms and methods have recently been developed
for DLA for English and other languages, but with documents in Arabic, many
challenges still have to be overcome.
NLP is the basic phase in most language searches of the world, where the pro-
grams are generated in such a way that they can readily comprehend and manipu-
late human language text. Segmenting Arabic sentences is a crucial step for Arabic
recognition as it is used in many natural language processing technologies such as
parsing, machine translation, and research. Unlike English texts, in Arabic texts,
there is no explicit space between all the words. For example, ( éJJ
Òë@ð ÉÒªË@ means:
Work and its importance) is composed of three words ( éJJ
Òë@ , ð , ÉÒªË@), in another
sentence ( A 	JJ.k. @ð ÉÒªË@ means: work is our duty) is composed of just two words, not
three ( A 	JJ.k. @ð , ÉÒªË@) as we can see the same structure, but the result is different
because of the non-uniform spacing of words.
Many researchers have concentrated on the segmentation phase using various solu-
tions and techniques such as line and page segmentation. The methods used produce
good results in the case of English and Latin texts as bottom-up methods based on
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Figure 1.3: Examples of documents analysis. Each type of layout is highlighted in
a different color.
connected components [48], structural features [101], or both of them [95], but they
fail in some text cases due to the type of structure, overlapping words, diverse writ-
ing styles, punctuation marks, dots, and diacritics. In handwritten texts, Arabic
text writing has many features that make handwriting quite hard to process, where
we have unique shapes at the letter level, and it may sometimes be different from
time to time even it is made by the same person. For this, no hard-and-fast rule for
segmentation can be applied.
All these challenges explain why many methods proposed in the last years focus on
a particular form of document types or on a specific problems, which why they are
difficult to generate to other structures and collections.
The main objective of this study is to create a new printed Arabic database, de-
velop new methods and techniques for Arabic document layout analysis and Arabic
handwritten text segmentation by improving the results of these tasks and mak-
ing it more general than before. For this, we present several approaches based on
RLSA, connected components, projection profiles and machine learning, which seek
to overcome the main problems encountered here.
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1.3 Methodological Approach and Innovative As-
pects
The current state-of-the-art of Arabic document analysis methods [55, 93, 111] is
mainly based on the extraction of text elements without graphical elements by choos-
ing simple structure document pages as the dataset, where most of the given paper
elements are in text format. Figure 1.5 shows examples of the dataset used for most
of the Arabic document analysis studies. In addition, there is no current study that
describes how to extract the logical structure from degraded Arabic images that
were captured by a smartphone-camera (see Chapter 3).
Figure 1.4: Examples of Arabic document used for related works.
The proposed methods in this thesis can be divided into two sections where the
first section focuses on Arabic document analysis and logical structure extraction
under perfect and poor conditions. The second section is based on handwritten
Arabic line segmentation where we present an improved extraction method specially
designed for Arabic texts.
The main innovative aspects of this thesis are:
• The creation of a printed Arabic database, which may be regarded as the
first Arabic database, containing (scanned/ smartphone-captured/ computer-
vision) types that have been selected from the Arabic newspaper/magazine
pages.
• The extraction of titles and their subtitles without the need to process the
elements of the entire page based on geometric features, RLSA, and connected
components.
• The extraction of physical and logical layouts from Arabic newspaper pages
based on RLSA, projections profile analysis, and connected components label-
ing for physical structure extraction, certain rules of sizes and positions of the
physical elements extracted earlier, and also based on a priori knowledge of
specific properties of logical entities (titles, figures, authors, captions, etc.) for
logical structure extraction, stored in an XML/DTD file.
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• Applying a form analysis which is robust against degraded images and using
deep learning (convenental neural network) instead of an analysis with a fixed
framework. The proposed method can be used in various structure formats
with different types of text (font, size, and shape) and various figure shapes.
• Applying an efficient method for freestyle handwritten line segmentation where
the main objective is to be able to process any Arabic handwritten text re-
gardless of its writing style based on Kohonen’s self-organizing neural network.
1.4 Structure of the Thesis
The remainder of the thesis is organized as follows:
In Chapter 2, we review state-of-the-art methods for binarization, smoothing, noise
reduction and neural networks, followed by an outline and comparison of the latest
related studies on segmentation and recognition document structures. Additionally,
state-of-the-art of Arabic handwritten text line segmentation is presented along with
related articles.
In Chapter 3, we present a review of the Arabic language, where in the first part we
present the Arabic documents and their writing specifications and characteristics.
Then our printed Arabic database is elaborated on, followed by a description of the
ground truth file.
In Chapter 4, we present a set of methods specially developed for the task of Arabic
document layout analysis. We outline several approaches for extracting textual and
non-textual information from Arabic newspaper/magazine pages, and we propose
two approaches based on a hybrid approach (bottom-up and top-down) and con-
ventional neural network for this task. Next, we propose another approach that is
based on RLSA, connected components and projection profiles for title and subtitle
detection in a complex structure.
In Chapter 5, we present an advanced method based on a smoothing technique and
Kohonen map learning for the task of Arabic handwritten line segmentation.
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1.5 Published Articles Related to the Disserta-
tion
Most of the ideas, tables and figures have appeared in five publications that covered
these chapters:
(1) Arabic Document Database (Chapter 3): A conference paper on printed Arabic
text database for automatic recognition systems;
(2) Printed Arabic newspaper (Section 4.1): A conference paper on recognition of
the logical structure of Arabic newspaper pages;
(3) Title Detection in Printed Arabic newspaper (Section 4.2): A Journal paper on
title segmentation in Arabic document pages;
(4) Smartphone-captured Arabic newspaper analysis (Section 4.3): A conference
paper on a convolutional neural network for Arabic document analysis;
(5) Arabic Handwritten Word Detection (Chapter 5): A conference paper on a
self-organizing feature map for Arabic word extraction.
Chapter 2
State of the Art
Here, we focus on the well-known techniques for Arabic document layout analysis
and Arabic handwritten text line segmentation. We describe binarization in the first
section, where global methods are defined in Section 2.1.1 and adaptive methods in
Section 2.1.2, followed by smearing and filtering techniques in Section 2.2. In addi-
tion to the preprocessing phase, a survey of neural networks is presented in Section
2.3. Unsupervised pre-trained networks, along with definitions of a self-organizing
map and convolutional neural network model are given. Then we go through the
main approaches for physical and logical structure recognition in Arabic documents
in Section 2.4, presenting a comparison and summary of existing approaches. Then,
in the last section, we review the existing suggestions for text line/word segmenta-
tion.
2.1 Binarization
For several decades, scanners were the most widely used tools for capturing a doc-
ument image, hence numerous binarization methods were created for analyzing
scanned documents like OCR [44,115,129]. Nowadays, cameras are widely available
which can offer high-speed, flexible and non-contact document imaging, and they
have become a nice alternative to the scanners. However, in contrast to scanners,
the quality of camera-captured document images is lower because of perspective
distortions, non-uniform shading, image blurring, character smearing (due to low
resolution) and lighting variations. Attempts to tackle these problems has led to a
binarization revolution [43, 69, 128, 137]. The principle concept of the binarization
technique is to separate the pixels of the image using one or more thresholds into
two classes, namely background pixels and foreground pixels.
In the following, we present state-of-the-art methods of global and adaptive bina-
rization methods, and methods that use a combination of binarization methods.
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2.1.1 Global Methods
In global binarization, the same single threshold is applied on every pixel using the
gray value images as input, therefore the colored images have to be converted to
gray tone conversion, and it can be transformed with the standard conversion:
I(x; y) = 0.3R(x; y) + 0.59G(x; y) + 0.11B(x; y), where R, G and B are the Red,
Green and Blue channels of the color image [68].
For an m * n gray value image I(x; y) with intensity values between 0 and 1 and
a threshold T(x; y), each image pixel is classified in the foreground (labeled as 1),
and background (labeled as 0), resulting in the thresholded image Ith(x; y), where
T(x; y) = Tg = constant:
Figure 2.1: The results of many possible thresholds applied globally on the image
[109].
Figure 2.1 shows the application of multiple manual thresholds on part of the
document image. It can be seen that there is a range containing the values that may
be regarded as the optimal solution while the other values produce poor results.
The most well-known method in the global threshold is the Otsu method, which
involves an analysis of the distribution of the gray values. This method is based on
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the calculation of the optimal threshold (see Figure 2.2) by maximizing the variance
between pair groups of pixels of the local region defined by a structuring element.
Many studies focused on global thresholding, where some of them were based on
the probability of the classification error, entropic thresholding based on the gray-
level spatial correlation histogram, and the most recent focused on Iterative Deep
Learning for Otsu binarization enhancement [63,125,158].
Global methods can be used on documents that have uniform illumination with a
stable background (scanned document).
Figure 2.2: Example of a Otsu/manually binarization results: (a) The image in gray;
(b) Histogram with the Otsu threshold (dashed) and manual threshold (dashed-
dotted); (c) The Otsu threshold image; (d) A manually thresholded image [40].
In Figure 2.2, it can be seen that for uneven backgrounds the Otsu method will
prove ineffective.
2.1.2 Adaptive Methods
Adaptive methods define local regions in which separate threshold values T (x, y) are
calculated. The latter combines dynamic thresholding with local windows across
the image to determine local thresholds, which means that in each window, the
threshold value is calculated individually for each pixel using some statistics (such
as the mean and median) obtained from the region (local window). As a result,
different thresholds are produced for different image regions.
Figure 2.3 shows that in contrast with global thresholding, adaptive thresholding
works quite well under a variety of conditions like non-uniform illumination, and an
uneven background.
Many studies have focused on adaptive thresholding, which is used for separating
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Figure 2.3: Degraded document image example: (a) Original image; (b) Binarization
results produced by the adaptive method [32].
characters from the background, by estimating the background white level and sub-
tracting it from the raw image [24, 98, 120]. Many techniques [19, 22] carry out a
rectangular division of the gray value image depending on the character size. In
another study [31], they adapted the Sauvola method, where the contrast and the
mean gray levels of the image are normalized. In Dorini and Leite’s paper [86], a
pixel is marked as background if the eroded value is closer to the actual pixel value
and as foreground otherwise.
2.1.3 Methods Based on the Combination of Different Bi-
narizations
The principle of these methods is to apply different thresholding methods to the same
image then select the best result [58], or a feature vector is created and classified,
e.g. a combination of global thresholding (Otsu’s method) and local thresholding
(Sauvola method). As we see in Figure 2.4, the combination binarization method
gave the best results for both example document images compared to those of Otsu
and Sauvola’s methods. Below, thresholding methods, which are based on a combi-
nation of different binarization techniques, are described.
In [21] the algorithm divides the document image pixels into three sets, namely fore-
ground pixels, background pixels and uncertain pixels. A classifier is then applied
using the pre-selected foreground and background sets. In [58], they used different
binarization methods with different parameters for each book. Therefore, a subset of
each book is classified into one of 4 noise classes: bleed-through, the high similarity
between background and foreground, variable background and all other images.
2.2 Smoothing and Noise Reduction
After the binarization step smoothing and noise reduction is performed, on the data
to remove defects, reduce damage, and improve the quality of the noisy image.
This is usually applied for visualization purposes and/or to prepare the ground for
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Figure 2.4: Example of a combination of binarization results: (a)(b) Two degraded
document image examples; (c)(d) Binarization results produced by Otsu’s method;
(e)(f) Binarization results produced by Sauvola’s method; (g)(h) Combination-
binarization method results. [21]
further processing. The result is a clear image without any noise, which would be
the best possible result for subsequent treatment of the chain like reducing the size
of the image file, reducing the time required for subsequent processing and storage,
and removing extraneous features that would otherwise cause subsequent errors in
recognition. We note that here the process of reducing is called “filtering”.
In Figure 2.5, the isolated black pixels that exist along with the letter ”e” rep-
resents the noise that should be removed to make the image more clearly.
2.2.1 Filtering Techniques
A Gaussian filter is the most common linear filter used to remove certain types
of noise. It is based on the 2-D distribution as a point-spread function, and it is
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Figure 2.5: Example of the letter “e” with salt-and-pepper noise [1, page 19].
achieved by convolution. This convolution brings the value of each pixel into closer
harmony with the values of its neighbors. which is given by the following rule;
where σ is the standard deviation of the distribution, and x,y are the image
coordinates.
Figure 2.6: Different possible ways of applying Gaussian filtering to a sample camera-
captured warped document image [140].
As shown in Figure 2.6, the result of this method is a blurred image in which
the sharp edges are removed along with very thin lines.
As regards filters, the median filter is viewed as the most efficient non-linear filter for
removing noise, which can be divided into many types such as weighted median, rank
conditioned rank selection, and the relaxed median. More precisely, the median filter
replaces a pixel by the median of the neighborhood pixels, instead of the average.
where ω represents a neighborhood defined by the user, centered around the
(m,n) location in the local window, and this window may be a round disc, a square,
or a rectangle. The pixel at the center will be replaced by the median of all the
pixel values inside the window.
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Figure 2.7: Example of Median filter result: (a) An example of a degraded image;
(b) A filtering result produced by the Median method. [21]
As shown in Figure 2.7, all of the small black/white pixels have been transformed
into colors simillar to the pixel neighbors.
Morphological operations [71, 119] have many objectives, noise reduction being
the most common objective that can be exploited from these techniques (see Figure
2.8). The basic morphological operations are erosion and dilation.
Erosion is the reduction of the region size, in which the level of this reduction is
achieved by the interaction of a set called a structuring element with a set of pixels
of interest in the image, where the structuring element has both a shape and an
origin. Dilation is the opposite process, where the size of the region will be bigger,
which means that new black pixels will be produced as boundaries of each black
pixel region.
Let A be a set of pixels and let B be a structuring element [36]. Let (B)s be the
reflection of B about its origin, followed by a shift s.
Erosion is represented by the A 	 B formula, where the dilation is represented by
the formula A⊕B :
These basic operations are usually combined and applied iteratively to erode and
dilate many layers. The overall result may be an opening or closing operation.
Opening is represented by A ◦B formula, and closing is represented by the formula
A •B :
Opening leads to boundaries being smoothed, narrow isthmuses broken, and
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small noise regions are eliminated.
Closing leads to boundaries being smoothed, narrow gaps joined, and small noise
holes are filled.
Figure 2.8: Example of some morphological operation results [133].
Many studies focused on this topic, and each of them had different goals. In [157],
the researchers employed morphological filter recursivity, where the standard mor-
phological operation is applied directly to the original input image. In [131], the
author presented an efficient data reuse architecture to perform grayscale morpholog-
ical operations, using a feedback loop path and a decoder/encoder pair comparator.
In [28], they used a 2-D systolic architecture for gray-scale morphology operations,
and this architecture can be used for non-rectangular flat structuring elements to
get high-resolution images. In [141], they used a Partial-Result-Reuse architecture
for mathematical morphological operations with flat structuring elements, where
the partial results are kept and reused in subsequent operations to reduce hardware
costs.
2.2.2 Smearing Techniques
The objective of smearing techniques is to create homogeneous regions (black and
white blocks) which are applied on a binary sequence, where these regions may be
text or non-text (only one type of data e.g text, graphic or image), these techniques
being created and developed for a document analysis system. According to [134],
there are three main types of smearing techniques. These are:
Run Length Smoothing Algorithm (RLSA)
This technique [84] transforms a binary sequence x into an output sequence y (ho-
mogenous region creation) according to the following rule:
The pixel value P (white pixels) in x is transformed into a black pixel if the number
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Figure 2.9: Example of a smearing operation result:(a) Document image example;
(b) A smearing result using the run-length smoothing algorithm [134].
of adjacent white pixels is less than or equal to a predefined limit V , where the black
pixels in x are stable in the output y (see Figure 2.9).
The RLSA is applied row-by-row as well as column-by-column to a document,
producing two distinct bitmaps, where the result may be horizontal smearing/vertical
smearing, or it may be combined by a logical AND operation between the two
bitmaps. This technique is one of the most common algorithms used in page layout
analysis and segmentation techniques.
Binary Transition Count Map
This technique [142] was developed to automatically read documents that have com-
plex layout structures which include graphics. It is applied to a binary image using
a sliding window for each pixel (0 or 1), and the output image is created by count-
ing the shifts that exist in the window, where each pixel location is stored with the
count value (see Figure 2.10).
Figure 2.10: Example of a smearing operation result:(a) Document image example;
(b) A smearing result using the binary transition count map [134].
Adaptive Local Connectivity Map
This technique [161] is based on connectivity features similar to local projection pro-
files, which can be directly extracted from grayscale images, using a sliding window,
where each window cumulative sum is calculated around the pixel and the sum is
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placed in the coordinates of the positioned pixel. It is used for retrieving text lines
from handwritten historical documents (see Figure 2.11).
Figure 2.11: Example of smearing operation result:(a) Document image example;
(b) A smearing result using the adaptive local connectivity map [134].
2.3 Neural Networks and Deep Learning
Machine learning research [148] seeks to adapt new data independently through iter-
ations by learning from previous computations and transactions to provide positive
and accurate results. It commences with inputting training data into the selected
algorithm, in which the type of data affects the algorithm process. For algorithm
testing, new data is fed into the Machine Learning algorithm, and both the predic-
tion and results are compared. If the prediction is not as expected, the algorithm
is re-trained multiple times until the optimal output is obtained. Machine Learning
has two main areas, namely supervised learning and unsupervised learning, where
each one has a particular purpose. It is widely used in clustering and classification
tasks such as natural language processing, speech recognition, computer vision and
reinforcement learning.
In the following, we selected some of the machine learning types that are commonly
used for document layout analysis and natural language processing.
2.3.1 Self-Organizing Map
The self-organizing map (SOM) [145], also known as the Kohonen map, or self-
organizing feature map, is an artificial neural network using unsupervised learning
to cluster data samples. The map is usually two-dimensional, each map including
a model vector in which learning is iteratively performed by processing one input
sample at a time, where the best matching unit (BMU) is adapted to the input
vector, and the model vectors are adapted to the input sample.
The training is often done in two phases:
- The learning effect is set high and the neighborhood size is kept large.
- The learning is conducted with fewer learning effects and fewer neighborhoods.
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The steps of the SOM algorithm [144] are as follows:
1. Set v = 0 and initialise the map nodes mi(0) with small random values.
2. Find the closest map node mc(v) for input x(v) based on the Euclidean
distance.
3. Update the map nodes where, hci(v) is the neighborhood kernel.
4. Set v = v+ 1 and return to step 2 if v <= z, where zc and zi are the position
vectors of nodes c and i on the map.
In the following an example of SOM algorithm is given for classification purposes:
- SOM creation using a training data set.
- BMU computation using the Euclidean distance.
- Mapping each training set sample to the map.
- Using training samples of mapped classes to find a class label for each node (the
majority class determines the class of the node).
- Using BMU for mapping test set samples to the labeled map.
There are plenty of studies available that rely on SOM clustering, in which doc-
ument text is included. In [143], they used SOM for Chinese word clusterization,
while in [80] they used this type of clustering for word-sense discovery and demysti-
fication. Also, some experiments used SOMs for text retrieval [18,64], as well as for
text classification [23, 102]; and it is also used for handwritten text and character
segmentation purposes [9, 108,121].
2.3.2 Convolutional Neural Networks
A Convolutional Neural Network (CNN) is an artificial neural network (ANN) with
multi-layers (deep learning algorithm), where its input is given as an image pixels and
its goal is to be able to discriminate the aspects/objects that form image. The CNN
architecture includes many filters, which are set via training on the dataset, starting
with random initialized values for the filter; then these values will be refreshed within
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gradient backpropagation. CNNs are composed of three types of layers, namely
convolutional layers, pooling layers, and fully-connected layers [81] (see Figure 2.12).
Figure 2.12: An simple CNN architecture, represented by five layers [81].
• The convolutional layers: They determine the output of neurons which are
connected to local regions of the input via the calculation of the scalar product
between their weights and the region connected to the input volume. The ReLu
(Rectified linear unit) applies an activation function such as a sigmoid function
to the output of the activation produced by the previous layer.
• The pooling layers: They perform downsampling along with the spatial di-
mensionality of the given input, to further reduce the number of parameters
within that activation.
• The fully-connected layers: They perform the same tasks found in standard
ANNs and attempt to produce class scores from the activations, which will be
used for classification.
CNNs are used in a variety of research domains, in which document layout anal-
ysis is treated as one of the areas that has made great improvements in the perfor-
mance through the use of CNN algorithms. In [75], they used CNN for handwritten
historical document image segmentation using a single one convolution layer. Similar
results are presented in [30] for old document segmentation using a fully connected
network. In [79], they proposed a novel CNN-based method to accurately localize
documents in real-time using the model localization problem as a key point de-
tection problem. A fully convolutional network is presented in [152] for extracting
semantic structures from document images by treating document semantic structure
extraction as a pixel-wise segmentation task and they proposed a unified model for
classifying pixels.
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2.4 Document Layout Analysis
Because of the variety content of documents, new ways were developed for exploiting
them. DLA is the first step that leads to the extraction of the physical and logical
structure of the document, which is a key step in any application of OCR, document
archiving systems, document storage, and retrieval systems.
The purpose of the DAR (Document Analysis and Recognition) procedure is to
extract the important labels from the document image such as text, author, figure,
table, title, text-line, for automatic document classification. To achieve this goal, we
first outline all the related studies, and present the different techniques of document
layout analysis. DLA guided by structural rules, to find two types of structures,
namely the physical and logical labeling. Below we introduce the topic of Arabic
document structure analysis, where the well-known methods for the analysis and
recognition of document structures are described.
2.4.1 Physical Structure Analysis
Each document includes different labels such as text, lines, words and tables which
represent the presence of the document (see Figure 2.13).
The physical structure of the document describes the layout of the document and
Figure 2.13: The physical structure of a newspaper page [53,103].
the different text boxes and their order relative to each other, as well as all their
text properties like size and font.
The classical extracting physical structure methods are often divided into three
major classes of approaches, namely a bottom-up approach, a top-down approach
and a hybrid approach and other techniques.
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Bottom-up Approach
The objective of ascending methods is to extract the text/ non-text elements such as
text and figure from the analyzed image; using for example, the connected compo-
nents where the merge operation is applied until the document page is completely-
assembled/ partially-assembled.
Figure 2.14: An example of the RLSA algorithm: (a) The original Image; (b) Hori-
zontal Smoothing; (c) Vertical Smoothing; (d) Final result of RLSA; (e) Results for
blocks treated as text data [84].
This approach naturally has problems, the independent primitives extraction
can not always be performed, hence the system will make incorrect choices [42]. It
requires a priori knowledge of the style used and appearance along with very high
precision in the resolution of images.
An example of an algorithm that use the bottom-up strategy is the well-known
RLSA smoothing technique. The RLSA algrorithm [84, 136] allows the grouping of
neighboring black pixels into regions by performing a horizontal, vertical smoothing
of the image or by combining the two images obtained after horizontal and vertical
smoothing. For this algorithm, a threshold values must be set beforehand, and this
can lead to over-segmentation or sub-segmentation if a bad value is chosen (see
Figure 2.14).
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Top-down Approach
The methods used here are based on the cutting of the image into multiple areas
by examining particular features of the nature of the processed document using a
priori knowledge, and it attempts to divide the entities of the document iteratively
to check the assumptions. However, it needs a prior knowlodge of the document
structure for good performance.
Figure 2.15: An example of an X-Y-Cuts algorithm: (a) Document image; (b)
Placement of cuts; (c) Zones subdivided; (d) The X-Y tree of the page layout struc-
ture [67].
The most widely used method here is the X-Y-Cuts algorithm [50]. It can be
adapted quite well to several document structures which are mostly composed of
horizontal lines of text organized in paragraphs, and graphics for well-separated
forms of the text. The algorithm recursively decomposes the image of the document
into a sub-rectangle, where the division is done recursively on the densest areas of
space. It can be represented by an X-Y tree, where the root corresponds to the whole
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page and the leaves represent page blocks and each level represents the tree [78] (see
Figure 2.15).
Another well-known algorithm is the projection profile analysis [66] which allows the
separation of text blocks and the detection of lines. This is done to project the values
of the black pixels or the thickness of the circumscribed rectangle of the characters,
in horizontal and vertical directions to get two histograms, and these histograms
are used in the division task. This method does not give a good performance on
complex structures, and the figures must be correctly binarized to separate the lines
correctly.
Figure 2.16: An example of horizontal and vertical projection profiles of a document
image [100].
Hybrid Approach and Other Techniques
Th hybrid approach combines bottom-up analysis to extract global primitives and
top-down analysis to search for local primitives. Methods using both local and global
primitives are now new avenues for research [26,132].
Other types of methods combine different techniques for distinguishing the document
elements such as text/non-text separation. Artificial neural networks have been
extensively utilized for this purpose [37], where this technique relies on classification
methods different from the previous methods (see Section 2.3). Binary classification
trees are also used for extracting region classification data in various categories
[118], while other techniques are based on morphological operations, such as contour
analysis and the morphological distribution of text lines [94]. Many other studies
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used text classification features, where the texture descriptors are one of the most
commonly used features to discriminate between the set of document elements [15,
160].
Physical Structure Representation
Physical structures can be described by a tree or XML to transcribe the visible
hierarchical links that exist among the labels (see Figure 2.17).
Figure 2.17: An example of a physical structure representation [91].
2.4.2 Logical Structure Analysis
The logical structure of a document is a designation of the semantic content of
the document, and thus the correspondence among the physical regions and their
function. The logical labeling consists of attributing to the different physical regions,
that exist in the document such as a paragraph, a header, an abstract, a footer or
proverb. This labeling is the goal of the DLA system (see Figure 2.18).
This recognition process consists of two steps, namely block labeling and physical
structure transformation, where the first step may be before, after or at the same
time as the second step [91].
• Block labeling: assigning logical tags to the physical blocks extracted previ-
ously, where it is done by the extraction of the features and the classification.
• The physical structure transformation: merging physical blocks belonging to
the same logical entity and determining a reading order among the logical
entities.
According to [62], several methods have been proposed for the extraction of
logical structures, which are grouped into four main types:
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Figure 2.18: The logical structure of a newspaper page [53,103].
• The structural method: This method is applied directly to data representation
structures using transforming tools or grammar inference [62] for going from
a physical structure to a logical structure using various techniques, which is
represented in the form of a tree or graph.
• Artificial intelligence methods: These rely on the construction of rules from
different pieces of information extracted at the physical level to find the logical
structure, where heuristics and a Document Architecture Language (DAL)
description language were used for rule building. The possible relationships
among the logical components cannot be represented in simple terms.
• Probabilistic and learning-based methods: These represent the elements that
have been generated by a set of probability distributions. The goal is to adapt
the data, using probabilities, due to the lack of regularity. Several probabilistic
techniques have been applied like Bayesian networks, generalized n-grammars,
probabilistic grammatical analysis, and Hidden Markov Models. This type of
method is suitable for documents with complex structures.
• The multi-criteria classification method: This approach is more or less based
on complex classifiers that adapt the proposed system to conventional forms
of recognition tools. [62].
Logical Structure Representation
The logical structure of a document describes its semantic content, and it can be
represented by a tree (like the physical structure) and encoded in XML (see Figure
2.19).
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Figure 2.19: An example of the logical structure representation [91].
As can be seen in the figure, the tree structure contains more detailed information
than the physical structure, which is represented at the text level. Here, the structure
provides semantic information about all the existing elements in the document such
as the title, date, adverts, footer, heading, author, table and legend.
2.5 Text Line/Word Segmentation
To obtain the optimal solution for the text line/word segmentation phase from
different perspectives, several methods have been devised and developed, and each
of them has its own special characteristics.
2.5.1 Text Line Segmentation
The text Line Segmentation methods are divided into five categories, which cover
the printed and handwritten text, the projection-based approach, the grouping ap-
proach, Hough-based methods, morphology-based methods, and other approaches.
These are presented below.
• The projection-based approach: This type of method is based on projection
profile analysis using both the horizontal and vertical projections. From the
horizontal profile, the black pixel values of each line can be extracted,and in the
vertical profile, line-gaps can be determined. Many studies used this method
for printed and handwritten text segmentation in a variety of languages [12,
106].
• The grouping approach: This method is based on the grouping technique,
where the grouping can be done for connected components and pixels. Some
studies based on this approach use geometric connections between the compo-
nents, like distances and angles. [89,96,130].
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• Hough-based: With this method [88] the curved line problem can be handled,
where the skew orientation is obtained using the Hough transform to the grav-
ity center of each CC that exists on the document. The essential points will
be extracted then the lines set will be calculated according to the matching
score with points sets [49,122,156].
• Morphology-based: The most popular approaches in morphology-based meth-
ods are the smearing-based approaches, and this model produces excellent
results even in the case of skewed and curved lines. With this technique, the
morphological operation, the RLSA, and the ARLSA are used, where the CC
bounding-box in the smeared image is treated as text lines [110,117,153].
• Other approaches: Other types of methods include: The graph-based approach
[60], this method being based on graph property estimation. It asserts that
the word-gaps in a text line are less than the distance between two adjacent
text lines [83]. The CTM (Cut Text Minimization) Approach [29] is based on
finding a path in text line-gaps to be separated, which decreases the text line
pixels cut by the segmentation line. Active contours (snakes) [99] is another
method that has provided good results compared to other techniques, while
statistical approaches are less commonly used for this task [154].
2.5.2 Word Segmentation
Most of the word segmentation studies are based on an analysis of geometric rela-
tionship of neighboring components, where these components may be CCs or OCs
(connected components or overlapped components).
The related works can be divided into two parts:
- The calculation of the adjacent components distance;
- The classification of CC-gaps into word gaps or within word-gaps.
• Distance metrics: In [51], they presented eight different distance metrics,
namely the bounding-box distance, the minimum and average run-length dis-
tance, the Euclidean distance and different combinations of them which depend
on several heuristics. An improvement method was presented in [149] which
added a new distance metric (convex hull-based metric). In [65], they used a
component-based method for gap classification using the baseline.
• Trees: In [147], they extended classical word extraction techniques by incor-
porating a tree structure exploiting the gap context data instead of the gap
classification threshold.
• Neural networks: A neural network was presented in [47] to define the seg-
mentation points, after a calculation of a feature vector for every possible seg-
mentation point. In [25] the classification was performed by an improvement
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architecture of the neural network, where the feature vector contained eleven
features. In [151], they calculated an SVM-based gap metric for adjacent CCs
within each text line, along with the threshold value for CC-gap classification.
In [3], they based it on the SOM algorithm, where the CC-lengths are clus-
tered to separate the groups of letters/ subwords/ words, while the CC-gaps
are clustered to determine the boundaries of each word.
Chapter 3
Arabic Document Database
In this chapter we present an Arabic database which was created for the task of
Arabic DLA and other things. First, we survey the printed Arabic text databases
available in the literature. Second, we describe some properties of Arabic script and
a variety of fonts and types of Arabic printed script. Third, we give some details of
our database and provide a statistical description of aspects relating to the database.
Fourth, we describe the ground truth file. Finally, we give a brief summary of our
work.
3.1 Introduction
Documents have again come to the fore over the past few years and transforming
them into digital images has raised the interest of computer science researchers.
Various algorithms and systems have been created and developed in this area and
much progress has been made in document recognition systems. For this reason, a
systematic testing database in a recognition system needs to be created, by scan-
ning then capturing a document image, which is easier now due to the evolution of
cameras, mobile devices and the improving quality of cameras and smartphones.
In spite of this abundance, there are few Arabic databases with complex structure
due to the lack of optical systems that can read the graphical Arabic papers. Hence
the motivation for creating a new database with a new dataset for the quality as-
sessment of camera-captured document images. The details of a printed Arabic text
database for recognition research provide information needed for successful recog-
nition. Here, an off-line Arabic recognition system needs to be designed by Arabic
language researchers, and it can be used to validate samples by removing illumina-
tion problems, orientation problems, low-resolution, noise or checking the structure
of a given page.
In the Arabic databases, there is no available database that includes printed Arabic
text documents in newspaper/magazine format that can be downloaded or pro-
cessed. Only a PDF newspaper exist that are freely available for commercial pur-
poses. Here, we present an overview of the current Arabic printed databases con-
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taining documents that were scanned or captured.
• The APTID / MF (Arabic Printed Text Image Database / Multi-Font) database
[46] consists of 387 pages of Arabic printed documents scanned in grayscale
format and 300 dpi resolution. These documents cover 1,845 text-blocks and
provide a ground truth file for each text-block and they also contain an Arabic
printed character image dataset with 27,402 samples. This database covers
only one newspaper on different pages, and this coverage limitation is a dis-
advantage when developing a recognition application.
• The DARPA (Defense Advanced Research Projects Agency) Arabic corpus
[116] contains 345 Arabic printed pages scanned with a 600 dpi resolution cre-
ated from books, magazines, the newspapers and computer-generated docu-
ments in 4 fonts. However, the DARPA corpus is currently not freely available.
• The PATDB (Printed Arabic Text Database) database [13] was obtained from
6954 scanned pages of different forms of Arabic printed text (viz. books,
chapters, advertisements, magazines, newspapers, and reports) scanned with
200, 300, and 600 dpi resolutions. Despite this, the PATDB database covers
only a small percentage of a newspaper with 3.0% representing 210 pages.
And, there is no smartphone-captured format.
• The APTI (Arabic Printed Text Image) database [45] contains 45,313,600
Arabic printed word images that cover approximately 250,000,000 characters
taken from Arabic proper names, general names, country/town/village names,
Arabic prepositions, using 113,284 Arabic printed word images with different
fonts; 10 Arabic fonts, 10 font sizes and 4 font styles with a 72 dpi resolution
using a computer program. However, this database does not include newspaper
pages or any other document format pages.
• The ATID (Arabic Text Images Dataset) database [39] is organized into two
groups. The first group represents the database of the printed documents with
16472 document pages captured from 116 different paper documents. The
second includes handwritten documents with 9088 document pages captured
from 64 different paper documents. In the two groups, 142 different images
were captured per document (71 captures per phone). This paper describes the
first and the only public oﬄine images database up till now for both printed
and handwritten Arabic mobile captured documents with a plain and simple
background under varying capture conditions (blurry, different perspective
angles and lighting conditions) using modern smartphones called Samsung
Galaxy S6 edge and iPhone 6S plus. Unlike the existing database, there is
a smartphone-captured format. However, the SmartATID database contains
only one newspaper selected from the APTID/MF database [159]. Also, they
did not cover the entire page nor part of page of the newspaper, they selected
some articles where each picture covered one simple article.
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• The ALTID (Arabic/Latin Text Images Database) database [57] contains 1845
Arabic text and 2328 Latin text images taken from 731 pages of Latin and
Arabic printed documents in grayscale format and 300 dpi resolution. The
handwritten dataset was created by 17 individuals of different ages and edu-
cational levels and the dataset includes 460 Arabic and 582 Latin text-blocks.
This database does not contain any images captured using a smartphone cam-
era.
3.2 Features of the Arabic Language
The Arabic language has unique features that distinguish it from most other lan-
guages, and this has had an impact on the development of document image analysis
and recognition applications [1,159] (see Figure 3.1). These features make it difficult
for automatic recognition, and they arise from its cursive nature and the variation
of its character forms according to their position in the word [107] (see Figure 3.2).
Figure 3.1: An example of different shapes of an Arabic letter.
Figure 3.2: An example of Arabic vowels.
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The Arabic characters change form not only according to their position in the
word, but also according to the calligraphic style used. Calligraphy is highly de-
veloped in the Arab-Muslim world. In fact, Arabic writing may appear in different
calligraphic styles such as Neskhi, Thoulthi, Diwani [127]. An analysis of Arabic
documents reveals the existence of a diversity of writing fonts for the printed paper
because of the variety and the abundance of Arabic calligraphy styles [46].
3.3 Documents Image Selection
We sought to create a database of Arabic newspapers that would include a wide
range of structures, pictures, sizes, fonts and certain images of varying smartphone-
captured quality.
In order to generate the Arabic newspaper printed text images dataset, we selected
a set of document images taken from ten newspapers (Alriad, Alsharek, Alhadaf,
Alnahar, Alshourouk, Alshorouk almisri, Alsharek al-Awsat, Aswaq Qatar, Alayam,
Akhersaa), composed of 200 newspaper pages; 705 articles, where each article can
appear on more than one image (see Table 3.1), and fourteen fonts written in three
writing styles (normal, italic and bold).
Table 3.1: Statistics of the image number used for database production.
Newspaper One article Two articles Three articles More than Three
Alriad 41 images 15 images 6 images 13 images
Alsharek 36 images 8 images 5 images 14 images
Alhadaf 28 images 6 images 4 images 9 images
Alnahar 46 images 18 images 7 images 17 images
Alshourouk 74 images 21 images 10 images 15 images
Alshorouk almisri 46 images 12 images 8 images 13 images
Alsharek al-Awsat 35 images 11 images 7 images 15 images
Aswaq Qatar 36 images 13 images 6 images 14 images
Alayam 37 images 15 images 3 images 13 images
Akhersaa 79 images 26 images 10 images 19 images
Total 458 images 145 images 66 images 141 images
This set of document pages was printed with a HP laser printer, and the pages
were scanned at 300 dpi resolution in grayscale format with a HP scanner. Using
both the printed and screen versions, we created a database for a smartphone-
captured Arabic text database. Afterwards, we used 810 documents to capture
2954 images with mobile phones for our text image database. The images were then
stored in JPG format. Many pictures may appear on one page with different shapes,
which may have a rectangular, circular or random shape in different positions to the
left, right or in the middle of the article. Also, many of them include article-text or
title-text. Figure 3.3 shows pictures containing six shapes.
The page images are divided into article-blocks with manual segmentation that
may contain one article, several articles or all the articles on one page. Each page
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Figure 3.3: Examples of image-shapes: (a1) A rectangular picture on the right; (a2) Two
combined rectangular pictures in the centre; (b1) A circular picture on the left; (b2) A
combined circular and random picture; (c1) A random shape of picture in the centre; (c2)
Random shape overlapping some text.
has a unique structure due to the diversity of its contents, which appear in many
article-shapes, image-shapes, title-sizes, title-fonts, text-sizes, and text-fonts.
Figure 3.4: Examples of image texts-blocks and title-blocks: (a) AL-Quds; (b)
AXTManal; (c) Hacen Promoter; (d) Beirut; (e) AL Hadith; (f) Kacstone; (g) ALsharek
Title; (h) Hacen Algeria; (i) Hacen Qatar; (j) Mariam; (k) MCS Topaz Brok out; (l) Hacen
Extender X4 super fit; (m) Yakout; (n) Kufah.
The images of PATD generated using 14 different fonts are shown in Figure 3.4:
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AL-Quds, AXTManal, Hacen Promoter, Beirut, AL Hadith, Kacstone, ALsharek
Title, Hacen Algeria, Hacen Qatar, Mariam, MCS Topaz Brok out, Hacen Extender
X4 super fit, Yakout and Kufah. These fonts were selected to cover various shapes of
Arabic printed words ranging from simple fonts with few superpositions and ligatures
(AL-Quds) to more complex fonts rich in superpositions, ligatures, and flourishes
(MCS Topaz Brok out). Figure 3.4 shows a set of fonts with many sizes (6, 8, 10,
12, 14, 16, 18 and 24 points.).
3.3.1 Characteristics of Newspaper/Magazine Pages
The properties of the newspaper/magazine pages exploited in this database are the
following (see Figure 3.5):
Figure 3.5: Sample of a journal page component.
• Advertising areas (may be absent).
• Several articles with different formats (long, short, main articles, ... etc.)
where each article contains:
One or more titles with different formats.
A summary of the article below the titles (may be absent).
One or more figures, where each figure is accompanied or not by a legend,
is overlapped or not by a text (it may be title/subtitle/simple text). The
article may contain no figures.
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An author’s name. This name can be found either at the beginning or the
end of the article.
One or more columns of text.
One or more bands (full rectangles) encompassing text (white), and they
correspond to titles or secondary articles. These bands may be absent.
• Some items are surrounded by a black rectangle. Some others include straight
horizontal lines serving as dividers between parts of the article.
• Horizontal or vertical straight lines used as dividers between the different ar-
ticles can be found on the page.
3.3.2 Documents Data Capture
With different state-of-the-art smartphones, we created a new smartphone-captured
database by capturing the document images for the PATD scanned database in a
reproducible and controlled environment. As a result, most of the procedures were
performed manually in realistic environments with different lighting conditions and
various geometric distortions of the images.
To guarantee realistic results we used different lighting conditions affected by motion
and perspective-angles distortions in various positions with rolling adjustable height
and a rolling camera. We tested scene-related distortions under different lighting
conditions by capturing images in a closed room with artificial light and outside with
sunlight, blurred motion depending on the variation in the focal distance during the
capture process.
The image capturing was carried out by hand using the smartphone via a Bluetooth
to trigger the capture; this performance produces digitized data due to the manual
variations of a paper document or human hand, lighting conditions and the location
of the focal distance from the smartphone camera to the document page. For build-
ing and supporting the PATD, we used three modern smartphones, namely Samsung
Galaxy S7 edge, Samsung Galaxy s3, and iPhone s6 (see Table 3.2), whose cameras
are fitted with different sensor technologies, have various focal distances and they
are able to capture images with different resolutions (13MP and 8MP).
Table 3.2: Statistics of the database for different smartphone makes with the number of
images for each type of phone.
Smartphone Screen version Printed version Total
iPhone 6 199 images 1427 images 1626 images
Samsung s7 / 928 images 928 images
Samsung s3 / 400 images 400 images
Total 199 images 2755 images 2954 images
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3.3.3 Capture Parameters
As we mentioned previously, our Arabic database contains two datasets; namely,
the first one generated with scanned Arabic printed text images, and the second by
smartphone-captured Arabic printed and digital text images with different settings.
The results were quite varied, ranging from low quality in dark conditions with some
blur effects to high quality in good lighting conditions. We used three smartphones
with a focus-select feature of the camera hardware to generate a series of images
with focal blur depending on the variation in focal distance. The focus distance
was decided randomly for each image. The location of capture was varied and the
lighting conditions changed according to the time of day (morning, noon, evening).
With the captured newspaper images, we used different parameter settings, which
ensured a uniform acquisition for all the images of the database.
• Background: Without a background just the color of the newspaper page is
present in the image.
• Smartphone setting: All the smartphones used for capturing had the flash
deactivated in each case.
The smartphone’s camera had different parameter settings, and this ensured
different acquisition conditions when generating a variety of images for the database
using three smartphones. The conditions are:
• Smartphone camera: 3 smartphones.
• Position of the smartphone camera: two positions.
Parallel with Y-axis of the document, longitudinal incidence angle.
Parallel with X-axis of the document, lateral incidence angle.
• Distance between the camera and the document: 10 cm, 20cm, 24 cm, and
30cm.
• Light level for the camera: three lighting conditions
• Focus blur: one value
• Motion blur: two types.
The images that were taken by the smartphone cameras were sorted into two
types of distortions, namely single and multiple distortions. For a single distortion,
we had different lighting conditions, out-of-focus blur and motion blur. The distorted
images were captured at different positions, distances and times of the day.
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Lighting Distortion
With lighting distortions, the pictures were taken for each document under three
different lighting conditions given below.
• Light condition 1: Daylight.
• Light condition 2: Daylight + shadow of the object on part of the document.
• Light condition 3: Night + lamp (artificial light) indoors.
Table 3.3: Lighting condition statistics
Total Daylight Shaded Artificial Light
2755 images 895 images 901 images 959 images
Figure 3.6: Sample images from the PATD database with different types of lighting
conditions: (a) In sunlight; (b) Shaded; (c) In artificial light.
Motion Blur
For motion blur, the images were captured in the above-mentioned lighting condi-
tions, and in various positions and distances using the same focus blur. The presence
of motion blur is due to certain types of movement of the hand or object at a certain
speed and in a certain direction.
Table 3.4: Motion blur statistics
Total Horizontal motion blur Vertical motion blur Out-of-focus blur
711 images 199 images 205 images 307 images
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There are basically two types of motion blur, namely horizontal and vertical
motion blur. The act of image capture may occur at any moment of the motion;
hence we made images with different degrees of blur.
Figure 3.7: Sample images from the PATD database showing two types of motion
blur: (a) Horizontal motion blur; (b) Vertical motion blur.
The new versions of the smartphones handled the problem of handshake, in
contrast to the old versions, but motion blur still exists if it exceeds the acceptable
ratio of motion.
Out-of-focus Blur
For the out-of-focus blur, the images were captured in many positions and at different
distances with the same motion blur in three different lighting conditions. Out-of-
focus blur occurs if the distance between the camera and the document is very small
or the focusing position is not in the center but at an edge. It may be on different
sides: left of, right of, above, below the document edge or over the whole document
(see Table 3.4).
Multiple distortions may contain one or many distortions that were shown above.
By taking a reference capture, we captured them using two camera positions, three
lighting conditions and two motions blur values, which is a blurry motion and blurry
focus. This led to many captures per document for each dataset.
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Figure 3.8: Sample images from the PATD database showing two levels of focus-blur
with OCR accuracy: (a) Relatively out-of-focus blur (b) Totally out-of-focus blur.
3.4 Ground Truth File Description
An essential component of any database is the presence of ground truth data [123].
Each image of our two datasets (the smartphone-captured an Arabic printed docu-
ment dataset and a scanned Arabic printed document dataset) is provided with the
following ground-truth information:
- A reproduction of the text in a document using the Free Online OCR program in
a PDF format of the newspaper.
- The types of distortion in each document.
- The ID of a captured document.
The XML file is grouped into five main parts:
• Specs: Here, we present the encoding of image and article numbers.
• Content: This part provides the fonts types, subtitles, titles, text, legends,
author and image numbers in each article.
• Font: Here, we provide the font name which exists in the document pages.
• Smartphone: This states the type of camera used to capture the image docu-
ment.
• Distortion: This provides all the information about the distortions for each
image and for each capture parameters such as illumination conditions, out-
of-focus blur, motion blur and perspective.
The next figure presents an example of the XML file of a newspaper page, which
contains all the necessary ground-truth information that specifies the page.
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3.5 Summary
In this chapter, we presented our new type of printed database, namely an off-line
large database collected from two different sources, 810 images scanned in color
format with 600 dpi resolution and 2954 smartphone-captured images with 450
dpi resolution, giving a total of 3764 images created from pages, which were split
into scanned and captured images to provide a test set for Arabic text recognition
research, it is freely available to interested researchers at the following webpage
http://www.inf.u-szeged.hu/patd. The PATD database contains a wide range of
sizes, fonts, styles and structures selected from ten Arabic newspapers and each
newspaper has unique features including image-shape, image-size, text-size, text-
font and, article-structure. The PATD database provides information about single
and multiple capture distortions of the images of newspapers, and it allows one to
handle problems under real conditions; moreover, it contains a complete ground
truth with all the details of the specs, fonts and, distortions in the images of the
PATD database. The database is freely available for research purposes and we hope
it will assist the Arabic printed text recognition research community.
Chapter 4
Arabic Document Layout analysis
In this chapter, we describe the proposed approaches for logical structure extraction
and document analysis, more specifically for Arabic newspaper pages. We will ex-
plain and demonstrate how we can move from a raw page image to a set of exploitable
structured information representing the logical organization of the document. Each
section focuses on elucidating the processes and explaining the various steps in de-
tail. We will describe the working environment, the necessary tools, and the general
architecture of our application. We will also describe the different processing steps
in our application with the help of various figures. We will then present some test
results and we discuss these results, and explain the reasons for the good and bad
performance of our three approaches.
We will begin by outlining the logical structure extraction method for limited Ara-
bic newspaper pages (PDF version), which is presented in Section 4.1. In the next
section, we will present a title and subtitle detection method for Arabic newspaper
pages. In the last section, we introduce an improved method for the efficient analysis
of the smartphone-captured newspaper/magazine pages.
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4.1 Printed Arabic Newspaper
Here, we present a system for recognizing the logical structure (hierarchical organi-
zation) of Arabic newspapers pages. These are characterized by a rich and variable
structure. They may contain several articles composed of titles, figures, author’s
names and figure captions. However, the logical structure recognition of a news-
paper page is preceded by the extraction of its physical structure. This extraction
is performed in our system using a combined method which is essentially based on
RLSA [84], PP (Projection Profile) analysis, and CC (connected component) label-
ing [11, 70, 155]. Logical structure extraction is then performed based on certain
rules of sizes and positions of the physical elements extracted earlier, and also on
an a priori knowledge of certain properties of logical entities (titles, figures, authors,
captions, etc.). Lastly, the hierarchical organization of the document is represented
as an XML file generated automatically. To evaluate the performance of our system,
we tested it on a large set of newspaper images.
There are many studies that focus on this topic, beginning with physical structure
extraction.
• The method of Liu et al. [41] used a bottom-up [14] method based on the
grouping of CCs. For merging text lines into blocks, neighboring CCs are
taken into account and the best CC pair is chosen for the merge. Filtering is
then applied to remove CCs of small size, following by title labeling and the
graphic image separation from a graph.
• Another bottom-up method was proposed by Mitchell and Yan [113], which
groups the rectangular regions that contain the most pixels in the foreground
to build patterns. The component segmentation is carried out by more than
three pixels. The size, shape, and range of pixel values are the characteristics
used in the classification of the entity. Next, patterns are grouped to form
lines and blocks.
• Hadjar and Ingold [42] proposed an algorithm using a bottom-up approach
based on CCs. The only difference when extracting the blocks is that it is
performed by merging them into large areas.
• Cinque et al. [85] proposed a method called DAN that consists of three steps.
First, preprocessing is applied. On the resulting image, they apply a quad-tree
technique to cut the document into small blocks. The chopping result is the
entry of the third step: the merge. This step applies pre-classification criteria
to merge similar blocks into larger regions.
• Antonacopoulos et al. [5] proposed a method that starts with a binarization
technique, followed by black /white separator detection, where the result of
these steps is a set of empty rectangles. The next step is to segment the page
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using a hybrid technique. The text regions are separated from the non-text
using the statistical properties of the text. Then, they extract the text lines
and the regions. The lines of text are detected from previously extracted text
regions.
As for the logical structure extraction phase, it has many new improvements.
However, it is still quite limited compared to the physical extraction phase.
• In [77], in conjunction with the extraction of the logical structure of the jour-
nal pages, the authors propose labeling the extracted blocks in figures, titles
and texts. The figures are separated from the text in the first step of the
extraction of the physical structure, and rules relating to the dominant height
of characters and the average distance between the lines of text are used to
perform the logical labeling of the text blocks into titles and texts.
• In [146], the authors proposed a method for the logical segmentation of articles
in old newspapers. The purpose of the segmentation was to extract metadata
from the digitized images by using a method of pixel sequence classification
based on conditional random fields, associated with a set of rules that defines
the notion of an article within a newspaper copy.
In this section, we are interested in recognizing the logical structure of the hierar-
chical organization of a category of documents with a complex structure, namely
newspaper pages. This section is organized as follows. In Subsection 4.1.1, we
present our recognition approach. Then we present our experimental results on
Arabic newspaper page segmentation in Subsection 4.1.2, and lastly in Subsection
4.1.3 we give a brief summary.
4.1.1 Method Overview
Our system was designed to handle Arabic newspaper pages, and we chose the daily
newspaper called Echorouk [54] for our test corpus. The pages of this newspaper
vary considerably in their structure and this makes their treatment and analysis
quite difficult. Our approach has two parts, namely the extraction of the physical
structure and recognition of the logical structure, where the first part seeks to an-
alyze the document image in order to recognize its physical structure. Our system
combines two steps: pre-processing to improve the quality of the input image, and
segmentation to separate the physical entities contained in the document. The sec-
ond part also has several steps: labeling by logical labels, physical entities previously
extracted and generating a structured XML/DTD files that represent the logical or-
ganization of the document, and the generation of a dynamic tree, representing the
hierarchical organization of the document.
Image segmentation involves partitioning the image of newspaper page into several
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related regions. The three approaches for document segmentation are the bottom-
up approach, the top-down approach, and the mixed approach (see Section 2.4 for
more detail).
Figure 4.1: The diagram of our DAR process.
In our study, we perform a mixed segmentation. We commence with an upward
segmentation that starts from the pixels of the image and merges them into CCs.
Then the CC information is used to separate the graphic components of the page
(figures, bands, rectangles, and straight lines). Next, to divide the text of the
newspaper page into articles, we use mixed segmentation based on the analysis of
PP, the RLSA smoothing algorithm, and the labeling of CCs. Lastly, we apply a
descending segmentation to divide the articles of the page into blocks, the blocks
into lines and lines into words. The diagram above represents our approach steps.
Dataset Features
As mentioned earlier, Echorouk newspaper was chosen as a test corpus for our
approach evaluation. The features of the Echourouk daily newspaper pages used in
the test are as follows.
Most of the pages that we used have 6 to 12 articles;
All the pages have a header, while the footer rarely exists;
Most of the figures have a rectangle shape;
The majority of pages have black article(s) and bands which contain a title/ subtitle/
author;
The legend may exist/be absent; The legend may be found at the side/below/above/
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or inside the figure;
Most of the pages that we used have 1 to 10 figures;
Some of the articles are bordered by rectangle line;
Each article contains 2 blocks to 6 blocks;
The author may be mentioned;
Many pages have vertical/horizontal separated lines;
Each article has a different size/position/structure.
Pre-processing
Before segmenation we must do some pre-processing, which has two steps, namely
a transformation into grayscale and Otsu thresholding. The aim of these transfor-
mations is to construct an image for the labeling of CCs (see Figure 4.2).
Connected Component Labeling
The labeling of the CCs involves merging the neighboring black pixels into a sepa-
rate unit. The result of the labeling of the CCs is a colored image where each CC
is displayed in a different color (see Figure 4.2).
Figure 4.2: An example of connected component labeling: (a) The original image;
(b) Binarization result; (c) Labeling result.
Let L be the label matrix, CCs be all connected components and CCi be the
ith connected component of binarized image. Every CCi is characterized by the
following set of features:
• B(CCi) is the bounding box of CCi with (Xli, Y li), (Xri, Y ri) is the top-left
and bottom-right coordinate, Hi and Wi is the height and width of B(CCi).
• Csize(CCi) is the number of pixels of CCi.
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• Bsize(CCi) is the size of B(CCi), Bsize(CCi) = Wi ∗Hi;
• Cdens(CCi) is the ratio of Csize(CCi) and Bsize(CCi);
• AHW is the aspect ratio denotes the of width and height of CCi, AHW ∈ (0, 1];
• Holap(CCi) is the collection of connected components exist on the same row
with CCi (the same horizontal line).
Text/Non-text Segmentation
Taking into account the fact that the header and the footer are always bordered at
the top or bottom by a horizontal straight line, the detection of the header/footer
relies on the detection of these dividing lines.
In order to detect the separating line of the header/footer, we applied the fol-
lowing conditions;
• The widest B(CCi) is extracted from the top/bottom part of the page (1/6 page
height).
• If the Wi is greater than (image-width/2), then this component is treated as the
dividing line of the header/footer.
• Lastly, all CCs above the line separating the header are treated as header-components
and all the components below the foot dividing line are treated as footer-components
(see Figure 4.7).
Separating text/non-text components is a key step before decomposing the text
of the page, and it has several steps. It begins with the detection of the header/footer
(already extracted), the figure detection, then the detection of the band/ rectangle/
figure/ Black thread, and after the removal of all the detected components.
For this purpose, we used formulas and conditions based on the CC features; the CCi
is considered as a non-text component if it satisfies one of the following conditions:
• Hi > image − Height/10, this is correct for all the vertical non-text layouts
because the text elements cannot exceed this height threshold ;
• Wi > image − width/11, this is correct for all the horizontal non-text layouts
because the simple text or title cannot pass this width threshold;
• Cdens(CCi) > 0.9, this is correct for all the tiny straight-lines that can be found
under the authors/legend, because the Csize(CCi) of this element in the most
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cases covers the whole Bsize(CCi), after taking into account a binary image with
noise (gradient line). These thresholds were chosen with preliminary experiments
to provide accurate results (see Figure 4.3).
Figure 4.3: Overall accuracy for the non-text threshold: W(image-width), H(image-
Height).
Next, for dividing the non-text elements into four layouts (black bands/ rectan-
gles/ black thread/ figure), we used the following conditions:
• Borders: Cdens(CCi) < 0.1, the Csize(CCi) of this layout in the most cases just
covers the Bsize(CCi) boundaries.
• Black threads: Cdens(CCi) > 0.9, the Csize(CCi) of this layout in the most
cases covers the whole Bsize(CCi), after taking into account a binary image with
noise (see Figure 4.4).
Figure 4.4: Overall accuracy for the border/black thread threshold.
We reserved the data of these layouts then removed, so we just have the figures
and the black bands on the page. We notice that there are two types of black band;
namely a title-black-band and article-black-band;
- For title-black-band detection: AHW < 0.15 recall that all layouts of this type are
very wide compared to their length (see Figure 4.5).
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Figure 4.5: Overall accuracy for the text-black-band threshold.
Many threshold values were tested for each graphic layout, after a lot of tests
(Figure 4.3, 4.4, 4.5), we selected the ranges that had the best test results and
contained the most best thresholds compared to other values, while the other line
graph for each layout shows the number of images that were used for threshold
values extraction along with their results.
- For figure and article-black-band layouts the CC features cannot be so helpful in
this case because these layouts are very similar to each other in some circumstances,
so we will employ other ideas which are expressed in the following steps:
• Convert the layouts to the negative version;
• Apply horizontal adaptive RLSA, its threshold being proportional to the Wi where
(Wi/2);
• Label CCs for the new regions, where the CCii = Holap(CCii);
• Calculate the row numbers CCii = Rn for each original B(CCi) ;
• Apply adaptive threshold proportional to the Hi;
if Rn > Hi/average(B(Rn)height), then this CCii is an article-black-band; else it is
a figure layout;
• Convert the figure layouts to their original pixels (negative version) (see Figure
4.6);
As shown in Figure 4.7, each non-text layout is highlighted in one of four colors
where each color represents one type of layout. The yellow color represents the
header, the magenta color represents the black stripes, the red color represents the
rectangle layout which surrounds the article, and the blue color represents the figure
layout. Afterwards, we eliminate all the detected labels except the black bands
because it contains text information, so we have to convert black bands labels to
the negative version to extract this information.
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Figure 4.6: An example of the detection process: (a) The binarized image of a
non-text layout; (b) Converting the layouts to the negative version; (c) Applying
Horizontal ARLSA; (d) Extracting the new bounding-boxes; (A) Example of an
article-black-band; (B) Example of a figure layout.
Figure 4.7: Example of detecting and removing graphics: (a) The same newspaper
page used in the previous step; (b) The graphic layout elimination result.
Article/Block Segmentation
After separating the text/non-text, the next step is to divide a text into articles.
The decomposition of the text into an article is carried out in our system using
the RLSA algorithm and PP analysis. Here VRLSA and HRLSA were used for the
small-bounding-box/big-bounding-box, then we applied the AND operation between
the vertical and horizontal PP analysis using the histogram projection (see Figure
4.9). This method consists of calculating the number of black pixels accumulated in
the horizontal or vertical directions in order to identify the separation positions.
The histogram of horizontal projections is first obtained by calculating the num-
ber of black pixels for each line of the image. The corresponding horizontal pro-
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Figure 4.8: Example of histograms projection on newspaper page part.
jection histogram will consist of peaks and valleys. The valleys represent spaces of
separation between articles.
Next, we calculate the histogram of vertical projections on the page delimited by a
valley of the histogram of horizontal projections (see Figure 4.8).
Figure 4.9: Example of article/ block segmentation step: (a) Article segmentation
result; (b) Block segmentation result.
After separating the articles, the next step is the decomposition of each article
into blocks. Thus, two types of text blocks are distinguished, namely the header
block representing the headings, and the text columns. The decomposition of the
article into blocks is carried out in our system using VPP and HPP analysis.
In header block extraction; the valleys in the vertical projection histogram corre-
spond to the separation spaces between the text columns. The calculation of the
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histogram of vertical projections is repeated for each valley of the histogram of hor-
izontal projections. The valley is treated as a separator between the header block
and the rest of the article which contain the rest of columns found from the maxi-
mum vertical projections. The header block will therefore be the part of the article
between the start of the article and this separator.
Column extraction: The columns are obtained from the histogram of vertical projec-
tions of the part of the article below the header block. The valleys of this histogram
constitute the spaces of separation between the articles.
As shown in Figure 4.9, each article is highlighted in a different color and we did
the same thing for the block segmentation to help us differentiate each other.
Segmentation of Blocks in Lines
The next step in extracting the physical structure is the decomposition of each block
into lines. To do this, we used the technique of line segmentation implemented
in [52]. This technique relies on the application of a horizontal projection on each
block separately in order to extract the lines that compose it. Here, we do the
following:
• Suppose fˆ is the considering binary block with a ∗ b as the size of it.
• Calculate the histogram of the horizontal projections P of each block.
• Extract the local minima (LM): treating the histogram as a discrete function
f(x), for k ranging from 1 to the histogramsize−1, k is treated a local minimum if
f(k − 1) > f(k) and f(k + 1) > f(k).
• Filtrate LM:
- if (threshold(TL) < LMwidth) then eliminate LM , where TL is the width of the
longest LM/2;
- if SM < 2∗ (MD)/3 then eliminate the longer of the two very similar LMs; where
MD=the average distance; and SM=the distance between two successive minima
that matches the text height. The remaining minima correspond to the gaps between
the lines of the text.
• Assign the existing black pixels in the separator zones to the nearest line of text.
As shown in the Figure 4.10, the segmentation process was represented by a
colored rectangle for each line. We notice that even if the lines are very close to
each other, the segmentation results were very accurate and efficient.
Segmentation of Lines in Words
CC labeling and RLSA smoothing are applied on each text-line separately to ex-
tract the words from it. Hence the segmentation of a line into words is carried out
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Figure 4.10: Example of segmentation blocks into lines.
as follows (see Figure 4.11):
• Apply VRLSA to interconnect diacritical points to words. The smoothing thresh-
old is set to the valus of boundig-box height of each line.
• Use HRLSA with a threshold equal to 2 to connect the tiny sub-words of the same
word.
• Label the CCs for each line.
• Apply filtering to improve the separation between successive words, using the fol-
lowing steps:
- Order the CCs (left to right) then extract all the B(CCi);
- Extract all the spaces Ss between every consecutive CC using
(Xri, Y ri) for B(CCi), and (Xli+1, Y ri+1) for B(CCi+1);
- Calculate the ratio Rhw for each space Si, where
Rhw = Siwidth/lineheight, Rhw ∈ (0, 1];
- Filtrate the spaces resultant using a threshold T , where
T = 0.116 and Si is a gap-word if Rhw < T else it is treated as gap-letter;
- Eliminate all the gap-letters, then divide the line based on to the gap-word values.
These values having been chosen after preliminary experiments to provide accu-
rate results. We tested them on just a few pages because each newspaper page can
have a huge number of words (each page can have over 1000 words), Figure 4.12
presents a page-part of segmented lines to words.
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Figure 4.11: The word detection process: (a) The original line; (b) The negative ver-
sion; (c) Bounding-box extraction after applying (RLSA algorithm + CCs labeling);
(d) Space extraction; (e) Space filtration; (f) Line segmentation into words.
Figure 4.12: A sample of words detected in different articles.
Extraction of the Logical Structure
Labeling consists of classifying all the elements of the newspaper page. Most of
these elements have already been placed to its specific category, and only need
logical labeling in this step, while the other labels such as author and legend need
to be extracted at this level.
Hence the extraction of these elements is carried out as follows:
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Author extraction: After analyzing many Echorouk newspaper pages, we noticed
that the author’s name is found either in the first line of the first column or in the
last line of the last column. Exploiting this information, for each article we applied
the following procedure:
• Extract B(b1) and B(blast), the first and last bounding-box (the columns);
• Extract B(l1) from B(b1) and B(llast) from B(blast), the first and last bounding-
box (the lines);
• Calculate the mean line-gap Ml using all the bounding-box-lines except the first
line-gap, where the line-gap
l = Y li+1 − Y ri;
• Calculate the horizontal line-gaps between the B(blast) and B(llast), where
DF1 = XrB(blast) −XrB(llast), DF2 = XlB(llast) −XlB(blast);
• Apllying three thresholds;
if Ml/(Y l2 − Y r1) < 0.2, then the 1st line will be labeled as the author’s name;
else if DF1/(XrB(blast) −XlB(blast)) > 0.1 ∧DF2/(XrB(blast) −XlB(blast)) < 0.1 then
the last line will be labeled as the author’s name.
Figure 4.13 represents the distribution of threshold values based on the Ml, DF1 and
DF2 values used for author extraction, where the gray region treated as the precise
range of the correct detection that can give the best results compared to other values
in the white region.
Figure 4.13: Overall accuracy for Ml, DF1 and DF2 threshold values.
Legend extraction: The legend is found either below/next to the figures or inside
the figures in these newspaper structures. Hence we apply two heuristic filters, the
first filter is used to extract the overlapped legend (see Figure 4.14) while the second
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is used for the legend that is outside the figure (see Figure 4.15), noting that the
two filters are connected to each other.
• Overlapped legend
- Calculate the mean of all the line-heights Ml that exist in the articlefigure except
the title-height;
- Extract the bottom-part B from figure, where Bheight = Ml;
- Convert B to the negative version NB ;
- Apply HRLSA with threshold t = Bwidth/15, then VRLSA with threshold t =
Bheight/10;
- Labeling CCs;
- Calculate the histogram H of the horizontal projection of NB ;
- Extract all the values V s, where V s = 0 from H;
- Test the V s, if V s were placed on the top/bottom in NB and CCnumber = 1 then
CCbounding−box will be labeled as a legend;
- Change the figure bottom-coordinates (remove the legend part).
Figure 4.14: Example of legend detection process: (a) The original image; (b) Figure
extracted; (c) Binarization result; (d) Bottom-part extracted; (e) Legend/figure
detection result.
In case that the first filter did not give legend part, then we apply the second
filter:
• Normal legend
- Extract the bottom image, where
imagewidth = figurewidth
imageheight = figureheight/3;
- Apply the smearing technique on the bottom image, starting by using HRLSA
with threshold1 = imagewidth/15, then VRLSA with threshold2 = imageheight/10
to merge all the neighboring words to one CC;
- Extract the bounding-boxes B(CCi) of all the resultant CCs;
- Apply geometric rules:
• for B(CCi)number = 1, if;
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((XrB(figure) −XlB(figure))− (XrB(CC1) −XlB(CC1)) >
10)) ∧ (Y rB(CC1) − Y lB(CC1) < imageheight/4)
then this line will be labeled as a legend;
• for B(CCi)number > 1;
Extract the first and second B(CCi) based on the y-coordinates, then if;
((XrB(figure)−XlB(figure))−(XrB(CC1)−XlB(CC1)) > 10))∧(Y rB(CC1)−Y lB(CC1) <
imageheight/4) ∧ (Y lB(CC2) − Y rB(CC1) > Y rB(CC1) − Y lB(CC1))
then the first B(CC1) will be labeled as a legend;
- Apply the same filter to the other surrounding images;
Figure 4.15: Example of legend detection process: (a) The original image; (b) Smear-
ing result; (c) Bounding-box extraction result; (A1) The legend existent; (A2) The
legend non-existent.
The rest of the elements are labeled using the following rules, Figure 4.16 shows
the different detected logical entities:
• Header/Footer: The header and the footer are the first elements identified
during the extraction of the physical structure. The labeling of these elements
is the attribution of the labels ”Page header” and ”Footer” to the header and
foot areas located in the image.
• Article: In this step, we just numbered the resultant articles from the first
phase taking into account their positions on the page, and because the Arabic
newspaper pages are read from right to left, we started from the top-right item
which is labeled ”Article 1”, and so on.
• Block: There are two types of block labeling, the first one being the header
block (title), and the other blocks represent the text columns.
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Figure 4.16: Example of a segmentation page and its logical structure: (a) Newspa-
per page along with its articles; (b) The detected logical elements.
• Columns: These blocks represent the text columns ”Column” and the order
number where the columns are arranged, and naturally because it is an Arabic
page, ”Column 1” starts from the rightmost column of each article.
• Text-lines: the labeling here corresponds to their order in the block (from top
to bottom). So the first row in each column is labeled ”line 1”, and so on.
XML/DTD files
This step is very important in our system because it summarizes all the labels
extracted in a well organized and structured fashion. We chose both the XML
and DTD formats because they are widely used in the area of electronic document
management and they also allow the exchange of results. We match each log page
with a corresponding XML annotation file (Figure 4.17 shows the XML/DTD files
for the tested image).
Each generated XML file contains the following image details:
-Name, format, height, and width, and article numbers that exist on the page.
-Header/Footer position.
For each article:
-Article position along with its author, the number of columns, the number of figures.
-A header block position, and the existing title levels.
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-Title position, its level, and the number of words in the title.
-Figure position, and the legend of it if it exists.
-Column position, its number, and the number of rows in the column.
-The position of each line, its number, and the number of words in the line.
-The position of each word, and its number in the line or the title.
Figure 4.17: Example of XML and DTD file: (a) XML file of the previous image;
(b) DTD file of the previous image (Figure 4.10).
In addition, it is possible to build a dynamic tree that is enriched and well
organized at each stage of the processing in our system. This tree provides all the
information of the page in a dynamic and well-organized, structured and hierarchical
form, and it can be treated as a navigation tool inside the page, where the component
tree of the page allows one to easily locate in a single click any physical or logical
element of the page (titles, articles, lines, authors, captions, figures, etc.).
4.1.2 Results and Discussion
In order to validate our system, we used all the images in the corpus, more than 100
pages being taken from the Echourouk website [54](see dataset features section).
The evaluation was performed on JPG images generated from PDF files, in order to
evaluate the methods on noise-free images, and because the proposed method may
be used to perform a layout analysis of encrypted documents.
The viewing of the results of the experiments was done using the Java Runtime
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Environment. In fact, the user can detect any part of the page: articles, authors,
pictures, header, footer, columns, lines, words, titles, and get all the information
about the whole page, number of articles, number of (columns, lines, words) present
in each article, and the user can also toggle the view of the different layers: image
text separation, threads, text line extraction and line merging into blocks, and word
extraction.
The logical labels of the various elements of the test images were found manually
on our own in all the steps of newspaper recognition. Then we applied our system
to all the test images so as to label them automatically (see Table 4.1).
Table 4.1: Example of some labels detected manually and automatically in one newspaper
page.
Label Automatically detected Manually detected
Page header 1 1
Footer 0 0
Figures 1 1
Blocks 18 18
Lines 315 315
Words 2042 1980
Legends 0 0
Authors 9 9
The automatic labeling results of each image were compared with the actual
labels (manually set) to determine the recognition rate. In order to verify the general
applicability of our system, we varied the test images, so that they contained a
different number of articles, with different positions, and also contain straight lines,
strips, figures; and so on.
Table 4.2 summarizes the average recognition rate for each logical entity. In this
table, we can see that the system has managed to recognize most of the existing
logical entities, and it had a recognition rate of 91.90% using 55 images.
With our solution, many results were improved, such as the text/non-text seg-
mentation, logical labeling and label extraction, differentiate between the similar
blocks or that merged for a certain type of frame (a non-closed rectangle).
When comparing the recognition performance of structures (physical and logical)
with other studies, we found that the identification and verification results are quite
different due to the diversity of the structured pages and the nature of detected
elements. However for evaluation purposes, we selected the most similar one among
the other studies to ours in our study (see Table 4.3).
According to the Hadjar and Ingold [76], they achieved excellent scores for two
different Arabic newspaper pages, where they obtained (50.53%, 99.81%) for article
detection, 97.59% for figure segmentation, 96.51% for line segmentation and 95.21%
for block segmentation. However, their study had five labels (article(with/without
border), block, line, image) compared with our study which can detect more than
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Table 4.2: Test results.
Label Recognition score
Page header 99.23%
Footer 89.45%
Figures 90.20%
Black bands 95.70%
Borders 88.55%
Straight horizontal lines 98.87%
Articles 90.03%
Blocks 90.32%
Lines 99.85%
Words 75.08%
Columns 90.28%
Legends 93.10%
Authors 94.16%
Average 91.90%
Table 4.3: A comparaison with other approach.
Algorithms Tested on Extracted
label
Recognition score
Proposed method 55 images extracted from
(Alshorouk) newspaper
13 labels
extracted
91.90%
Hadjar and In-
gold
50 images extracted from
(Alhayat+Annahar) news-
papers
5 labels ex-
tracted
87.93%(Annahar)
93.08% (Alhayat)
ten labels. In the article detection step, their method works well when there are
bordering lines (straight-vertical-line/straight-horizontal-lines/rectangle-form) and
they achieved a score of 99.81% for these types of articles, but it performed less
well in other cases where they achieved a score of 50.53% for an article that has no
boundary data. Furthermore, there was no logical structure extraction.
Although our program performed well, many problems were encountered in the case
of page structure (see Figure 4.18). Some of these were:
• The spaces between the words were irregular;
• The legend was part of the figure;
• The large article included a small article;
• There was very luminous figure, or one that contained writing (overlap prob-
lem);
• The shape of the black bands was non-rectangular;
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Figure 4.18: Example of some typical errors in the physical and logical phase.
• The footer/header was not separated by a dividing line.
In general, our application provides good results. These results in our view are
encouraging considering that the dataset contained a great variety of newspaper
pages.
4.1.3 Summary
In this section, we presented a system that converts a raw image of a newspaper
page into a set of structured data that can be used to represent the logical organiza-
tion of a document. The extraction of the logical structure is performed by labeling
the different physical elements extracted. Several tests were conducted to assess the
performance of our system and the results we got are encouraging. In the current
state of our project, we have an application that satisfactorily meets the goals set
at the beginning.
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4.2 Title Detection in Printed Arabic Newspaper
Pages
Recent studies on text line segmentation have not focused on title segmentation in
complex structure documents, which may represent the upper rows in each article
of a document page. Many methods available cannot correctly distinguish between
the titles and the text, especially when it contains more than one title.
The application of text-line segmentation is not always easy to do, due to the ex-
istence of skew, script variations, noise, text-lines with different sizes and different
fonts. One especially problematic issue, which is key aim of our study, is the line
segmentation of a large scale heading, which must be done in such a way that we can
represent it as titles and their subtitle detection in Arabic document pages. The ex-
isting approaches for text-line extraction cannot correctly distinguish the titles from
the text, especially when it contains more than one title. Real text in documents
often contains titles and subtitles, and such text lines cannot be precisely identified
with state-of-the-art methods.
A wide variety of title detection methods for documents can be classified and incor-
porated in many techniques: Active Contour Model (Snake), HPP, VPP, CCs, the
Bounding box-based method, smearing method, the Hough Transform (HT), and
using HMMs. Here, the main studies of text-line detection methods are outlined.
• Bukhari et al. [139] presented a robust text-line segmentation approach against
skew, curl and noise, which is based an active contour model (Snake) with the
novel idea of several baby snakes and their convergence in a vertical direc-
tion using the ridges which are found by applying multi-oriented anisotropic
Gaussian filter banks, it is computationally expensive.
• In [8, 17], they applied HPP and VPP techniques for the text-line segmenta-
tion approach by finding the inter-line gap and taking into consideration the
separation between two consecutive lines.
• In [33,56,126], they applied a smearing method; namely smearing the consec-
utive black pixels in the horizontal projection, then the pixels between them
were marked in black if the distance between any two was less than a threshold
value. However, it fails when there is no space between two consecutive lines
or overlapping lines.
• In [93], they could not extract Arabic text documents with large-scale headings
and titles; moreover, it is not efficient in the case of a document with a complex
structure.
This inspired us to develop a new method that can extract not just one title, but also
every title and subtitle on a document page. In this section, we present a new text-
line detection method for complex-structured documents where the detected text is
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treated as a title or subtitle and each page contains many titles corresponding to
the number of articles.
The section is organized as follows: In part 2, the related work is described. In part
3, we describe each step of our algorithm in detail. Experiments and results are
presented in part 4 and finally, in part 5 we provide a brief summary.
4.2.1 Overview of the Method Used
Figure 4.19: Outline of our method proposed for Title/Subtitle detection.
Titles are the key elements of documents because there are no page documents
without titles and subtitles (see Figure 4.19). The size of these titles is not always
larger than other text on the page, especially when the title belongs to a small
article. Nevertheless, subtitles are usually found above or below the title where the
space and the size between the subtitle and the article text are identical. These
generic characteristics present challenges in the Arabic language in terms of text-
line extraction from a document page. Figure 4.20 illustrates the problem where the
spaces between the peaks did not provide useful information for title extraction.
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Figure 4.20: The input image with a plot of the HPP on the right.
The conditions applied for subtitle and title detection will be determined by
using the following geometrical features:
-Height: CC bounding box height,
-Width: CC bounding box width,
-Aspect Ratio: Width divided by height,
-Solidity: Area of the CC (in pixels) divided by the area of its convex hull,
-Area: Number of pixels in the CC,
-Position: CC coordinates.
4.2.2 Pre-processing
We used global thresholding to produce a clear image that simplifies the processing
of the later steps. For this step, the Otsu binarization method [105] is used to
transform the image into two possible pixel values (0 and 1) to reduce the noise and
overcome the illumination issue that arises during the scanning process.
We know of course that document pages may contain more than one figure. These
figures consist of the largest proportion of pixels that in some cases give us imprecise
information and this could lead to poor results in the subsequent steps. Moreover,
the existence of black blocks could corrupt the essential parts that are needed later
on. To overcome these problems and facilitate title and subtitle segmentation, we
used the same formulas that we applied in Section 4.1, with constraints on the size
of the CCs, the ratio of height and width, and the density of black pixels in the CC
(see Figure 4.21).
4.2.3 Title Segmentation
The detection of the titles is done by taking into account the fact that not just the
height of the titles is important, but also the number of pixels in each component
and its position coordinates. Here, our proposed method is based on RLSA and the
CC labeling technique. Horizontal RLSA [90] is then applied to the resulting image
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Figure 4.21: Examples of removing figures and black blocks.
of the preceding step to clear spaces between words of the same line of text and
Vertical RLSA is used to connect the diacritic marks to the corresponding words.
Let L0 be a horizontal segment of unit length. The Run-Length Smoothing closing
algorithm fuses nearby pixels of the binary image X by γ L0, where γ is a size
parameter.
RLSA(X) = X ⊕ γL0 	 γL0 (4.2.1)
The horizontal and vertical smoothing thresholds were determined empirically,
namely (with threshold 1=1%) and (with threshold 2=0.85%) proportional to the
size of the page, respectively.
Actually, the characters of the titles are usually larger than those of the lines of
simple text. In this case, the threshold of the horizontal RLSA was previously too
small to connect the words of a big title. To remedy this problem, we applied a
second horizontal RLSA with a larger threshold (with threshold 3= 1.55 % propor-
tional to the size of the page) only on the parts of the image containing probable
major titles. These are composed of CCs whose height is greater than (1.5 x the
most common text height in the document). We then applied another labeling of
the CCs on the RLSA smoothed image. As the words of a single line of text (simple
or title) become connected, each line of text is treated as a separate component. A
CC is treated as a title if its height is greater than (1.2 x the most common text
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height in the document); otherwise it is treated as a simple line of text (see Figure
4.22).
Figure 4.22: The title segmentation results of our proposed method on Arabic text
documents: (a) Newspaper page with textual data; (b) Magazine page with graph-
ical/textual data.
4.2.4 Subtitle Extraction
However, these techniques only provided us with the main titles, not subtitles. Other
criteria must be used to add the other titles. For this, we combined two criteria,
namely the size of the CC of the previous step and its position relative to the main
titles. Here, the other titles are extracted using the PP method (see Figure 4.23).
Let L1 and L2 denote the lines of text that are above and below a main title T
respectively, V1 denote the image width and V2, V3 denoting the heights. Now let:
- V1 = 1.25%, V2 = 3.35%, V3 = 0.07%;
- (x1, y1): the coordinates of the bottom left-hand corner of L1;
- (x2, y2): the coordinates of the bottom right-hand corner of L1;
- (z1, k1): the coordinates of the top left-hand corner of T ;
- (z2, k2): the coordinates of the bottom right-hand corner of T ;
- (z3, k3): the coordinates of the bottom left-hand corner of T ;
- (z4, k4): the coordinates of the top right-hand corner of T ;
- (x3, y3): the coordinates of the top left-hand corner of L2;
- (x4, y4): the coordinates of the top right-hand corner of L2.
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The lines of text L1 and L2 are treated as subtitles if they satisfy the following
conditions:
-The height of L1 and L2 > (Threshold 4) 1.15 % proportional to the size of the
page document;
- (| z1 − x1 |< V1) ∧ ((| y1 − k1 |< V2) ∨ (| y2 − k4 |< V2))
- ((k1 − y1 > V3∨ | y2 − k4 |> V3) ∧ (| y1 − k1 |> V3 ∨ k4 − y2 > V3))
- (| x3 − z3 |< V1) ∧ ((| k3 − y3 |< V2) ∨ (| k2 − y4 |< V2))
- ((y3 − k3 > V3∨ | k2 − y4 |> V3) ∧ (| k3 − y3 |> V3 ∨ y4 − k2 > V3))
Figure 4.23: The subtitle segmentation results for an Arabic document page.
We proceed in the same way with other subtitles when they exist by letting
(x1, y1) be the coordinates of the lower left-hand corner of T, (x2, y2) be the coor-
dinates of the lower right-hand corner of T, (z1, k1) be the coordinates of the upper
left-hand corner of subtitle L, (z2, k2) be the coordinates of the bottom right-hand
corner of subtitle L in a recursive way until no line satisfies these conditions. Noting
that these lines are checked by aspect ration value Ar and solidity S, where these
CCs treated as lines if Ar < 0.15 and 0.5 < S < 0.87, the Ar value was tested and
already checked in the previous study (see Section 4.1) while the S value chosen by
taking into account that all the bold text lines after smearing technique have high
solidity value.
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Figure 4.24: The number of experiments of our data thresholds.
Figure 4.24 shows the number of document pages with each threshold, where the
threshold is computed by getting image information under valid conditions.
Every threshold in this chart is used for title or subtitle detection, which has four
tests (with proportional values of 0.85, 1, 1.15 and 1.55, where these values are
found by calculating the median of proportional values of the images (the ratio is
extracted using information about the dimension and size of the document image,
all the titles and subtitles being on each individual page).
Here, the y parameter denotes the number of images that matched this proportional
value. We took the best and the highest number column for each threshold. Our re-
sults were tested on over three hundred pages to check the accuracy and performance
of our system.
4.2.5 Results And Discussion
Our method can be used in two modes; namely, the application returns just the
cropped titles and subtitles, or it returns the whole page with colored titles and
subtitles. Both demonstrate the segmentation phase in a clear way.
To assess our proposed system, we used the same criteria as in that described in [92],
which is the title-segmentation accuracy in percentage terms. The constraints are
given below.
1) If a single CC of a line is segmented to another line, this error if counted as two
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line errors.
2) If n subtitles and simple text are merged together, then it is counted as n line
errors.
3) If n titles and subtitles are merged together, then it is counted as n line errors.
We used the following formula for computing all the errors:
where E = the segmentation error.
The algorithm was tested on three hundred scanned pages at 300 dpi got from
the PATD (see Chapter 3). The algorithm gives excellent scores, which may be as
high as 98.02% for titles, and 98.15% for subtitles. Table 4.4 below lists the results
obtained during the testing process with various font types, styles, and sizes.
Table 4.4: Test results.
Font Type Title extraction Subtitle extraction
AL-Quds 98.18 % 97.96 %
AxTManal 98.15 % 98.23 %
Beirut / 98.87 %
AL-Quds Bold 98.45 % 98.17 %
Kacstone 97.56 % 97.55 %
Alshrek Titles 97.78 % /
Total 98.02 % 98.15 %
Due to the lack of articles with the same goal in Arabic documents, we evaluated
the performance of our approach by comparing it with related articles that have
similar goals such as line segmentation (see Table 4.5, see Figure 4.25).
In [93], they took a binarized image as input and the algorithm returned a data
file that contains a segmented image. Though it went well (99%) for line segmen-
tation with different fonts, it cannot be applied to a complex structure, due to a
dependence on the VPP in the first phase of page segmentation, where there must
always be a vertical white space on the whole page between the articles. Therefore
there are incorrectly segmented lines with poor detection in the case of the absence
of vertical white space in the page image.
In [55], the authors proposed a robust method for line segmentation and they
achieved a score of 97.8% for both simplified and traditional text fonts (97.3% for
simplified font and 98.4% for a traditional font), based on splitting one region into
many smaller regions in a repetitive way until no more regions require splitting us-
ing a HPP and a set of constraints. However, as the program does not work with
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Figure 4.25: Samples of images used for the line segmentation method: (a) Ibrahim’s
data [55]: an article with the same text size in one column; (b) Soujanya et al.’s
data [111]: an article with a different size font in one column; (c) Ayesh et al.’s
data [93]: variability of font size and the possibility of multiple articles, which was
restricted by the presence of vertical white spaces between them; (d) Our own data
where several articles have different font sizes and figures.
a complex structure that has more than one article and different sizes of text on
the same page, it is not possible to extract the lines for both normal text or large
size text from each article if it exceeds an article on the image page or if it contains
variable font size texts in the same article.
Table 4.5: A comparaison with other approach.
Algorithms Tested on Segmentation level Recognition
score
Proposed method complexe structure line segmentation (title/subtitle) 98.08%
Ibrahim simple structure line segmentation 97.8%
Soujanya et al. simple structure line segmentation 98%
Ayesh et al. simple structure line segmentation 99%
Another study [79] focused on the line segmentation of low-quality documents,
by investigating different text-line segmentation algorithms like PP, the RLSA and
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ARLSA; and by applying HPP they achieved a score of 100% on English docu-
ments that had varying spaces. RLSA achieved an accuracy of 96% on overlapping
documents, and ARLSA achieved an accuracy of 99% on English documents with
overlapping components. However, PP cannot handle images where the text lines
are overlapping or touching. RLSA and ARLSA fail if there is any overlap between
two text lines. Although the program can handle many size fonts, in the previous
study they based it on documents which had just one article hence one title had
no more than this, and their approach cannot be applied to pages with a complex
structure e.g. when there are many articles, figures, and titles.
In our previous study (see Section 4.1), we got a score of 99.85% for text based on
pages taken from the same newspaper. Although the lines are well segmented, a
good segmentation line does not mean necessarily good title and subtitle detection.
And because every article has a title, this leads us to assume that good article detec-
tion means a good title and subtitle extraction, therefore because the performance
of article detection was 90.03% it means the title detection cannot exceed this even
in the best cases.
4.2.6 Summary
Title segmentation plays a significant role in the segmentation step for the identifi-
cation of any article in any random document. We handled the problem of distin-
guishing text and overlapping-lines with small font size, and for large fonts, using
RLSA, CCs and PP in scanned pages. We evaluated the proposed method on three
hundred text images using the PATD database. The results presented here are su-
perior to those of existing algorithms that perform the same task and our method
is more general.
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4.3 Smartphone-captured Arabic Newspaper Anal-
ysis
Here, we apply a CNN to segment a document image into its page components. Our
approach consists of two main steps. Firstly, we apply a new method of extract-
ing layouts based on sharpness/smoothing filters, adaptive thresholding techniques,
morphological operations, along with a connected-component labeling and adaptive
RLSA for the patch extraction phase. Secondly, the extracted patches will be put
into six classes (text, table, figure, title, legend, author) using a CNN, and four
other classes (straight-line, text-line, block, article) using projection profile analysis
and geometric features. The method was tested on smartphone-captured newspaper
images selected from the Printed Arabic Text Database (see Chapter 3). There are a
number of significant challenges that segmentation algorithms must overcome. One
of these is the quality deterioration of the scanned newspaper due to time and the
complex layout of the newspaper pages [20].
There are relatively few papers that focus on DLA for complex structure documents
written in Arabic. In this section, we shall discuss some of the recent ones.
• Bukhari et al. [138] presented a method for text/non-text segmentation along
with reading flow determination. The dataset used contained scanned docu-
ments. In their procedure, binarization was applied by using Otsu [105] and
Sauvola [73] methods, then they used the Bloomberg method [36] for text and
non-text partition along with a ridge-based line detection technique for text
line detection. Despite the good results, this method can only extract a single
figure which is treated as the only non-text element that exists on a given
page.
• Amer et al. [59] presented a method based on CNN [10] to classify the docu-
ments regions into text/ non-text. Using a fast Hough transform with a block
adjacency graph [104] and Bradley’s adaptive thresholding method as a pre-
processing step, ARLSA [27] was utilized for black zone building. These zones
were classified into text and non-text by using two techniques, namely Zone-
Based and Patch-Based classification. The method was tested on three types
of newspapers. In spite of the excellent results, this procedure only handles
2 classes (text/non-text), where the images tested were extracted from PDF
files.
• Amany et al. in [16] proposed a method for text/non-text classification in
Arabic documents. Using the Sauvola method [73] for the binarization step,
along with median filters [72] for noise removal, a Gaussian smoothing filter
was used to clean and remove both Gaussian and marginal noise. For skew
correction they applied the Radon transform [112], and the resulting image was
segmented into multiple CCs and each CC was classified into text or non-text
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using an SVM. Lastly, the text zones were segmented into lines by clustering
CCs and then into words by clustering the spaces between words and between
standalone characters of the same word using k-means [32]. The dataset em-
ployed was an Arabic historical document with different font types/sizes. They
got very good results. However, there was no logical structure of the extraction
(e.g. articles, titles, subtitles, authors, tables, legends).
• Alshameri et al. in [4] presented a method for text/non-text segmentation and
text line extraction from document images, where they used RLSA, CCs for
text segmentation and an SVM for figure detection, by applying the AND-
ing and ORing operations to set the correct bounding-box for each category
(text/figure). This technique gave interesting results, but the application of
their RLSA is efficient only in certain special cases, where specific thresholds
have to be applied, and specific vertical/horizontal projections are used to dis-
tinguish between CCs with a special spatial structure. Also, their extraction
just extracted three classes (text, text-line, figure).
4.3.1 Method Overview
In this section, a method for DLA using CNN is proposed. We commence with an
Arabic document image as input for text/non-text classification and logical structure
recognition. The input is corrected and improved by sharpness/ smoothing filters,
adaptive thresholding, morphological operations. The resulting image is transformed
into CCs via a pixel connectivity technique, using Adaptive RLSA to reduce the
numbers of CC, then we transform each CC into a patch (a small image covers the
CC and its surrounding pixels) by a cropping technique, where each patch will be
classified into six regions. These identified and localized regions are merged using a
CNN score along with geometric features for label extraction. Finally, each article is
segmented into blocks and lines by using a projection profile analysis. The method
is outlined in the pipeline in Figure 4.26.
Regarding the PATD database content, there is statistical information associated
with textual and graphical labels on each page of Arabic newspaper images. The pie
chart (Figure 4.27) shows the percentage of elements that were used in this study.
4.3.2 Distortion Correction
The images of the database used were captured by three smartphone cameras under
different lighting conditions (daylight/ shaded/ night), where some of them were
affected by focus blur. Therefore numerous types of distortions had to be overcome
to determine the outcome of the following steps.
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Figure 4.26: Outline of our method proposed for Arabic document analysis.
Figure 4.27: Outline of graphical/textual labels.
Skew
Many simple documents have a zero skew, but other types such as newspaper or
magazine originally have a partial skew which can cover different parts of the paper.
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Because of the nonexistence of original newspaper/magazine pages, the pages were
printed and manually scanned and then captured using a smartphone camera, hence
another skew could have been introduced. This skew may cause problems in text
baseline extraction and DLA techniques.
Figure 4.28: Examples of skew types. The original skew is highlighted in blue and
the resulting skew is highlighted in red.
However, the original and new skew were not corrected at this level because if
all the parts were corrected as zero skews even for the original skew, the original
document structure would vanish and we would lose substantial spatial information.
Figure 4.28 shows examples of the original and a skewed version.
Focused Blur
Some of the documents in the database are blurred, and this distortion will cause a
problem when recognizing the elements. For this we use a sharpness filter for image
restoration, with the following kernel K= [-1, -1, -1, -1, 9, -1, -1, -1, -1] (see Figure
4.29), but we did not deal with the problem of motion blur that exists for some
Figure 4.29: Example of sharpness correction:(First) Original image,(Second) De-
blurred image.
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documents in the database, which in our view can be handled by a Wiener filter [87]
as one of the options for motion-blurred document images.
Binarization
To distinguish between foreground and background on degraded images, a smoothing
process was used as the first step to remove shadow sharpness by applying a Gaussian
filter as a blurring operation. Because the image was captured at different times
of the day, the illumination level was not constant. Moreover, the shadow present
can complicate the problem. In such cases, adaptive thresholding can handle these
issues (Mean adaptive + Gaussian adaptive), where these algorithms determine the
threshold for a pixel based on a small region around it, so we have different thresholds
for different regions of the same image (see Figure 4.30).
Figure 4.30: The binarized image of a shaded document image: (a) Original image;
(b) Binarized image without Gaussian filter; (c) Binarized image without Gaussian
adaptive thresholding; (d) Binarized image with (Gaussian filter +Mean adaptive
thresholding+Gaussian adaptive thresholding).
4.3.3 Morphological Operations
In the background and foreground detection stage we seek to generate the patches
for the CNN, where these patches are created by CCs. In this step, before connected
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component computation, images must be transformed by Adaptive RLSA to reduce
the patch numbers because the newspaper page is very big and it contains a huge
number of elements that will increase the processing time. The ARLSA method
combined adjacent pixels to transform the document image into black blocks which
will be used for patch construction later on. We used ARLSA rather than RLSA
because it can combine different components with an automatic threshold based on
the size and shape of the components which have variable font sizes.
To improve the results of adaptive RLSA, we applied some of morphological opera-
tions on the binarized document image, to delete the diacritics, points and make the
words more flexible (see Figure 4.31). The document image is then morphologically
opened which is represented by B ◦ A:
• An erosion (B 	 A) with a structuring element followed by a dilation (⊕ )
with the same element, where the used element is a vertical short dash equal
to the mean gap between the word and its points [35,36]. Namely,
• A dilation operation then is applied with a horizontal element equal to the
mean gap between the words. These operations were applied to merge the
small regions and remove the tiny regions. The following figure shows the
results of morphological operations.
Figure 4.31: Some results of opening and dilation operations: (a) The binarized
image; (b) Morphological opening; (c) Morphological dilation.
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4.3.4 Connected Component Extraction
Connected components were extracted by grouping image pixels into components
based on pixel connectivity, where each CC contained similar pixel intensity values.
After grouping pixels, each CC constructed was labeled with a different color. The
extracted CCs were grouped from top to bottom by its position of the y-coordinates
with right-to-left reading flow, where each CC was labeled with a unique identifica-
tion number to permit easy retrieval later on (see the figure below).
Figure 4.32: The CC ordering according to its y-coordinate (each consecutive block
of five CCs is highlighted in one color).
As can be seen in Figure 4.32 there is no uniform arrangement of CCs, hence
neighboring position features cannot be applied (which is very different from the
simple structure used in previous studies). To overcome this obstacle, we selected
other features using the bounding-box.
We started by ordering CCs from top to bottom according to their height and the
recurrence of the same height if it exists. Because the text covers approximately
64% of the page (see Figure 4.27), text-CC is then the most frequent one, while the
lowest ones are non-text elements; so for text-CC detection, we divided the page-CC
into many levels according to recurring and length values, then colored the highest
and the lowest levels in white. Thus the remaining CCs were text components (see
Figure 4.33).
We applied horizontal ARLSA by adaptive threshold related to the mean bounding-
box height, and an adaptive window related to the CC size. In the same way we
applied adaptive thresholding for other elements by performing the reverse opera-
tion (white to black/ black to white). Then we computed CCs again (see Figure
4.34).
At this level we extracted a straight horizontal/vertical line label by applying geo-
metric rules on the CCs that have a lower occurrence percentage, then we removed
them to avoid merge problems in the later steps. These rules had already been
applied and tested in a previous study (see Section 4.1).
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Figure 4.33: Selected example based on particular features:(a) The resultant image
from the previous step is partially colored for the selected CC; (b) The resultant
image after removing the red parts; (c) The resultant image after removing the black
parts.
Figure 4.34: Results of ARLSA and RLSA: (First), using ARLSA, (second), using
RLSA.
4.3.5 Conventional Neural Network Classification
Most of the previous studies used CC features for classification. In our study we
used patches, where each patch is got from a cropped square image containing the
CC at the center along with its surroundings.
As shown in Figure 4.35, we represented the bounding-box of each CC in blue
to define the inputs of CNN, while the inclusion of the surroundings aids the classi-
fication process.
We chose VGG-16 [82] trained with ImageNet [61] for our analysis problem
because it is one of the most efficient Deep CNNs for image recognition.
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Figure 4.35: Examples of extracted patches in textual/graphical status:(A1) Patch
of figure; (A2) Patch of text; (A3) Random selection of patches extracted from
the previous figure; (a) Part of a resultant image from the previous step; (b) CC
selection; (c) Bounding-box of CC; (d) The context image.
Figure 4.36: The proposed network architecture for patch classification using VGG-
16 architecture [82].
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As shown in Figure 4.36, the input to the convolutional layer has a fixed size of
224 x 224 RGB image (patch), using 3x3 with a stride of s=1 in convolutional layers
stacked on top of each other in increasing depth. It is followed by max-pooling 2x2
with a stride of s=2 decreasing height and width. Overall, VGG 16 consisted of 13
convolutional layers, five max pooling and three fully connected layers, leading to a
7x7x512 matrix output.
Although VGG-16 predicts 1,000 classes of images, we needed only six (text, title,
figure, table, author, comment). These six classes were not included in ImageNet,
so we needed to modify the output model (freezing all the other layers), and train
24,576 + 6 bias parameters (6 classes) out of 138 million (1,000 classes) [82] from
the last layer for new training by adding a new prediction layer.
Figure 4.37: Example of CNN results.
Figure 4.37 shows an example of extracting the elements from the patches using
CNN, where each element was defined by its type such as text, figure and title in
red color.
4.3.6 Page Segmentation
After the CCs were individually classified (see Figure 4.37), we combined all the CCs
that were treated as a part of the same class by merging the closest CCs that had
the same properties. Using geometric features such as height, width, aspect ratio,
convex hull, solidity, and area, each detected CC was compared with the nearest
CCs. If they had a high similarity score of CNN and geometric features, then they
were merged. We repeated this step until no CC had a neighbor with the same
properties.
Now, because every zone had been classified properly, we could extract the articles.
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We know that every article has a title and this title is always at the top of this
article (top-right/top-left/top-center), and each title has its own text. Using this in-
formation, we applied a vertical projection, taking into account the direction of title
zone coordinates, so the skewed articles were detected correctly for each article-zone
rectangle, which started from the title bounding-box covering the article-text to the
next title bounding-box. If there was a title without text, it was connected to the
title below.
Next, taking into consideration the article direction, we segmented the article-text
into blocks using the VPP and HPP analysis. Then we segmented each block into
lines using the same rules that had already been used in a previous study (see Sec-
tion 4.1).
Figure 4.38 shows an example of label extraction results, where each label is high-
lighted in a different color.
Figure 4.38: Example of label extraction.
4.3.7 Results and Discussion
To validate our method, all the algorithms used were implemented and the experi-
ments were performed using JAVA and a computer system that had 14 GB RAM,
INTEL (R) Xeon(R) CPU E550 @ 2.53 GHz with a Windows 7 operating system,
using the Deeplearning4J (DL4J) framework and VGG-16 model.
The training set used 203,000 samples extracted from 1000 newspaper pages and
58,000 samples extracted from 400 newspaper pages were used for testing and vali-
dation.
The training time of the CNN took nearly six hours. The system was evaluated on
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120 smartphone-captured document images taken from ten Arabic newspapers (see
Chapter 3). The performance was measured based on a patch-based classification.
The total number of patch classifications in 120 smartphone-captured document im-
ages was 8,523 patches; where 5,540 patches were text, 68 patches were tables and
2,915 patches were figures. The labels extracted by the CNN method are presented
in Table 4.6.
Table 4.6: The performance of the proposed method on different newspapers.
LABEL/ Newspaper Text Title Legend Author Figure Table
Akhersaa 0.901 0.997 0.981 0.972 0.985 0.993
Alsharek 0.941 0.963 0.963 0.963 0.898 /
Alhadaf 0.759 0.780 0.905 0.916 0.732 /
Alnahar 0.915 0.921 0.969 0.945 0.903 /
Alshourouk 0.891 0.923 0.972 0.961 0.900 /
Alshorouk almisri 0.864 0.841 0.952 0.948 0.839 0.941
Alriad 0.853 0.889 0.971 0.973 0.845 0.959
Alsharek al-Awsat 0.851 0.894 0.958 0.952 0.832 /
Aswaq Qatar 0.798 0.761 0.915 0.909 0.747 0.967
Alayam 0.864 0.882 0.952 0.948 0.849 0.965
Total 0.864 0.882 0.952 0.948 0.849 0.965
The average classification success rate of our method on the 120 test images was
92.06% including the percentage of (text, title, figure, legend, comment, author,
article, block, text-line, straight horizontal/vertical line) label extraction. This is a
good result, considering that we have ten labels under many distorted conditions
compared to previous studies that had perfect conditions.
Table 4.7: A performance comparaison with different approaches.
Algorithms Tested on Used method Recognition rate
Previous method
(see Section 3.1)
55 images from one PDF
newspaper
Mixed method 91.90%
Ibrahim et al 40 images collected from
three PDF newspapers
CNN based on zone
classification
CNN based on
patch classification
74.50% (2 classes)
91.00% (2 classes)
Proposed
method
120 images collected from
ten smartphone-captured
newspapers
CNN based on
patch classifica-
tion/geometric
features
92.06%
Here, our results (see Table 4.7) cannot be directly compared to the previous
studies because, to the best of our knowledge, none of the methods classified these
ten labels and because the test set used was not the same as that in the related
papers (we used ten different newspapers). However, we should mention that some
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of our test images were extracted from the same newspapers (Alshourouk, Alsharek,
and Alriad) that were used in the previous studies [59], hence the comparison does
give an indication of how well our method actually works.
Like any other program, ours has some issues in some steps, which are listed below:
• In the ARLSA step, the figure-CC and text-CC have been merged;
• In a patch classifying step, the author label is treated as a legend;
• In the patch collecting step, two horizontal figures are treated as one.
4.3.8 Summary
Here, we presented a simple and flexible machine learning-based method for an
Arabic DLA in smartphone-captured conditions. We offered new ideas for ARLSA
implementation and showed that a pre-trained model can be very effective for the
extraction of new classes (document labels). Several tests were conducted to evaluate
the performance of our system and the results we got are competitive.
Chapter 5
Arabic Handwritten Word
Detection
This chapter describes the system architecture of the proposed Arabic handwritten
text line segmentation (word spotting) procedure in detail with the proposed algo-
rithms and the various steps. After the Introduction and related work in Section 1,
in Section 2, we outline the methodology used to segment words. In Section 3, we
present the experimental results, then in Section 4, we provide our summary.
5.1 Introduction
Arabic word spotting is a key step for Arabic NLP and the text recognition task.
Many recent studies have addressed segmentation problems in the Arabic language.
However, many issues still have to be overcome due to the virtually unlimited variety
of handwritten styles.
In this chapter, we present a new approach for segmenting the image of an Arabic
text into its individual words. Our approach consists of two main steps.
1. In the first step, a set of features is extracted from connected components using
the Run-length smoothing algorithm (RLSA).
2. In the second step, spatially close connected components that are likely to belong
to the same word component are grouped together. This is done via a learning
technique called the self-organizing feature map (Kohonen map).
We evaluated our approach on 300 line images with different sizes and fonts for
handwritten text using AHDB. Our results suggest that our approach efficiently
segments lines.
Several methods of the text segmentation phase have been resolved and reported
in the literature. The following papers describe approaches that were developed for
the process;
• Many previous studies on word spotting focused on CCs (connected com-
ponents) by extracting the distances between adjacent CCs using a metric
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distance such as the Euclidean distance, the bounding box distance or the
convex hull metric [51, 149, 150], and then classifying this distance to deter-
mine whether they are inter-word or inter-character gaps.
• In [7], Belabiod et al. proposed a method using a CNN (Convolutional Neural
Network) [114] to extract the input features, then they applied a BLSTM (bidi-
rectional Long Short Term Memory), which was followed by a CTC function
(Connectionist Temporal Classification) [135] where the CTC decoder output
was a sequence of ”word-spaces”. This method that was tested on the KHATT
Arabic database achieved a word segmentation rate of 80.1%.
• Al-Dmour et al. [2] calculated the CC length and the distance between them.
The lengths are used to classify the CCs into a words or sub-words where
the purpose of a metric distance is to decide whether to classify them as
separation gaps or not. Lengths and gaps are then clustered to identify an
optimal threshold for word distance and to distinguish between ”between-
words” or ”within-words”. This method was tested on the AHDB dataset [124]
and it attained a spotting rate of 86.3%.
5.2 Method Overview
As we mentioned in the Introduction (see Chapter 1), many letters are not joined
to the adjacent letter, even in the middle of the word. Each letter has up to four
distinct forms, based on its position (beginning, middle, end, or isolated) within or
between the word. The figure below shows a sample of numerous letter positions in
Arabic text along with their shapes.
Figure 5.1: Handwritten Arabic letters.
Figure 5.2 shows that a single word can contain one or more spaces and have
many semi-words or sub-words.
The spotting word method is outlined in Figure 5.3. The input of the schema is a
handwritten Arabic text image and the output is its segmentation result represented
by extracted words. The sections later on will explain how the proposed method
works.
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Figure 5.2: Example of a semi-word constituting an Arabic sub-word: (a) 4 semi-
words; (b) 1 sub-word [97].
Figure 5.3: Outline of the method proposed for word extraction.
5.3 Pre-processing
The pre-processing step consists of two parts (see Figure 5.4):
1. In the first part, images must be binarized to enhance the image for better
performance. For this, we used the well-known Otsu method.
2. In the second part, we remove noise using a median filter to delete the very small
items (noise) caused by the acquisition process with a scanner.
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Figure 5.4: Example of a preprocessing step result: (a) The original image; (b) After
preprocessing.
5.4 Segmentation
The dataset images that have been used contain several lines, and for this we used
the earlier approach (see Section 4.1) for line segmentation which is based on an
application of a horizontal projection, local minima and conflict resolution.
Figure 5.5: Example of projection histogram.
Figure 5.6: Example of text line segmentation result.
As shown in Figure 5.6, the segmentation result was efficient for handwritten
text, because the lines were well spaced; and the skew does not affect the process
because the lines are sufficiently straight horizontally.
5.4.1 Smoothing Technique
As a result, all the images become just one line, and we will apply smearing technique
along with CC labeling on each line image:
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• Every resultant image must be normalized to a height equal to 45 x the pro-
portional width of to the height value for applying a fixed threshold in the
later steps.
• For CC (connect component) extraction, we used the RLSA [90] algorithm
beforehand in order to minimize and reduce the number of CCs such as letter
dots and diacritics where they exist because it will enhance the results of the
later steps. So rather than having two CCs cover one letter with dots, these
will be just one CC (see Figure 5.7).
• Starting from the HRLSA with threshold=1 to vertical RLSA with thresh-
old=30, these thresholds were chosen by testing many values on some 50 im-
ages. As a result, we found these values suitable for most normalized Arabic
text images.
Figure 5.7: Text image after RLSA method.
5.4.2 Feature Extraction
Now, the connected components must be computed and the features extracted. Each
CC represents every region that exists in the image, which may be a dot, a letter,
word or half word.
To classify these connected components of the Arabic text, we extracted six features
from each CC. Then, we assigned geometric information of the CCs to its corre-
sponding position in the text. Here, we will use the following geometric features
related to the size and shape of the CCs:
• Height: The height of the connected component bounding box;
• Width: The width of the connected component bounding box;
• Aspect Ratio: The width divided by the height;
• Distance: the gap measure between an adjacent connected component;
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• Area: The number of pixels in the connected components;
• Position: Horizontal CC coordinates using the bounding box, taking the center
value between the left and right box.
5.4.3 Kohonen Map Learning
Connected component features are then used as the input for SOM clustering [145].
The features of the connected components are fed into the input neurons, where;
Figure 5.8: Training data file sample
• The number of inputs represent the multiplication product between the fea-
tures and CCs. Since the total number of features is six for each CC, the
number of inputs is 6∗ CC numbers (one input for each feature for every CC).
• The number of output neurons corresponds to the number of possible ways
that 01 can be represented in the text with segments of 0 for inter-word and 1
for between-words (see Figure 5.8). Hence if the text contains six words, the
output total will be 25 neurons (which equals the number of possibilities of
the given segmentation vector (01)).
• The total number of connections (weights) is related to the number of input
and output neurons. For instance, if we wish to segement an image containing
five words (and divide into seven CCs), the features will be 42 (inputs), while
in the competition layer there will be 24 = 16 neurons; so the total number of
connections will be 42x16=672 connect weights.
The training and learning processes contain four steps :
• Calculate the number of input neurons/output neurons;
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• Construct a training set that has the same number of samples as the input
number.
• Copy the input features to the training set; this is repeated for all the samples
of the input patterns.
• Calculate the total number of winning neurons; (the winner neuron will be
selected); If there is no satisfactory number of winners, one neuron is declared
the winner.
Figure 5.9: Example of the proposed method: (a) Original image; (b) Connected
component labeling; (c) Feature extraction from every connected component; (d)
We calculate the number of the gaps that exist between the CC; (e) The number
of possible gap-words/gap-CCs between the CC are shown; (f) We select the best
match result according to the feature data; (g) We segment the CC based on the
SOM result.
As shown in the figure above, the selection from the datafile depends on the
number of gaps that exist between the CCs, where the winning vector is the closest
one to the test sample. What is more, the vertical RLSA can enhance the segmenta-
tion process because it linked the CCs that are separated from each other. However,
in some cases, it is not suitable because sometimes writers or authors overlap their
letters when they intend to write two isolated words.
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The successive neuron can be found by using a Mexican hat function [34] that
describes synaptic weights between neurons in the Kohonen layers (input and out-
put layers). The competitive learning rule defines the change 4wij applied to the
synaptic weight wij, where xi is the input signal and α is the learning rate parameter.
However, it does not give us the vector, but the winning neuron index number.
For this, the Kohonen Map neuron approach is used to find the vector that matches
the winning neuron, which will return a matrix of vectors. The index of each matrix-
vector corresponds to the neuron-index number that recognizes the correct word
extraction vector by computing the minimum Euclidean distance between any two
vectors.
The Euclidean distance is a pair of input vectors X and weight vector Wj where xi
and wij are the i
th elements of the vectors X and Wj, respectively. It is defined as
follows:
A Kohonen neural network learns by evaluating and optimizing a weight matrix
in a regular way. Beginning with an initial random weight matrix, the training will
start and evaluate the weight matrix to find the error estimate. If it is under 10% the
training procedure terminates; otherwise, it will go on optimizing until the weight
falls within the desired bound (see Figure 5.10).
Figure 5.10: A word segmenation example (1: between-word; 0: inter-word)
5.5 Experimental Results
The proposed method was implemented in Eclipse Java oxygen.2 using the Java pro-
gramming language. Several experiments were conducted to verify the performance
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of the proposed method.
5.5.1 Database
We tested our approach on 300 line images extracted from the AHDB database using
35 different handwritten Arabic documents.
5.5.2 Training and Error Analysis
For mapping the CC to a word or sub-word, we used 7356 training line images, and
these images were converted to CCs, where each line image contained multiple CCs
(the CC number depends on the line length and the writing style).
A long text means numerous of connected components must be covered by thousands
of training images to cover all the possibilities with many versions (01) to give good
results. For this, we reduce the number of training image combinations for the long
Arabic texts, where they exist, by checking the number of connected components.
If there are more than nine CCs, the text will be divided automatically based on
the maximum extracted space between the connected components examined.
Therefore each long line image that exceeds the threshold (nine CCs) will be divided
into two lines images, and so on. We recalculated the number of line images after
division, so the number will be 10,245 line images (containing fewer than nine CCs)
rather than 7356 training images (containing more than nine CCs).
In the figure below, we have plotted the distribution for the Arabic text image
proportion along with the number of connected components.
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Figure 5.11: The number of CCs as a function of training images.
The evaluation process was performed using two types of error, namely the spac-
ing/ overlapping errors and the validity method.
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Spacing and Overlapping
Most Arabic texts in handwritten form typically have a spacing or overlapping
problem. The spaces between adjacent words are present at random so there are no
fixed thresholds that can be determined, and an overlapping problem occurs when
two letters or characters have zero or less space between them, and they are usually
regarded as belonging to different words, not the same word (see Figure 5.12).
Figure 5.12: Example of a randomly spacing in an Arabic text image: (a) The gaps
are equal to each other though the a1 is a separator space between two words, while
a2 is a space between two letters from the same word; (b) The gap-word is smaller
the gap-letter, where b1 is a gap between two letters from the same word, while b2
is a separator space between two words.
Method Validity
The proposed algorithm was applied with a Kohonen map. With this method, we
partially solved the spacing and overlapping problems with a training data file that
contains connected component features extracted from a wide variety of text word
positions and writing shapes.
However, it will not be effective when the two words have no space between each
other either in horizontal or vertical segmentation and it will be treated as one word
(see Figure 5.13).
5.5.3 Results
To evaluate our proposed method, we used several criteria for measuring segmenta-
tion accuracy in percentage terms. The constraints for error detection are:
1) If two words are treated as one word;
2) If one word is treated as two words;
3) If a part-word and word are treated as two words;
4) If a part-word is treated as one word.
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Figure 5.13: Examples of overlapping problems and good segmentation in Arabic
text: (a) The letter (ð) and word (ñë) are treated as one word; (b) The word above
is connected to the word below so the line/word segmentation is ineffective; (c) The
words were segmented correctly even when they were very close to each other.
We used the following formula for computing all the errors:
where E = the word segmentation error.
Some results obtained using this method are listed in Table 5.1. We processed 300
line images for test purposes, which attained a score of 87.54%. The best results
listed had a correct word extraction rate of 100%.
Table 5.1: Test results.
Image No. No.words in the line No.Wrong Seg. words Correct Seg. rate
1 14 4 71.42 %
2 15 1 93.34 %
3 14 0 100.00 %
4 19 5 73.48 %
5 13 0 100.00 %
6 20 4 80.00 %
7 18 2 88.89 %
. . . .
. . . .
300 17 1 94.11 %
Total 5400 672 87.54%
In Table 5.2, our results were presented along with results from other researchers
working on handwritten Arabic texts, which were obtained from previously pub-
lished studies using the same dataset (AHDB), and other databases. We notice that
our results are quite good compared to those of the previous methods described in
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the literature, but due to the diversity of data from one study to another (e.g. some
of the databases are skewed), we cannot guarantee that this method will be suitable
for every dataset.
Table 5.2: Comparison with other approaches.
Method Measures Tested on Based on Correct
rate
Jawad et al. [65] Within-word and
between-word gaps
200 images extracted
from the IFN/ENIT
database
Bayesian
criteria
85 %
Ayman et al. [2] Within-word and
between-word gaps
25 images extracted
from the AHDB
database
Kmeans 84.8 %
Al-Dmour et al.
[3]
Within-word and
between-word gaps
+ CC lengths
35 images extracted
from the AHDB
database
Kohonen
Neural
Network
86.3 %
Belabiod et al.
[7]
batch features 200 line images
extracted from the
KHATT database
CNN+
BLSTM+
CTC
80.1 %
Proposed
method
CC geometric fea-
tures
300 line images
extracted from the
AHDB database
Kohonen
Neural
Network
87.54 %
5.6 Summary
In this chapter, a new robust and flexible approach based on a machine learning
technique was proposed for word spotting. The segmentation system began by
preprocessing a text using Otsu binarization and the Median filter, then we applied
vertical and horizontal RLSA to eliminate dots and diacritics, so as to compute
connected components that are then used as building blocks. This latter is used for
extracting the most important features that will provide the input for the Kohonen
map. To evaluate the potential of the method, we used 300 line images extracted
from the AHDB database. According Table 5.2, our method is competitive.
Summary
In this dissertation, we handled many issues of image analysis which is includ-
ing: PDF newspaper page recognition based on hybrid approach (bottom-up and
top-down), title extraction using the analysis of projection profiles, smart-phone
captured newspaper analysis based on deep learning and handwriting word segmen-
tation by applying a neural network. The smartphone-captured images used were
extracted from the Printed Arabic Text Database (PATD), and were created and
collected by us using the PDF version.
The dissertation consists of four main parts, namely state-of-the-art techniques pre-
sented in Chapter 2, creating a printed Arabic database in Chapter 3, an Arabic
newspaper pages analysis in Chapter 4, and Arabic word segmentation in Chapter
5.
State-of-the-art
In Chapter 2, we discussed recently published articles and gave general definitions
concerning different methods and approaches.
We described all the methods that were used in this dissertation, including the
preprocessing step which contains definitions of binarization techniques, followed by
smoothing and noise reduction approaches. Then the neural network and deep learn-
ing was given by presenting an interpretation of two types of neural network, called
the self-organizing map and convolutional neural networks. After, we furnished a
general view of the document layout analysis, outlined the popular approaches used
in related Arabic studies, and the results of our analysis. Then we concluded by
presenting a review of the different types of approaches used for line/word segmen-
tation.
Creating a printed Arabic database
In Chapter 3, an Arabic database was presented for analysis and recognition pur-
poses that covers the Arabic magazines and newspapers.
The advantage of having such a text database is that it allows one to make a rea-
sonable comparison between old and new results because the evaluation of stud-
ies published previously were based on individual selections and they were chosen
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in a random way from newspaper/magazine websites, which makes these studies
hard to compare with each other, and this leads to inconclusive comparaisons.
What makes this database useful is that it covers complex structures not sim-
ple ones, which means that many figures with different shapes, overlapping situ-
ations between different elements (e.g figure with title/text/legend, different types
of font/figure/structure/author/legend, different sizes of text/title/figure) can be
processed.
The images were obtained via scanner/smartphone-cameras, where each capturing
was performed twice in one day (daylight/night), under two conditions (shaded/non-
shaded), and where there were two different light sources (artificial-light/sun-light).
The database contains two types of images (blurred/non-blurred) that are trans-
formed into XML files, which contained all the required information for the Arabic
page elements. This database contains 3764 images including captured/scanned
versions.
An Arabic newspaper page analysis
Here, we seek to improve the recognition of Arabic newspaper pages. The purpose is
to understand the nature of the document layouts that are organized hierarchically,
as well as the relationships among these layouts. Furthermore, the analysis-of-
document-structures is considered as a key step in many document recognition-and-
understanding applications such as indexing, searching and automatic classification
of documents.
This chapter presents many methods that are used to transform a raw image of a
journal page into a set of exploitable structured data.
To achieve this goal, we made three programs that are represented in three sections.
In the first section, we extracted the physical and logical structures from the docu-
ments. The extraction of the physical structure allows the separation between arti-
cles, blocks, text columns, lines, etc. So, for this purpose we used a mixed-method;
we performed upward segmentation to label the various connected components of
the page. These were then grouped and used to separate text and graphics. Next,
we followed a descending segmentation (via horizontal and vertical projections) to
extract the articles, the blocks and the lines of text. However, the extraction of the
logical structure from a log page is carried out in order to understand the hierarchical
organization of its elements and to create a navigation interface inside the log page
by listing all the elements (titles, columns, figures, authors, legends, footer, etc.).
The extraction of the logical structure is done by labeling the different extracted
physical elements. This labeling is mainly based on certain rules of the size and
position of the page elements and also on a priori knowledge of certain properties of
logical entities (titles, figure, author, legend ... etc.). Several tests were conducted
to assess the performance of the developed system and the results we obtained are
encouraging.
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In the future, we intend to adapt the processing steps based on the characteristics
and organization of the document; Develop the proposed system so that it is generic
and applicable to other newspapers, not just Echorouk; Include other pre-processing
modules, in particular, to allow the analysis and recognition of images from the scan-
ning of newspaper pages by a scanner or camera; Improve the figure extraction step
so that it can be applied to all forms of figures in the newspaper; Introduce other
approaches that attempt to extract text from figures/tables and improve the article
extraction step so that it is efficient even there are overlap situations between arti-
cles ( a small article inside a larger one).
These points encouraged us to develop new methods that can overcome these chal-
lenges, and this is why new applicants were developed. In the next stage we will
focus on improving the title recognition, then we will try to solve most of the prob-
lems that currently exist using deep learning techniques.
In Section 4.2, the proposed title/subtitle extraction method was presented. The
main research contribution of this extraction was the detection of title and subtitle
without requiring an analysis of all the elements that exist on the page. In addition,
the proposed method can improve the article detection step, hence improve the doc-
ument analysis step. The method is based on a combination of connected component
labeling and projection profiles analysis using RLSA, a minimum bounding-box, and
geometrical features. It was tested on scanned Arabic newspaper/magazine pages
(complex structure) extracted from the PATD database (see Section 3). Our results
indicate that the proposed method is efficient for many fonts and sizes where there
are no skew/blur/overlapping obstacles. In our future plans, we intend to improve
the title/subtitle detection for document images that have overlapping/ distortion
problems.
In Section 4.3, we attempted to solve the problems that were tackled in earliest
studies by utilizing the deep learning technique, where many of the Arabic DLA
obstacles were solved or partially solved. With this method all structure types, and
figure shapes can be covered, and many of the distortion problems were handled.
This method is based on a convolutional neural network for each extracted patch,
using sharpness/smoothing filters, adaptive thresholding techniques, morphological
operations, along with a connected component labeling, ARLSA, projection profile
analysis, and geometric features. Using our system, ten labels were extracted (text,
table, figure, title, legend, author, straight-line, text-line, block, article) from the
smart-phone captured Arabic document images. The images we tested were obtained
from the PATD database (see Chapter 3), and the results look quite promising.
In the future, we would like to create an automatic system that can extract not
just the structures and labels, but also the content itself for indexing and searching
purposes. Hence the exploration could be performed by article-title, author or legend
text for extracting the required information without needing to use any manual
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archiving approach.
Arabic word segmentation
In Chapter 5, the Arabic word detection method was presented. With this proposed
method, we improved some of the results that have been published. Our method
based on a self-organizing feature map (Kohonen map), using connected component
labeling and the Run-length smoothing algorithm. The evaluation was made using
the AHDB database, where the images of this database contain a paragraph, and
because our method was based on lines not paragraphs, we first segment each image
into lines using the method described in Section 4.1.
In our experiments, we sought to demonstrate the efficiency of our method. We
selected a dataset that includes several types of paragraph, with different authors
and scripts. We showed that our method is able to handle most of the situations
regarding the irregular spaces between words. The results obtained support our
initial hypothesis and they are definitely better than those of the related studies
that were evaluated on the same dataset.
In the future, we would like to extend this method so that it covers touching words,
and extract the words from images that have many strange shapes and lines along
with actual words that were hastily written or scribbled.
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