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Abstract
We present the elliptical processes—a new
family of stochastic processes that subsumes
the Gaussian process and the Student-t pro-
cess. This generalization retains computa-
tional tractability while substantially increas-
ing the range of tail behaviors that can be
modeled. We base the elliptical processes
on a representation of elliptical distributions
as mixtures of Gaussian distributions and de-
rive closed-form expressions for the marginal
and conditional distributions.We perform an
in-depth study of a particular elliptical process,
where the mixture distribution is piecewise
constant, and show some of its advantages over
the Gaussian process through a number of ex-
periments on robust regression. Looking for-
ward, we believe there are several settings, e.g.
when the likelihood is not Gaussian or when
accurate tail modeling is critical, where the el-
liptical processes could become the stochastic
processes of choice.
1 INTRODUCTION
Stochastic processes can be seen as probability dis-
tributions over functions. As such, they provide a
starting point for Bayesian non-parametric regression.
The most prominent example is the Gaussian process
(Rasmussen and Williams, 2006), which is one of the
most popular methods for nonlinear regression due to its
flexibility, interpretability and probabilistic nature.
When a Gaussian process prior is combined with a Gaus-
sian likelihood, the resulting marginal and conditional
distributions have simple and exact expressions. But, if
the underlying data is not Gaussian, the conditional dis-
tribution can be seriously misleading. We describe a new
family of elliptical processes that can detect and adapt to
such situations.
The elliptical processes subsumes the Gaussian pro-
cess and the Student-t process (Shah et al., 2014). It is
based on the elliptical distribution—a broad family of
distributions that includes the Gaussian and Student-t
distributions—which is attractive because it can de-
scribe heavy-tailed distributions while retaining most
of the Gaussian distribution’s computational tractability
(Fang et al., 1990). For these reasons, the elliptical dis-
tribution is widely used in finance, especially in portfo-
lio theory (Chamberlain, 1983; Owen and Rabinovitch,
1983; Gupta et al., 2013).
An elliptical process corresponds to a probability distri-
bution over the non-negative real numbers. Interestingly,
the converse is almost true: subject to some mild condi-
tions, any probability distribution over the non-negative
real numbers gives rise to a unique elliptical process.
To make this (evidently) large class of stochastic pro-
cesses manageable by ordinary means, we propose the
squeezebox distribution: a low-dimensional, yet expres-
sive, probability distribution over the non-negative real
numbers. We perform a detailed analysis of the resulting
squeezebox process. This analysis is, however, straight-
forward to extend to any piecewise constant probability
distribution.
The added flexibility of elliptical processes could benefit
a spectrum of applications. On one end we have robust
regression, where the conditional mean is the primary fo-
cus and outliers are considered a nuisance that should be
downplayed. We exemplify this using the squeezebox
process on both synthetic and real-world data sets. On
the other end of the spectrum we find cases where the
tail behavior—extreme values in particular—is the pri-
mary focus, for instance when modeling the probabili-
ties of rare, but possibly extreme, events such as natu-
ral disasters, stock market crashes and global pandemics
(King and Zeng, 2001; Ghil et al., 2011).
2 RELATED WORK
Attempts at making Gaussian process regression more
robust can be broadly categorized into those modify-
ing the likelihood and those modifying the stochastic
process prior. In both cases, however, a natural first
step is to replace the underlying Gaussian model with
a Student-t model. Replacing the Gaussian likelihood
with a Student-t likelihood, makes the regression more
robust against outliers, but requires approximate infer-
ence (Neal, 1997; Jyla¨nki et al., 2011).
The Student-t process can be defined as a scale-mixture
of Gaussian processes (O’Hagan et al., 1999). As
pointed out by Rasmussen and Williams (2006), this
works well in the noise-free setting, but inclusion of in-
dependent noise comes at the cost of analytic tractabil-
ity. Shah et al. (2014), on the other hand, preserved ana-
lytic tractability by instead including noise in the covari-
ance kernel (making the noise uncorrelated but not inde-
pendent) and demonstrated the empirical effectiveness of
this approach.
3 BACKGROUND
Our new elliptical process is based on elliptical dis-
tributions, so we will first give some background on
them. Next, we review the Kolmogorov extension the-
orem (Øksendal, 2003), which provides the two theo-
retical conditions required by a stochastic process: ex-
changeability and consistency.
3.1 ELLIPTICAL DISTRIBUTIONS
The elliptical distributions are of interest because of their
ability to capture both the more common Gaussian dis-
tributions as well as more heavy-tailed distributions. It is
defined as follows:
Definition 1. A multivariate elliptical distribution has
the form (Kelker, 1970)
pθ(u|n) = cn,θ|Σ|
−1/2gθ(u), (1)
where u = (y−µ)TΣ−1(y−µ) is the Mahalanobis dis-
tance, µ is the location vector,Σ is the scale matrix cn,θ
is a normalization constant and n is the dimension of the
data y. gθ(u) is a non-negative function, parameterized
by θ, that determines the shape of the distribution.
Note that we recover the Gaussian distribution if g(u) =
exp
{
−u2
}
. Even though there is a Gaussian process cor-
responding to the Gaussian distribution, not all elliptical
distribution can be used to create a valid process.
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Figure 1: Left: A contour plot of an elliptical two dimen-
sional, correlated, distributionwith zero mean. The name
derives from its elliptical level sets. Right: Example of
three one dimensional elliptical distributions with zero
mean. A common feature of the elliptical distributions is
that they are symmetric about the mean, E [X] = µ.
3.2 KOLMOGOROV EXTENSION THEOREM
We want to construct a stochastic process from the ellip-
tical distribution. This means that the probability distri-
bution must satisfy the conditions of Kolmogorov’s ex-
tension theorem (Øksendal, 2003), namely,
Exchangeability The joint distribution needs to be in-
variant under finite permutations, i.e. for any finite
n and permutation π, p(x1:n) = p(xπ(1:n)).
Consistency The underlying distribution must be con-
sistent, which means that the marginal distribution
of any collection of the random variables belongs to
the same distribution family as the original distribu-
tion, so that p(x1) =
∫
p(x1, x2)dx2.
4 THE ELLIPTICAL PROCESS
Equipped with Kolmogorov’s extension theorem, we
are now ready to address how to narrow down the set
of elliptical distributions to those that can yield a valid
stochastic process. The exchangeability criterion can be
met by representing the scale matrix Σ as a positive-
definite kernel (kernels are invariant to permutations).
The consistency criterion, on the other hand, is more
challenging as it requires the elliptical distribution to
be consistent. We make use of the following theorem
(Kano, 1994) on consistent elliptical distributions:
Theorem 1. An elliptical distribution is consistent if and
only if it originates from the integral
pθ(u|n) = |Σ|
− 1
2
∫ ∞
0
(
ξ
2π
)n
2
e
−uξ
2 pθ(ξ)dξ, (2)
where pθ(ξ) is a strictly positive mixing distribution, that
is independent of n and satisfies pθ(0) = 0.
In other words, any choice of mixing distribution pθ(ξ)
that fulfills these conditions can be used to define a valid
elliptical process. In particular, we recover the Gaussian
process if the mixing distribution is a Dirac pulse and the
Student-t distribution if it is a scaled chi squared distri-
bution. Since it is consistent, this is also the marginal
distribution.
Putting everything together, we arrive at the formal defi-
nition of an elliptical process:
Definition 2. An elliptical process (EP) is a collection
of random variables such that every finite subset has a
consistent elliptical distribution, where the scale matrix
is given by a kernel.
This means that an elliptical process is specified by a
mean function µ(x), scale matrix (kernel) k(x,x) and
mixing distribution pθ(ξ).
In order to use the elliptical process for regression, we
need the conditional mean and variance of the corre-
sponding elliptical distribution, which we derive next.
4.1 CONDITIONAL DISTRIBUTION
We partition the data as y = [y1,y2], where y1 are the
n1 observed data points, y2 are the n2 data points to pre-
dict, and n1 + n2 = n. We have the following result:
Proposition 1. If the data y originate from the consis-
tent elliptical distribution in equation (2), then the con-
ditional distribution originates from the distribution
py2|u1(y2) ∝
1
|Σ22|1|
1
2 (2π)
n2
2
∫∞
0
ξ
n
2 e−(u2|1+u1)
ξ
2 pθ(ξ)dξ
(3)
where u1 = (y1−µ1)
TΣ
−1
11 (y1−µ1) and u2|1 = (y2−
µ2|1)
TΣ−122|1(y2 − µ2|1).
Proof. See Appendix B.1.
The complete conditional distribution is given in Ap-
pendix B. It is guaranteed to be a consistent elliptical dis-
tribution, but not necessarily the same as the original one.
(Recall that consistency only concerns the marginal dis-
tribution). Since the conditional distribution is dependent
on u1 and n1 the shape depends on the training samples.
The conditional scale matrix Σ22|1 and the conditional
mean vector µ2|1 are the same as the mean and the co-
variance matrix for a Gaussian distribution. To get the
variance for our elliptical distribution we multiply the
scale matrix with a constant that depends on u1 and n1.
The variance therefore depends on the training data y1.
This is the same behavior as for the Student-t process
(Shah et al., 2014), even though the constant differs.
Equipped with the conditional mean and variance of the
elliptical distribution we can make predictions on unseen
data points.
4.2 THE SQUEEZEBOX PROCESS
The freedom in specifying the mixing distribution means
that the elliptical processes encompass a wide range of
stochastic processes. For clarity, we choose to give a
more detailed treatment of one concrete example: the
squeezebox process—a new low-dimensional, yet ex-
pressive, elliptical process.
4.2.1 Mixing Distribution
Based on the observation that the integral in Theorem 1
is effectively a Gamma function when the mixing dis-
tribution pθ(ξ) is constant, we construct a mixing dis-
tribution by stacking a set of blocks next to each other,
as illustrated in Figure 2. Each block has a fixed area
but changeable width and height, so that the shape of the
distribution is controlled by squeezing and stretching the
blocks. For this reason, we refer to this distribution as
the squeezebox distribution. Provided that pθ(0) = 0 we
may approximate any desired shape of pθ(ξ).
Figure 2: The squeezebox distribution, constructed by
using 9 blocks (scaled uniform distributions) next to each
other. The area of each block is 1/9 to ensure that pθ(ξ)
is normalized.
The squeezebox distribution with M blocks is parame-
terized by the start and end positions of each block, i.e.
θ = {ℓ0, . . . , ℓM}, and its probability distribution is
pℓ0,...,ℓM (ξ) =
1
M
M∑
i=1
Uℓi−1,ℓi(ξ), (4)
where Uℓi−1,ℓi(ξ) = 1/(ℓi − ℓi−1) when ℓi−1 ≤ ξ ≤ ℓi
and zero otherwise. To reshape the distribution, we only
have to change the positions {ℓ0, . . . , ℓM}.
4.2.2 Elliptical Distribution
We will now, from the squeezebox distribution (4) and
the consistency criteria (2), present a new consistent el-
liptical distribution. (See Appendix A for details.)
For a single block with the start and end locations θ =
{ℓ0, ℓ1}, the corresponding elliptical (marginal) distribu-
tion is
pθ(u|n) =
2u−(
n
2
+1)
|Σ|
1
2π
n
2 (ℓ1 − ℓ0)
Γ
(
n
2
+ 1,
uℓ0
2
,
uℓ1
2
)
(5)
whereΓ(·, ·, ·) is the incomplete Gamma function. To ex-
tend the squeezebox distribution to multiple blocks, we
simply divide pθ(u|n), with the number of blocks M ,
resulting in
Definition 3. The elliptical (marginal) squeezebox dis-
tribution with M blocks is defined as
pθ(u|p) =
2u−(
n
2
+1)
π
n
2 |Σ|
1
2
1
M
M∑
i=1
Φ(
n
2
+1, ℓi−1, ℓi, u), (6)
where,
Φ(s, z1, z2, u) =
1
z1 − z2
Γ(s,
uz1
2
,
uz2
2
). (7)
Examples of different shapes of pθ(ξ) with their cor-
responding elliptical distributions pθ(y|n) (recall that
u = (y − µ)TΣ−1(y − µ) ) and the logarithm of their
tails are found in Figure 3.
4.2.3 Elliptical Process
By construction, the elliptical squeezebox distribution is
consistent. This means that if we use a kernel as the scale
matrixΣ, we may define a squeezebox process (SBP) as
an elliptical process according to Definition 2.
The squeezebox process is specified by the mean func-
tion µ(x), the scale matrix k(x,x) and the parameters
θ = {ℓ1, . . . , ℓM}. We write the squeezebox process as
f(x) ∼ SBP(µ(x), k(x,x).θ) (8)
The squeezebox process may be used for classification
and generative modelling, but in this paper, we focus on
regression, using the following expressions for the con-
ditional mean and variance:
Proposition 2. The squeezebox process has the condi-
tional mean
E [y2|y1] = µ2|1, (9a)
and the conditional variance
Var (y2|y1) =
u1
2
∑M
i=1 Φ(
n1
2 , ℓi−1, ℓi, u1)∑M
i=1 Φ(
n1
2 + 1, ℓi−1, ℓi, u1)
Σ22|1
(9b)
where
µ2|1 = µ2 +Σ21Σ
−1
11 (y1 − µ1), (9c)
Σ22|1 = Σ22 −Σ21Σ
−1
11 Σ12. (9d)
Proof. See appendix B.
5 APPLICATION: REGRESSION
Gaussian processes are widely used for regression. They
are particularly convenient to work with because the re-
sult of combining a Gaussian process prior with a Gaus-
sian likelihood remains a Gaussian process. Unfortu-
nately, this closure property does not hold for elliptical
distributions in general.
To add noise to the squeezebox process model we either
must use approximate inference or simplify the model.
In this paper we use the same procedure as in Shah et al.
(2014), namely to add noise to the kernel,
Kij = k(xi,xj) + δijǫ. (10)
Here, δij is the Kronecker delta function and ǫ is the
noise. According to the law of total expectation, this
makes the noise not independent, but uncorrelated from
the latent function
E [FZ] = E ξ
[
E F,Z|ξ [F Z]
]
(11)
= E ξ
[
E Z|ξ [Z]E F|ξ [F]
]
= 0
where F is the stochastic variable of the latent function
and Z is the stochastic variable of the noise. Given ξ, F
and Z are Gaussian, thus uncorrelated and independent.
For a consistent elliptical distribution Var (X) =
E
[
ξ−1
]
Σ (see Appendix B) and so the noise variance
will be scaled by E
[
ξ−1
]
just as the kernel matrix
k(xi,xj) is. For a Gaussian distribution ξ follows a
Dirac pulse, so E
[
ξ−1
]
= 1 and Var (X) = Σ.
Thanks to the simplified noise modelling we can train the
model by maximizing the (exact) marginal likelihood.
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Figure 3: The figure illustrates how varying shapes of pθ(ξ) results in different shapes of the elliptical distribution.
The first row shows the shape of pθ(ξ), the second row shows the shape of the elliptical distribution pθ(x|n),
compared with the shape of the Gaussian distribution and the third row shows log pθ(x|n) compared with the log of
the Gaussian tail.
The negative log marginal likelihood is
− log pθ(u|n) = − log(2) +
(n
2
+ 1
)
log u+
n
2
log π
+
1
2
log |Σ|+ logM − log
(
M∑
i=1
Φi
)
.
(12)
The squeezebox distribution parameters θ =
{ℓ0, . . . ℓM} can be trained at the same time as we
train the kernel parameters λ and the noise level ǫ.
6 EXPERIMENTS
We first show how the squeezebox process can be used
with the parameters θ fixed (optimizing only the kernel
parameters and noise), then we describe the results of
various regression experiments comparing the squeeze-
box process with the Gaussian process.
6.1 IMPLEMENTATION
The model was implemented in PyTorch (Paszke et al.,
2019), in order to use their automatic differentiation ca-
pabilities.
The incomplete gamma function is not part of the Py-
Torch library, so we had to implement it. A naive im-
plementation sometimes results in numerical underflow,
especially when u is large. We solved this problem by al-
ways standardizing the input data and using the package
mpmath (Johansson et al., 2013), which can compute the
incomplete gamma function with arbitrary precision.
In the experiments that optimize the squeezebox parame-
ters we introduced some additional constraints on the pa-
rameters: we normalized the total length of the squeeze-
box parameters to one,
∑M
i=1 ℓi = 1; we fixed the num-
ber of boxes to M = 5; we fixed the starting position
ℓ0 to either ℓ0 = 0.3 or ℓ0 = 0.8, depending on which
had the largest likelihood. We decided to use five blocks
on the squeezebox distribution since it gave flexibility to
model while not adding too many new parameters to op-
timize.
This means that there were five squeezebox parameters
to optimize, [ℓ1, . . . , ℓ5], in addition to the kernel hyper-
parameters and the noise variance ǫ.
In all experiments we used a squared exponential kernel
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Figure 4: The left figure shows howwe approximated the scaled chi squared distribution with the blocks (sq-blocks) in
the squeezebox distribution. The middle figure show the resulting one dimensional approximated Cauchy distribution
(sq-dist) with the true Cauchy distribution. The right figure shows the logarithm of the tail of the approximated
Cauchy distribution compared with the real Cauchy distribution and the Gaussian distribution. We can see that the
approximated Cauchy distribution is almost identical to the true Cauchy distribution.
together with a Kronecker delta function, as in equation
(10). We train our model by minimizing the negative
log likelihood in equation (12) using the Adam optimizer
(Kingma and Ba, 2014).
The source code from the experiments will be published
on GitHub if the paper is accepted.
6.2 THE APPROXIMATED CAUCHY PROCESS
This section shows an example of using the squeezebox
process with the parameters [ℓ0, . . . , ℓM ] fixed. This may
be useful if we have some a priori knowledge of the noise
characteristics or if we seek a particular behavior from
process. For example, to get an extremely robust stochas-
tic process we can approximate a Cauchy process with
the squeezebox process, see Figure 4.
The Cauchy distribution is in a sense a pathological dis-
tribution, since both its expected value and variance are
undefined. Nevertheless we can approximate it, as shown
in Figure 4, by letting the mixing distribution pθ(ξ) ap-
proximate a scaled chi squared distribution with one de-
gree of freedom. To get a valid expected value and vari-
ance we let ℓ0 be a tiny positive number.
Figure 5 illustrates how the approximated Cauchy pro-
cess behaves when the data where corrupted with out-
liers (Cauchy noise was added to the training data). The
heavy tail makes it tolerate outliers far away from the
predicted expected value and so, in contrast to the Gaus-
sian process, the Cauchy process finds a solution close to
the true function. We compared the approximate Cauchy
process with the squeezebox process with trained param-
eters and the Gaussian process on three different syn-
thetic data sets (explained in the next section). Figure
6 shows the results from these experiments. We see that
the approximate Cauchy process performs best on aver-
age out of the models when the training data are cor-
rupted with Cauchy noise. Also, the worst results (the
outliers in mean squared error) are much smaller than
for the other models when η = 1 and η = 3, which
highlights the robustness of the Cauchy process. When
η = 8 all three models have comparable results and the
benefit of using the approximated Cauchy process or the
squeezebox process has diminished.
6.3 REGRESSION ON SYNTHETIC AND REAL
WORLD DATA SETS
We tested the squeezebox process on several synthetic
and real-world data sets. We especially wanted to test
the model on data sets with outliers. The six data sets
were:
Synthetic data set: We drew 100 samples from a Gaus-
sian process prior, where 50 samples are used for training
and 50 samples for testing. We added Student-t noise
to the training data with three different values on the
scale parameter η = 1, 3, 10. We trained the squeezebox
process with free block parameters η2 . . . η5 and on the
approximated Cauchy process explained in the previous
section.
The Neal data set, is a synthetic data set first proposed
by Neal (1997) as a data set containing target outliers.
The target value is corrupted with Gaussian noise with
standard deviation 0.1. 5 % of the targets are then re-
placed by outliers sampled form a Gaussian distribution.
We create two different versions of the target values: one
with standard deviation 1.0 for the outliers and one with
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Figure 5: Example when we used the approximated
Cauchy process for data where corrupted with outliers.
The top figure shows the optimized solution for the ap-
proximate Cauchy process and the bottom figure shows
the solution for the Gaussian process. We see that the
Gaussian process is more prone to overfit to the outliers
while the Cauchy process perceive them as noise. The
grey area is the 50 % confidence interval.
standard deviation 2.0 for the outliers. We generate 100
training samples and test the model on 100 noise free
samples.
The Friedman data set, proposed by Friedman (1991)
is a synthetic data set derived from a non-linear func-
tion with 5 inputs. On top of that, 5 unrelated inputs are
added which makes the input features 10-dimensional.
We added 10 outliers to the Friedman data set as sug-
gested by Kuss (2006). We generated 100 training sam-
ples and tested the model on 100 noise free samples.
The Concrete data set (Yeh, 1998) has 8 input variables
and 1030 observations. The target variables are the con-
crete compressive strength. We randomly selected 360
samples as our training data and 40 samples as our test-
ing data.
The red wine data set (Cortez et al., 2009) has 11 input
features and one target variable, namely the whine qual-
ity. In total, the data set consist of 1599 samples. We
randomly select 360 samples as our training data and 40
samples as our testing data.
Boston housing data set was originally published by
Harrison and Rubinfeld (1978). There are 506 samples
and 13 feature variables in this dataset. The targets are
prices on houses in the Boston area. We randomly sam-
pled 360 samples for training and 40 samples for testing.
We iterated the experiments 100 times. The mean
squared error (MSE) and the test log likelihood (LL) for
the synthetic data sets are reported in Table 1. The results
for the remaining data sets are reported in Table 2. The
synthetic data sets results are also presented in Figure 6.
From the experiments we see that the squeezebox pro-
cess works just as good as the Gaussian process and
sometimes better, especially when the data are corrupted
with outliers. This is expected since the Gaussian process
is just a subset of the squeezebox process. The squeeze-
box process gives better mean square error and log like-
lihood when the training data is corrupted with outliers.
This is according to our hypothesis: the Gaussian pro-
cess, with the thin tail, overfits more often to the outliers
while a heavier tail perceives the outliers as noise.
For simplicity, we restrict the optimization configura-
tions in this paper: for example,
∑
i ℓi is always one and
ℓ0 is set to a fix value, 0.3 or 0.7. The restriction of the
parameters in the experiment can prevent us from finding
the best possible model. In the experiments we experi-
enced that the model tends to overfit to the data when all
model parameters ℓ0, . . . , ℓM and M are free.
To tackle the overfitting problem, we could put priors on
the hyperparameters to regularize the optimization. One
other approach could be to divide the optimization into
two steps: first we optimize the squeezebox parameters
to the target noise and then we optimize the remaining
hyperparameters while fixing the squeezebox hyperpa-
rameters.
7 DISCUSSION
The Gaussian distribution is the default in statistical
modeling, for good reasons. Even so, far from every-
thing is Gaussian—casually pretending that it is comes
at your own risk. The elliptical distribution is an attrac-
tive alternative, which offers an increased flexibility in
modeling the tails, thereby hedging against serious mis-
judgments. The same reasoning applies when compar-
ing the Gaussian process against the elliptical process.
An entirely feasible approach is thus to start from the
weaker assumptions of the elliptical process and let the
data decide whether Gaussianity is, in fact, supported by
Table 1: The table presents the predictive Mean Square Error (MSE) and the test log likelihood (LL) from the experi-
ments with the synthetic data sets. We show the mean and the standard deviation from the 100 different runs.
GP SP CaP
DATA SET MSE LL MSE LL MSE LL
Synth η = 1 0.33± 0.58 −0.69 ± 0.1 0.19 ± 0.32 −0.43± 0.12 0.1± 0.09 −0.29± 0.19
Synth η = 3 0.075 ± 0.09 −0.5± 0.17 0.074 ± 0.075 −0.34± 0.15 0.072 ± 0.063 −0.18± 0.25
Synth η = 8 0.053 ± 0.052 −0.35 ± 0.22 0.05± 0.045 −0.23± 0.18 0.052 ± 0.057 −0.02± 0.27
Table 2: The table presents the predictive Mean Square Error (MSE) and the test log likelihood (LL) from the experi-
ments. We show the mean and the standard deviation from the 100 different runs.
GP SP
DATA SET MSE LL MSE LL
Friedman 0.20± 0.038 −0.29± 0.13 0.20 ± 0.037 −0.27± 0.13
Friedman 10 0.31± 0.095 −0.45± 0.17 0.31 ± 0.095 −0.39± 0.17
Neal σ = 1.0 0.036 ± 0.049 0.12± 0.24 0.035 ± 0.049 0.68± 0.24
Neal σ = 2.0 0.074 ± 0.15 −0.43± 0.14 0.067± 0.13 0.0074± 0.18
Red wine 0.729 ± 0.239 −1.38± 0.15 0.69 ± 0.21 −1.37± 0.15
Boston 0.13± 0.08 −0.92± 0.18 0.13 ± 0.08 −0.9± 0.22
Concrete 0.17± 0.06 −0.91± 0.07 0.17 ± 0.06 −0.76± 0.12
the evidence.
In this paper we exemplified this for robust regres-
sion, where the thin tail of the Gaussian distribu-
tion makes it sensitive to outliers. But, applications
that rely on accurate tail modeling abound: anomaly
detection (Chandola et al., 2009), Bayesian optimiza-
tion (Snoek et al., 2012), optimal design (Sjo¨lund et al.,
2017) and robust control (Calafiore and Campi, 2006)
to mention a few. We are, however, especially ex-
cited about the prospect of modeling extreme values
or rare events (De Haan and Ferreira, 2007), with ap-
plications in e.g. finance (Rocco, 2014), traffic safety
(Songchitruksa and Tarko, 2006) and weather forecast-
ing (McGovern et al., 2017).
As a rule of thumb, the elliptical process is applicable
whenever the Gaussian process is applicable, including
generative modeling (Casale et al., 2018). It is natural to
sample the elliptical process by first sampling ξ and then
sampling y conditioned on ξ. Since the latter follows
a Gaussian distribution, this sampling procedure is effi-
cient if sampling ξ is easy (which it is for the squeezebox
distribution).
The ease of sampling also hints to the possibility of train-
ing the model using sampling based approximate infer-
ence instead of empirical Bayes. In our experiments we
observed that the training often converged to globally
sub-optimal solutions, as indicated by the fact that the
Gaussian process—which is a subset of the Squeezebox
process—occasionally returned better results.
The block construction underlying the squeezebox dis-
tribution is convenient to work with and is straightfor-
ward to extend to any piecewise constant distribution.
But other distributions that give closed-form expressions
exist, and it is conceivable that some of them would be
better suited for optimization. To mention a few options,
the constant blocks could be replaced by piecewise poly-
nomials, or the entire mixing distribution could be cho-
sen as a Gamma distribution. Here, it’s also worth men-
tioning that Kano’s theorem (2) effectively is a Laplace
transform.
8 CONCLUSIONS
We have presented a general construction of elliptical
processes, based on Kano’s theorem classifying the con-
sistent elliptical distributions as those that can be repre-
sented as a mixture of Gaussian distributions. We have
also detailed the squeezebox process, which is a spe-
cial case of an elliptical process, and illustrated some of
the flexibility it offers, e.g. the approximated Cauchy
process. We performed experiments on robust regres-
sion, where we compared the squeezebox process with
the Gaussian process, and found that, as expected, the
squeezebox process was more accurate in the presence
of outliers.
The added flexibility of the elliptical processes could
benefit a range of applications, both classical and new.
We curiously look forward to what the future holds.
(a) The test mean square error (MSE)
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(b) The test log likelihood (LL)
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Figure 6: The test mean square error (MSE) (a) and the test log likelihood (LL) (b) of the Synthetic data set. Student-t
noise was added to the training data with scale parameter η = 1, 3, 8. The boxes show the first quartile to the third
quartile of the values. The lines going out of the box show where of the smallest and the largest non-outlier value are.
The yellow diamond is the mean, the black line is the median and the circular dots are outliers.
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A DERIVING THE ELLIPTICAL SQUEEZEBOX DISTRIBUTION
From Definition 1 we know that a consistent elliptical distribution must be on the form
pθ(u|n) = |Σ|
− 1
2
∫ ∞
0
(
ξ
2π
)n
2
e
−uξ
2 pθ(ξ)dξ. (13)
We start with deriving the squeezebox distribution with one block, so pθ(ξ) = U(ℓ0, ℓ1), a uniformed block between
ℓ0 and ℓ1 with area one.
pθ(u|n) = |Σ|
− 1
2
∫ ℓ1
ℓ0
(
ξ
2π
)n
2
e
−uξ
2
1
ℓ1 − ℓ0
dξ. (14)
By realising that this is just the incomplete gamma function
Γ(s, a, b) =
∫ b
a
ts−1e−tdt (15)
we end up with the squeezebox distribution
pθ(u|n) =
2u−(n/2+1)
(π)
n
2 |Σ|
1
2 (ℓ1 − ℓ0)
Γ(n/2 + 1, uℓ0/2, uℓ1/2). (16)
If we want to extend the distribution to M blocks, we must make sure the total area under the curve for theM blocks
is one, so we sum them up and divide the distribution with M .
pθ(u|n) =
2u−(n/2+1)
(π)
n
2 |Σ|
1
2M
M∑
i=0
1
(ℓi − ℓi−1)
Γ(n/2 + 1, uℓi−1/2, uℓi/2) (17)
The incomplete Gamma function has a convenient derivative
d
da
Γ(s, a, b) = −as−1e−a (18)
and
d
db
Γ(s, a, b) = bs−1e−b.S (19)
We use these expressions when implementing the incomplete gamma function with back-propagation in PyTorch.
B CONDITIONAL DISTRIBUTION
B.1 PROOF OF PROPOSITION 1
To prove Proposition 1, we have the data y partitioned as [y1,y2], so that n1 data points belong to y1, n2 data points
belong toY2 and n1 + n2 = n.
We first derive the conditional distributionY2|(Y1, ξ), and then average over ξ to getY2|Y1. All consistent elliptical
distributions are scaled mixtures of Gaussian distributions (Kano, 1994), so we can write
Y2|Y1, ξ ∼ Nn2(µ2|1,Σ22|1
1
ξ
) (20)
where,
µ2|1 = µ2 +Σ21Σ
−1
11 (X1 − µ1) (21)
Σ22|1 = (Σ22 − Σ21Σ
−1
11 Σ21). (22)
The conditional mean and the conditional scale matrix are the same as for the conditional Gaussian distribution. We
obtain the conditional distribution pθ(ξ|Y1) by first remembering that
p(Y1|ξ) ∼ Nn1(µ1,Σ11
1
ξ
) (23)
and then we use Bayes Theorem:
pθ(ξ|Y1) ∝ p(Y1|ξ)pθ(ξ)
∝
∣∣∣∣Σ11 1ξ
∣∣∣∣
−1/2
exp
{
−ξ
u1
2
}
pθ(ξ)
∝ ξn1/2 exp
{
−ξ
u1
2
}
pθ(ξ) (24)
where
u1 = (y − µ1)
TΣ
−1
11 (y − µ1). (25)
The conditional distribution is then derived by using the consistency formula (2).
pY2|Y1=y1(y) =
1
|Σ22|1|1/2(2π)n2/2
∫ ∞
0
ξn2/2e−u2|1ξ/2p(ξ|y1)dξ (26)
where
u2|1 = (y2 − µ2|1)
TΣ−122|1(y2 − µ2|1) (27)
And we get
pY2|Y1=Y1(y) ∝
1
|Σ22|1|1/2(2π)n2/2
∫ ∞
0
ξn/2e−(u2|1+u1)ξ/2pθ(ξ)dξ (28)
B.2 THE FULL CONDITIONAL DISTRIBUTION
To get the full conditional distribution we have to normalize (24). The normalization constant is also used when we
derive the conditional mean and variance. Remember that pθ(ξ) is distributed as the piece-wise constant squeezebox
distribution. We get the normalization constant
C =
1
M
M∑
i=1
1
ℓ1 − ℓ0
∫ ℓi
ℓi−1
ξn1/2 exp
{
−ξ
u1
2
}
dξ. (29)
We see that this is the incomplete gamma function (15) and get
C =
(u1
2
)−(n1/2+1) 1
M
M∑
i=1
1
ℓ1 − ℓ0
Γ
(
n1
2
+ 1,
u1ℓ0
2
,
u1ℓ1
2
)
. (30)
By using the normalization constant we can derive the full conditional distribution
pY2|Y1=Y1(y) =
1
C|Σ22|1|1/2(2π)n2/2
∫ ∞
0
ξn/2e−(u2|1+u1)ξ/2pθ(ξ)dξ. (31)
If we add the full expression of C, we get the full conditional distribution
pY2|Y1=Y1(y) =
(
u2|1 + u1
)−(n/2+1)
2n1/2+1
C|Σ22|1|1/2πn2/2
1
M
M∑
i=1
Φ
(
n
2
+ 1,
ℓi−1(u2|1 + u1)
2
,
ℓi(u2|1 + u1)
2
)
(32)
which we simplify as
pY2|Y1=Y1(y) =
(
u2|1 + u1
)−(n/2+1)
cM,n1,n2,u1 |Σ22|1|
1/2
M∑
i=1
Φ
(
n
2
+ 1,
ℓi−1(u2|1 + u1)
2
,
ℓi(u2|1 + u1)
2
)
(33)
where
cM,n1,n2,u1 = u
−(n1/2+1)
1
πn2/2
M
M∑
i=1
1
ℓ1 − ℓ0
Γ
(
n1
2
+ 1,
u1ℓ0
2
,
u1ℓ1
2
)
. (34)
B.3 COVARIANCE OF THE CONDITIONAL DISTRIBUTION
To derive the covariance of the elliptical squeezebox distribution we use the following representation (Ding, 2016),
Y = µ+Σ1/2Z/
√
ξ (35)
where Z is the standard normal distribution andΣ = Σ1/2(Σ1/2)T . And then we can derive Var (Y) by
Var (Y) = E
[
(Y − µ)(Y − µ)T
]
= E
[
(Σ1/2Z/
√
ξ)(Σ1/2Z/
√
ξ)T
]
= E
[
1
ξ
Σ
1/2
ZZT (Σ1/2)T
]
= E
[
1
ξ
]
Σ. (36)
The resulting variance is a scale factor of the scale matrixΣ. To get the variance we have to derive E
[
ξ−1
]
. When ξ
is uniformly distributed between ℓ0 and ℓ1, we get
E ξ[1/ξ] =
1
ℓ1 − ℓ0
∫ ℓ1
ℓ0
1
ξ
dξ =
log(ℓ1)− log(ℓ0)
ℓ1 − ℓ0
(37)
and
Var (Y) =
log(b)− log(a)
b− a
Σ. (38)
For the conditional distribution we need E ξ|Y1 [ξ
−1]. From equation (24) and with the normalization constant from
(30) we get
pθ(ξ|Y1) =
1
C
ξn1/2e−ξ
u1
2 pθ(ξ) (39)
and so
E ξ|Y1 [1/ξ] =
1
C
∫ ∞
0
ξn1/2−1 exp
{
−ξ
u1
2
}
pθ(ξ)dξ. (40)
This expression can be rewritten in the same way as the normalization constant to, so
E ξ|Y1 [1/ξ] =
1
C
(u1
2
)n1/2−2 1
M
M∑
i=1
1
ℓ1 − ℓ0
Γ
(
n1
2
,
u1ℓ0
2
,
u1ℓ1
2
)
=
u1
2
∑M
i=1 Φ(
n1
2 , ℓi−1, ℓi, u1)∑M
i=1 Φ(
n1
2 + 1, ℓi−1, ℓi, u1)
Σ22|1
(41)
where
Φ(s, z1, z2, u) =
1
z1 − z2
Γ(s,
uz1
2
,
uz23
2
) (42)
and the conditional variance of y2 given y1 is
Var (y2|y1) =
u1
2
∑M
i=1 Φ(
n1
2 , ℓi−1, ℓi, u1)∑M
i=1 Φ(
n1
2 + 1, ℓi−1, ℓi, u1)
Σ22|1. (43)
