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Abstract 
Visual expertise covers a broad range of types of studies and methodologies. Many 
studies incorporate some measure(s) of observer performance or how well participants 
perform on a given task. Receiver Operating Characteristic (ROC) analysis is a method 
commonly used in signal detection tasks (i.e., those in which the observer must decide 
whether or not a target is present or absent; or must classify a given target as belonging 
to one category or another), especially those in the medical imaging literature. This 
frontline paper will review some of the core theoretical underpinnings of ROC analysis, 
provide an overview of how to conduct an ROC study, and discuss some of the key 
variants of ROC analysis and their applications. 
Keywords: Receiver Operating Characteristic analysis, ROC, observer performance, visual 
expertise 
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1.  Introduction 
Visual expertise can be measured or assessed in a variety of ways, but in many cases it is the 
behavioral outcome related to visual expertise that is of ultimate concern. For example, in medical imaging 
(e.g., radiology, pathology, telemedicine) a physician must view an image (e.g., x-ray exam, pathology slide, 
photograph of a skin lesion) and render a diagnostic decision (e.g., tumor present or absent), prognosis (e.g., 
malignant vs benign) and/or a recommendation for a treatment plan (e.g., additional exams or surgery). In 
the military, radar screens need to be monitored for approaching targets (e.g., missiles) and decisions made 
as to whether they are friend or foe and whether to escalate the finding to the next level of action. There are 
many other situations where these types of visual detection and/or classification tasks take place in real life, 
and where investigations take place to assess how expertise impacts these decisions and what we can do to 
improve them. In medicine this is particularly important as when decision errors are made they have direct 
and significant impacts on patient care and well-being [1-2]. 
The problem with “real life” is that is often very difficult to determine how well the interpreter is 
actually performing. Feedback is often not provided and when it is it is often separate in time from the actual 
decision making event – often quite disparate in time, making the feedback less impactful. Compounding the 
problem is that there is often not a single correct answer. Thus, the majority of performance assessments are 
done in the context of research and are often focused on assessing observer performance in the context of 
comparing a new technique or technology to an existing one. To deal with the complex nature of decision 
interpretation tasks where it is important to understand and balance the consequences both correct and 
incorrect decisions, Receiver Operating Characteristic (ROC) analysis is a very valuable tool. 
It is important throughout this review to keep in mind that performance is not a constant. One’s 
performance on any given task will vary as a function of a number of factors and thus the metrics and 
principles discussed will reflect those changes and differences. For example, when someone first learns a 
decision task, their criteria for rendering a decision may be based more on didactic learning that they have 
engaged in and the exact examples of the task they have encountered to date. As expertise grows and they 
encounter more and varied examples, the criteria they use in their decisions is likely to change as their 
knowledge and skill develops. Even when one is an expert, changes in the environment, the stimuli and the 
consequences of the decisions rendered may change, making it necessary to adjust one’s criteria to the new 
situation. For example, on a chest x-ray image cancer looks like a white spot(s) on the lung and even 
residents in training quickly learn to detect and diagnose lung cancer. However, in the Southwest United 
States and other desert regions there is a condition known as Valley Fever (in infection caused by the fungus 
Coccidioidomycosis) that appears in the lungs as a white spot(s). Radiologists who move to places like 
Arizona where Valley Fever is quite common go through a period of criteria adjustment – initially calling 
nearly everything cancer (high false positive rate) but soon learning to distinguish Valley Fever from lung 
cancer as they see more cases and learn the discriminating features. 
 
2.  Basics of decision making for ROC  
ROC analysis was developed in the early 1950s based on principles from signal-detection theory for 
evaluation of radar operators in the detection of enemy aircraft and missiles [3-4], and additional 
contributions were thereafter made by researchers in engineering, psychology, and mathematics [5-7]. ROC 
was introduced into medicine in the 1960s by Lee Lusted [8-11], with significant efforts devoted to gaining a 
better understanding of decision-making [12-15]. This entrée into medicine was the result of a series of 
studies in radiology that began soon after World War II to determine which of four radiographic and 
fluoroscopic techniques (e.g., radiographic film vs slides) was better for tuberculosis (TB) screening [16-17]. 
The goal was to find a single imaging technique that would outperform all the others (in other words allow 
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the radiologists to reach the correct decision). Instead what they found was that the intra-observer and inter-
observer variation was unexpectedly so high that it was impossible to determine which one was best. This 
was unexpected as until then it was presumed that given the same image data all radiologists looking at the 
images would be seeing the same diagnostic features and information, detecting the TB if it was present, and 
rendering the same diagnostic decision. The idea that everyone may “see” something different in the images, 
perhaps as a function of experience or expertise, had never been considered. Thus, it was necessary to build 
systems that could generate better images so radiologists’ performance could improve (i.e., reduce observer 
variability), and develop methods to evaluate these new systems and assess their impact on observer 
performance. 
Although there are newer methods that allow for more than two decisions in the ROC task 
environment [18-19], ROC is traditionally a binary decision task – target/signal (e.g., lesion, disease, missile) 
present versus target/signal absent, or in the case of classification rather than detection the target/signal 
belongs to class 1 (e.g., cancer, enemy) or class 2 (e.g., not cancer, friend). For ROC analysis, these two 
conditions must be mutually exclusive. There must also be some sort of “truth” or gold standard for each 
option. In radiology for example, pathology is often used as the gold standard. In cases where there is no 
other definitive test or method for determining the truth, panels of experts are often used to establish the gold 
standard [20-21]. Given the truth and the decisions of the observers in the study, a 2x2 table readily 
summarizes all four possible decisions: true positive (TP) (target present, observer reports as present), false 
negative (FN) (target present, observer reports as absent), false positive (FP) (target absent, observer reports 
as present), and true negative (TN) (target absent, observer reports as absent). The TP and TN decisions are 
correct while the FN and FP decisions are incorrect. 
2.1  Common performance metrics 
Suppose you have an observer who is an expert skilled at visually detecting a specific poisonous frog 
in the jungle versus a similar but non-poisonous frog. Knowing that she can make the correct decision is 
important because she is your guide on an expensive eco-jungle tour and if she says a given cute little frog is 
not poisonous but in reality is, you might reach out to touch it with potentially fatal consequences. In 
radiology, one of the common sources of litigation is mammography – mammographers either missing 
potential breast cancers or overcalling benign conditions as malignant causing undo stress and anxiety. Real 
life examples of important decision tasks abound, all of which require careful assessment of correct and 
incorrect decisions.   
From the basic 2x2 matrix of 4 decisions described above come some key metrics often used to 
assess performance in visual expertise and other observer performance studies. The two most commonly 
used are sensitivity and specificity. Sensitivity reflects the ability of the observer to correctly classify the 
target present stimuli (e.g., x-ray or other images) and is calculated as:  
Sensitivity = TP/(TP + FN)    (2.1) 
Specificity reflects the ability of the observer to correctly classify the target absent stimuli and is 
calculated as:  
Specificity = TN/(TN + FP)    (2.2) 
When you combine these decisions, a measure of accuracy can be obtained as:                       
Accuracy = (TP + TN)/ (TP + FN + TN + FP)  (2.3) 
Two other common metrics that are used in medicine are positive and negative predictive value: 
Positive Predictive Value (PPV) = TP/(TP + FP) (2.4) 
Negative Predictive Value (NPV) = TN/(TN + FN) (2.5) 
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In general, there is a trade-off between sensitivity and specificity – as you increase one you decrease 
the other. In other words, if you want to detect more targets (high sensitivity) it often occurs as a result of 
making more false positives (decreased specificity). Why would you want to use sensitivity/specificity 
versus PPV/NPV? Basically, the former are independent of the prevalence of targets in the case sample 
while the latter are not. An example might be useful. Suppose you have an observer who is an expert skilled 
at visually detecting a specific poisonous frog in the jungle versus a similar but non-poisonous frog and her 
sensitivity is 95% and specificity 80%. In jungle #1 there are 1000 frogs total with a prevalence of 50% 
poisonous (n = 500). In jungle #2 there are also 1000 frogs total but only 25% are poisonous (n = 250).  
Based on this, our observer has the following performance levels. It can be seen that depending on 
which jungle the observer study is conducted, the performance even of an expert observer will differ. 
Jungle #1: TP = 475 FN = 25 FP = 100 TN = 400 
 Accuracy = (475 + 400)/(475 + 25 + 100 + 400) = 0.88 or 88% 
 PPV = 475/(475 + 100) = 0.83 or 83% 
 NPV = 400/(400 + 25) = 0.94 or 94% 
Jungle #2: TP = 238 FN = 12 FP = 150 TN = 600 
 Accuracy = (238 + 600)/(238 + 12 + 150 + 600) = 0.84 or 84% 
 PPV = 238/(238 + 150) = 0.61 or 61% 
 NPV = 600/(600 + 12) = 0.98 or 98% 
In many cases sensitivity and specificity are more than adequate measures of performance for visual 
search tasks, but it becomes complicated when the test sets contain cases with a range of difficulty levels. 
For example, in radiology some bone fractures are very obvious and thus easy to detect but others are quite 
subtle and can readily be missed. In the frog example, a bright red frog in a green jungle is likely easier to 
detect than a light green frog in a dark green jungle. In cases that are not obvious the decision as to whether 
or not the target is actually there becomes less certain and observers may not be willing to give a binary 
yes/no present/absent decision, but may be more willing to report their decision as a function of confidence, 
for example reporting a target (or lack of target) as definitely present, probably present or possibly present. 
In other words, the observer’s decision threshold for reporting can change as a function of many things, 
including but not limited to the nature of the target, target prevalence, background complexity within which 
the target is embedded, number and type of targets, and observer experience or expertise. This is where ROC 
analysis becomes useful. 
2.2  The ROC curve 
Even the visual expert may not perform as one would think without delving further into the nature of 
the task. For example, in radiology decision thresholds can change within and between observers as a 
function of the nature of the task and its consequences. In chest CT exam interpretation a radiologist may 
adopt a very conservative threshold for reporting possible abnormalities in the lungs that could be cancer 
nodules but are less than 5 mm in size because they know that CT is typically the best imaging exam to do 
(i.e., no other follow-up imaging options) and obtaining a biopsy on such a small target is very difficult 
(potentially leading to a pneumothorax or puncture of the lung) and unlikely to yield a specimen large 
enough to get an accurate biopsy on. Instead of reporting it, the radiologist may recommend a 6-month watch 
period and another CT exam. In mammography however, small lesions are easier to biopsy and there is no 
risk of puncturing a lung or other vital structure, so mammographers tend to be more liberal in their reporting 
of potential cancerous findings. This comes at the risk of more false positives but before doing a biopsy 
additional x-ray images or an ultrasound is often recommended, reducing the impact of a false positive even 
further. 
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ROC analysis and the resulting ROC curve is a method that captures the relationship (i.e., trade-offs) 
between sensitivity and specificity as well as the range of decision thresholds that every observer has no 
matter what their level of expertise and experience. The ROC curve (Figure 1) is a graphical representation 
of this relationship, plotting sensitivity (the TP fraction) versus 1-specificity (the FP fraction or 1 – TN/(TN 
+ FP) = FP/(FP + TN)) for all possible decision thresholds. The axes go from 0 to 1 since sensitivity and 
specificity are typically represented as proportions. The diagonal line is chance performance or guessing and 
the curves indicate increasingly better performance moving to the upper left corner which represents perfect 
performance. Thus in terms of visual expertise, one would expect that those with more expertise would tend 
to have curves closer to the upper left corner. 
The fact that those with more expertise tend to have curves closer to the upper left corner is true, but 
as noted above much depends on the decision thresholds that the individual observer has for a given task. 
Each point on a given curve represents a specific TP and FP fraction or decision threshold setting. For 
example, on the “good” curve, the plus sign represents a rather conservative decision maker – not reporting a 
lot of targets (low sensitivity) but also not making a lot of false positives (high specificity or low 1-
specificity). The cross sign represents a more liberal decision maker – reporting a lot of targets (high 
sensitivity) but making a lot of false positives (low specificity or high 1-specificity). Referring back to the 
example of the radiologist moving to Arizona and overcalling Valley Fever as cancer, the Figure could just 
as well represent his/her learning or adjustment period, in which the lower curve is when they first move and 
overall cancers and the upper curve is their performance after a few months of seeing more exemplars of 
Valley Fever so better discrimination is possible. 
 
 
Figure 1. Example of a typical ROC curve plotting sensitivity vs 1-specificity. The diagonal line is chance 
performance or guessing and the curves indicate increasingly better performance moving to the upper left 
corner which represents perfect performance. 
2.3  How to plot an ROC curve 
It is rare that someone actually plots an ROC curve by hand as there are a number of software 
programs available both in commercial statistical packages and freely downloadable from research web sites. 
However, it is useful to see how the confidence ratings discussed above lead to the generation of an ROC 
curve. Thus, suppose you ran a visual detection experiment and the observer was required to identify 
whether or not a given image had a target (n = 50) or not (n = 50) and then report confidence in that decision 
as definite, probable or possible. This yields 6 categories of responses where 1 = absent, definite and 6 = 
present, definite. You can then create a table (Table 1) showing the distribution of responses as a function of 
truth (whether or not the image actually contains a target). It should be noted that continuous rating scales 
(e.g., 0 – 100) can be used as well and methods exist for generating operating points (decision thresholds) 
and plotting these as well [22]. 
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Table 1 
An example of the distribution of confidence scores for a subject in an observer performance study with a 6-
point confidence scale and images with a target present or absent (truth). 
 
Truth 1 2 3 4 5 6 
Present 2  3  2  5  20  18  
Absent 16  15  10  4  3  2  
 
The sensitivity, specificity and FP fraction can then be determined at each threshold or cutoff point as in 
Table 2.  
 
Table 2 
Sensitivity, specificity and FP fraction can then be determined at each threshold or cutoff point. 
 
Result positive is > Sensitivity Specificity FP fraction 
2 - probably absent 0.96 (48/50) 0.32 (16/50) 0.68 
3 - possibly absent 0.90 (45/50) 0.62 (31/50) 0.38 
4 - possibly present 0.86 (43/50) 0.82 (41/50) 0.18 
5 - probably present 0.76 (38/50) 0.90 (45/50) 0.10 
6 - definitely present 0.36 (18/50) 0.96 (48/50) 0.04 
 
The ROC plot can then be generated plotting Sensitivity on the y-axis and 1-Specificity (FP fraction) 
on the x-axis. 
 
Figure 2. ROC curve generated from the data in Table 2. 
In terms of fitting an actual curve to the data points in the ROC plot, there are a variety of methods. 
Simply “connecting the dots” is the empirically based version but it creates a stepped or jagged plot. A 
smooth curve reflecting the theoretical “true” curve is much more desirable. There are basically two ways to 
approach generating the curve – parametric and non-parametric [22-28]. The non-parametric approach does 
not have any assumptions about the structure of the underlying data distribution and essentially smooths the 
histograms of the output data for the two classes. The parametric methods do rely on the validity of the 
underlying distribution assumptions. Most researchers prefer the parametric approaches and much of the 
available software uses these approaches as well. 
2.4  Interpreting the ROC curve 
There are a few key metrics used to interpret the ROC curve and characterize observer performance. 
The most common one is the area under the curve (AUC or Az). As noted above the diagonal line in the 
ROC plot represents chance or guessing performance and it clearly divides the ROC space into two halves 
thus representing an AUC of 0.5. The top left corner is perfect performance and encompasses all of the area 
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below it, thus AUC is 1.0. Any curve lying between chance and perfect performance will have a value 
between 0 and 1.0, with better performance having values closer to 1.0. As with generation of the curve 
itself, there are a variety of methods to calculate AUC [22-29] and most programs use one of these methods. 
Partial AUC acknowledges that the more traditional AUC is often not appropriate, as not all decision 
thresholds or operating points are equally important [30-31]. In other words, in real life observers may not 
actually operate at certain thresholds for one reason or another. In medicine for example, a diagnostic test 
with low specificity (a high false positive rate) may not be clinically acceptable. In this case it may be useful 
to select a given (acceptable) FP rate, determine its associated sensitivity (TP rate), and then calculate the 
area under the curve only up to that operating point (i.e., capturing only a part of the total AUC). Partial 
AUC is very common in the development of computer-aided detection and discrimination algorithms for 
medical imaging. Other metrics used less often are d´, de´, m,  and Zk [32-33].  
2.5  Comparing ROC curves 
Although a single ROC curve is common, quite often studies are designed to compare performance, 
for example between experts and novices on a given visual task. Thus there are two curves – one for experts 
and one for novices – and the question is whether there is a significant difference in performance (AUC 
typically) or not. Visually it is not always possible to tell if the difference is significant. This is especially 
true when the ROC curves cross at some point (usually the upper right quadrant/corner) as in Figure 3 [34-
35]. Therefore, statistical methods have been developed, some for comparing only two curves and some for 
comparing multiple curves. Again, there are parametric and non-parametric options [22-23, 36-40]. One of 
the most common methods for comparing multiple observers and multiple cases is the Multi-Reader Multi-
Case method developed by Dorfman, Berbaum and Metz [39]. 
 
 
Figure 3. Example of 2 ROC curves that cross. 
Figure 4 is an example of the output from an MRMC analysis on a study that had 6 observers 
viewing a series of images in 2 conditions (different computer monitors for displaying medical images). The 
visual task was to search for subtle fractures in bone x-ray images. Readers 1, 3 and 5 were expert 
radiologists and 2, 4 and 6 were resident trainees. The upper portion provides the AUC values for each 
observer in each condition, followed by the difference between the two conditions. AUC values are usually 
reported in publications out to three decimal points maximum. The lower portion shows the results of the 
Analysis of Variance (ANOVA) comparing the AUCs in the standard ANOVA output format. The actual 
output document provides more information than provided here, such as the variance components and error-
covariance estimates, and different ways of treating the various variables (e.g., random readers and random 
cases, fixed readers and random cases, random readers and fixed cases), but this example shows how many 
available programs output relevant data comparing ROC curves. The analyses can also take into account 
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level of expertise by comparing the two groups of observers as described above (in this case there were 
differences but it did not reach statistical significance). 
 
 
Figure 4. An Example of the output from an MRMC analysis. 
 
3.  Other types of ROC 
The discussion of ROC analysis up to this point has been about tasks that involve the detection of 
one target and for the most part assess FPs only as they occur in target absent images (again 1 per). In real 
life however, scenes and other visual stimuli often contain multiple targets and FPs can occur in both target 
present and target absent stimuli. Traditional ROC analysis also typically does not ask or require the 
observer to locate the target once it has been detected. Thus there is always some question (unless the target 
appears in a specific location (e.g., center of the display) every time) as to whether the observer actually 
detected the true target (TP) or called something else in the image (FP) thereby actually missing the true 
target (FN). 
The earliest attempt to account for location in ROC tasks was the LROC (Location ROC). In this 
method, the observer provides a confidence rating that somewhere in the image there is a target, then marks 
the location of the most suspicious region [41-42]. LROC is an advantage over ROC in that it takes location 
into account, but it still only allows for a single target. To account for multiple targets, Free Response ROC 
(FROC) was developed in which observers mark different locations and provide a confidence rating for each 
mark [43-46]. The problem with FROC is that when the ROC is plotted the x-axis, rather than going from 0 
to 1 like the traditional RFOC curve, goes from 0 to infinity (based on however many FPs are reported). This 
makes calculating the area under curve quite difficult and the comparison of two curves even more 
challenging. The Alternative FROC (AFROC) method was developed to address issue, creating a plot that 
has both axes going from 0 to 1 [47]. The Jackknife AFROC (JAFROC) method was then developed to 
allow for generalization to the population of readers and cases, in the same way that MRMC ROC does [44-
46]. 
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4.  Other Considerations 
In addition to deciding which type of ROC analysis is best (which really depends on the hypotheses, 
nature of the task, types and number of images and targets), there are two other aspects that are typically 
important. As already discussed above, the truth or gold standard for cases must be known in advance. With 
simple psychophysical studies this is quite easy but for real life images (scenes, medical images, industrial 
images, satellite images) this can be more difficult. Other considerations when selecting cases include: how 
subtle or obvious the targets are, how much and what type of background “noise” is in the image, where the 
targets are located (random or in specified locations), the size(s) of the targets and how much background 
image is included, how long the images will remain available for viewing, whether the images can be 
manipulated (e.g., zoom/pan or window/level) by the observers, and target prevalence as noted above. 
Sample size is the other key issue with respect to setting up an ROC study – how many images and 
observers are required to achieve adequate power once the study is completed. As with any other power 
calculation, sample size will depend on a number of factors including the metric under consideration (e.g., 
AUC or partial AUC) and the design (e.g., repeated measures with the same observers viewing the same 
images in two or more conditions or different readers viewing the images in different conditions). There are 
a number of key papers describing methods to calculate sample sizes for various study designs, many of 
which include representative tables showing sample sizes required for different power estimates [48-51]. 
Some of the available ROC programs also include a power calculator and some will provide power in the 
analysis output. 
 
5.  Software Programs 
It is not possible to list all of the available software programs for ROC analysis as there are always 
new ones being released. There are however some reliable sites where the more commonly used programs 
can be found. The Medical Image Perception Laboratory web site [52] at the University of Iowa and the 
ROC Software site at the University of Chicago [53] contain the programs developed by that team (Dorfman, 
Berbaum, Metz, Hillis) including the MRMC ROC, ROCFIT, LABROC4, CORROC, INDROC, ROCKET, 
LABMRMC, PROPROC, RSCORE, BIGAMMA, RSCORE-J and SAS programs to perform sample size 
estimates. Software for FROC, AFROC and JAFROC (Chakraborty) analyses are available as well [54].  
Some commercial statistical software also has modules for ROC analysis [55-59]. 
Keypoints 
 ROC analysis provides metrics of observer performance in visual detection and discrimination 
tasks 
 Area Under the Curve (AUC) is the most commonly used metric of performance 
 Common variants of ROC analysis allow for multiple targets and location accuracy 
 Key study design issues include target characteristics and establishing a gold standard 
 Software is available to conduct ROC analyses 
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