The explicit polarization (X-Pol) method has been examined using ab initio molecular orbital theory and density functional theory. The X-Pol potential was designed to provide a novel theoretical framework for developing next-generation force fields for biomolecular simulations. Importantly, the X-Pol potential is a general method, which can be employed with any level of electronic structure theory. The present study illustrates the implementation of the X-Pol method using ab initio Hartree-Fock theory and hybrid density functional theory. The computational results are illustrated by considering a set of bimolecular complexes of small organic molecules and ions with water. The computed interaction energies and hydrogen bond geometries are in good accord with CCSD(T) calculations and B3LYP/aug-cc-pVDZ optimizations.
Introduction
Previously, we introduced an explicit polarization (X-Pol) method for condensed-phase and macromolecular simulations. [1] [2] [3] [4] [5] [6] The X-Pol potential is based on electronic structure theory as a framework for developing next-generation force fields, [1] [2] [3] that is, to go beyond the traditional Lifson-type empirical potential (also known as molecular mechanics (MM)) 7, 8 used in essentially all current atomistic simulations of proteins and nucleic acids. The X-Pol potential is designed to make the fundamental paradigm change in the functional form of MM force field and in the representation of biomolecular systems. In the X-Pol method, a molecular system is partitioned into fragments, such as an individual solvent molecule or a peptide unit or a group of such entities. The electronic interaction within each fragment is treated using electronic structure theory, and the interactions between two fragments are described by Hartree product of the antisymmetric wave functions of individual fragments. Shortrange exchange repulsion and long-range dispersion-like attraction between fragments are included by pairwise functions. [1] [2] [3] The variational X-Pol theory allows analytical gradients of the energy to be efficiently evaluated in dynamics simulations. 5 The X-Pol method is a general theory that can be implemented using any electronic structural methods including wave function theory (WFT) and density functional theory (DFT). Recently, we reported a molecular dynamics simulation of a fully solvated BPTI protein, consisting of 14 281 atoms and 29 026 basis functions, 6 employing the quantal X-Pol potential based on an approximate MO theory. It is possible to run about 3.5 ps (1 fs integration step) per day on a single 2.66 GHz processor. 6 That work demonstrated the feasibility of an entirely new concept in force field development for large-scale simulations. In this article, we illustrate the X-Pol method by making use of ab initio WFT MO theory and DFT, and present computational results on bimolecular interactions.
Before we begin, it is useful to briefly consider the past and current developments of molecular mechanical force fields, which date back to the pioneering studies of steric effects, independently by Hill 9 and by Westheimer, 10 and the subsequent developments of algorithms and applications to organic compounds. 11, 12 The force field for biomolecular simulations was established by Lifson in the 1960s, 7, 13 which led to the first molecular dynamics simulation of a protein by McCammon, Gelin, and Karplus. 14 Significant progress has been made in the accuracy of conventional force fields thanks to the tremendous efforts of parametrization by numerous groups in the past forty years. In fact, a major current push is to incorporate explicit polarization terms to treat electrostatic interactions. 15 Nevertheless, it is a sobering fact to note that the fundamental representation of biomolecular systems and the basic functional forms, including polarization terms, 16 in these force fields have hardly changed in the past forty years. 7, 14, 15, 17, 18 Undoubtedly, classical force fields will continue to be widely used and the accuracy will be further improved. However, despite the success of molecular mechanics in biomacromolecular modeling, there are also shortcomings, such as the arbitrariness in the choice of energy terms and the associated degrees of freedom, a lack of systematic approach to treat anharmonicity and cross coupling of energy terms, and the difficulty in describing electronic polarization and charge transfer. A fundamental change in force field development is warranted to increase the predictability of quantitative computational biology.
In the X-Pol potential, the system is treated explicitly by electronic structure theory and the wave function (or electron density) for each fragment is optimized by self-consistent field (SCF) method in the presence of the electric field due to all other fragments until the convergence is achieved for the entire system. [1] [2] [3] [4] [5] [6] The internal energy terms and electrostatic potentials used in the classical force field are replaced and described explicitly by electronic structure theory. Consequently, they are obtained directly from quantum mechanical calculations, and electronic polarization and charge transfer are represented naturally in the theory. Furthermore, such a method can be directly used to model chemical reactions, electron transfer, and electronically excited states. The X-Pol potential, implemented using the semiempirical Austin Model 1 (AM1) method, 19 has been tested and applied to the simulation of liquid water 2 and † Part of the "Walter Thiel Festschrift". * Corresponding authors. E-mail: L.S., songx184@umn.edu; J.G., gao@ jialigao.org.
liquid hydrogen fluoride, 20 and has been extended to dynamics simulations of a fully solvated protein in aqueous solution. 6 The X-Pol potential and its associated linear scaling method represent an entirely different approach from divide-andconquer-type algorithms. [21] [22] [23] [24] The divide-and-conquer (D&C) [21] [22] [23] [24] and localized orbital methods 25 are linear scaling approaches to efficiently obtain a solution of the Hartree-Fock or Kohn-Sham equations for large molecular systems. In contrast, the X-Pol method is a quantum-mechanical force field (QMFF), whose energy is not the Hartree-Fock or Kohn-Sham DFT energy of the entire system. [1] [2] [3] [4] [5] [6] Furthermore, the X-Pol potential is variational and can be efficiently used to carry out molecular dynamics simulations of solvated proteins, 5, 6 whereas the D&C remains too time-consuming to carry out millions of electronic structure calculations for condensed-phase systems. The X-Pol potential also differs from combined quantum mechanical and molecular mechanical (QM/MM) approaches that employ a polarizable force field in the MM region. 26, 27 The difficulties and uncertainties of treating molecular polarization in a classical force field are still present in coupled QM/MM-pol models. The mutual polarization of the entire system is treated consistently and equally in the X-Pol method. [1] [2] [3] Following our initial work, 1,2 Kitaura et al. described an approach, called fragment molecular orbital, 28, 29 a procedure similar to the nonvariational, double self-consistent-field (DSCF) X-Pol method described in ref 1, and it has been successfully applied to numerous applications. 30 Recently, Gascon et al. published a self-consistent space-domain decomposition implementation of the X-Pol method for computing electrostatic potentials of proteins. 31 These authors used Morokuma's ONIOM scheme to carry out the DSCF optimization. Field also described a similar implementation making use of both the AM1 and HF/STO-3G method for water. 32 A closely related approach is the effective fragment potential (EFP) model developed by Gordon and co-workers. 33, 34 The EFP method represents the electronic energies of interacting fragments by a set of analytical potentials optimized to fit the electronic structural data.
In what follows, we first present the X-Pol method with emphasis on the implementation using density functional theory. Then, in section 3, we describe the algorithm and computational details. Section 4 highlights the optimization strategies and results on bimolecular complexes. Finally, we summarize the major findings of this study and future perspectives on multilevel approaches for biomolecular modeling and simulations.
Theoretical Background
The X-Pol potential is based on a hierarchy of three levels of approximations. [1] [2] [3] [4] [5] At each level, if the approximation is not made, the X-Pol method reduces to the standard electronic structure theory at that stage. By applying these approximations, we achieve computational efficiency. Furthermore, it allows the introduction of one set of justifiable parameters associated with each approximation to achieve computational accuracy. For convenience of discussion, we consider a system of N closedshell molecules, called fragments, that are not covalently connected. The generalization for treating covalently connected fragments has been described previously, 3 making use of the generalized hybrid orbital (GHO) scheme developed for combined QM/MM simulations. [35] [36] [37] [38] [39] 2.1. Level-1 (L1) Approximation and the Energy Expression of the X-Pol Potential. The first approximation in the X-Pol method is on the construction of the total molecular wave function, Φ (and the electron density), of the system, which is assumed to be a A and ν A in fragment A. The approximation of eq 1 is equivalent to neglect of the exchange repulsion between electrons in different fragments, and the partition of the system into fragments ignores electron transfer and dispersion interactions. [1] [2] [3] However, this approximation is quite reasonable in the spirit of force field development and significantly simplifies computation. Nevertheless, it is essential to account for the energies due to exchange repulsion and dispersion attraction to prevent collapse of electrostatic interactions and to include van der Waals forces between different fragments, respectively, both of which are, in principle, dependent on the instantaneous molecular wave functions (or electron densities). An empirical or semiempirical approach based on perturbation theory is required to determine these energy terms, [1] [2] [3] for which one set of empirical parameters is introduced.
where F A and F B are the electron densities of fragments A and
specifies the exchange-repulsion and dispersion (ed) interaction functional of the two charge fragments, and { AB } is a set of atomistic parameters to correct the errors due to the Hartree-product approximation in eq 1.
The total energy of the system is given as follows:
1 where E A is the energy of fragment A with the wave function Ψ A , E int A is the Coulomb interaction energy between fragment A and all other fragments, and E int,ed is the exchange-repulsion and dispersion energy among all fragments (see below).
In Hartree-Fock (HF) theory, the energy for fragment A, which is denoted by the subscript HF, is written as Vol. 113, No. 43, 2009 11657 where the subscripts i and j specify doubly occupied MOs in fragment A and the terms in eq 5 are respectively the oneelectron integrals (H i A ) that include the electronic kinetic energy and the electron-nucleus attraction, the Coulomb integrals (J ij A ), the exchange integrals (K ij A ), and the nuclear repulsion energy (E nuc A ). In DFT, the molecular orbitals, subject to the constraint of eq 2, are the Kohn-Sham (KS) orbitals, 40 from which the electron density for fragment A is obtained (this can readily be generalized to spin-polarized systems):
The energy for fragment A is then where the first two terms have expressions identical to those in HF theory (eq 5), and the third term,
, is the energy component accounting for all the effects of exchange and correlation of electrons in fragment A.
Level-2 (L2) Approximation and Coulomb Interactions between QM Fragments. The Coulomb interaction energy between fragment
A and all other fragments arises from summations over electrons and nuclei from fragment A, and it has identical expressions for both DFT and HF theory:
where a specifies an atom in fragment A. The two terms of eq 8, I i A and L a A , represent the interaction energies of orbital i and the nuclear charge of atom a of fragment A with the total external electrostatic potential (ESP) due to all other fragments in the system. The second, L2, approximation in the X-Pol method is concerned with the numerical calculation of the two-electron four-index integrals of eq 10. In principle, they can be enumerated analytically in exactly the same way as in solving the HF or KS equations, 4 which requires no approximation at this level of the X-Pol hierarchy. However, the enormous amount of such integrals between fragment pairs for a solvated protein present a serious limitation in computational efficiency, a crucial feature required in a force field. Fortunately, extensive investigations of the electrostatic potential of eq 9 using electronic structure methods show that it can be accurately and efficiently determined by a variety of approximate approaches. [41] [42] [43] Thus, eq 10 can be determined by a multipole expansion of the two-electron integrals, 44 or transformed into one-electron integrals using an effective ESP that best reproduces the exact results from the electronic structure theory. Such an effective ESP can be expressed in terms multipoles located either on a single center of the fragment or on individual atoms, or in terms of atom-centered partial charges (monopoles). 33, 45 Thus, depending on the user's flavor, a series of X-Pol potentials can be developed on the basis of the specific choice of representing the ESP in eq 9.
We choose to use atom-centered monopoles, i.e., partial charges, in the present study to represent the ESP in eq 9. [1] [2] [3] [4] [5] [6] Still, there are further considerations to be made. The partial atomic charges can be derived directly from population analysis of the molecular wave function for each fragment, such as the Mulliken population 46 and Lowdin population method. The advantage of using population analysis is that analytical derivatives can be easily computed. The natural orbital technique and the class IV charge models (CM4) are alternative selections. 47 A popular approach, used in classical force field development, which in principle yields the closest agreement with the original ESP, is the ESP-fitted partial charges. 41, 42, 48 However, it poses difficulty to derive expression for analytical gradient (note that we do not use ESP-fitted charges to compute the Coulomb energy and forces as a substitute for electronic structure calculations as is done in some QM/MM calculations). In this and previous work, we have used the Mulliken charges to approximate the potential defined in eq 9. Recently, Raghavachari and co-workers developed a QM/QM electronic embedding approach using Mulliken popularion charges within the ONIOM framework. 49, 50 The Mulliken population charges for atoms in fragment A are given as follows:
where P and S are standard density and overlap matrices. To best reproduce the ESP in eq 9, we introduce a parameter, 1, 2 for neutral fragments only, associated with the second approximation in the X-Pol method to scale the Mulliken charges such that it minimizes the difference in ESP between the electronic structure theory and the monopole representation: This is akin to the ESP-fitting procedure, although there is only one adjustable variable for a given theoretical level and basis set for all neutral molecules here. An alternative interpretation of the parameter λ is that it is optimized to yield the best agreement with experiment for the interaction between two fragments. A more sophisticated scaling scheme may be important when diffuse functions are used to specifically account for charge penetration effects, and this issue has been thoroughly examine in other context. 51 ,52
Having defined the partial atomic charges, we write the electrostatic potential at fragment A as Note that V qm A (r) in eq 13 is the ESP of molecule A, whereas V A (r) is the ESP on A due to other fragments. It is interesting to point out that inclusion of eq 14 in the Fock matrix to optimize the wave function and determine the energy of the system is identical to carrying out a total of N combined QM/ MM calculations, 53 one for each fragment.
In the present study, we found that it is not necessary to scale the Mulliken population charge at the ab initio Hartree-Fock and DFT level of theory using the 6-31G(d) basis set. It is known that HF/6-31G(d) tends to yield slightly overpolarized atomic charges, almost perfectly mimicking the average polarization effects in aqueous solution. 42 Thus, it is not surprising that for the present set of simple bimolecular complexes, a value of unity is adequate for λ. However, in general, especially when semiempirical quantum models are used, λ ought to be optimized to best reproduce the target experimental data.
2.3. Level-3 (L3) Approximation and Parameterization of the X-Pol Force Field. At this point the X-Pol potential is a fully quantum chemical model such that each molecule or a group of molecules (fragments) is explicitly represented and treated by electronic structure theory, and its interactions with the rest of the system consist of Coulomb (Eint A) and exchangerepulsion and dispersion terms (E int,ed A ). Clearly, it would be ideal to use the most accurate electronic structure method along with a large basis set to describe each QM fragment; unfortunately, this would not be feasible, nor is it practical for molecular dynamics simulations of biomolecular systems. Thus, to develop the X-Pol potential into a force field, one must consider two important factors: (1) computational efficiency and (2) the capability for empirical parametrization.
1,2 The first factor is obvious, but the latter may not be so obvious, which may even be counterintuitive because an ab initio theory, albeit with the approximate treatment of interfragment interactions, is brought down to a "semiempirical" level (to be parametrized). Nevertheless, the essence to strive for success of the Lifson-style force fields in biomolecular simulation is the possibility of careful parametrization of potential energy functions against experimental data. 7, 15, 17, 18 To this end, we have used the formalisms based on the neglect diatomic differential overlap (NDDO) 54 approximation along with the Dewar-Thiel multipole treatment of two-electron integrals for force field developments. 44 The present study, however, focuses on ab initio WFT and DFT, which will eventually be combined with the NDDO X-Pol force field 2, 3, 6 in a multilayer representation. Thus, the L3 approximation (for the formalism and parametrization of the Coulomb integrals between fragments) in the X-Pol method only concerns the use of Mulliken charges and the E int,ed AB terms in this study. For the exchange-repulsion and dispersion interaction between different fragments, although it is desirable to employ a general approach that treat the dependence of the E int,ed AB [F A ,F B ,{ AB }] energy on fragment densities explicitly, 55 which will be considered in future work, to proceed, we use the LennardJones potential to parametrically model these effects. 
Double Self-Consistent-Field (DSCF) and the Variational X-Pol Method.
There are two ways of optimizing the wave function in eq 1, depending on the way the Fock matrices are constructed. First, if one considers each fragment as an isolated molecule embedded in the environment of the partial charges of the rest of the system, i.e., treating each fragment by the traditional QM/MM approach, 53 the Fock matrix for each fragment can be written as follows: [1] [2] [3] where H A is the one-electron Hamiltonian matrix, J i A and K i A are the Coulomb and exchange integral matrices, and the last term I A is the one-electron integral matrix due to the potential given in eq 14. The corresponding KS matrices are given as follows by replacing the exchange integral with the exchangecorrelation potential, V xc A (r):
where The total electronic energy of the system can be determined by a double self-consistent-field (DSCF) procedure. [1] [2] [3] 5 Starting with an initial guess of the one-electron density matrix for each fragment, one loops over all fragments in the system and performs SCF optimization of the orbitals {ψ i A ; i ) 1,..., m A } for each fragment in the presence of the Mulliken charges of all other fragments. This is repeated until the change in total electronic energy or in electron density satisfies a predefined tolerance. The DSCF optimization procedure is straightforward and was the approach proposed in ref 1 and adopted in several subsequently implementations. 29, 31 However, a major short coming of the DSCF approach is that the Fock matrix in eq 16 was not derived variationally with respect to a perturbation of the charge density on the total energy (eq 4). Although the total energy obtained by using the DSCF method has negligible deviation from the true minimum energy of the system, it imposes severe difficulty to obtain analytical gradients and one has to make use the coupled-perturbed Hartree-Fock method to determine forces iteratively.
Alternatively, a set of variational equations for the X-Pol potential has been derived 5 in a way similar to that used by Roothaan in deriving the Hartree-Fock equations. The Fock matrix for the variational X-Pol energy has two additional terms compared with eq 16, resulting from the variation of Mulliken population charges (eq 12): where the two terms in parentheses specify the interactions between electron one in fragment A and the charge densities and nuclear charges of fragment B, and the superscript "0" denotes that the matrix element is calculated by setting the charges on atom a in fragment A to +e (note that the Fock matrix will be multiplied by the density matrix in energy calculation). 5 T (η,µ) represents a matrix of delta functions for convenience in writing eq 19, and it has been fully described in ref 5 . It is matrix element is defined by where δ pη and δ µq are Kronecker deltas. It is interesting to notice that each fragment is fully polarized by the rest of the system, but half of the polarization comes from the Mulliken charges specified by the one-electron integral matrix I A , and the other half originates from the explicit charge density and nuclear charges in all other fragments.
The corresponding variational KS matrix for the X-Pol potential is Obviously, the DSCF optimization procedure can also be applied to eqs 19 and 21 for ab initio HF theory and DFT in the X-Pol potential. Nevertheless, we use the subscript DSCF (eqs 16 and 17) and Var (eqs 19 and 21) to indicate that the first approach is nonvariational and the latter is variational. In practice, it is more efficient to optimize all orbital coefficients simultaneously at each system-SCF iteration. There are also other uses of frozen or constrained fragmental electron density in DFT calculations; here we present a variational approach in which analytical gradient consistent with the potential energy can be obtained for dynamics simulations.
Computational Details
The computational procedure of the present X-Pol potential using ab initio HF theory and KS-DFT is identical to the algorithm described previously using a semiempirical NDDO method. [1] [2] [3] [4] [5] To illustrate the performance of the ab initio HF and DFT X-Pol method, we optimized hydrogen bonding interactions for a series of bimolecular complexes between water and small organic compounds at the HF and B3LYP levels of theory using the 6-31G(d) basis sets. The computed hydrogen bond geometries and interaction energies are compared with those obtained at the same level of theory by treating the entire system uniformly, and with results obtained using coupled cluster theory at CCSD(T)/aug-cc-pVDZ//B3LYP/aug-cc-pVDZ. We decided not to optimize the geometries at the CCSD(T) level because DFT calculations generally yield excellent geometrical parameters and we do not expect noticeable differences would result from WFT optimizations. The charge scaling parameter λ in eq 14 was set to unity, i.e., without any modification of the Mulliken charges in the present ab initio HF and DFT treatment. The initial Lennard-Jones parameters were taken from those optimized for combined QM/MM calculations using the ab initio HF/3-21G method for QM and the OPLS potential 56 for MM, 57 and were slightly adjusted to be adopted in the X-Pol potential. The final parameters are listed in Table 1 .
In each bimolecular complex, the monomer geometries are held fixed at the B3LYP optimized structure in X-Pol calculations. Thus, only the hydrogen bond length and angle are optimized. This procedure has been used in the development of the OPLS force field when bimolecular complexes are examined, 56, 58 and it has also been used to generate a set of universal parameters in combined QM/MM calculations. 53, 57, 59 In the following, we use the short-hand notation XP to specify calculations carried out using the X-Pol potential, followed by "@" to indicate the specific method with which X-Pol calculations are made. Thus, the notation XP@HF/6-31G(d)//B3LYP/ 6-31G(d) specifies an X-Pol calculation at the HF/6-31G(d) level of theory using the geometry optimized with B3LYP/6-31G(d). All calculations were performed using a locally modified version of the GAMESS package. 
Results and Discussion
The main goal of this article is to show that the X-Pol method can be conveniently developed to yield excellent results on intermolecular interactions at the ab initio HF and DFT levels of theory with a modest basis set in comparison with experimental and high level ab initio results. We first briefly describe the parametrization philosophy of the X-Pol potential, and present the potential energy profile for a water dimer complex. Then, we consider the results for a set of 14 bimolecular complexes of simple organic molecules with water.
Parametrization of Repulsive and Dispersive Interactions between Fragments.
The approximation to write the total molecular wave function as a Hartree product of the antisymmetric wave functions of individual molecules tremendously reduces computational costs for large systems, which also enables the X-Pol potential to be conveniently parallelized in practical implementations. However, this is at the expense of neglecting short-range exchange repulsions and long-range dispersion attractions between different fragments. Thus, to retain the computational accuracy of the entire system that is treated as one fragment, one must introduce a formalism to remedy this difference. To this end, we have decided to use a purely empirical approach, making use of the Lennard-Jones potential to parametrically model the repulsive and dispersive interactions. Furthermore, it provides an opportunity to parametrize the X-Pol potential to yield results for intermolecular interactions in better agreement with experiment with the use of a modest level of electronic structure method. Table 1 lists a set of Lennard-Jones parameters used in the present calculation, which were adjusted for the XP@B3LYP/ F HF,Var 57 to reproduce the results for 14 bimolecular complexes obtained from CCSD(T)/ aug-cc-pVDZ//B3LYP/aug-cc-pVDZ. There is no attempt made here in choosing a training set and a test set of complexes for validation, but a thorough comparison will be made in a later publication. As it turns out, the X-Pol parameters are very similar to those of the ab initio QM/MM values. These parameters were employed in the XP@HF/6-31G(d) calculations without further alteration, although in principle a different set of parameters may be needed for different methods and basis functions. The aim of the present study is not to provide a set of optimized parameters for the X-Pol potential; we aim to illustrate that a set of atomistic parameters can yield excellent results for bimolecular interactions using the X-Pol potential, in better agreement with high level ab initio data than the full B3LYP/6-31G(d) and HF/6-31G(d) results.
Potential Profile for the Water Dimer.
In Figure 1 , we first examine the potential energy profile of the water dimer as a function of the hydrogen-bond distance using XP@B3LYP/ 6-31G(d) compared with that fully optimized at the CCSD(T)/ aug-cc-pVDZ level. The computed interaction energy is 5.0 kcal/ mol from the X-Pol potential, which is in good agreement with a value of 4.8 kcal/mol using CCSD(T). The corresponding hydrogen bond distances are, respectively, 1.98 and 1.96 Å, also in excellent accord. At short distance, the repulsive interactions increase more quickly than that of the CCSD(T) curve, indicating that a softer repulsive potential than that of the Lennard-Jones potential may be more appropriate. The attractive part of the potential profile is in excellent agreement between the XP@B3LYP and CCSD(T) calculations. Notice that the full B3LYP/6-31G(d) calculations overestimate the binding energy for the water dimer, whereas increasing the size of the basis function to aug-cc-pVDZ improves its agreement with highlevel ab initio results ( Table 2 ). The good performance of the X-Pol potential for bimolecular interactions is due to its capability to empirically adjust the repulsive and dispersive interactions. In a recent study, Fujimoto and Yang described a frozen-fragment interaction calculation, 61 in which the KS orbitals are polarized by the charge densities of other fragments similar to the method described here. [1] [2] [3] However, using B3LYP/ 6-31G(d), these authors reported an error of -33.1 kcal/mol for the water dimer over the full QM result at the same level of theory, which overestimates the interaction energy only by 2 kcal/mol than that from CCSD(T)/aug-cc-pVDZ. Thus, the net error from that implementation is more than 35 kcal/mol for (H 2 O) 2 , emphasizing the significance of an adequate treatment of the repulsive and attractive interactions.
Bimolecular Complexes.
We considered nine bimolecular complexes of water with water, methanol, formamide, and immidazole (Table 2) , and five ion-water complexes from chloride, sodium, and acetate ions (Table 3 ) to illustrate the feasibility that the X-Pol potential implemented with ab initio HF and DFT approaches can yield adequate description of intermolecular interactions. Furthermore, we do not aim to simply reproduce the interaction energies of the corresponding HF/6-31G(d) or B3LYP/6-31G(d) data, the same levels of theory used in the X-Pol calculations, because the latter in fact has significantly large errors in comparison with CCSD(T) results. When larger basis functions are used, the B3LYP results improve considerably, but the use of a very large basis set is not desirable in the present X-Pol model for treating large systems including protein and nucleic acids. On the other hand, with an adjustment of the van der Waals parameters (Table 1) , we found that it is possible to obtain good agreement between X-Pol and CCSD(T) calculations with a reasonable, but with the use of a modest basis set in X-Pol calculations.
The CCSD(T) interaction energy fully optimized using the aug-cc-pVDZ basis set for the water dimer is 4.9 kcal/mol (Figure 1 ), which is in excellent agreement with the experimental value of 4.9 ( 0.9 kcal/mol determined from pressure broadening of near-IR spectra.
62, 63 The results listed in Table 2 were obtained by partial geometry optimizations with the monomer geometry fixed, [56] [57] [58] [59] and the corresponding CCSD(T) interaction energies were computed by single point calculations using the B3LYP/aug-cc-pVDZ geometries. Thus, the dimer interaction energy for water is slightly greater than that from full CCSD(T) optimizations. The computed interaction energies are 5.0 kcal/ mol from both XP@HF/6-31G(d) and XP@B3LYP/6-31G(d) optimizations. For the methanol-water bimolecular complex, there are two possible hydrogen bonding interactions, depending on water or methanol as the hydrogen bond donor. The XP@B3LYP model yields interaction energies of 5.2 and 4.8 kcal/mol, in favor of the complex in which water acts as the hydrogen bond donor. The same trend is reproduced for the full QM system at the CCSD(T) and B3LYP/aug-cc-pVDZ levels, whereas B3LYP/6-31G(d) optimizations yielded the opposite trend. An early study of the methanol-water system by Krischner and Woods yielded interaction energies of -5.7 and -4.9 kcal/mol using MP2/aug-cc-pVQZ//MP2/aug-ccpVTZ, 64 in accord with the present X-Pol results. For the immidazole-water complexes, we found that the immizaole ring is a better hydrogen bond acceptor from water than donating a hydrogen bond using the X-Pol potential. This is in agreement with high-level ab initio results in Table 2 , although the difference is greater using CCSD(T) calculations. Again, B3LYP/6-31G(d) yields the opposite trend, suggesting that a much larger basis set than 6-31G(d) is needed in studies of enzymes. Four structures were considered in the formamidewater complex. In accord with experiment, 65 the structure with a water simultaneously donating a hydrogen bond to the carbonyl group and accepting one from the amide group is the global minimum. The computed XP@B3LYP/6-31G(d) interaction energy of -7.6 kcal/mol is in good accord with the CCSD(T) results. Overall, the carbonyl group forms strong hydrogen bonds with water than the amide unit donating hydrogen bonds to water. 66 The interaction energies for chloride ion and sodium ion with water can be fitted exactly to the CCSD(T) or experimental results, the latter of which are -14.8 and +24 kcal/mol experimentally.
67,68 The ab initio results are slightly smaller, noting that the experimental values are enthalpies of interaction. Using the parameters in Table 1 , the X-Pol interaction energies for these two ions with water are, respectively, -14.1 and -22.9 kcal/mol, in reasonable accord with the CCSD(T) results (Table  3) . The most stable complex between acetate ion and water is the bidentate structure in which both hydrogen atoms of water donate hydrogen bonds to the two oxygen atoms of acetate ion. The interaction energy from CCSD(T) calculation is -18.3 kcal/ mol, slightly stronger than the single-hydrogen bonded complex in the syn orientation (-18.0 kcal/mol) (Table 3) . 58, 67, 69 The corresponding X-Pol results are -18.3 and -18.2 kcal/mol using the XP@B3LYP/6-31G(d) and are -18.9 and -18.4 from XP@HF/6-31G(d). The hydrogen-bond complex from the anti orientation is the least stable, with computed interaction energies of -16.2, -15.9, and -16.4 kcal/mol from CCSD(T), The mean unsigned error from CCSD(T) results for the fourteen complexes considered is 0.4 kcal/mol for the XP@ B3LYP/6-31G(d) method (Figure 2 ), whereas it is 0.9 kcal/mol from the XP@HF/6-31G(d) potential, a reflection that the Lennard-Jones parameters were not optimized for HF calculations in Table 1 . In both cases, we have used the monomer structures optimized at the B3LYP/6-31G(d) level. Hydrogen bond distances from optimizations using XP@B3LYP/6-31G(d) are in good accord with those obtained from B3LYP/aug-ccpVDZ calculations. The mean unsigned error for the fourteen complexes considered is 0.08 Å. This is comparable to ab initio QM/MM calculations for similar bimolecular complexes. 57 The good agreement suggests that the X-Pol potential can be trained by introducing a set of atomistic parameters, associated with a given theory and basis function, to yield adequate results for the description of intermolecular interactions that are approximated by a Hartree product wave function.
Concluding Remarks
The explicit polarization (X-Pol) method was developed as a framework to develop next-generation force fields for biomolecular simulations based on electronic structure theory, and it has been demonstrated to be feasible for extended molecular dynamics simulation of a solvated protein. Importantly the X-Pol method is a general theory, which can be employed with any level of electronic structure theory. In principle, it is possible and desirable to treat the central region of interest by a highlevel ab initio method or density functional theory and the remainder of the system is represented by an NDDO-type X-Pol force field. The present study examines the X-Pol approach using ab initio molecular orbital theory at the Hartree-Fock level and density functional theory using a hybrid functional. The computational results are illustrated by considering a set of bimolecular complexes of small organic molecules and ions with water. The computed interaction energies and hydrogen bond geometries are in good accord with CCSD(T) results and B3LYP/aug-cc-pVDZ optimizations.
The X-Pol potential complements the effective fragment potential (EFP) approach developed by Gordon and co-workers using ab initio MO theory and DFT. The main difference is that the electronic structure for each individual fragment is fully optimized under the electric field of the rest of the system for a given instantaneous geometrical configuration in the X-Pol, whereas the EFP is determined from a set of distributed multipole expansions to account for static and polarization interactions as well as charge penetration and transfer. The significance of and methods developed to treat charge penetration in the EFP model can be adopted for X-Pol calculations.
On the other hand, the X-Pol potential can be designed as a force field parametrized to reproduce experimental liquid properties, and a combination of such an X-Pol force field and ab initio X-Pol treatment represents a general multilayer quantum mechanical approach for biomolecular systems.
