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STABILITY OF LAMB DIPOLES
K.ABE AND K.CHOI
Abstract. The Lamb dipole is a traveling wave solution to the two-dimensional Euler equa-
tions introduced by S. A. Chaplygin (1903) and H. Lamb (1906) at the early 20th century.
We prove orbital stability of this solution based on a vorticity method initiated by V. I.
Arnold. Our method is a minimization of a penalized energy with multiple constraints that
deduces existence and orbital stability for a family of traveling waves. As a typical case,
orbital stability of the Lamb dipole is deduced by characterizing a set of minimizers as an
orbit of the dipole by a uniqueness theorem in the variational setting.
1. Introduction
1.1. Lamb dipoles. We consider the two-dimensional vorticity equations:
(1.1)
∂tζ + v · ∇ζ = 0, v = k ∗ ζ in R
2 × (0,∞),
ζ = ζ0 on R
2 × {t = 0},
with the kernel k(x) = (2π)−1x⊥|x|−2, x⊥ = t(−x2, x1). The equations (1.1) admit a vortex
pair, i.e., a solution of the form
v(x, t) = u(x + u∞t) − u∞,
ζ(x, t) = ω(x + u∞t),
vanishing at space infinity with a constant velocity u∞ ∈ R
2. Vortex pairs are symmetric
dipoles with compactly supported two vorticities having opposite signs translating to one
direction. They are theoretical models of coherent vortex structures in large-scale geophysi-
cal flows. See, e.g., [24], [16] for experimental works. By rotational invariance of (1.1), we
take u∞ =
t(−W, 0), W > 0, without loss of generality. Substituting (v, ζ) into (1.1) implies
the steady Euler equations for (u, ω) in a half plane:
(1.2)
u · ∇ω = 0 in R2+,
u → u∞ as |x| → ∞.
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1
2In 1906, H. Lamb [27, p.231] noted an explicit solution to (1.2), generally referred
to as the Lamb dipole (Chaplygin-Lamb dipole), a solution ωL = λmax{ΨL, 0}, uL =
t(∂x2ΨL,−∂x1ΨL), 0 < λ < ∞, of the form
(1.3) ΨL(x) =

CLJ1(λ
1/2r) sin θ, r ≤ a,
−W
(
r −
a2
r
)
sin θ, r > a,
with the constants
CL = −
2W
λ1/2J0(c0)
, a = c0λ
−1/2,
where (r, θ) is the polar coordinate and Jm(r) is the m-th order Bessel function of the first
kind. The constant c0 is the first zero point of J1, i.e., J1(c0) = 0, c0 = 3.8317 · · · , J0(c0) < 0.
The parameter λ > 0 denotes the strength of the vortex and is related with its impulse by
∫
R
2
+
x2ωLdx =
c2
0
πW
λ
.
The Lamb dipole (1.3) is the simplest explicit solution to (1.2), symmetric for the x2-
variable, which is a special case of non-symmetric Chaplygin dipoles, independently founded
by S. A. Chaplygin in 1903 [13], [14]. See also [36].
The Lamb dipole is considered as a stable vortex structure in a two-dimensional flow.
Its stability has been studied by an experimental work [16] and also by a numerical work
[21]. On the other hand, despite the explicit form of this classical solution, its mathematical
stability had been an open question since the solution was introduced by S. A. Chaplygin
and H. Lamb at the early 20th century. For solutions with a single-signed vortex such as a
circular vortex [46], [41] or a rectangular vortex [5], stability results have been developed,
while no stability result was known for the Lamb dipole which has a multi-signed vortex
and forms a traveling wave.
There is an interesting relation with solitons in the theory of nonlinear wave equations.
One of classical models that describes propagation of a wave may be the KdV equation [26].
More generally for the gKdV equation,
∂tw + ∂
3
xw + ∂x(w
p) = 0, x ∈ R, t > 0,
for an integer p ≥ 2, there exists a soliton solution of the form w(x, t) = Qc(x − ct) for c > 0
and Qc(x) = c
1/(p−1)Q(c1/2x), where
Q(x) =
(
p + 1
2 cosh2((p − 1)x/2)
)1/(p−1)
,
is called soliton, which is a unique positive solution of the elliptic problem ∂2xQ + Q
p = Q,
3up to translation. Stability of this soliton is well known when the problem is globally well-
posed. Indeed for 2 ≤ p < 5, the gKdV equation is globally well-posed, and if initial
data is close to the soliton, the solution remains nearby the soliton for all time by admitting
translation of Q [6], [47]. Such stability is termed orbital stability. For p = 5, this soliton
is unstable [33] and a finite time blow-up occurs [37], [34]. The Euler equations may have
some aspects of the wave equation. Even for the three-dimensional case, vortex rings form
traveling waves. We shall establish the orbital stability theorem for the Lamb dipole which
is the most typical traveling wave.
In the sequel, we identify a function ζ0 in R
2
+ with an odd extension to R
2 for the x2-
variable, i.e., ζ0(x1, x2) = −ζ0(x1,−x2). Since a classical solution to (1.1) exists and is sym-
metric for the x2-variable for sufficiently smooth initial data [31], a standard approximation
argument implies the existence of a symmetric global weak solution ζ ∈ BC([0,∞); L2 ∩
L1(R2)) for symmetric initial data ζ0 ∈ L
2 ∩ L1(R2) [32]. Here, BC([0,∞); X) denotes the
space of all bounded continuous functions from [0,∞) into a Banach space X. Among other
results, our simplest result is the following:
Theorem 1.1. Let 0 < λ,W < ∞. The Lamb dipole ωL is orbitally stable in the sense
that for ν > 0 and ε > 0, there exists δ > 0 such that for ζ0 ∈ L
2 ∩ L1(R2+) satisfying
x2ζ0 ∈ L
1(R2+), ζ0 ≥ 0, ||ζ0||1 ≤ ν and
inf
y∈∂R2+
{
‖ζ0 − ωL(· + y)‖2 + ‖x2(ζ0 − ωL(· + y))‖1
}
≤ δ,
there exists a global weak solution ζ(t) of (1.1) satisfying
inf
y∈∂R2+
{
‖ζ(t) − ωL(· + y)‖2 + ‖x2(ζ(t) − ωL(· + y))‖1
}
≤ ε, for all t ≥ 0.
Remark 1.2. As we will see later in Remarks 5.2 (i), the smallness condition in Theorem 1.1
can be replaced with a slightly weaker condition infy∈∂R2+
‖ζ0 − ωL(· + y)‖2 +
∣∣∣∫ x2ζ0dx − µ∣∣∣
≤ δ for µ = c2
0
πW/λ.
1.2. Vorticity method. Theorem 1.1 is a particular case of our general stability theorem.
Let us consider the existence problem (1.2). The equation (1.2)1 can be written by the
Jacobian of t(Ψ, ω) for u = t(∂x2Ψ,−∂x1Ψ). Therefore ω is represented by ω = λ f (Ψ) with
some function f (t) and λ > 0 and existence of such (u, ω) is reduced to the free-boundary
problem for γ ≥ 0:
(1.4)
−∆Ψ = λ f (Ψ) in R2+,
Ψ = −γ on ∂R2+,
∂x1Ψ→ 0, ∂x2Ψ→ −W as |x| → ∞.
4The function f is called a vorticity function which is prescribed by a non-negative and non-
decreasing function. In this paper, we shall take
f (t) = t+, t+ = max{t, 0},
for which the Lamb dipole ΨL is a solution to (1.4) for γ = 0 and spt ωL = B(0, a) ∩ R
2
+,
i.e., ωL = λ f (ΨL). Here B(0, a) is an open disk centered at the origin with the radius a > 0.
The three parameters W, γ ≥ 0 and λ > 0 are referred to as propagation speed, flux constant
and strength parameter. We chose the flux constant γ so that Ψ = 0 on the boundary of the
vortex core spt ω = Ω. The problem (1.4) is a free-boundary problem since the vortex core
Ω is a priori unknown. Once the core is found, one can find Ψ by solving the two problems:
− ∆Ψ = λΨ in Ω, Ψ = 0 on ∂Ω,
− ∆Ψ = 0 in R2+\Ω, Ψ = −γ on ∂R
2
+, ∂x1Ψ→ 0, ∂x2Ψ→ −W as |x| → ∞.
On the other hand, the core is characterized as Ω = {x ∈ R2+ | Ψ(x) > 0} by a maximum
principle. The function Ψ = ψ−Wx2−γ is represented by the Green function of the Laplace
operator subject to the Dirichlet boundary condition in a half plane
ψ(x) =
∫
R
2
+
G(x, y)ω(y)dy, G(x, y) =
1
4π
log
(
1 +
4x2y2
|x − y|2
)
.(1.5)
To study existence and stability of solutions to (1.4), we consider a variational principle
based on vorticity, called a vorticity method, originating from the idea of Kelvin [43], initi-
ated by Arnold [3], [4]. See also Benjamin [7] for vortex rings. For vortex pairs, vorticity
methods were developed by Turkington [44] and Burton [8]. See also Norbury [39] and
Yang [48] for a stream function method.
Our approach is based on the vorticity method of Friedman-Turkington [20], [19] devel-
oped for vortex rings. For 0 < µ, ν, λ < ∞, we set a space of admissible functions
Kµ,ν =
{
ω ∈ L2(R2+)
∣∣∣∣∣∣ ω ≥ 0,
∫
R
2
+
x2ωdx = µ,
∫
R
2
+
ωdx ≤ ν
}
.
We construct solutions of (1.4) by maximizing a penalized energy
E2,λ[ω] = E[ω] −
1
2λ
∫
R
2
+
ω2dx, E[ω] =
1
2
∫
R
2
+
∫
R
2
+
G(x, y)ω(x)ω(y)dxdy.
For a notational convenience, we formulate the maximization problem as a minimization of
−E2,λ and denote by
Iµ,ν λ = inf
ω∈Kµ,ν
{
−E2,λ[ω]
}
.(1.6)
5The constants W, γ ≥ 0 are Lagrange multipliers. This formulation is slightly different
from that of [20], [19], where admissible functions are restricted to a space of symmetric
functions for x1 ∈ R. More precisely, the method in [20], [19] applies to prove compactness
of a minimizing sequence satisfying
(1.7)
ω(x1, x2) = ω(−x1, x2),
ω(x1, x2) is non-increasing for x1 > 0.
The condition (1.7) is essential for the method in [20], [19]. In fact, since the energy −E2,λ is
invariant by translation for the x1-variable, translation of any minimizer is a minimizing se-
quence. In this paper, without assuming (1.7), we shall show that any minimizing sequence
is relatively compact by translation for the x1-variable by using the concentration compact-
ness principle of Lions [28]. The following Theorem 1.3 is an improvement of [20], [19] in
terms of vortex pairs.
Theorem 1.3. Let 0 < µ, ν, λ < ∞. For any minimizing sequence {ωn} satisfying ωn ∈ Kµn,ν,
µn → µ and −E2,λ[ωn] → Iµ,ν,λ, there exists a sequence {yn} ⊂ ∂R
2
+ such that {ωn(· + yn)}
and {x2ωn(· + yn)} are relatively compact in L
2(R2+) and L
1(R2+), respectively. In particular,
the problem (1.6) has a minimizer in Kµ,ν.
There is a novelty to adapt the vorticity method of [20], [19], instead of [44] which
prescribes that mass is exactly ν > 0 for admissible functions. As proved in [20], [19]
for vortex rings, mass becomes strictly less than ν > 0 for small λ > 0 with fixed µ, ν.
Indeed, the variational principle in [44] does not provide solutions of (1.4) for small λ > 0.
Our existence for small λ > 0 seems a new result although the above formulation is noted
in [44]. See also [39].
Removing the restriction on the strength parameter is essential in the present work since
solutions of (1.4) approach a Lamb dipole as λ → 0. We shall rigorously state this claim
as in Theorem 1.5 below. For fixed µ, ν, solutions of (1.6) form one parameter family for
0 < λ < ∞. In particular, solutions approach a Dirac measure as λ → ∞ and in contrast
a Lamb dipole as λ → 0. A variational characterization of the Lamb dipole is studied
in [9], [10] for solutions to (1.4) for γ = 0.
Orbital stability of vortex pairs is a consequence of compactness of a minimizing se-
quence. We use conservations of Lq-norms, impulse and penalized energy of (1.1):
(1.8)
||ζ ||q(t) = ||ζ0||q, 1 ≤ q ≤ 2,
||x2ζ ||1(t) = ||x2ζ0||1,
E2,λ(ζ)(t) = E2,λ(ζ0), for all t ≥ 0.
Although a global weak solution ζ(t) of (1.1) obtained by an approximation argument [32]
might have weak regularity at t = 0, by the renormalization property of DiPerna-Lions [15],
the constructed weak solution satisfies the conservations (1.8), i.e., ζ(t) ∈ Kµ,ν for ζ0 ∈ Kµ,ν.
In general, ζ(t) is not symmetric and non-increasing for the x1-variable even if ζ0 is.
6The vorticity method not only constructs stationary solutions as lowest energy solutions
but also deduces their stability by compactness of a minimizing sequence, cf. [12] for dis-
persive equations. For the Euler equations, research on orbital stability goes back to Ben-
jamin [7]. See Wan [45] for an early work. For vortex pairs, the first orbital stability result
appeared in Burton, Nussenzveig Lopes and Lopes Filho [11] for a certain class of solu-
tions to (1.2) by a vorticity method based on a rearrangement for a prescribed function.
See [25], [11] for a physical background and an introduction to the problem. The method
of [11] yields existence of solutions to (1.4) for small W > 0, γ = 0 with unknown f (t),
λ > 0 and deduces their stability for compactly supported ζ0. We prove existence of (1.4)
by prescribing f (t) = t+, λ > 0 and deduce their stability without assuming compact support
for ζ0. Let S µ,ν,λ denote the set of minimizers of (1.6). Theorem 1.3 implies:
Theorem 1.4. For 0 < µ, ν, λ < ∞, S µ,ν,λ is orbitally stable in the sense that for ε > 0, there
exists δ > 0 such that for ζ0 ∈ L
2 ∩ L1(R2+) satisfying x2ζ0 ∈ L
1(R2+), ζ0 ≥ 0, ||ζ0||1 ≤ ν and
inf
ω∈S µ,ν,λ
{||ζ0 − ω||2 + ||x2(ζ0 − ω)||1} ≤ δ,(1.9)
there exists a global weak solution ζ(t) of (1.1) satisfying
inf
ω∈S µ,ν,λ
{||ζ(t) − ω||2 + ||x2(ζ(t) − ω)||1} ≤ ε, for all t ≥ 0.(1.10)
Theorem 1.4 is a general stability theorem for a family of vortex pairs for 0 < λ < ∞.
If the set of minimizers is characterized as an orbit O(ω) = {ω(· + y) | y ∈ ∂R2+} for some
vortex pair, one can deduce orbital stability of the vortex pair itself. Since translation of a
minimizer ω of (1.6) is also a minimizer, the orbit O(ω) is a subset of S µ,ν,λ. The converse
inclusion is a uniqueness issue. See [1] for uniqueness of the Hill’s spherical vortex rings
and [9], [10] of the Lamb dipoles.
In this paper, we prove uniqueness of minimizers of (1.6) for small λ > 0, i.e., µν−1λ1/2 ≤
M1 for some M1 > 0. As proved later, the flux constant γ vanishes for small λ > 0 and ψ/x2
is a positive solution of the elliptic problem in R4, i.e., for y = t(y′, y4) ∈ R
4,
−∆y
(
ψ(y4, |y
′|)
|y′|
)
= λ f
(
ψ(y4, |y
′|)
|y′|
−W
)
in R4.
Since positive solutions ψ/|y′| of the above problem are radially symmetric for some point
on {y′ = 0} [9], minimizers of (1.6) for small λ > 0 must be translation of a Lamb dipole
ωL for W > 0. As a consequence, it turns out that S µ,ν,λ = O(ωL) for µν
−1λ1/2 ≤ M1 and
(1.10) is orbital stability of the Lamb dipole itself. By the constraint on the impulse, the
speed W > 0 is uniquely determined byW = µλ/(c2
0
π).
Theorem 1.5. Let 0 < µ, ν, λ < ∞ satisfy µν−1λ1/2 ≤ M1 for some absolute constant
M1 > 0. Let ωL be the Lamb dipole for W = µλ/(c
2
0
π). Then, minimizers of (1.6) are
translation of the Lamb dipole, i.e.,
7S µ,ν,λ =
{
ωL(· + y)
∣∣∣ y ∈ ∂R2+} .(1.11)
The characterization (1.11) implies that S µ,ν,λ is independent of large ν > 0 for fixed
µ, λ, i.e., µν−1λ1/2 ≤ M1. Therefore for given λ,W > 0, ν > 0 and µ = c
2
0
πW/λ, we take
ν˜ = max{ν, µλ1/2M−1
1
} so that S µ,ν˜,λ = O(ωL). Theorem 1.1 is then deduced from Theorem
1.4.
There is a possibility that uniqueness still holds for solutions to (1.4) for small γ > 0.
See [38], [2] for uniqueness of vortex rings. If the uniqueness holds, one can characterize
S µ,ν,λ as an orbit of some deformed vortex pair supported away from the boundary ∂R
2
+.
Theorem 1.4 may include stability of such solutions.
There are few remarks related with nonlinear wave equations. Orbital stability is con-
cerned with stability about a shape of a wave. Indeed, Theorem 1.1 implies that the shape
of ωL is stable by a perturbation for all t ≥ 0. A more advanced question is the asymptotic
behavior of the perturbation ζ(t) as t → ∞. One may expect that a perturbation approaches
some fixed traveling wave as t → ∞. Such stability is termed asymptotic stability in the
study of nonlinear wave equations. Another issue is interaction between traveling waves.
Stability of two Lamb dipoles or more generally stability of a finite number of the dipoles
are questions. We refer to a survey [42] on stability of solitons.
In this paper, we considered the vorticity function f (t) = t+ to prove the orbital stability
of the Lamb dipole. Our method is also applied to prove orbital stability of more general
vortex pairs and also vortex rings. For example, we are able to take f (t) = t
1/(p−1)
+ as a
vorticity function to study existence and orbital stability of vortex pairs for 4/3 < p < ∞
and vortex rings for 6/5 < p < ∞. The stability norm can be replaced with the Lp-norm
with the weighted L1-norm.
A special case is p = ∞ for which the vorticity function becomes an indicator function.
The penalized energy can be replaced with the kinetic energy whose minimizers are vortex
patches [20], [19]. In contrast to the stability of the circular vortex [46], [41], orbital stability
of translating patches are questions. This class particularly includes the Hill’s spherical
vortex rings.
Let us sketch the proof of Theorem 1.3. In the sequel, we reduce the problem to the case
ν = λ = 1 by the scaling
ωˆ(x) =
1
λν
ω
(
x
λ1/2
)
.(1.12)
If ω ∈ Kµ,ν, ωˆ ∈ KM,1 for M = µν
−1λ1/2 and E2,1[ωˆ] = ν
−2E2,λ[ω]. We abbreviate the
notation as Kµ = Kµ,1, Iµ = Iµ,1,1, E2[ω] = E2,1[ω], and S µ = S µ,1,1.
To prove compactness of a minimizing sequence of (1.6), we apply a concentration com-
pactness principle and exclude possibilities of dichotomy and vanishing of the sequence.
Since Iµ is negative and decreasing for µ ∈ (0,∞), vanishing can not occur. The problem is
to exclude dichotomy of the sequence. Let us consider for simplicity a minimizing sequence
{ωn} ⊂ Kµ satisfying ωn = ω1,n + ω2,n, ω1,n, ω2,n ≥ 0, and for 0 < α < µ,
8α =
∫
R
2
+
x2ω1,ndx, µ − α =
∫
R
2
+
x2ω2,ndx, dist (spt ω1,n, spt ω2,n) → ∞.
Observe that for example if ω1,n and ω2,n are compactly supported and move away for the
x1-direction, the sequence {ωn} is not compact in L
2. If we have the strict subadditivity of
Iµ, i.e., Iµ < Iα + Iµ−α for 0 < α < µ, we immediately conclude that this can not occur by
sending n → ∞ to E2[ωn] ≤ E2[ω1,n] + E2[ω2,n] + o(1).
The main difficulty is the fact that Kµ has the multiple constraints (impulse = µ, mass ≤ 1)
which is an obstacle to deduce the strict subadditivity of Iµ from the scaling property of E2.
See [28, Corollary II.1], [29, p.279]. We overcome this difficulty by reducing the problem
to compactness of a sequence satisfying (1.7) and existence of minimizers of (1.6) by using
the Steiner symmetrization ω∗
i,n
, i.e., a rearrangement of ωi,n satisfying (1.7), E2[ωi,n] ≤
E2[ω
∗
i,n
], conserving Lq-norms, 1 ≤ q ≤ 2, and impulse. Sinceω∗
i,n
is non-increasing for x1 >
0, we are able to show that the weak convergence ω∗
i,n
⇀ ωi in L
2 implies the convergence
of the kinetic energy E[ω∗
i,n
] → E[ωi]. This yields
− Iµ ≤ E2[ω1] + E2[ω2],
α ≥
∫
R
2
+
x2ω1dx, µ − α ≥
∫
R
2
+
x2ω2dx, ||ω1||1 + ||ω2||1 ≤ 1.
A contradiction is deduced from the existence of minimizers of (1.6) (satisfying (1.7)).
Indeed, there exists a maximizer ω1 of E2 (a minimizer of −E2) under the constraints∫
x2ω1dx ≤ α and ||ω1||1 ≤ 1 − ||ω2||1 for fixed ω2. The maximizer satisfies
∫
x2ω1dx = α
with compact support. Therefore we are able to replace ω1 with ω1 and apply the same
for ω2 for fixed ω1. Since we can assume that spt ω1 ∩ spt ω2 = ∅ by translation for the
x1-variable,
−Iµ ≤ E2[ω1] + E2[ω2] = E2[ω1 + ω2] −
∫
R
2
+
∫
R
2
+
G(x, y)ω1(x)ω2(y)dxdy ≤ −Iµ.
This implies ωi ≡ 0 for i = 1 or 2, a contradiction to µ =
∫
x2(ω1 + ω2)dx.
The existence of the minimizer ω1 follows from the compactness of a minimizing se-
quence satisfying (1.7). Since we can assume that a minimizing sequence satisfies (1.7) by
the Steiner symmetrization, the existence of the minimizer ω1 follows from the convergence
of the kinetic energy.
This paper is organized as follows. In Section 2, we prove that Iµ is negative and decreas-
ing for µ ∈ (0,∞) and that minimizers of (1.6) are solutions of (1.4) with compact support.
In Section 3, we prove compactness of the kinetic energy for a sequence satisfying (1.7) and
existence of minimizers of (1.6). In Section 4, we prove Theorem 1.3 by a concentration
compactness principle. In Section 5, we prove existence of symmetric global weak solu-
tions to (1.1) and deduce Theorem 1.4 by a contradiction argument. In Section 5, we prove
Theorem 1.5 by the moving plane method.
92. A minimization problem
We begin with estimates for the kinetic energy E[ω]. Thanks to the finiteness of the
impulse x2ω ∈ L
1, the kinetic energy is finite for ω ∈ L2 ∩ L1 and agrees with the Dirichlet
energy for the stream function. By using energy estimates, we show that Iµ is decreasing
for µ ∈ (0,∞) and any minimizing sequence of Iµ is a bounded sequence in L
2. In the
subsequent section, we prove properties of minimizers.
2.1. Properties of Iµ. For the later usage in the proofs of Theorems 1.3 and 1.4, we estimate
difference of two energies.
Proposition 2.1. The estimates
∫
R
2
+
G(x, y)ω(y)dy ≤ Cx
1/2
2
||ω||
1/2
1
||ω||
1/2
2
,(2.1)
E[ω] ≤ C||x2ω||
1/2
1
||ω||1||ω||
1/2
2
,(2.2) ∫
R
2
+
∫
R
2
+
G(x, y)ω1(x)ω2(y)dxdy ≤ C||ω1||
1/2
1
||ω1||
1/2
2
||x2ω2||
1/2
1
||ω2||
1/2
1
,(2.3)
|E[ω1] − E[ω2]| ≤ C||ω1 − ω2||
1/2
1
||ω1 − ω2||
1/2
2
||x2(ω1 + ω2)||
1/2
1
||ω1 + ω2||
1/2
1
,(2.4)
hold for ω,ωi ∈ L
2 ∩ L1(R2+) satisfying x2ω, x2ωi ∈ L
1(R2+), ω,ωi ≥ 0, with some constant
C, independent of ω, ωi, i = 1, 2.
Proof. The estimate (2.2) follows from (2.3). We suppress the integral region. Observe that
2(E[ω1] − E[ω2]) =
"
G(x, y)ω1(x)ω1(y)dxdy −
"
G(x, y)ω2(x)ω2(y)dxdy
=
"
G(x, y)ω˜(x)ω1(y)dxdy +
"
G(x, y)ω2(x)ω˜(y)dxdy,
for ω˜ = ω1 − ω2 and by G(x, y) = G(y, x),
"
G(x, y)ω2(x)ω˜(y)dxdy =
"
G(y, x)ω2(y)ω˜(x)dxdy =
"
G(x, y)ω˜(x)ω2(y)dxdy.
We see that
2(E[ω1] − E[ω2]) =
"
G(x, y)ω˜(x)ωˆ(y)dxdy, ωˆ = ω1 + ω2.
Thus (2.4) follows from (2.3).
10
We set ψ1 by ω1 and (1.5). By the Ho¨lder’s inequality, for q ∈ (1, 2), 1/q = θ + (1 − θ)/2,
ψ1(x) ≤
(∫
R
2
+
G(x, y)q
′
dy
)1/q′
||ω1||q ≤ Cx
2/q′
2
||ω1||q ≤ Cx
1−θ
2 ||ω1||
θ
1||ω1||
1−θ
2 .
Taking θ = 1/2 implies (2.1) and
"
G(x, y)ω1(y)ω2(x)dxdy =
∫
ψ1(x)ω2(x)dx ≤ C||ω1||
1/2
1
||ω1||
1/2
2
∫
x
1/2
2
ω2(x)dx
≤ C||ω1||
1/2
1
||ω1||
1/2
2
||x2ω2||
1/2
1
||ω2||
1/2
1
.
We obtained (2.3). This completes the proof. 
We show that the Dirichlet integral of the stream function is finite.
Proposition 2.2. For ω ∈ L2 ∩ L1(R2+) satisfying x2ω ∈ L
1(R2+) and ω ≥ 0 (ω . 0), the
stream function (1.5) satisfies ψ > 0 in R2+,
ψ(x) → 0 as |x| → ∞,(2.5)
E[ω] =
1
2
||∇ψ||22.(2.6)
Proof. By
ψ(x) =
∫
R
2
+
G(x, y)ω(y)dy =
∫
|x−y|≥x2/2
+
∫
|x−y|<x2/2
,
and G(x, y) ≤ π−1x2y2|x − y|
−2,
∫
|x−y|≥x2/2
G(x, y)ω(y)dy ≤
4
πx2
||y2ω||1.
By the Ho¨lder’s inequality, 1/q + 1/q′ = 1, 1/q = θ + (1 − θ)/2,
∫
|x−y|<x2/2
G(x, y)ω(y)dy ≤
(∫
|x−y|<x2/2
G(x, y)q
′
dy
)1/q′ (∫
|x−y|<x2/2
ω(y)qdy
)1/q
≤ Cx
2/q′
2
||ω||θ
L1(|x−y|<x2/2)
||ω||1−θ
L2(|x−y|<x2/2)
.
Since
∫
|x−y|<x2/2
ω(y)dy ≤
2
x2
||y2ω||1,
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we have
∫
|x−y|<x2/2
G(x, y)ω(y)dy ≤
C
x
4/q−3
2
||x2ω||
θ
L1
||ω||1−θ
L2∩L1
.
Hence by (2.1) and for δ ∈ (0, 1), by taking q ∈ (1, 2] sufficiently small,
ψ(x) ≤
Cδ
(1 + x2)1−δ
(
||x2ω||L1 + ||ω||L2∩L1
)
, x ∈ R2+.(2.7)
We take a sequence {ωn} ⊂ C
∞
c (R
2
+) such that ωn → ω in L
2 ∩ L1(R2+) and x2ωn → x2ω in
L1(R2+). By (2.7),
ψ(x) =
∫
R
2
+
G(x, y)(ω(y) − ωn(y))dy +
∫
R
2
+
G(x, y)ωn(y)dy
≤ C
(
||x2(ω − ωn)||L1 + ||ω − ωn||L2∩L1
)
+
x2
π infy∈spt ωn |x − y|
2
||y2ωn||L1 .
Sending |x| → ∞ and then m → ∞ imply (2.5).
We take a non-increasing function θ ∈ C∞c [0,∞) satisfying θ = 1 in [0, 1], θ = 0 in [2,∞)
and set the cut-off function by θR(x) = θ(|x|/R). Since −∆ψ = ω in R
2
+ and ψ(x1, 0) = 0, by
multiplying ψθR by −∆ψ = ω and integration by parts,
∫
R
2
+
(
|∇ψ|2θR −
1
2
ψ2∆θR
)
dx =
∫
R
2
+
ψωθRdx.
Since ψ → 0 as |x| → ∞ by (2.5), the second term vanishes as R → ∞. Hence (2.6) follows
from the monotone convergence theorem. 
The function Iµ is negative and decreasing for µ ∈ (0,∞) by (2.2).
Lemma 2.3.
I0 = 0,(2.8)
−∞ < Iµ < 0, 0 < µ < ∞,(2.9)
Iµ < Iα, 0 < α < µ.(2.10)
Proof. Since
Iµ = − sup
ω∈Kµ
E2[ω], E2[ω] = E[ω] −
1
2
∫
R
2
+
ω2dx,
we shall show that
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0 < sup
ω∈Kµ
E2[ω] < ∞, 0 < µ < ∞,(2.11)
sup
ω∈Kα
E2[ω] < sup
ω∈Kµ
E2[ω], 0 < α < µ.(2.12)
The property (2.8) is trivial since K0 = {0}. By (2.2) and the Young’s inequality,
E2[ω] ≤ C||x2ω||
2/3
1
||ω||
4/3
1
≤ Cµ2/3, ω ∈ Kµ.
Thus supω∈Kµ E2[ω] < ∞. We set ω1 = 1B for B = B(0, a) and choose a > 0 so that∫
x2ω1dx = µ. Set ωσ(x) = σ
3ω1(σx), σ > 0, and observe that
∫
R
2
+
x2ωσdx =
∫
R
2
+
x2ω1dx = µ,
∫
R
2
+
ωσdx = σ
∫
R
2
+
ω1dx,
E2[ωσ] = σ
2
(
E[ω1] −
σ2
2
∫
R
2
+
ω21dx
)
.
Thus for sufficiently small σ > 0, ωσ ∈ Kµ and
sup
ω∈Kµ
E2[ω] ≥ E2[ωσ] > 0.
We proved (2.11).
It remains to show (2.12). For ω ∈ Kα, ωτ(x) = τ
−2ω(τ−1x), τ > 1, satisfies
∫
R
2
+
x2ωτ(x)dx = τ
∫
R
2
+
x2ω(x)dx = τα,
∫
R
2
+
ωτ(x)dx =
∫
R
2
+
ω(x)dx ≤ 1.
Hence ωτ ∈ Kτα and
sup
ω˜∈Kτα
E2[ω˜] ≥ E2[ωτ] = E[ω] −
1
2τ2
∫
R
2
+
ω2dx = E2[ω] +
1
2
(
1 −
1
τ2
) ∫
R
2
+
ω2dx > E2[ω].
By taking a supremum for ω ∈ Kα,
sup
ω˜∈Kτα
E2[ω˜] ≥ sup
ω∈Kα
E2[ω].
If supω˜∈Kτα E2[ω˜] = supω∈Kα E2[ω], there exists a maximizing sequence {ωn} ⊂ Kα such that
E2[ωn] → supω∈Kα E2[ω] and ωn → 0 in L
2. By (2.2), E2[ωn] → 0. This contradicts (2.11).
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Hence supω˜∈Kτα E2[ω˜] > supω∈Kα E2[ω] and (2.12) holds by taking τ = µ/α. The proof is
complete. 
Remarks 2.4. (i) The strict subadditivity
Iµ < Iα + Iµ−α, 0 < α < µ,
is unknown, cf. Lions [28].
(ii) Any minimizing sequence {ωn} satisfying ωn ∈ Kµn , µn → µ and −E2[ωn] → Iµ is
uniformly bounded in L2. Indeed, by (2.2),
||ω||22 ≤ C
(
||x2ω||
2/3
1
||ω||
4/3
1
− E2[ω]
)
, ω ∈ Kµ.
By Iµ < 0, lim supn→∞ ||ωn||2 ≤ Cµ
1/3 follows.
2.2. Properties of minimizers. We show that minimizers of (1.6) are solutions to (1.4) for
some W > 0 and γ ≥ 0 with compact support. As noted below in Remarks 2.6 (iii), the flux
constant γ vanishes if µ is sufficiently small.
Proposition 2.5. Each minimizer ω ∈ S µ satisfies
(2.13)
ω = f (ψ −Wx2 − γ),
ψ(x) =
∫
R
2
+
G(x, y)ω(y)dy,
for some constants W, γ ≥ 0, uniquely determined by ω.
Proof. The proof follows from a standard argument, e.g., [20], [19] for vortex rings. Since
Iµ < 0 by (2.9), minimizers are non-trivial. We take a constant δ0 > 0 such that |{x ∈
R
2
+ | ω ≥ δ0}| > 0. Here |E| denotes the Lebesgue measure of a set E ⊂ R
2
+. We take
compactly supported h1, h2 ∈ L
∞(R2+) such that spt hi ⊂ {ω ≥ δ0}, i = 1, 2,
∫
R
2
+
h1(x)dx = 1,
∫
R
2
+
x2h1(x)dx = 0,
∫
R
2
+
h2(x)dx = 0,
∫
R
2
+
x2h2(x)dx = 1.
We take an arbitrary δ ∈ (0, δ0) and compactly supported h ∈ L
∞(R2+) such that h ≥ 0 on
{0 ≤ ω ≤ δ}. We set
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η = h −
(∫
R
2
+
hdx
)
h1 −
(∫
R
2
+
x2hdx
)
h2
so that
∫
ηdx = 0 and
∫
x2ηdx = 0. Observe that ω + εη ≥ δ − ε||η||∞ ≥ 0 on {ω ≥ δ}
for small ε > 0. Since η = h ≥ 0 on {0 ≤ ω ≤ δ}, ω + εη ≥ 0 on {0 ≤ ω ≤ δ}. Hence
ω + εη ∈ Kµ. Since ω is a minimizer of (1.6),
0 ≥
d
dε
E2(ω + εη)
∣∣∣∣∣∣
ε=0
=
∫
R
2
+
(ψ − ω) ηdx =: E′2(ω)η.
By the definition of η,
E′2(ω)η = E
′
2(ω)h − E
′
2(ω)h1
(∫
R
2
+
hdx
)
− E′2(ω)h2
(∫
R
2
+
x2hdx
)
.
By setting γ = E′
2
(ω)h1 and W = E
′
2
(ω)h2,
0 ≥ E′2(ω)h − γ
(∫
R
2
+
hdx
)
−W
(∫
R
2
+
x2hdx
)
=
∫
R
2
+
(ψ −Wx2 − γ − ω) hdx =
∫
0≤ω≤δ
+
∫
ω>δ
.
We set Ψ = ψ −Wx2 − γ. Since h is an arbitrary function satisfying h ≥ 0 on {0 ≤ ω ≤ δ},
(2.14)
Ψ − ω = 0 on {ω > δ},
Ψ − ω ≤ 0 on {0 ≤ ω ≤ δ}.
Since δ > 0 is arbitrary, sending δ → 0 implies
(2.15)
Ψ − ω = 0 on {ω > 0},
Ψ ≤ 0 on {ω = 0}.
If Ψ > 0, ω = Ψ. If Ψ ≤ 0, ω = 0. Thus ω = Ψ+ and (2.13) holds.
We take a sequence {xn}, xn =
t(x1,n, x2,n), such that ω(xn) → 0 and xn,1 → ∞, xn,2 → 0.
By (2.15),
lim sup
n→∞
(
ψ(xn) −Wxn,2 − γ
)
≤ 0.
Hence γ ≥ 0. By taking an another sequence {xn} such that ω(xn) → 0 and xn,1 → 0,
xn,2 → ∞,W ≥ 0 follows.
We show uniqueness of W, γ. Suppose that ω satisfies (2.13) for W∗, γ∗ ≥ 0. Then,
Ψ = ψ −W∗x2 − γ∗ satisfies (2.14) for δ ∈ (0, δ0). Hence,
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0 ≥
∫
R
2
+
(Ψ − ω) hdx =
∫
R
2
+
(ψ − ω − γ∗ −W∗x2) hdx
= E′2(ω)h − γ∗
(∫
R
2
+
hdx
)
−W∗
(∫
R
2
+
x2hdx
)
,
for compactly supported h ∈ L∞(R2+) satisfying h ≥ 0 on {0 ≤ ω ≤ δ}. By taking h =
±h1,±h2, E
′
2
(ω)h1 = γ∗, E
′
2
(ω)h2 = W∗ follow. The proof is complete. 
Remarks 2.6. (i) The constant W is positive by the identity [44, p.1062],
W =
(
1
2π
∫
R
2
+
∫
R
2
+
x2 + y2
|x − y∗|2
ω(x)ω(y)dxdy
) (∫
R
2
+
ω(x)dx
)−1
, y∗ = t(y1,−y2),(2.16)
for minimizers ω ∈ S µ. The identity (2.16) follows by multiplying ∂x2Ψ = ∂x2ψ −W by ω
and integration by parts.
(ii) Every minimizer ω ∈ S µ for γ > 0 satisfies
∫
R
2
+
ωdx = 1.
Indeed, suppose that
∫
ωdx < 1. Then,
η = h −
(∫
R
2
+
x2hdx
)
h2,
for h and h2 as in the proof of Proposition 2.5, satisfies
∫
R
2
+
(ω + εη)dx ≤ 1,
for small ε > 0 and therefore ω + εη ∈ Kµ. By minimality of ω,
ψ −Wx2 − ω = 0 on {ω > 0},
ψ −Wx2 ≤ 0 on {ω = 0}.
This implies (2.13) for γ = 0, a contradiction to γ > 0.
(iii) If 0 < µ ≤ M1 for some constant M1 > 0, every minimizer ω ∈ S µ satisfies
∫
R
2
+
ωdx < 1.
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In particular, γ = 0 by (ii). Indeed, suppose that
∫
ωdx = 1. By µ =
∫
R
2
+
x2ωdx ≥
2µ
∫
x2≥2µ
ωdx,
∫
0<x2<2µ
ωdx = 1 −
∫
x2≥2µ
ωdx ≥
1
2
.
Observe that by ω = Ψ+ ≤ ψ,
∫
0<x2<2µ
ωdx ≤
∫
0<x2<2µ
dx
∫
R
2
+
G(x, y)ω(y)dy
=
∫
0<y2<2µ
dy
∫
R
2
+
G(y, x)ω(x)dx
=
∫
R
2
+
ω(x)dx
∫
0<y2<2µ
G(x, y)dy =
∫
0<x2<4µ
∫
0<y2<2µ
+
∫
x2≥4µ
∫
0<y2<2µ
.
For 0 < x2 < 4µ, we have
∫
0<y2<2µ
G(x, y)dy ≤ Cµ2.
In fact, by
∫
0<y2<4µ
G(x, y)dy =
∫
0<y2<4µ,
|x−y|<x2/2
+
∫
0<y2<4µ,
|x−y|≥x2/2
.
we estimate
∫
0<y2<4µ,
|x−y|<x2/2
G(x, y)dy ≤
1
4π
∫
|x−y|<x2/2
log
(
1 +
4x2y2
|x − y|2
)
dy =
x2
2
4π
∫
|z|<1/2
log
(
1 +
4(1 − z2)
|z|2
)
dz
≤ Cµ2.
For |x − y| ≥ x2/2, the triangle inequality yields |x − y
∗| ≤ 5|x − y| for y∗ = t(y1,−y2). By
G(x, y) ≤ π−1x2y2|x − y|
−2,
∫
0<y2<4µ,
|x−y|≥x2/2
G(x, y)dy ≤
1
π
∫
0<y2<4µ,
|x−y|≥x2/2
x2y2
|x − y|2
dy ≤
25
π
∫
0<y2<4µ,
|x−y|≥x2/2
x2y2
|x − y∗|2
dy ≤ Cµ2.
Hence we have the desired estimate.
For x2 ≥ 4µ, by x2 − y2 ≥ x2/2,
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∫
0<y2<2µ
G(x, y)dy ≤
x2
π
∫
0<y2<2µ
y2
|x − y|2
dy ≤ Cµ2.
Hence 1/2 ≤
∫
0<x2<2µ
ωdx ≤ Cµ2 → 0 as µ → 0, a contradiction.
The positivity of W > 0 implies compactness of support for minimizers. We denote by
BUC(R2+) the space of all bounded uniformly continuous functions in R
2
+ and by C
α(R2+) the
space of all Ho¨lder continuous functions of exponent 0 < α < 1 in R2+. For an integer k ≥ 0,
BUCk+α(R2+) denotes the space of all ψ ∈ BUC(R
2
+) such that ∂
l
xψ ∈ BUC(R
2
+) ∩ C
α(R2+),
for |l| ≤ k.
Proposition 2.7. For ω ∈ S µ, the stream function (2.13)2 satisfies ψ ∈ BUC
2+α(R2+), 0 <
α < 1, ψ/x2 ∈ BUC
1+α(R2+) and
ψ(x)
x2
→ 0 as |x| → ∞.(2.17)
Proof. Since ω ∈ L1 ∩ L2, the representation (2.13)2 implies ∇
2ψ ∈ Lq, q ∈ (1, 2) and
∇ψ ∈ Lp, 1/p = 1/q − 1/2. By (2.13)1 and (2.5), ψ satisfies
(2.18)
−∆ψ(x) = f (ψ −Wx2 − γ) in R
2
+,
ψ = 0 on ∂R2+,
ψ → 0 as |x| → ∞.
By the Lipschitz continuity of f , ∂lxψ ∈ L
p
ul
(R2+), |l| = 3. Here, L
p
ul
(R2+) denotes the uniformly
local Lp-space in R2+. Hence ψ ∈ BUC
2+α(R2+) by the Sobolev embedding. Since ψ(x1, 0) =
0 and
ψ(x1, x2)
x2
=
∫ 1
0
(∂2ψ)(x1, x2s)ds,
ψ/x2 ∈ BUC
1+α(R2+) follows. By (2.6) and the Hardy’s inequality [35, 2.7.1],
∥∥∥∥∥ ψx2
∥∥∥∥∥
2
≤ 2 ‖∇ψ‖2 ,
ψ/x2 ∈ BUC(R
2
+) ∩ L
2(R2+) and (2.17) follows. 
Lemma 2.8. The support of ω ∈ S µ is compact in R
2
+.
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Proof. Since spt ω = {x ∈ R2+ | ψ(x) −Wx2 − γ > 0} for W > 0 and γ ≥ 0 by (2.13)1 and
(2.16),
Wx2 ≤ ψ(x), x ∈ spt ω.
Since ψ/x2 → 0 as |x| → ∞ by (2.17), the assertion follows. 
To prove Theorem 1.5 later in Section 6, we state properties of the associated stream
function.
Lemma 2.9. For ω ∈ S µ, the stream function ψ ∈ BUC
2+α(R2+), 0 < α < 1, is a positive
solution of (2.18) satisfying ψ/x2 ∈ BUC
1+α(R2+), (2.17) and for
Ω =
{
x ∈ R2+
∣∣∣ ψ(x) −Wx2 − γ > 0} ,
Ω is compact in R2+. If 0 < µ ≤ M1, γ = 0, where M1 is the constant as in Remarks 2.6 (iii).
Proof. The assertion follows from Propositions 2.2, 2.7, Lemma 2.8 and Remarks 2.6 (iii).

3. Existence of minimizers
We prove existence of minimizers satisfying (1.7) by the Steiner symmetrization. If the
minimizing sequence {ωn} satisfies (1.7), the kinetic energy E[ωn] is concentrated on a
bounded domain Q = {x ∈ R2+ | |x1| < AR, x2 < R} and the weak convergence of the
sequence {ωn} in L
2 implies the convergence of the energy E[ωn]. Once we have the con-
vergence of the energy, the existence of minimizers easily follows.
Proposition 3.1 (Steiner symmetrization). For ω ≥ 0 satisfying ω ∈ L2 ∩ L1(R2+) and
x2ω ∈ L
1(R2+), there exists ω
∗ ≥ 0 such that
(3.1)
ω∗(x1, x2) = ω
∗(−x1, x2),
ω∗(x1, x2) is non-increasing for x1 > 0.
Moreover,
||ω∗||q = ||ω||q 1 ≤ q ≤ 2,
||x2ω
∗||1 = ||x2ω||1,
E(ω∗) ≥ E(ω).
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Proof. See [18, Appendix I], [44, p.1053]. 
For the later usage in the proof of Theorem 1.3, we state a result for general 0 < µ, ν < ∞
with λ = 1. We first find a minimizer of −E2 in a slightly larger space K˜µ,ν ⊃ Kµ,ν and
then prove that the impulse of this minimizer is exactly µ > 0. The goal of this section is to
prove:
Lemma 3.2. For 0 < µ, ν < ∞, set
K˜µ,ν =
{
ω ∈ L2(R2+)
∣∣∣∣∣∣ ω ≥ 0,
∫
R
2
+
x2ωdx ≤ µ,
∫
R
2
+
ωdx ≤ ν
}
.
(i) There exists ω ∈ K˜µ,ν such that
E2[ω] = sup
ω˜∈K˜µ,ν
E2[ω˜].
(ii) This maximizer ω ∈ K˜µ,ν satisfies (1.7),
∫
R
2
+
x2ωdx = µ,
and is with compact support in R2+.
The proof of Lemma 3.2 is parallel to the case for vortex rings [20], [19]. We use the
monotonicity (1.7)2 and deduce a decay estimate for the stream function for the x1-variable.
Proposition 3.3. Let ψ be the stream function (1.5) for ω ∈ L2 ∩ L1(R2+) satisfying x2ω ∈
L1(R2+) and ω ≥ 0. Assume that (1.7) holds for ω. Then,
ψ(x) ≤ C

(
x2
A
)1/2
||ω||
1/2
1
||ω||
1/2
2
+
1
A
||ω||1 + x2
(
A
x1
)2
||x2ω||1
 , x2 ≤ |x1|A .(3.2)
The constant C is independent of ω and A ≥ 1.
Proof. By replacing A to A/2, we prove (3.2) for x2 ≤ 2|x1|/A and A ≥ 2. We may assume
that x1 > 0. Observe that for a non-increasing function g(t) ≥ 0 for t > 0,
∫ t+t/A
t−t/A
g(s)ds ≤
4
A
||g||L1(0,∞) t > 0, A ≥ 2,
by tg(t) ≤ ||g||1, t > 0. Applying this to ω implies
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∫
|x1−y1 |<x1/A
ω(y)dy ≤
4
A
||ω||1.
We set
ψ(x) =
∫
|x−y|<x2/2
+
∫
|x−y|≥x2/2
=: ψ1 + ψ2.
The conditions x2 ≤ 2x1/A and |x − y| < x2/2 imply |x1 − y1| < x1/A. By the Ho¨lder’s
inequality for 1/q = θ + (1 − θ)/2, 1/q + 1/q′ = 1,
ψ1(x) =
∫
|x−y|<x2/2,
|x1−y1 |<x1/A
G(x, y)ω(y)dy ≤
(∫
R
2
+
G(x, y)q
′
dy
)1/q′ (∫
|x1−y1 |<x1/A
ωq(y)dy
)1/q
≤ Cx
2/q′
2
||ω||θ
L1(|x1−y1 |<x1/A)
||ω||1−θ
L2(|x1−y1 |<x1/A)
.
Taking θ = 1/2 yields ψ1(x) ≤ C(x2/A)
1/2||ω||
1/2
1
||ω||
1/2
2
. We set
ψ2(x) =
∫
|x−y|≥x2/2,
|x1−y1 |<x1/A
+
∫
|x−y|≥x2/2,
|x1−y1 |≥x1/A
=: ψ12 + ψ
2
2.
By G(x, y) ≤ π−1x2y2|x − y|
−2,
ψ12(x) ≤
1
π
∫
|x−y|≥x2/2,
|x1−y1 |<x1/A
x2y2
|x − y|2
ω(y)dy ≤
6
π
∫
|x1−y1 |<x1/A
ω(y)dy ≤
24
πA
||ω||1,
ψ22(x) ≤
1
π
∫
|x−y|≥x2/2,
|x1−y1 |≥x1/A
x2y2
|x − y|2
ω(y)dy ≤
x2
π
(
A
x1
)2
||y2ω||1.
We obtained (3.2). 
The stream function estimate (3.2) implies that the kinetic energy E[ω] is concentrated
on a bounded domain Q = {x ∈ R2+ | |x1| < AR, x2 < R}.
Proposition 3.4. Under the assumption of Proposition 3.3,
(3.3)
∫
R
2
+\Q
ψ(x)ω(x)dx ≤
C
min{A,R}1/2
(
||ω||2
L1∩L2
+ ||x2ω||
2
L1
)
.
21
The constant C is independent of ω and A,R ≥ 1.
Proof. We decompose
∫
R
2
+\Q
ψ(x)ω(x)dx =
∫
x2≥R
+
∫
x2<R,
|x1 |≥AR
,
and estimate by (2.1)
∫
x2≥R
ψ(x)ω(x)dx ≤ C||ω||
1/2
L1
||ω||
1/2
L2
∫
x2≥R
x
1/2
2
ωdx ≤
C
R1/2
||ω||L1∩L2 ||x2ω||L1 .
Since |x1| ≥ AR and x2 < R imply x2 ≤ x1/A, applying (3.2) yields
∫
x2<R,
|x1 |≥AR
ψ(x)ω(x)dx ≤ C
∫
x2<R,
|x1 |≥AR
((
x2
A
)1/2
||ω||L2∩L1 +
1
A
||ω||L1 + x2
1
R2
||x2ω||L1
)
ω(x)dx
≤
C
min{A,R}1/2
(
||ω||
3/2
L1∩L2
||x2ω||
1/2
L1
+ ||ω||2
L1∩L2
+ ||x2ω||
2
L1
)
.
By the Young’s inequality, (3.3) follows. 
Proposition 3.4 implies that the kinetic energy E[ω] is continuous by the weak continuity
in a certain proper subset of L2.
Lemma 3.5. Let {ωn} be a sequence such that
sup
n≥1
{
||ωn||L2∩L1 + ||x2ωn||L1
}
< ∞,
ωn ⇀ ω in L
2(R2+) as n → ∞.
Assume that each ωn satisfies (1.7). Then,
E[ωn] → E[ω] as n → ∞.
Proof. We decompose the energy into two terms
2E[ωn] =
∫
R
2
+
ψn(x)ωn(x)dx =
∫
Q
+
∫
R
2
+\Q
,
and observe that
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∫
Q
ψn(x)ωn(x)dx =
∫
Q
ωn(x)dx
∫
R
2
+
G(x, y)ωn(y)dy =
∫
Q
∫
Q
+
∫
Q
∫
R
2
+\Q
.
By G(x, y) = G(y, x),
∫
Q
ωn(x)dx
∫
R
2
+\Q
G(x, y)ωn(y)dy =
∫
Q
ωn(y)dy
∫
R
2
+\Q
G(x, y)ωn(x)dx ≤
∫
R
2
+\Q
ψn(x)ωn(x)dx.
Applying (3.3) yields
∣∣∣∣∣∣2E[ωn] −
∫
Q
∫
Q
G(x, y)ωn(x)ωn(y)dxdy
∣∣∣∣∣∣ ≤ 2
∫
R
2
+\Q
ψn(x)ωn(x)dx ≤
C
min{A,R}1/2
.
By estimating E[ω] in the same way,
2 |E[ωn] − E[ω]| ≤
∣∣∣∣∣∣
∫
Q
∫
Q
G(x, y) (ω(x)ω(y) − ωn(x)ωn(y)) dxdy
∣∣∣∣∣∣ +
C
min{A,R}1/2
Since G(x, y) ∈ L2(Q × Q) and ωn(x)ωn(y) ⇀ ω(x)ω(y) in L
2(Q × Q), sending n → ∞ and
A,R → ∞ imply the desired result. 
Proof of Lemma 3.2. By the scaling (1.12), we reduce to the case 0 < µ < ∞, ν = 1 with
an abbreviated notation K˜µ,1 = K˜µ. Let {ωn} ⊂ K˜µ be a maximizing sequence of E2. By
the Steiner symmetrization, we may assume that ωn satisfies (1.7). Since {ωn} is uniformly
bounded in L2 as we proved in Remarks 2.4 (ii), by choosing a subsequence (still denoted
by {ωn}), there exists ω ∈ L
2 such that ωn ⇀ ω in L
2 and ||ω||2 ≤ lim infn→∞ ||ωn||2. The
limit ω belongs to K˜µ and satisfies (1.7). Since {ωn} satisfies the assumption of Lemma 3.5,
sup
ω˜∈K˜µ
E2[ω˜] = lim
n→∞
E2[ωn] = lim
n→∞
E[ωn] −
1
2
lim inf
n→∞
||ωn||
2
2 ≤ E[ω] −
1
2
||ω||22 = E2[ω].
Thus ω ∈ K˜µ is a maximizer. We proved (i).
Since supω∈K˜µ E2[ω] > 0 as we proved (2.9), the maximizer ω is a non-trivial function
and satisfies (2.13) for some constants W, γ ≥ 0 as in Proposition 2.5. By the identity (2.16),
we have W > 0. It remains to show
∫
R
2
+
x2ωdx = µ.
Suppose that
∫
x2ωdx < µ. Then
η = h −
(∫
R
2
+
hdx
)
h1,
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for h and h1 as in the proof of Proposition 2.5, satisfies
∫
R
2
+
x2(ω + εη) ≤ µ,
for small ε > 0 and hence ω + εη ∈ K˜µ. By the maximality of ω ∈ K˜µ,
ψ − γ − ω = 0, on {ω > 0},
ψ − γ ≤ 0, on {ω = 0}.
This implies (2.13) for W = 0, a contradiction to W > 0 thanks to the uniqueness of W by
Proposition 2.5. The compactness of spt ω follows from Lemma 2.8. We proved (ii). 
Remark 3.6. It is observed from the proof of Lemma 3.2 that after taking the Steiner sym-
metrization, {ωn} satisfies limn→∞ ||ωn||2 = ||ω||2 and hence ωn → ω in L
2. We will see in
the next section that any maximizing sequence is relatively compact in L2 by translation for
the x1-variable without the condition (1.7).
4. Concentrated compactness
We prove Theorem 1.3. For a minimizing sequence of (1.6) which does not satisfy the
symmetric and non-increasing condition (1.7), Lemma 3.5 can not be directly applied to
prove compactness of the sequence. Instead, we apply a concentration compactness prin-
ciple to get compactness of the minimizing sequence up to translation for the x1-variable.
The main difficulty appears when we need to exclude the possibility of dichotomy of the
sequence since the strict subadditivity of Iµ is unknown as in Remarks 2.4 (i). To overcome
this difficulty, we use the idea from the Steiner symmetrization and reduce the problem to the
compactness of a symmetric and non-increasing sequence (Lemma 3.5) and the existence of
minimizers of (1.6) (Lemma 3.2).
4.1. The case for fixed impulse. We start with proving Theorem 1.3 for minimizing se-
quences {ωn} ⊂ Kµ of Iµ with fixed impulse.
Lemma 4.1. Let 0 < µ < ∞. Let {ρn} ⊂ L
1(R2+) satisfy
ρn ≥ 0,
∫
R
2
+
ρndx = µ, n ≥ 1.
Then, there exists a subsequence {ρnk} satisfying the one of the followings:
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(i) (Compactness) There exists a sequence {yk} ⊂ R
2
+ such that ρnk (· + yk) is tight, i.e., for
arbitrary ε > 0 there exists R > 0 such that
∫
B(yk,R)∩R
2
+
ρnkdx ≥ µ − ε, for all k ≥ 1.(4.1)
(ii) (Vanishing) For each R > 0,
lim
k→∞
sup
y∈R2+
∫
B(y,R)∩R2+
ρnkdx = 0.(4.2)
(iii) (Dichotomy) There exists α ∈ (0, µ) such that for arbitrary ε > 0 there exist k0 ≥ 1 and
{ρ1
k
}, {ρ2
k
} ⊂ L1(R2+) such that spt ρ
1
k
∩ spt ρ2
k
= ∅, 0 ≤ ρi
k
≤ ρnk , i=1,2,
(4.3)
||ρnk − ρ
1
k − ρ
2
k ||L1 +
∣∣∣∣∣∣
∫
R
2
+
ρ1kdx − α
∣∣∣∣∣∣ +
∣∣∣∣∣∣
∫
R
2
+
ρ2kdx − (µ − α)
∣∣∣∣∣∣ ≤ ε, for k ≥ k0,
dist (spt ρ1k , spt ρ
2
k) → ∞ as k →∞.
Proof. The assertion is proved in [28, Lemma I.1] for the whole space by using the Le´vy’s
concentration function. The proof also applies to a half space. 
Remark 4.2. The case (i) is further divided into two cases: (a) lim supk→∞ y2,k = ∞ for
yk =
t(y1,k, y2,k) and (b) supk≥1 y2,k < ∞. In the case (b), we may assume that y2,k = 0 by
replacing R. In fact, B(t(y1,k, 0),R
′) ⊃ B(yk,R) for R
′ = supk≥1 y2,k + R. Hence
∫
B(t(y1,k ,0),R′)
ρnkdx ≥ µ − ε, for all k ≥ 1.
Lemma 4.3. The assertion of Theorem 1.3 holds for minimizing sequences {ωn} ⊂ Kµ of Iµ
with fixed impulse.
Proof. Let {ωn} ⊂ Kµ be aminimizing sequence of Iµ. By Remarks 2.4 (ii), {ωn} is uniformly
bounded in L2. We set ρn = x2ωn and apply Lemma 4.1. Then, for a certain subsequence
still denoted by {ωn}, one of the three cases, (iii) Dichotomy, (ii) Vanishing, (i) Compact-
ness, should occur. We shall exclude the first two cases to get compactness of the sequence.
Case 1. Dichotomy:
There exists some α ∈ (0, µ) such that for arbitrary ε > 0, there exist k0 ≥ 1 and {ω1,n}, {ω2,n} ⊂
L1 such that ω3,n = ωn−ω1,n−ω2,n satisfies spt ω1,n∩spt ω2,n = ∅, 0 ≤ ωi,n ≤ ωn, i = 1, 2, 3,
and
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||x2ω3,n||1 + |αn − α| + |βn − (µ − α)| ≤ ε, for n ≥ k0,
αn =
∫
R
2
+
x2ω1,ndx, βn =
∫
R
2
+
x2ω2,ndx,
dn = dist (spt ω1,n, spt ω2,n) → ∞ as n →∞.
By choosing a subsequence, we may assume that αn → α and βn → β. By suppressing the
integral region, we see that
2E[ωn] =
"
G(x, y)ωn(x)ωn(y)dxdy
=
"
G(x, y)ω1,n(x)ω1,n(y)dxdy +
"
G(x, y)ω2,n(x)ω2,n(y)dxdy
+ 2
"
G(x, y)ω1,n(x)ω2,n(y)dxdy +
"
G(x, y)(2ωn(x) − ω3,n(x))ω3,n(y)dxdy.
Applying (2.3) implies
∣∣∣∣∣
"
G(x, y)(2ωn(x) − ω3,n(x))ω3,n(y)dxdy
∣∣∣∣∣ ≤ C||2ωn − ω3,n||1/21 ||2ωn − ω3,n||1/22 ||x2ω3,n||1/21 ||ω3,n||1/21
≤ Cε1/2.
Since G(x, y) ≤ π−1x2y2|x − y|
−2,
"
G(x, y)ω1,n(x)ω2,n(y)dxdy =
"
|x−y|≥dn
G(x, y)ω1,n(x)ω2,n(y)dxdy ≤
µ2
πd2n
.
Hence
E2[ωn] = E[ωn] −
1
2
∫
R
2
+
ω2ndx ≤ E2[ω1,n] + E2[ω2,n] +
µ2
πd2n
+Cε1/2.
We take a Steiner symmetrization ω∗
i,n
of ωi,n to see that
E2[ωn] ≤ E2[ω
∗
1,n] + E2[ω
∗
2,n] +
µ2
πd2n
+Cε1/2,
||ω∗1,n||1 + ||ω
∗
2,n||1 ≤ 1, ||ω
∗
1,n||2 + ||ω
∗
2,n||2 ≤ C,
αn =
∫
R
2
+
x2ω
∗
1,ndx, βn =
∫
R
2
+
x2ω
∗
2,ndx.
By choosing a subsequence (still denoted by {ω∗
i,n
}),ω∗
i,n
⇀ ωεi in L
2 and ||ωεi ||2 ≤ lim infn→∞ ||ω
∗
i,n
||2.
Since ω∗
i,n
is symmetric and non-increasing for x1 > 0, we apply Lemma 3.5 to get the con-
vergence of the kinetic energy
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lim
n→∞
E[ω∗i,n] = E[ω
ε
i ], i = 1, 2.
Sending n → ∞ implies that
− Iµ ≤ E2[ω
ε
1] + E2[ω
ε
2] +Cε
1/2,
||ωε1||1 + ||ω
ε
2||1 ≤ 1, ||ω
ε
1||2 + ||ω
ε
2||2 ≤ C,
α ≥
∫
R
2
+
x2ω
ε
1dx, β ≥
∫
R
2
+
x2ω
ε
2dx.
Since ωεi for ε > 0 is also symmetric and non-increasing for x1 > 0, applying the same
argument for ωεi and sending ε → 0 implies that ω
ε
i ⇀ ωi in L
2(R2+) and
− Iµ ≤ E2[ω1] + E2[ω2],
||ω1||1 + ||ω2||1 ≤ 1,
α ≥
∫
R
2
+
x2ω1dx, µ − α ≥
∫
R
2
+
x2ω2dx.
If ω1 ≡ 0 and ω2 ≡ 0, we have −Iµ ≤ 0, a contradiction to Iµ < 0 by (2.9). We may assume
that ω1 . 0. We set ν1 = 1−||ω2||1 > 0 and apply Lemma 3.2 to take a maximizer ω1 ∈ K˜α,ν1
of
E2[ω1] = sup
ω∈K˜α,ν1
E2[ω],
such that
∫
x2ω1dx = α and spt ω1 is compact in R
2
+. Hence
− Iµ ≤ E2[ω1] + E2[ω2],
||ω1||1 + ||ω2||1 ≤ 1,
α =
∫
R
2
+
x2ω1dx, µ − α ≥
∫
R
2
+
x2ω2dx.
If ω2 ≡ 0, we have −Iµ ≤ −Iα, a contradiction to Iµ < Iα by (2.10). We may assume that
ω2 . 0. By setting ν2 = 1 − ||ω1||1 > 0 and taking a maximizer ω2 ∈ K˜µ−α,ν2 with compact
support in the same way,
− Iµ ≤ E2[ω1] + E2[ω2],
||ω1||1 + ||ω2||1 ≤ 1,
α =
∫
R
2
+
x2ω1dx, µ − α =
∫
R
2
+
x2ω2dx.
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By translation for the x1-variable, we may assume that spt ω1 ∩ spt ω2 = ∅. Since ω1 +ω2 ∈
Kµ,
−Iµ ≤ E2[ω1] + E2[ω2] = E2[ω1 + ω2] −
"
G(x, y)ω1(x)ω2(y)dxdy
≤ −Iµ −
"
G(x, y)ω1(x)ω2(y)dxdy ≤ −Iµ.
Hence, ωi ≡ 0 for i = 1 or 2. This contradicts µ =
∫
R
2
+
x2(ω1 +ω2)dx. Thus dichotomy does
not occur.
Case 2. Vanishing:
lim
n→∞
sup
y∈R2+
∫
B(y,R)∩R2+
x2ωndx = 0, for each R > 0.
We shall show that limn→∞ E[ωn] = 0. Since E2[ωn] ≤ E[ωn], this implies Iµ ≥ 0, a
contradiction to Iµ < 0.
We set
2E[ωn] =
"
G(x, y)ωn(x)ωn(y)dxdy =
"
|x−y|≥R
+
"
|x−y|<R
.
Since G(x, y) ≤ π−1x2y2|x − y|
−2,
"
|x−y|≥R
G(x, y)ωn(x)ωn(y)dxdy ≤
µ2
πR2
.
We divide the second term into two terms
"
|x−y|<R
G(x, y)ωn(x)ωn(y)dxdy =
"
|x−y|<R,
G≥Rx2y2
+
"
|x−y|<R,
G<Rx2y2
,
and observe that
"
|x−y|<R,
G<Rx2y2
G(x, y)ωn(x)ωn(y)dxdy ≤ Rµ
sup
y∈R2+
∫
B(y,R)∩R2+
x2ωn(x)dx
 → 0 as n → ∞.
We may assume that R ≥ 1. The condition G ≥ Rx2y2 implies |x − y| ≤ R
−1/2. Since
|x − y∗| ≤ 2x2 + R
−1/2, y∗ = t(y1,−y2),
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G(x, y) = −
1
2π
(
log |x − y| − log |x − y∗|
)
≤
1
π
(∣∣∣log |x − y|∣∣∣ + x2) ,
(∫
|x−y|<R−1/2
G(x, y)2dy
)1/2
≤ C(R)(1 + x2),
and C(R) → 0 as R → ∞. Hence
"
|x−y|<R,
G≥Rx2y2
G(x, y)ωn(x)ωn(y)dxdy ≤
"
|x−y|<R−1/2
G(x, y)ωn(x)ωn(y)dxdy
≤ ||ωn||2
∫
R
2
+
ωn(x)
(∫
|x−y|<R−1/2
G(x, y)2dy
)1/2
dx
≤ C(R)′.
Sending n → ∞, and then R → ∞ implies limn→∞ E[ωn] = 0. Thus vanishing does not
occur.
Case 3. Compactness:
There exists a sequence {yn} ⊂ R
2
+ such that for arbitrary ε > 0, there exists R > 0 such that
∫
B(yn,R)∩R
2
+
x2ωndx ≥ µ − ε, for all n ≥ 1.
By translation for the x1-variable, we may assume that yn =
t(0, y2,n). Then, there are two
cases whether (a) lim supn→∞ y2,n = ∞ or (b) supn≥1 y2,n < ∞. We shall first show that the
case (a) does not occur.
(a) lim supn→∞ y2,n = ∞. We may assume that limn→∞ y2,n = ∞ by choosing a subse-
quence. We shall show that limn→∞ E[ωn] = 0. This implies −Iµ = limn→∞ E2[ωn] ≤
limn→∞ E[ωn] = 0, a contradiction to Iµ < 0.
We set
2E[ωn] =
∫
R
2
+
ψnωndx =
∫
B(yn,R)∩R
2
+
+
∫
R
2
+\B(yn,R)
,
for
ψn(x) =
∫
R
2
+
G(x, y)ωn(y)dy.
By (2.1),
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∫
B(yn,R)∩R
2
+
ψnωndx ≤
∥∥∥∥∥∥∥
ψn
x
1/2
2
∥∥∥∥∥∥∥
∞
∫
B(yn,R)∩R
2
+
x
1/2
2
ωndx ≤
Cµ(
y2,n − R
)1/2 → 0 as n → ∞.
By the Ho¨lder’s inequality,
∫
R
2
+\B(yn,R)
ψnωndx ≤
∥∥∥∥∥∥∥
ψn
x
1/2
2
∥∥∥∥∥∥∥
∞
(∫
R
2
+\B(yn,R)
x2ωndx
)1/2 (∫
R
2
+\B(yn ,R)
ωndx
)1/2
≤ Cε1/2.
Thus sending n → ∞, and then ε → 0 implies limn→∞ E[ωn] = 0. Thus case (a) does not
occur.
(b) supn≥ y2,n < ∞. We may assume that y2,n = 0 by taking sufficiently large R > 0 as noted
in Remark 4.2, i.e., for B = B(0,R),
∫
B∩R2+
x2ωndx ≥ µ − ε, for all n ≥ 1.
Since {ωn} is uniformly bounded in L
2, by choosing a subsequence, ωn ⇀ ω in L
2 for some
ω. By sending n → ∞,
∫
R
2
+
x2ωdx = µ.
Hence ω ∈ Kµ. We shall show that
lim
n→∞
E[ωn] = E[ω].(4.4)
This implies that
−Iµ = lim
n→∞
E2[ωn] ≤ lim
n→∞
E[ωn] −
1
2
lim inf
n→∞
||ωn||
2
2 ≤ E2[ω] ≤ −Iµ.
Hence limn→∞ ||ωn||2 = ||ω||2 and ωn → ω in L
2 follows. By
∫
R
2
+
x2|ωn − ω|dx =
∫
B∩R2+
x2|ωn − ω|dx +
∫
R
2
+\B
x2|ωn − ω|dx ≤ C||ωn − ω||2 + 2ε,
sending n → ∞ and then ε → 0 implies x2ωn → x2ω in L
1. Since E2[ωn] → E2[ω], the
limit ω ∈ Kµ is a minimizer of Iµ.
It remains to show (4.4). We decompose
2E[ωn] =
∫
R
2
+
ψnωndx =
∫
B∩R2+
+
∫
R
2
+\B
,
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and also
∫
B∩R2+
ψnωndx =
∫
B∩R2+
ω(x)dx
∫
R
2
+
G(x, y)ωn(y)dy =
∫
B∩R2+
∫
B∩R2+
+
∫
B∩R2+
∫
R
2
+\B
.
Observe that by G(x, y) = G(y, x),
∫
B∩R2+
ωn(x)dx
∫
R
2
+\B
G(x, y)ωn(y)dy =
∫
B∩R2+
ωn(y)dy
∫
R
2
+\B
G(x, y)ωn(x)dx
≤
∫
R
2
+\B
ωn(x)dx
∫
R
2
+
G(x, y)ωn(y)dy
=
∫
R
2
+\B
ψn(x)ωn(x)dx.
Hence
∣∣∣∣∣∣2E[ωn] −
∫
B∩R2+
∫
B∩R2+
G(x, y)ωn(x)ωn(y)dxdy
∣∣∣∣∣∣ ≤ 2
∫
R
2
+\B
ψn(x)ωn(x)dx.
By
∫
R
2
+\B
ψn(x)ωn(x)dx ≤
∥∥∥∥∥∥∥
ψn
x
1/2
2
∥∥∥∥∥∥∥
∞
(∫
R
2
+\B
x2ωndx
)1/2 (∫
R
2
+\B
ωndx
)1/2
≤ Cε1/2,
and estimating E[ω] in the same way,
2 |E[ωn] − E[ω]| ≤
∣∣∣∣∣∣
∫
B∩R2+
∫
B∩R2+
G(x, y) (ωn(x)ωn(y) − ω(x)ω(y)) dxdy
∣∣∣∣∣∣ +Cε1/2.
Since G(x, y) ∈ L2(B × B) and ωn(x)ωn(y) ⇀ ω(x)ω(y) in L
2(B × B), sending n → ∞ and
ε → 0 yields limn→∞ E[ωn] = E[ω]. The proof is now complete. 
4.2. The case for varying impulse. We now complete the proof of Theorem 1.3. As used
in [28], [12], the concentration-compactness lemma (Lemma 4.1) is available even if mass
is not exactly the same. See also [11, Lemma 1].
Lemma 4.4. Let 0 < µ < ∞. For any sequence {ρn} ⊂ L
1(R2+) satisfying
ρn ≥ 0 n ≥ 1,
∫
R
2
+
ρndx = µn → µ as n → ∞,
the assertion of Lemma 4.1 holds by replacing (4.1) with
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lim inf
k→∞
∫
B(yk,R)∩R
2
+
ρnkdx ≥ µ − ε,
and (4.3)1 with
lim sup
k→∞
{
||ρnk − ρ
1
k − ρ
2
k ||L1 +
∣∣∣∣∣∣
∫
R
2
+
ρ1kdx − α
∣∣∣∣∣∣ +
∣∣∣∣∣∣
∫
R
2
+
ρ2kdx − (µ − α)
∣∣∣∣∣∣
}
≤ ε.
Proof. Applying Lemma 4.1 for ρ˜n = ρnµ/µn yields the desired result. 
Proof of Theorem 1.3. For a minimizing sequence {ωn} such that ωn ∈ Kµn , µn → µ and
−E2[ωn] → Iµ as n → ∞, we set ρn = x2ωn and apply Lemma 4.4. Then the desired result
follows the same way as in the proof of Lemma 4.3 without significant modifications. 
5. Orbital stability
We prove Theorem 1.4. We first show existence of global weak solutions of (1.1) sat-
isfying the conservations (1.8). To see this, we recall renormalized solutions of DiPerna-
Lions [15].
5.1. Existence of global weak solutions. We consider the linear transport equation
(5.1)
∂tξ + b · ∇ξ = 0 in R
2 × (0, T ),
ξ(x, 0) = ξ0 on R
2 × {t = 0},
with the divergence-free drift b, i.e., div b = 0, satisfying
(5.2)
b ∈ L1(0, T ;W1,1
loc
(R2)),
b
1 + |x|
∈ L1(0, T ; L1 + L∞(R2)).
We denote by L0 the set of all measurable functions f such that |{| f | > α}| < ∞ for each
α ∈ (0,∞). We say that ξ ∈ L∞(0, T ; L0) is a renormalized solution of (5.1)1 if ξ satisfies
∂tβ(ξ) + b · ∇β(ξ) = 0 in R
2 × (0, T ),(5.3)
for all β ∈ C1 ∩ L∞(R) vanishing near zero, in the sense of distribution. It is proved in [15,
Theorem II. 3] under the condition (5.2) that for ξ0 ∈ L
0 there exists a unique renormalized
solution ξ ∈ C([0, T ]; L0) of (5.1) and if ξ0 ∈ L
q(R2), q ∈ [1,∞], the renormalized solution
satisfies ξ ∈ C([0, T ]; Lq(R2)) and
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||ξ||q(t) = ||ξ0||q for all t ≥ 0.(5.4)
As proved in [30], every global weak solution of (1.1) for ζ0 ∈ L
q ∩ L1(R2), q ∈ (1,∞), is a
renormalized solution of (5.1) for b = k ∗ ζ. Thus the conservation (1.8)1 holds for the weak
solutions by (5.4).
Proposition 5.1. For symmetric initial data ζ0 ∈ L
2 ∩ L1(R2) such that x2ζ0 ∈ L
1(R2) and
ζ0 ≥ 0 for x2 ≥ 0, i.e., ζ0(x1, x2) = −ζ0(x1,−x2), there exists a symmetric global weak
solution ζ ∈ BC([0,∞); L2 ∩ L1(R2)) of (1.1) such that x2ζ ∈ BC([0,∞); L
1(R2)), ζ ≥ 0 for
x2 ≥ 0,
∫ ∞
0
∫
R2
ζ(∂tϕ + v · ∇ϕ)dxdt = −
∫
R2
ζ0(x)ϕ(x, 0)dx(5.5)
for v = k ∗ ζ and all ϕ ∈ C∞c (R
2 × [0,∞)). This weak solution ζ satisfies the conservations
(1.8).
Proof. For smooth and symmetric initial data ζ0 ∈ C
∞
c , there exists a symmetric classical
solution ζ ∈ BC([0,∞); L2∩L1) of (1.1) [31]. By the conservations (1.8) and the Biot-Savart
law v = k ∗ ζ, the solution satisfies
(5.6)
ζ ∈ L∞(0,∞; L2 ∩ L1),
x2ζ ∈ L
∞(0,∞; L1),
v ∈ L∞(0,∞; Lp), 2 ≤ p < ∞,
∇v ∈ L∞(0,∞; Lq), 1 < q ≤ 2.
Since v·∇v ∈ L∞(0,∞; Lr), 1 < r < 2, by the Euler equation ∂tv+(1+∇(−∆)
−1div)(v·∇v) = 0
and v = ∇⊥φ, ∇⊥ = t(∂x2 ,−∂x1),
(5.7)
∂tv ∈ L
∞(0,∞; Lr), 1 < r < 2,
∂tφ ∈ L
∞(0,∞; Ls), 2 < s < ∞.
The function v satisfies the condition (5.2). Indeed, by v = k ∗ ζ, k = k1B + k1Bc = k1 + k2,
B = B(0, 1), and the Young’s inequality,
||v||L1+L∞ ≤ ||k1 ∗ ζ ||L1 + ||k2 ∗ ζ ||L∞ ≤ (||k1 ||L1 + ||k2||L∞)||ζ ||L1 .
Hence
v ∈ L∞(0,∞; L1 + L∞).(5.8)
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The existence of a global weak solution of (1.1) satisfying (5.5)-(5.8) for symmetric ζ0 ∈
L2 ∩ L1, x2ζ0 ∈ L
1, ζ0 ≥ 0 for x2 ≥ 0, follows by an approximation of ζ0 by elements of C
∞
c ,
e.g., [32]. By the condition (5.8) and the consistency [15, Theorem II.3 (1)], the constructed
global weak solution ζ is a renormalized solution of (5.1). Hence ζ ∈ BC([0,∞); L2 ∩ L1)
and (1.8)1 holds.
The conservations (1.8)2 and (1.8)3 follow from the weak form (5.5). To see this, we
take a cut-off function θ ∈ C∞c [0,∞), satisfying θ ≡ 1 in [0, 1] and θ ≡ 0 in [2,∞) and set
θR(x) = θ(|x|/R), R ≥ 1. We set ϕ = x2θR1(0,T ) for T > 0. By approximation of ϕ near t = T
and substituting it into (5.5) imply
∫ T
0
∫
R2
ζv · ∇(x2θR)dxdt =
∫
R2
x2ζ(x, T )θR(x)dx −
∫
R2
x2ζ0(x)θR(x)dx.
Since
ζv · ∇(x2θR) =
(
∂1
(
1
2
(
|v2|2 − |v1|2
))
− ∂2(v
1v2)
)
θR + ζvx2 · ∇θR,
sending R → ∞ implies (1.8)2.
To prove (1.8)3, it suffices to show the conservation of the kinetic energy
∫
R2
|v(x, T )|2dx =
∫
R2
|v0(x)|
2dx.(5.9)
Since 2E[ω] = ||v||2
2
by (2.6), (1.8)1 and (5.9) imply (1.8)3. By (5.6) and (5.7)1, observe that
2
∫ T
0
∫
R2
v · ∂tvdxdt =
∫
R2
|v(x, T )|2dx −
∫
R2
|v0(x)|
2dx.(5.10)
By (5.6) and approximation of the test functions in (5.5), we have
∫ T
0
∫
R2
ζ(∂tϕ + v · ∇ϕ)dxdt =
∫
R2
ζ(x, T )ϕ(x, T )dx −
∫
R2
ζ0(x)ϕ(x, 0)dx
for all ϕ ∈ L∞(R2 × (0, T )) satisfying ∇ϕ, ∂tϕ ∈ L
∞(0, T ; Ls), 2 < s < ∞. By (2.1), (2.5),
(5.6) and (5.7)2, substituting φ into the above and integration by parts yield
∫ T
0
∫
R2
v · ∂tvdxdt =
∫
R2
|v(x, T )|2dx −
∫
R2
|v0(x)|
2dx.
By (5.10), we obtain (5.9). The proof is complete. 
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5.2. An application to stability. We now apply Theorem 1.3 for:
Proof of Theorem 1.4. We give a proof for the case 0 < µ < ∞, ν = λ = 1. The proof is
also applied to the general case 0 < µ, ν, λ < ∞ by replacing Kµ, Iµ, S µ to Kµ,ν, Iµ,ν,λ, S µ,ν,λ,
respectively. Suppose that (1.10) were false. Then there exists ε0 > 0 such that for n ≥ 1,
there exist ζ0,n ∈ L
2 ∩ L1 satisfying ζ0,n ≥ 0, ||ζ0,n||1 ≤ 1 and tn ≥ 0 such that a global weak
solution in Proposition 5.1 satisfies
inf
ω∈S µ
{
||ζ0,n − ω||2 + ||x2(ζ0,n − ω)||1
}
≤
1
n
,
inf
ω∈S µ
{||ζn(tn) − ω||2 + ||x2(ζn(tn) − ω)||1} ≥ ε0.
We write ζn = ζn(tn) by suppressing tn. We take ωn ∈ S µ such that ||ζ0,n − ωn||2 + ||x2(ζ0,n −
ω)||1 → 0. By (2.4),
∣∣∣E2[ζ0,n] + Iµ∣∣∣ = ∣∣∣E2[ζ0,n] − E2[ωn]∣∣∣ → 0 as n → ∞.
Thus {ζ0,n} is a minimizing sequence such that ζ0,n ∈ Kµn , µn =
∫
x2ζ0,ndx → µ and
−E2[ζ0,n] → Iµ as n → ∞.
By the conservations (1.8), ζn ∈ Kµn and
∣∣∣E2[ζn] + Iµ∣∣∣ = ∣∣∣E2[ζ0,n] + Iµ∣∣∣ → 0 as n → ∞.
Hence {ζn} is also a minimizing sequence such that ζn ∈ Kµn , µn → µ and −E2[ζn] → Iµ. By
Theorem 1.3, there exists a sequence {yn} ⊂ ∂R
2
+ such that, by choosing a subsequence (still
denoted by {ζn}), there exists ζ ∈ L
2 ∩ L1 such that
ζn(· + yn) → ζ in L
2(R2+),
x2ζn(· + yn) → x2ζ in L
1(R2+),
and the limit ζ ∈ Kµ is a minimizer of Iµ, i.e., ζ ∈ S µ. Sending n → ∞ implies
0 = inf
ω∈S µ
{||ζ − ω||2 + ||x2(ζ − ω)||1} = inf
ω∈S µ
(
lim
n→∞
{||ζn − ω||2 + ||x2(ζn − ω)||1}
)
≥ lim inf
n→∞
(
inf
ω∈S µ
{||ζn − ω||2 + ||x2(ζn − ω)||1}
)
≥ ε0.
We obtained a contradiction. 
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Remarks 5.2. (i) It is observed from the above proof that the assertion of Theorem 1.4 holds
even if impulse of initial data is merely close to µ, i.e., for ε > 0 there exists δ > 0 such that
for ζ0 ∈ L
2 ∩ L1(R2+) satisfying ζ0 ≥ 0, ||ζ0||1 ≤ ν and
inf
ω∈S µ,ν,λ
||ζ0 − ω||2 +
∣∣∣∣∣∣
∫
R
2
+
x2ζ0dx − µ
∣∣∣∣∣∣ ≤ δ,(5.11)
there exists a global weak solution of (1.1) satisfying (1.10).
(ii) In [11], orbital stability by the L2-norm is proved if initial data ζ0 is close to a set of
minimizers in the same topology as (5.11).
6. Uniqueness of the Lamb dipole
We prove Theorem 1.5. For minimizers ω ∈ S µ, the associated stream functions are
positive solutions of (2.18) for W > 0 and γ = 0, provided that 0 < µ ≤ M1 as in Lemma
2.9. Our goal is to prove that such solutions are only translation of the Lamb dipole (1.3) for
λ = 1.
6.1. A decay estimate. We consider positive solutions ψ > 0 of the problem:
(6.1)
−∆ψ(x) = f (ψ −Wx2) in R
2
+,
ψ = 0 on ∂R2+,
ψ → 0 as |x| → ∞,
for some constant W > 0.
Theorem 6.1. Let ψ ∈ BUC2+α(R2+), 0 < α < 1, be a positive solution of (6.1) for some
W > 0 such that ψ/x2 ∈ BUC
1+α(R2+) and ψ/x2 → 0 as |x| → ∞ and for Ω = {x ∈
R
2
+ | ψ(x) −Wx2 > 0}, Ω is compact in R
2
+. Then, ψ(x1, x2) = ψL(x1 + q, x2) for some q ∈ R,
where ψL = ΨL +Wx2 and ΨL is the Lamb dipole (1.3) for λ = 1 and the given W > 0.
We reduce (6.1) to the problem in R4. For y = t(y1, y2, y3, y4) ∈ R
4, y′ = t(y1, y2, y3), we
set x1 = y4, x2 = |y
′| and
ϕ(y) =
ψ(x1, x2)
x2
.(6.2)
Since −ψ is non-positive, subharmonic and takes a maximum on ∂R2+, by Hopf’s lemma
[40, Chapter 2, Theorem 4], ∂x2ψ(x1, 0) > 0, x1 ∈ R. Therefore ϕ is positive in R
4. The
function ϕ is bounded uniformly continuous and Ho¨lder continuous up to first orders in R4,
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i.e. ϕ ∈ BUC1+α(R4), 0 < α < 1. Moreover, ϕ is continuously differentiable up to second
orders in R4\{y′ = 0} and satisfies
−∆yϕ = −
(
∂2x2 +
2
x2
∂x2 + ∂
2
x1
)
ψ(x1, x2)
x2
= f (ϕ −W) in R4\{y′ = 0}.
The function ϕ is regular up to y′ = 0 and satisfies the equation in R4. In fact, by the
boundedness of ∇ϕ near y′ = 0, ϕ satisfies the Poisson equation in R4 in a weak sense.
Hence, by ∂ly f (ϕ − W) ∈ L
p
ul
(R4), |l| ≤ 1, 1 < p < ∞, and a regularity result for weak
solutions [23], ∂lyϕ ∈ L
p
ul
(R4), |l| = 3, follows. In particular, ϕ ∈ BUC2+α(R4), 0 < α < 1, by
the Sobolev embedding. Hence ϕ ∈ BUC2+α(R4) is a positive solution of
(6.3)
−∆yϕ = f (ϕ −W) in R
4,
ϕ → 0 as |y| → ∞.
We set the support of f (ϕ −W) by Ξ for
Ξ =
{
y ∈ R4
∣∣∣ ϕ(y) −W > 0 } .(6.4)
SinceΩ is compact inR2+ and ϕ(y
′, y4) = ψ(y4, |y
′|)/|y′|, Ξ is compact inR4 and axisymmetric
for the axis y′ = 0.
Since ϕ is a positive solution of (6.3), applying the result of [22, Theorem 4, 2.3. Remark
1] implies that ϕ is radially symmetric for some point in R4. See also [17, Theorem 3.3], [9,
Theorem 2.1]. We give the proof below for completeness.
Lemma 6.2. There exists p > 0 and q ∈ R such that
(6.5)
ϕ(y′, y4 + q) =
p
|y|2
+ g(y),
|g(y)| ≤
C
|y|4
, |∇g(y)| ≤
C
|y|5
, for |y| ≥ 2R + |q|,
for some R > 0 such that Ξ ⊂ B(0,R) with some constant C, where B(0,R) is an open ball
in R4.
Proof. We represent ϕ by the Newton potential of f (Φ), Φ = ϕ − W , by using the funda-
mental solution of the Laplace equation in R4, i.e., Γ(y) = (4π2)−1|y|−2. By compactness of
the support Ξ ⊂ R4 and ϕ(y) → 0 as |y| → ∞, we have
ϕ(y) =
∫
Ξ
Γ(y − z) f (Φ)dz.
This implies the expansion
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ϕ(y) = Γ(y)
∫
Ξ
f (Φ)dz − ∇yΓ(y) ·
(∫
Ξ
z f (Φ)dz
)
+ g0(y),
|g0(y)| ≤
C
|y|4
, |∇g0(y)| ≤
C
|y|5
, for |y| ≥ 2R.
Hence
ϕ(y) =
p
|y|2
+
4∑
j=1
p jy j
|y|4
+ g0(y),
p =
1
4π2
∫
Ξ
f (Φ)dz, p j =
1
2π2
∫
Ξ
z j f (Φ)dz, j = 1, 2, 3, 4.
Since Ξ and Φ are symmetric for y′ = 0, p j = 0 for j = 1, 2, 3. By taking q = p4/(2p), (6.5)
follows. 
6.2. Moving plane method. We apply the moving plane method. The following Propo-
sitions 6.3-6.6 are due to [22, Lemmas 4.1-4.4] (see also Lemmas 3.5-3.8 and C.1 of [1]).
Propositions 6.3, 6.4 are based on the decay estimate (6.5). Proposition 6.5 is by a maximum
principle for the monotone function f .
We take an arbitrary unit vector n in R4 and consider the hyperplane Tκ = {y ∈ R
4 | y · n =
κ } for κ > 0. By rotation of (6.3), we shall suppose that n = t(1, 0, 0, 0) and Tκ = {y1 = κ}.
For y = (y1, y˜), y˜ = (y2, y3, y4), we denote by y
κ = (2κ − y1, y˜) the reflection with respect to
the hyperplane Tκ.
Proposition 6.3. Let φ(y) = ϕ(y′, y4 + q) as in (6.5). Let κ > 0. Consider two points
y = (y1, y˜) and z = (z1, y˜) in R
4 such that y1 < z1 and (y1 + z1)/2 ≥ κ. There exists Rκ > 0
depending only on min{1, κ} such that
φ(y) > φ(z), for |y| ≥ Rκ.
Proposition 6.4. There exists κ0 ≥ 1 such that for κ ≥ κ0,
φ(y) > φ(yκ), for y1 < κ.
Proposition 6.5. Suppose that there exists κ > 0 such that
φ(y) ≥ φ(yκ), for y1 < κ,
φ(y0) , φ(y
κ
0), for some y0 ∈ R
4.
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Then, φ(y) > φ(yκ) for y1 < κ and ∂y1φ(κ, y˜) < 0 for y˜ ∈ R
3.
Proposition 6.6. The set {κ > 0 | φ(y) > φ(yκ) for y1 < κ} is open in R.
Lemma 6.7. The function φ(y) = ϕ(y′, y4 + q) is radially symmetric in R
4 and decreasing in
radial direction.
Proof. By Proposition 6.4, φ(y) > φ(yκ), y1 < κ, for all κ ≥ κ0 for some κ0 ≥ 1. Since
{κ > 0 | φ(y) > φ(yκ) for y1 < κ} is open by Proposition 6.6, we take a maximal interval
(κ∗,∞) such that φ(y) > φ(y
κ), y1 < κ, holds for κ > κ∗. By continuity, we have φ(y) ≥ φ(y
κ∗ )
for y1 < κ∗. We shall show that κ∗ = 0. Suppose that κ∗ > 0. By Proposition 6.3, there
exits y0 ∈ R
4 such that φ(y0) , φ(y
κ∗
0
). By Proposition 6.5, φ(y) > φ(yκ∗ ) for y1 < κ∗. This
contradicts the maximality of κ∗. We thus conclude that κ∗ = 0 and φ(y1, y˜) ≥ φ(−y1, y˜) for
y1 ≤ 0. Since ∂y1φ(y1, y˜) < 0 by Proposition 6.5, φ is decreasing for y1 > 0.
Applying the same argument for n = t(−1, 0, 0, 0) implies that φ is an even function for
y1. By rotation, φ is symmetric for every unit vectors in R
4. Hence φ is radially symmetric
and decreasing. 
Proof of Theorem 6.1. Since φ(y) = ϕ(y′, y4 + q) is radially symmetric and |y| = |x|, φ(y) =
φ(|y|) and
ψ(x1 + q, x2)
x2
= ϕ(y′, y4 + q) = φ(y
′, y4) = φ (|x|) .
By translation of ψ for the x1-variable, we may assume that q = 0, i.e., ψ(x1, x2)/x2 = φ(|x|).
By the polar coordinate x1 = r cos θ, x2 = r sin θ, we set
Ψ(x) = ψ(x) −Wx2 = (φ(r) −W)r sin θ =: η(r) sin θ.
We prove Ψ = ΨL. By (6.1), Ψ satisfies
(6.6)
−∆Ψ = Ψ in Ω,
−∆Ψ = 0 in R2+\Ω,
Ψ = 0 on ∂R2+ ∪ ∂Ω,
∂x1Ψ→ 0, ∂x2Ψ→ −W as |x| → ∞.
Since φ(r) is decreasing for r > 0 and Ψ = 0 on ∂Ω, there exists some a > 0 such that
φ(a) = W and Ω = B(0, a) ∩ R2+. Substituting Ψ = η(r) sin θ into (6.6)1 implies that η(r) is a
solution of the Bessel’s differential equation:
39
(6.7)
η¨ +
1
r
η˙ −
1
r2
η + η = 0, η > 0, 0 < r < a,
η(a) = 0.
Solutions of (6.7) are given by a linear combination of the Bessel functions of the first and
second kind of order one. Since η(r) > 0 is bounded at r = 0 and η(a) = 0,
η(r) = C1J1(r),
a = c0,
for some constant C1, where c0 is the first zero point of J1. Hence, Ψ(x) = C1J1(r) sin θ for
r ≤ a.
In a similar way, we consider the region r ≥ a. Since Ψ is harmonic for r > a, η =
C2/r + C3r with some constants C2, C3. Since ∇Ψ = (C2/r
2)t(− sin 2θ, cos 2θ) + t(0,C3),
sending r → ∞ implies that C3 = −W . By Ψ = 0 for r = a, C2 = Wa
2. Hence Ψ(x) =
−W(r − a2/r) sin θ for r > a.
The constant C1 is determined by continuity of ∂rΨ at r = a, i.e., limr→a+0 ∂rΨ =
limr→a−0 ∂rΨ. By using J˙1(c0) = J0(c0), C1 = −2W/J0(c0) = CL follows. We proved
Ψ = ΨL. 
Proof of Theorem 1.5. By the scaling (1.12), we reduce to the case ν = λ = 1. By Theorem
1.3, S µ is not empty, i.e., S µ , ∅. Let 0 < µ ≤ M1 for the constant M1 > 0 as in Remarks 2.6
(iii). For an arbitrary ω ∈ S µ, the associated stream function ψ is a positive solution of (6.1)
for some W > 0 satisfying ψ/x2 → 0 as |x| → ∞ and for Ω = {ψ −Wx2 > 0}, Ω is compact
in R2+ by Lemma 2.9. Applying Theorem 6.1 and ω ∈ Kµ imply that ω is translation of the
Lamb dipole ωL for W = µ/(c
2
0
π). Hence S µ ⊂ {ωL(· + y) | y ∈ ∂R
2
+}.
Since S µ , ∅, there exists ω ∈ S µ and y0 ∈ ∂R
2
+ such that ω = ωL(· + y0) for the
Lamb dipole ωL for W = µ/(c
2
0
π). By translation invariance of E2 for the x1-variable,
{ωL(· + y) | y ∈ ∂R
2
+} ⊂ S µ follows. We proved (1.11). The proof is now complete. 
Acknowledgements
The work of the first author is partially supported by JSPS through the Grant-in-aid for
Young Scientist (B) 17K14217, Scientific Research (B) 17H02853 and Osaka City Uni-
versity Advanced Mathematical Institute (MEXT Joint Usage / Research Center on Math-
ematics and Theoretical Physics). The work of the second author is partially supported
by NRF-2018R1D1A1B07043065, the Research Fund (1.190136.01) of UNIST (Ulsan Na-
tional Institute of Science & Technology) and by the POSCO Science Fellowship of POSCO
TJ Park Foundation.
40
References
[1] C. J. Amick and L. E. Fraenkel. The uniqueness of Hill’s spherical vortex. Arch. Rational Mech. Anal.,
92:91–119, (1986).
[2] C. J. Amick and L. E. Fraenkel. The uniqueness of a family of steady vortex rings. Arch. Rational Mech.
Anal., 100:207–241, (1988).
[3] V. I. Arnold. Sur la ge´ome´trie diffe´rentielle des groupes de Lie de dimension infinie et ses applications a`
l’hydrodynamique des fluides parfaits. Ann. Inst. Fourier (Grenoble), 16:319–361, (1966).
[4] V. I. Arnold and B. A. Khesin. Topological methods in hydrodynamics, volume 125 of Applied Mathemat-
ical Sciences. Springer-Verlag, New York, 1998.
[5] J. Beichman and S. Denisov. 2D Euler equation on the strip: stability of a rectangular patch. Comm. Partial
Differential Equations, 42:100–120, (2017).
[6] T. B. Benjamin. The stability of solitary waves. Proc. Roy. Soc. (London) Ser. A, 328:153–183, (1972).
[7] T. B. Benjamin. The alliance of practical and analytical insights into the nonlinear problems of fluid me-
chanics. pages 8–29. Lecture Notes in Math., 503, 1976.
[8] G. R. Burton. Steady symmetric vortex pairs and rearrangements. Proc. Roy. Soc. Edinburgh Sect. A,
108:269–290, (1988).
[9] G. R. Burton. Uniqueness for the circular vortex-pair in a uniform flow. Proc. Roy. Soc. London Ser. A,
452:2343–2350, (1996).
[10] G. R. Burton. Isoperimetric properties of Lamb’s circular vortex-pair. J. Math. Fluid Mech., 7:S68–S80,
(2005).
[11] G. R. Burton, H. J. Nussenzveig Lopes, and M. C. Lopes Filho. Nonlinear stability for steady vortex pairs.
Comm. Math. Phys., 324:445–463, (2013).
[12] T. Cazenave and P.-L. Lions. Orbital stability of standing waves for some nonlinear Schro¨dinger equations.
Comm. Math. Phys., 85:549–561, (1982).
[13] S. A. Chaplygin. One case of vortex motion in fluid. Trudy Otd. Fiz. Nauk Imper. Mosk. Obshch. Lyub.
Estest., 11(11–14), (1903).
[14] S. A. Chaplygin. One case of vortex motion in fluid. Regul. Chaotic Dyn., 12:219–232, (2007).
[15] R. J. DiPerna and P.-L. Lions. Ordinary differential equations, transport theory and Sobolev spaces. Invent.
Math., 98:511–547, (1989).
[16] J. Flor and G. J. F. Van Heijst. An experimental study of dipolar vortex structures in a stratified fluid. J.
Fluid Mech., 279:101–133, (1994).
[17] L. E. Fraenkel. An introduction to maximum principles and symmetry in elliptic problems, volume 128.
Cambridge University Press, Cambridge, 2000.
[18] L. E. Fraenkel and M. S. Berger. A global theory of steady vortex rings in an ideal fluid. Acta Math.,
132:13–51, (1974).
[19] A. Friedman. Variational principles and free-boundary problems. John Wiley & Sons, Inc., New York,
1982.
[20] A. Friedman and B. Turkington. Vortex rings: existence and asymptotic estimates. Trans. Amer. Math.
Soc., 268:1–37, (1981).
[21] J. V. Geffena and G. V. Heijst. Viscous evolution of 2d dipolar vortices. Fluid Dynamics Research, 22:191–
213, (1998).
[22] B. Gidas, W.M. Ni, and L. Nirenberg. Symmetry and related properties via the maximum principle. Comm.
Math. Phys., 68:209–243, (1979).
[23] D. Gilbarg and N. S. Trudinger. Elliptic partial differential equations of second order. Springer-Verlag,
Berlin, 2001.
[24] G. J. F. V. Heijst and J. B. Flor. Dipole formation and collisions in a stratified fluid. Nature, 340:212–215,
(1989).
[25] D. Iftimie, M. C. Lopes Filho, and H. J. Nussenzveig Lopes. Large time behavior for vortex evolution in
the half-plane. Comm. Math. Phys., 237:441–469, (2003).
[26] D. J. Korteweg and G. de Vries. On the change of form of long waves advancing in a rectangular canal,
and on a new type of long stationary waves. Philos. Mag. (5), 39:422–443, (1895).
[27] H. Lamb. Hydrodynamics. Cambridge Univ. Press., 3rd ed. edition, 1906.
[28] P.-L. Lions. The concentration-compactness principle in the calculus of variations. The locally compact
case. I. Ann. Inst. H. Poincare´ Anal. Non Line´aire, 1:109–145, (1984).
41
[29] P.-L. Lions. The concentration-compactness principle in the calculus of variations. The locally compact
case. II. Ann. Inst. H. Poincare´ Anal. Non Line´aire, 1:223–283, (1984).
[30] M. C. Lopes Filho, A. L. Mazzucato, and H. J. Nussenzveig Lopes. Weak solutions, renormalized solutions
and enstrophy defects in 2D turbulence. Arch. Ration. Mech. Anal., 179:353–387, (2006).
[31] M. C. Lopes Filho, H. J. Nussenzveig Lopes, and Z. Xin. Existence of vortex sheets with reflection sym-
metry in two space dimensions. Arch. Ration. Mech. Anal., 158:235–257, (2001).
[32] A. J. Majda and A. L. Bertozzi. Vorticity and incompressible flow, volume 27 of Cambridge Texts in
Applied Mathematics. Cambridge University Press, Cambridge, 2002.
[33] Y. Martel and F. Merle. Instability of solitons for the critical generalized Korteweg-de Vries equation.
Geom. Funct. Anal., 11:74–123, (2001).
[34] Y. Martel and F. Merle. Blow up in finite time and dynamics of blow up solutions for the L2-critical
generalized KdV equation. J. Amer. Math. Soc., 15:617–664, (2002).
[35] V. Maz’ya. Sobolev spaces with applications to elliptic partial differential equations, volume 342 of
Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences].
Springer, Heidelberg, 2011.
[36] V. V. Meleshko and G. J. F. van Heijst. On Chaplygin’s investigations of two-dimensional vortex structures
in an inviscid fluid. J. Fluid Mech., 272:157–182, (1994).
[37] F. Merle. Existence of blow-up solutions in the energy space for the critical generalized KdV equation. J.
Amer. Math. Soc., 14:555–578, (2001).
[38] J. Norbury. A steady vortex ring close to Hill’s spherical vortex. Proc. Cambridge Philos. Soc., 72:253–
284, (1972).
[39] J. Norbury. Steady planar vortex pairs in an ideal fluid. Comm. Pure Appl. Math., 28:679–700, (1975).
[40] M. H. Protter and H. F. Weinberger. Maximum principles in differential equations. Prentice-Hall, Inc.,
Englewood Cliffs, N.J., 1967.
[41] T. C. Sideris and L. Vega. Stability in L1 of circular vortex patches. Proc. Amer. Math. Soc., 137:4199–
4202, (2009).
[42] T. Tao. Why are solitons stable? Bull. Amer. Math. Soc. (N.S.), 46:1–33, (2009).
[43] W. Thomson (Lord Kelvin). Maximum and minimum energy in vortex motion, Nature 574, 618–620
(1880). InMathematical and Physical Papers 4, pages 172–183. Cambridge: Cambridge University Press,
1910.
[44] B. Turkington. On steady vortex flow in two dimensions. I, II. Comm. Partial Differential Equations,
8:999–1030, 1031–1071, (1983).
[45] Y. H. Wan. Variational principles for Hill’s spherical vortex and nearly spherical vortices. Trans. Amer.
Math. Soc., 308:299–312, (1988).
[46] Y. H. Wan and M. Pulvirenti. Nonlinear stability of circular vortex patches. Comm. Math. Phys., 99:435–
450, (1985).
[47] M. I. Weinstein. Lyapunov stability of ground states of nonlinear dispersive evolution equations. Comm.
Pure Appl. Math., 39:51–67, (1986).
[48] J. Yang. Existence and asymptotic behavior in planar vortex theory. Math. Models Methods Appl. Sci.,
1:461–475, (1991).
(K. Abe) Department ofMathematics, Graduate School of Science, Osaka City University, 3-3-138 Sugi-
moto, Sumiyoshi-ku Osaka, 558-8585, Japan
E-mail address: kabe@sci.osaka-cu.ac.jp
(K. Choi) Department of Mathematical Sciences, Ulsan National Institute of Science and Technology,
UNIST-gil 50, Ulsan, 44919, Republic of Korea
E-mail address: kchoi@unist.ac.kr
