Abstract. In this paper, we obtain an explicit formula for the interior of the domain of a maximal monotone multifunction in terms of its Fitzpatrick function.
Preliminaries
In recent years, there has been considerable interest in the Fitzpatrick function of a maximal monotone multifunction. In this paper, we use a mixed norm × weak * topology on the product of a Banach space and its dual to obtain an explicit formula for the interior of the domain of a maximal monotone multifunction in terms of its Fitzpatrick function.
A good starting point for our discussion is the result proved by Rockafellar in [5, Theorem 1, p. 398 ] that the interior of the domain of a maximal monotone multifunction on a real Banach space is convex. This was sharpened in [6, Theorem 18.3, p. 67] , where an explicit description of this interior was given in terms of a convex function defined by an abstract "free convexification" of the graph of the multifunction. If this result is combined with the result of [7, Remark 5.6 , pp. 13-14], we obtain an explicit description of this interior in terms of the Fitzpatrick function of the multifunction. So it is natural to ask whether this explicit description can be obtained directly from the Fitzpatrick function without the abstract free convexification. We show how this can be done in Theorem 2.2, where we prove that if S is maximal monotone with Fitzpatrick function ϕ S then int (pr 1 dom ϕ S ) = int D(S). (pr 1 is defined below.) The main stepping stones towards Theorem 2.2 are some results about various operations that one can perform on appropriate convex functions that are lower semicontinuous with respect to a norm × weak * topology. These results are contained in Section 1, the main result being Theorem 1.3. In a recent paper, Borwein [1, Corollary 9] , gives a different approach to Rockafellar's result using the Fitpatrick function.
If F is a real vector space and f : F → ]−∞, ∞] then we use the standard notation dom f := {x ∈ F : f (x) ∈ R}. f is said to be proper if dom f = ∅.
We now assume that E is a nonzero real (not necessarily reflexive) normed space with norm-topology T , and E * is its topological dual space. We use the notation pr 1 to stand for the projection of E × E * onto E. Let N W be the T × w(E * , E)
topology on E × E * . Then E × E * , N W is a Hausdorff locally convex space with topological dual E × E * under the pairing (x, x * ), (y, y * ) := x, y * + y, x * .
1. The T × w(E * , E) topology on E × E * We now introduce three functions derived from an appropriate convex function on E × E * : two defined on E × E * , and the other on E.
Definition 1.1. Let E be a nonzero real Banach space and f : E × E * → ]−∞, ∞] be proper, convex and N W-lower semicontinuous.
We define the function f
We use this notation to distinguish f @ from the norm-conjugate of f , which is defined on E * × E * * . Then f @ is proper, convex and N W-lower semicontinuous and, from the Fenchel-Moreau theorem for locally convex spaces see Zȃlinescu, [8, Theorem 2.3.3, p. 77-78] ,
Since f ÷ is the supremum of a family of continuous affine functions and f @ is proper, f ÷ is proper, convex and lower semicontinuous. Lemma 1.2. Let E be a nonzero real Banach space, f : E × E * → ]−∞, ∞] be proper, convex and N W-lower semicontinuous, and x ∈ E. Then
It follows by dividing by 1 + y and taking the supremum over (y, y
. It is immediate from this (and the fact that f
To simplify expressions, let
By direct computation,
Thus t = x and t * ≤ N , and (1. 
Fitzpatrick functions
Let S: E ⇒ E * be monotone with graph
We define the Fitzpatrick function ϕ S :
(The function ϕ S was introduced by Fitzpatrick in [2, Definition 3.1, p. 61] under the notation L S .) The monotonicity of S and (2.0.1) imply that
and so ϕ S is proper, convex and N W-lower semicontinuous. We use the standard notation D(S) := {x ∈ E: Sx = ∅} = pr 1 G(S). (2.0.2) implies that G(S) ⊂ dom ϕ S , from which D(S) ⊂ pr 1 dom ϕ S . If S is maximal monotone then (2.0.2) can be strengthened to the two statements
(See [2, Corollary 3.9, p. 62].)
Let S: E ⇒ E * be monotone. Then we see from (2.0.2) that, for all (y, y
Let T be a maximal monotone extension of S. Clearly, ϕ T ≥ ϕ S , and so
It now follows from (2.0.3) and the maximality of T that
, and so x, s
Taking the supremum over (x, x * ), we have proved that ϕ S @ (s, s * ) ≤ s, s * . Thus, combining this with (2.0.6),
Lemma 2.1. Let E be a nonzero real Banach space, S: E ⇒ E * be maximal monotone and z ∈ int (pr 1 dom ϕ S ). Then there exist K > 0 and η ∈ ]0, 1] such that (2.1.1)
Further,
Proof. Theorem 1.3 implies that z ∈ int (dom ϕ S ÷ ). Since ϕ S ÷ is proper, convex and lower semicontinuous, it follows from Rockafellar, x ∈ E and x ≤ 2η =⇒ ϕ S ÷ (x + z) ≤ N.
Let (y, y * ) be an arbitrary element of E × E * . Then we have
x ∈ E and x ≤ 2η =⇒ x + z, y
Taking the supremum over x, we obtain
Thus, since η ≤ 1,
(2.1.1) now follows by setting K := (2 + z )N/η ≥ N . Let s ∈ E and s − z ≤ η. Then, from (2.1.1),
We next show that
To this end, let (y, y
which completes the proof of (2.1.4). (2.1.4) implies that ϕ S @ + g ≥ 0 on E × E * , where g: E × E * → R is defined by g(y, y * ) := K y − s − s, y * . From the Fenchel duality theorem for locally convex spaces (which can be applied, as before, since f @ is proper and convex and g is N W-continuous on E × E * ) and (1.1.1), there exists (t, t * ) ∈ E × E * such that
Thus t = s and t * ≤ K, and (2.1.4) gives us that ϕ S (s, t * ) − s, t * ≤ 0. (2.0.3) and (2.0.4) now imply that (s, t * ) ∈ G(S), from which s ∈ D(S). This gives (2.1.2), and completes the proof of Lemma 2.1. Theorem 2.2. Let E be a nonzero real Banach space and S: E ⇒ E * be maximal monotone. Then int (pr 1 dom ϕ S ) = int D(S).
In particular, int D(S) is convex.
Proof. It is clear from Lemma 2.1 that int (pr 1 dom ϕ S ) ⊂ int D(S). The reverse inclusion is obvious since D(S) ⊂ pr 1 dom ϕ S .
Remark 2.3. In the proof of Lemma 2.1, we did not use the full force of the cited result of Rockafellar, which is, in fact, valid if z is an internal point (rather than an interior point) of dom ϕ S ÷ . Using this fact, one can easily generalize Theorem 2.2 and obtain result similar to the "six set theorem" and "nine set theorem" of [6, Theorems 18.3-4, p. 50] without having to use an abstract "big convexification".
