When D(£,, 8, <j>) is nonnegative (which can be guaranteed by a simple restriction on the differential operator of the Sturm-Liouville problem), it is possible to define a convolution with respect to which M[0, n] becomes a Banach algebra with the functions Uk(Ç)/uo(Ç) as its characters. In fact this measure algebra is a Jacobi type hypergroup. It is possible to completely describe the maximal ideal space and idempotents of this measure algebra.
Introduction
A central idea in harmonic analysis in various settings has been the existence of a product, usually called convolution, for functions and measures. In particular, in the study of the harmonic analysis of orthogonal expansions, a convolution arises in a natural way and plays the same role as ordinary convolution in Fourier analysis.
In some cases, an investigation begins with a convolution algebra of measures as the primitive object upon which to build a theory; this is the case of the analysis of the objects called hypergroups which are generalizations of the convolution algebra of Borel measures on a group. One of the subjects of this paper will be the introduction of a large class of new convolution structures, many of which are new hypergroups.
A hypergroup (H, *) is a Banach algebra of the Borel measures M(H) on a locally compact Hausdorff space H with product * called convolution which satisfies the following axioms: (ôs denotes the unit mass concentrated at 5, and for p e M(H), supp(p) is the support of p).
HI. If p and v are probability measures, then so is p * v .
H2. The mapping (p, v) -> p * v is continuous from M(H) x M(H) into
M(H) where M(H) is given the weak topology with respect to CC(H). H3. There is an element e e H such that oe*p = p*ôe = p for every p G M(H).
H4. There is a homeomorphic mapping s -> sw of H into itself such that 5VV = 5 and e e supp(¿5 *ôt) if and only if t = sv . H5 . For p, v e M(H)(p * z/)v = z/v * py where pv is defined by [ f(s)dp^(s)= [ f(s^)dp(s).
Jh Jh H6. The mapping (s, t) -> supp(<5î*ôt) is continuous from HxH into the space of compact subsets of H as topologized in [24] .
Hypergroups generalize the convolution algebra M(G) for locally compact topological groups G as can be seen in the following abbreviated discussion.
(For more detail see [9 and 15] and the references cited there.)
A continuous function 0 is a character of (H, *) if for every s, t e H, jH<j)d(ôs * ôt) -<f>(s)(j)(t) ; (j) is a Hermitian character if cj)(sv) = <fr(s) ; the set of Hermitian characters is denoted by H~ and the Fourier-Stieltjes transform of p is given by p~(<t>)= 14>dp (¿€/n. Jh Assume * is commutative; then (H, *) possesses a positive measure m such that supp(w) = H and m * ôs = ôs * m = m for every s e H ; m is called a Haar measure for (H, *).
The operators Ts defined by Tsf(t) = JHfd(Ss*St) are called generalized translations [18] , and have much in common with the usual translation operator of functions on a group. Convolution of functions can now be defined by (f*g)(s)= i rf(t)g(t^dm(t).
Jh
Because of H1, the convolution is positive, that is / > 0 and g > 0 imply f * g > 0, and so \\f * g\\x < ||/||i||g||i . Thus the operation makes Lx(dm) into a Banach algebra.
The Fourier transform is defined by f~(c¡>) = J ftp dm (cß e H~) ; there is a measure m~ on H~ called Plancherel measure such that / \f\2dm= [ \r\2dm~.
Jh JhT he characters define homomorphisms on M(H) and Lx(dm) by h(p) -» p"(cf>) and h(f)-> f~(<p) respectively; in fact, every homomorphism on Ll(dm) is of this form.
Many hypergroups arise in connection with product formulas for orthogonal functions on an interval /. In particular, suppose {uk}keNo (No = {0,1,2,...})
is a family of continuous functions on /, which form a complete orthogonal system with respect to a positive measure m . A product formula is a relation of the form (1.1) uk(r)dost(r) = uk(s)uk(t) (s, t e I, k e N0)
where the measure ost does not depend on k . This suggests defining a convolution by identifying ôs*ôt with ost, or more generally, if p, v e M (I), define p * v by j fd(p*v) = j j j f(r)dost(r)dp(s)dv(t) (feC(I)).
If the resulting structure is indeed a hypergroup, then the uk are its Hermitian characters and m is Haar measure for (/,*). Thus the derivation of new product formulas yields new convolution structures and hypergroups; moreover properties of the convolutions so defined may then be used to obtain information about the functions uk .
It is often a deep problem to find explicit product formulas for given orthogonal systems or even to provide any general information about the measure in the product formula. In fact, there is a dearth of concrete examples which can be examined to gain insight; the only really well understood examples are the Jacobi polynomials and functions and the associated dual structures [11, 12, 13, 16] . The knowledge we have in those cases is based upon detailed information about the special function systems.
On the other hand, one can expect whole classes of orthogonal systems that admit such structures in the spirit of Connett and Schwartz [6] . One such class is described here as the eigenfunctions of certain Sturm-Liouville problems. The techniques used develop explicit knowledge about the product formulas from the differential operator itself and do not exploit special function knowledge to achieve this end. These techniques will be especially useful in other classical settings (for example in studying product formulas for Mathieu functions) where the eigenfunctions do not have explicit representation (see [5] for details).
We define a class of differential operators on (0, n) for a > -1/2 by setting wa(6) = sin2Q+1 6 and d2 2a+l d ...
= W + t^tTdÖ ~ q{6)
where the potential function q(6) is admissible, that is
6q (6) is real analytic at 6 = 0,
The Sturm-Liouville problem is to find X and nontrivial w¿ which solve the following problem:
«i(0) = «i(7r) = 0. Equation (1.5) is not as restrictive as it seems since any symmetric singular Sturm-Liouville problem with two finite regular singular points having the same exponent difference as the singularities in equation (1.5) can be transformed into that form by changes in the independent and dependent variables.
The boundary conditions (1.6) guarantee that the eigenvalues of (1.5)-(1.6) may be arranged in an unbounded sequence Xq _ 0 < Xq t x < ■■ ■ < Xq > k < ■ ■ ■ (see [6, Lemma 3.3] ). Let uaq k denote the eigenfunction corresponding to Xqk normalized by ua k(0) = 1. The symmetry of the differential operator implies the symmetry of the eigenfunctions in the sense that (1.7) ulk(6) = (-I)kuaqlc(n -6) (0<d<n,keN0).
Moreover, ua k has precisely k zeros in (0, n). We also have 1.1. Lemma. {u° k} is a complete orthogonal family in L2[wa (6) and the eigenfunctions are given in terms of classical functions by
where Pka+ ' denotes the ultraspherical polynomial of order q+ 1/2, p^'a) is the Jacobi polynomial of order (a, a), and F is Gauss' hypergeometric function. In the limit (a -> -1/2) the eigenfunctions become ukl/2(6) = coskd . The orthogonality of the system {«£} with respect to the weight wa is a direct consequence of the fact that {u'k} is the system of eigenfunctions of the problem (1.5)-(1.6).
Because of the central role played by the ultraspherical case, equation (1.5) will be referred to as a perturbed ultraspherical equation with perturbation q .
Another well-known equation that belongs to this class is the spheroidal wave equation obtained when q(6) = psin28 (p e R). The product formulas for eigenfunctions of the spheroidal wave equation (the spheroidal wave functions) will be treated in detail in a separate paper [5] .
Except for trivial cases (e.g. q constant) and the results in [5] , the ultraspherical product formula is the only one known explicitly for any q in our class. Before proceeding to the general theory, it will be useful to examine this formula as a model for the general theory. For the cosine case (a = -1/2), the product formula is obtained by setting°~8 <t> = 2l^|0-c*l +t5ff_|fl+0_"|].
For a > -1/2, the function Ka(¿¡, 0, <p) is unchanged by permutation of the three variables, it is nonnegative, and setting k = 0 in equation (1.9) yields f*Ka(t,e,<i>)wa(ci)ds=i. T0f(4>) = f(ct>) (0<4><n), T*f(cj>) = fin -<f>) (0<cf><n).
In these cases, the dual structure is also a hypergroup [13] . There are a number of ways of obtaining product formulas, each with a special advantage [1] .
1. Formulas analogous to equations (1.8) and (1.9) were first obtained by using knowledge of the special functions involved. These methods are limited in their application.
2. Many of the special functions occur in a connection with certain topological groups; for instance certain of the ultraspherical polynomials (a = (n-2)/2) can be used to express the spherical functions on SO(n); thus a convolution for M[0, n] is inherited by identifying each p e M[0, n] with a bi-invariant measure on SO(n). This ultimately may be used to obtain equation (1.9) by analytic continuation with respect to a . The applicability of these methods is limited to those functions which are group-related.
3. Another scheme applicable to eigenfunctions of Sturm-Liouville problems is to use techniques based upon partial differential equations. The advantage is that one can study classes of Sturm-Liouville problems where the potential function is not explicitly given. These ideas go back already to the work of Delsarte [7] and were extended in different directions; e.g., by Levitan [18] , Povzner [25] , Chébli [3] , Braaksma and deSnoo [2] , and Trimèche [29] , or, in a more abstract setting, by Leblanc [17] and Hutson and Pym [14] . In fact, for any k e N0, let
be a product of eigenfunctions of equations (1.5) and (1.6) with arguments belonging to the triangular region E = {(0, (p): 0 < <p < 0 < n -(p< n}.
Then u is the unique solution of the hyperbolic initial value (Cauchy) problem
At this point, it is possible to employ the maximum principle for hyperbolic partial differential equations [31] to prove that the measure ag^ is nonnegative (if appropriate restrictions are placed on q).
A product formula appears here as a representation of u in terms of initial data, and for this purpose Riemann's integration method [ 10] is available. This approach, which will be used here, has been successfully employed to obtain new product formulas and to give new proofs of known formulas. (See the papers by one of us [19, 20, 21, 22, 23] and the literature there cited.)
The crucial step in the application of Riemann's method is the determination of the Riemann function which is the solution of a characteristic boundary value problem (equation (2.3) below). The kernel function for the product formula is obtained directly from the Riemann function, so information about the Riemann function can be made to yield information about the product formula.
The full product formula for 0 < 0, </> < n can be obtained by exploiting the obvious symmetry of u(6, cf>) in the two variables as well as the symmetry of the eigenfunctions (equation (1.7)).
The main result of this paper is (6) is nonincreasing on (0,n/2), then Dq(Ç, 0, (j)) is strictly positive on the interval (|0-<ji|,7r-|t9-f-0-7r|).
In the particular ultraspherical case q = 0, our method yields a new proof of Gegenbauer's product formula, equations ( 1.8)-( 1.9). This is carried out in §2. In fact, we use the data of the ultraspherical equation to obtain the Riemann function of the corresponding hyperbolic equation (Lemma 2.1), from which the kernel function D^(£,, 0, 4>) can be derived explicitly. A justification of the limiting process is provided in some detail since it gives new insight into the nature of the formula, and it is needed in the argument for the product formula in the general case.
Section 3 is devoted mainly to the proof of Theorem 1.2. Obviously, one can no longer hope to obtain an explicit formula for the Riemann function because the potential function q is only a member of a class. Nevertheless, there is an integral relation connecting the formally defined Riemann function of the perturbed case with the Riemann function of the unperturbed ultraspherical case (equation (3.2) ). In fact, this relation will be used to first demonstrate the existence of the perturbed Riemann function, and secondly, as the means of obtaining properties of the perturbed Riemann function from the corresponding properties of the unperturbed function.
Finally in §4, we turn to harmonic analysis and investigate various convolutions associated with the product formula (1.11). In particular if the kernel Dq(c¡, 0, (j>) is nonnegative, there is a Jacobi type (a, a) hypergroup (see [6] ) with characters Rq k(¿¡) = uaq k(t\)/uq,o(Ç) ■ In this case, it is possible to identify all the complex homomorphisms and all the idempotents of the hypergroup.
A NEW PROOF OF THE PRODUCT FORMULA FOR ULTRASPHERICAL POLYNOMIALS
Let a > -1/2 and k e N0. As described in §1, the product
is the unique solution of the Cauchy problem (1.10) for the case q = 0, i.e.,
where L| = Lg i = d2/d£,2 + (2a + l)(cot£)d/'dt\. Solving this problem by Riemann 's method will yield Gegenbauer's product formula (equations (1.8)-
(1.9)). In order to obtain equation (1.9), we must first show that the first two terms on the right of (2.4) vanish as e tends to 0+ , that for each ¿¡, 0, <f>
and that the last term in equation (2.4) converges to the right-hand side of equation (1.9).
The first step in the process is to obtain the Riemann function. To obtain the pointwise limit of equation (2.5) and the product formula, the cases -1/2 < a < 0 and a > 0 must be treated separately. We outline the first case; the second will be discussed in less detail. (Note that the bound 38a is independent of r\, 0, and </> ; this will be used in §3.)
For -1/2 < a < 0, identity (2. 
I on
The analysis here resembles that for a < 0 ; the only item of special note is that F(3/2-a, 3/2-a; 2;4>) is bounded for a> 1/2, while if 0<a< 1/2, the transformation (2.12) is required. The result is that all the terms except the first in the expression for D%(Ç, 0, </>) tend to zero as i/-»0+, and the first one yields the desired limit. -^JJ Ra(C, n;s, t)Q(s, t)Raq(s, t; 0, ftdsdt which is valid for any (Ç, n) e Ae(j> (cf., e.g., [10] ). We will use successive approximation to show that equation (3.2) in the unknown function Rq has a unique solution. This will require two technical lemmas (cf. also [2 and 21] ). First observe that, by equations (2.7), (2.14), and (2.15) (3.3) 0 < Ra(¿¡,n;e,4>)< Maha(n)32a(tl, r/ ; 0, 0)
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use where Ma are defined by equation (2.14), ho(n) = 1 -27r~'log(sinJ7) and, ha(n)= 1 if a^O. It will be more convenient to normalize (3.2) by dividing by Ra(¿¡, n; 0, <j>) to obtain (3.4) r l-<t>(Z,n;s,t) ' y/(¿l,n;e,(t>)cú(c;,n;s,t)
Yo-Xo Yo-S (Yo-Xo)(Yo-S) to obtain 0 < p < 1 . Thus 0 < 4>(£, n ; 5, 0 < 4>(£, n ; 0, 0) < 1 so that P(l/2-|a|, 1/2-|a|; 1 ; 4>(¿, i/; í, 0) <P(l/2-|a|, l/2-|a|;l;4»({,ii;0,0)) since F(l/2-\a\, 1/2-\a\ ; 1 ; x) is an increasing function on 0 < x < 1 and the promised inequality is established; so it follows that I[P] < ^MaJJ[A(s, t)t\-l'2ha(t)P(t)dsdt y/(c;,n;s, t)y/(s, t; 0, <¡>) where A(s,t) = y/(¿¡ ,n;d, cj))A sin2 5 sin21
For a > 1/2, define X, Y, X0, and Y0 as in equation (2.8) and let S cos(s + t) and T = cos(s -t) ; then
quotients all lie in (0, 1), so A(s, t) < 1, hence, I[P]<^MaJJ ha(t)P(t)dsdt. Now, since P(t) > 0, the integral is only increased if ¡Q is replaced by the larger triangular region with vertices (£, n), (£, + n -4>, (fi), and (Ç-n + 4>, <p) (see Figure 2 ) to obtain the lemma with Ka = Ma.
When \a\ < 1/2, we require a lower bound for ^4 (5, License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use this yields f2 > 1 and ß > 1 respectively. Finally, we use 2x/n <sinx < x (0 < x < n/2) in / to obtain
Thus, proceeding as in the case a > 1/2, we have i r<t> rí-1+t
The inner integral can be evaluated exactly as a Beta function to finally yield the lemma with where ha is as in equation (3.3) and Q(t) is an upper bound for \Q(s, t)\ (t < s < n -t), so by (1.4) Ha(n, cf>) is uniformly bounded for 0 < n < 4> < n/2.
3.2. Lemma. Let a > -1/2 and (Ç , n) e A6(¡,. For any f uniformly bounded on n = £l(Z,n;0,<l>),
where Ka is as in Lemma 3.1. Proof. We prove the lemma by induction; it is trivially true for k = 0. We now assume equation (3.5) is true for a particular value of k and apply it with (s, t) in place of (¿;, n) to obtain 2)-(l .4) ) then Rq is the unique solution of equation (3.2), it is continuous and \Raq(t, n;e,<f>)\< Ra(^,n;e,(p)exp(KaHa(r1))
where Ka and Ha are as in Lemma 3.2.
(ii) If in addition to being admissible, q is monotone decreasing in (0, n/2), then Raq(tl, n;d,ct>)>0.
Proof. We will show that (3.4) has a unique solution r(c¡, n) = r(¿¡, n ; 0, (f>) which is continuous in (c¡, n) and (0, d>), and that Iklln <cxp[KaHa(n)].
Thus part (i) becomes a simple conclusion from the definition of r. We now return to equation (3.4) ; define r0 = 1 and We introduce the change of variables a = s + t, x = s -t and obtain for the second term in (3.11) the sum will be obtained by the Lebesgue Dominated Convergence Theorem. This argument has the same sources of complexity as that for the ultraspherical product formula, so we will limit our attention to the more difficult case of -l/2<a<0. x (cost -coso)a~l/2 dx \ do.
In the integral, make the substitutions u = coscr/2, v = cost/2 , a -cos^ , and b = cos ^ , so i70 = 2(b2 -a2) and hence j(e,4>)<AM'^aK(e,<t>) where
The estimate
= jB(a+1/2, l/2)B(a+l, 1/2) = n/(2a+I) then yields equation (3.13) with A = AM"3&an/(2a + 1). Fubini's Theorem and equation (3.13) guarantee the convergence of I$(Z, »7) to the integral in equation (3.12) for almost every Z, and (3.13) together with Lebesgue's Dominated Convergence Theorem then yields equation (1.11) .
Moreover, from equation (3.12) and the estimate above we obtain the bound fn\D^(Z, 6,4>)\dZ < 1 +M"n/(a+ 1/2).
Jo Finally, to obtain (iv) observe that if q is nonincreasing on (0, n/2), then Q(s, t) = q(s) -q(t) < 0 on Q, R'*(s, t; 6, cj>) > 0 by Lemma 3.3(ii), and Da(Z, 0, cj)) > 0, so equation (3.12) implies D^(Z, 0, <j>) > 0.
The proof of part (iii) is deferred to §4. (ii) // / and g belong to Ll and k e N0, then (f*g)~(k) = f~(k)g~(k). .2) imply that ||/*g||i < ||/||i||^||i • Lemma 1.1 implies that {R" ^j-^Lo *s a complete orthogonal system in L2, so the mapping /-» /" is one-to-one. Thus * is commutative since (f*g)~(k) = f~(k)g~(k) = (g * f)^(k), and a similar argument can be used to show that * is associative.
The proof of Theorem 4.2 differs from the preceding only in the lack of positivity. In this case we have by Fubini's Theorem r r r 1^(^,0,0)1«° n(£) 4 .3. Theorem. ([0, n], *) is a hypergroup ofJacobi type (a, a) (see [6] ) with Hermitian characters {R" ^.}^0 and Haar measure mq.
As usual, we define p~(k)= f Raqk(Z)dp(Z) (keNo).
Jo
Since we have so much information from [6] and above about the characters and the product formula, we can obtain some detailed results about Rq k and p~. It will also be useful to define the subspace M' = {peM:p({0}) = p({n}) = 0}. A.A. Lemma, (i) \R° k(6)\ <l (0 < 0 < n, k e N). The fact that ôe * ôé is usually absolutely continuous, allows us to obtain detailed information about the harmonic analysis of M. f f(Z)d(p*u)(Z)= f f f f(ZWq(z,e,cP)dmaq(Z)dp(e)dp(4>).
Jo Jo Jo A simple argument based on Lusin's Theorem [27, Theorem 2.23 and Example 3.18] shows that (p * v)(E) = 0 if E is a set of zero Lebesgue measure.
We are now in a position to use the methods of [8 and 28] Equivalently, (cf. [8, p. 257]), given a sequence {oJ^Lo > ck = ß~(k) for some idempotent measure p if and only if for all k, ck e {0, l},and {oj^lo is a sequence of period 2 with finitely many exceptions.
