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1. Introduction
We consider the two-dimensional nonlinear problem of steady waves with vorticity in a horizontal
open channel that has uniform rectangular cross-section and is occupied by an inviscid, incompress-
ible, and heavy ﬂuid, say, water. Our aim is to prove bounds on wave properties supposing that wave
proﬁles are subject to as weak restrictions as possible. In particular, no assumption is imposed on the
type of waves (they may be solitary, periodic with arbitrary number of crests per period, whatsoever),
and the unknown free surface is allowed to be inﬁnitely close to the horizontal rigid bottom. More-
over, no restriction is imposed on the slope of free surface, but stagnation points may be present on
it. To some extent, our results for characteristics of steady waves with vorticity are similar to those
obtained for irrotational ﬂows in [25]. An essential distinction from the irrotational case is that some
of our results concern wave ﬂows with counter-currents.
1.1. Statement of the problem
Let a horizontal open channel of uniform rectangular cross-section be bounded below by a rigid
bottom and let water occupying the channel be bounded above by a free surface that does not touch
the bottom. The surface tension is neglected and the pressure is assumed to be constant on the free
surface. The water motion is supposed to be two-dimensional and vortical; these assumptions and the
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is referred to as the stream function (see, for example, [32] and [29]). It is also supposed that the
vorticity distribution ω(ψ) is a prescribed Lipschitz function given on R.
We use non-dimensional variables chosen so that the constant volume rate of ﬂow per unit span
and the constant acceleration due to gravity are scaled to unity in our equations. For this purpose
lengths and velocities are scaled to (Q 2/g)1/3 and (Q g)1/3, respectively; here Q and g are the di-
mensional quantities for the rate of ﬂow and the gravity acceleration, respectively. We recall that
(Q 2/g)1/3 is the depth of the critical uniform stream in the irrotational case (see, for example, [2]).
In appropriate Cartesian coordinates (x, y), the bottom coincides with the x-axis and gravity acts
in the negative y-direction. We choose the frame of reference so that the velocity ﬁeld is time-
independent as well as the unknown free-surface proﬁle. The latter is assumed to be the graph of
y = η(x), x ∈ R, where η is a positive continuous function. Thus D = {x ∈ R, 0 < y < η(x)} is the
longitudinal section of the water domain and ψ ∈ C2(D) is supposed to be bounded and continuous
on D¯ . Further assumptions about η and ψ are given below.
Since the surface tension is neglected, ψ and η must satisfy the following free-boundary problem:
ψxx + ψyy + ω(ψ) = 0, (x, y) ∈ D, (1)
ψ(x,0) = 0, x ∈R, (2)
ψ
(
x, η(x)
)= 1, x ∈R, (3)∣∣∇ψ(x, η(x))∣∣2 + 2η(x) = 3r, x ∈R. (4)
Here r is a constant considered as the problem’s parameter referred to as the total head (see, for
example, [21]). This statement has long been known and its derivation from the governing equations
and the assumptions about the boundary behaviour of water particles can be found, for example,
in [8].
Let us turn to further assumptions about ψ and η. On the curve y = η(x), we allow the presence
of stagnation points, at which the function η attains the value 32 r – the upper bound for η as follows
from condition (4). Since y = η(x) is a graph, the closed set of stagnation points is uniquely deﬁned by
its projection on the x-axis; that is, by the set Ση = {x ∈R: η(x) = 32 r}. As in the irrotational case (see
[26,27]), the set of interior points of Ση is empty. We suppose η to be continuously differentiable for
x /∈ Ση and ψ to be continuously differentiable up to all open C1-arcs of the curve y = η(x), and so
all terms involved in relation (4) are deﬁned on these arcs. In what follows, we assume this boundary
condition to hold only there.
1.2. Background and description of the results
The ﬁrst solution describing water waves with vorticity in explicit form was obtained by Gerstner
[15] as early as 1802, and was independently rediscovered by Rankine [31]. Gerstner’s solution was
revisited by Constantin who gave its mathematical analysis in [4]. In a series of papers that followed
(see references [5–10]), Constantin and his co-authors investigated various aspects of problem (1)–(4).
However the ﬁrst result about the existence of steady, periodic waves with vorticity was established
by Dubreil-Jacotin [14], who used power series for constructing solutions whose proﬁles are sym-
metric, monotone between each crest and trough (Stokes-type waves), and are close to a ﬂat surface.
Improvements of her method for small-amplitude rotational waves were obtained in [16] and [37].
Much more general existence theorem for Stokes-type waves was proved in [8], where bifurcation
and degree theory was applied in order to construct a global connected set of such solutions. It is
worth mentioning that only in the 1980s the ﬁrst evidence was obtained numerically that periodic
waves with more than one crest per period do exist in the simpler irrotational case.
Other works in the above-mentioned series deal with the symmetry of wave proﬁles [5,6], vari-
ational formulations related to the problem [7], the behaviour of wave proﬁles near stagnation
points [9], and the stability properties of solutions [10]. Some aspects of steady vortical water waves
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papers [13,24,35].
In the work [20], the stability of periodic waves, travelling at a constant speed over a shear ﬂow of
ﬁnite depth, is studied. A criterion of linear instability is established for a general class of shear ﬂows
that have a ﬂat free surface. Linear instability is also shown to take place for small non-trivial waves
bifurcated from such a ﬂow at an unstable wave number.
A number of rigorous results has been obtained about solitary waves with vorticity. As early as
1961, Ter-Krikorov [34] considered the solitary wave problem assuming that the vorticity distribution
is an arbitrary continuously differentiable function and established the following two results. First,
a solitary wave does exist provided a certain parameter on which it depends is small. Second, a
solitary wave propagates with a velocity greater than the so-called critical velocity. Recently, Hur
published two papers [18,19] concerning solitary waves. The main result of [18] is the existence of a
family of solitary waves of small amplitude for an arbitrary vorticity, whereas symmetry of solitary
waves is proved in [19]. Independently, Groves and Wahlén [17] obtained the existence of small-
amplitude solitary waves (and Stokes waves as well), using the method known as spacial dynamics.
Furthermore, Simmen and Saffman [33] obtained numerical results concerning steady waves on
a linear shear current of inﬁnite depth. These results provide evidence that waves with more than
one crest per period bifurcate sub-harmonically from Stokes waves (see Figs. 13 and 14 in [33]);
these bifurcations are analogous to those investigated by Chen and Saffman [3] for irrotational waves.
Similar results about sub-harmonic bifurcations for ﬁnite-depth irrotational waves were given by Craig
and Nicholls [11], and, presumably, must be true for waves with vorticity as well.
The paper [21] by Keady and Norbury, which concerns bounds for the heights of wave crests and
troughs of periodic waves with vorticity, is most closely related to our results. (It is worth men-
tioning that the work [21] was preceded by the articles [22] and [23], in which bounds for Stokes
and solitary waves, respectively, were obtained in the irrotational case. A uniﬁed approach to the
latter bounds was developed in our paper [25], and the technique of the latter paper is generalised
here to make it applicable to waves with vorticity.) However, there are essential distinctions between
[21] and the present work. First, only Stokes-type waves were considered in [21], whereas we in-
vestigate waves without restrictions on their type (arbitrary periodic, solitary, whatsoever). Second,
solutions of boundary value problems in strips of constant width were used as comparison functions
in [21], while we apply solutions of more complicated boundary value problems in indented strips as
such functions. Finally, some superﬂuous restrictions were imposed in [21]. Namely, if the vorticity
is constant, then its absolute value was supposed to be less than 2/h2, where h is the depth of the
corresponding parallel shear ﬂow; in the case of arbitrary vorticity the range of stream function was
restricted to the interval [0,1].
In many works (see, for example, [8,6]), it is assumed from the beginning that the following in-
equality holds:
ψy(x, y) 0, (x, y) ∈ D¯. (5)
Mathematically this inequality ensures that the stream lines ψ = const give a foliation of the water
domain D . Another meaning of (5) is that the corresponding ﬂow is unidirectional. For most of our
results this condition is superﬂuous, and we impose it only when necessary. There are also works (see,
for example, [18]), in which an inequality such as (5) arises as a consequence of other assumptions.
On the contrary, some of our results involve wave ﬂows with counter-currents for which (5) is
violated. Therefore, we turn to a few works in which the above assumption about the velocity sign
is violated. They have appeared during the last three years and deal only with very special vorticity
distributions. Thus Ehrnström and Villari [13] studied the linearised problem describing waves in the
case of constant vorticity and proved the existence of waves for ﬂows with a counter-current and a
critical layer formed by cat’s-eye vortices. A similar result for fully nonlinear waves of small amplitude
was obtained by Wahlén [36] (vorticity is also constant in his paper). It must be said that the case
of constant vorticity attracted much attention, beginning with the pioneering paper [21]; it was also
used in [8] for illustrating general results. Recently, Ehrnström et al. [12] investigated the case of
linear vorticity when multiple counter-currents and critical layers do exist.
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we give bounds for Bernoulli’s constant r and for
ηˆ = sup
x∈R
η(x) and ηˇ = inf
x∈Rη(x), (6)
which are the major quantitative characteristics of wave proﬁles. Some bounds found here are analo-
gous to those obtained in the irrotational case (see [25], Theorem 2.1).
As in the irrotational case, we use the depths of properly chosen conjugate streams (one of them
is supercritical and the other one is subcritical) as the bounds for ηˆ and ηˇ. Section 2 is concerned
with constructing the related stream solutions. (See our paper [28] for a detailed study of stream so-
lutions.) The second component of such a solution gives the constant depth of a stream and the ﬁrst
component (a stream function that depend on y only) serves as an essential element of comparison
function needed for application of maximum principle that delivers the required bounds. What dis-
tinguishes conjugate streams constructed here from those in [21] is a possibility that counter-currents
are present in subcritical streams corresponding to some vorticity distributions. Notice that only uni-
directional streams were used in [21], but it occurs that such streams do exist for an arbitrary vorticity
distribution only when Bernoulli’s constant r is less than or equal to a certain value r0 depending on
properties of a vorticity distribution. Therefore, it is necessary to use subcritical streams with both
near-bottom and near-surface counter-currents in order to obtain bounds for ηˆ and ηˇ for arbitrary
vorticity distributions.
In Section 3, we give exact formulations of our main results which can be outlined as follows.
We begin with showing that ηˇ > 0 provided ψ  1 in D¯ (Theorem 3.1). In Theorems 3.2 and 3.4, we
prove that all free-surface proﬁles are located above the supercritical level, and we also give bounds
for ηˇ (the upper one in Theorem 3.2), ηˆ (the lower one in Theorem 3.4), and r. The latter cannot
be less than the critical value rc which is always deﬁned uniquely and is less than r0 mentioned
above. The assertions of Theorems 3.6 and 3.8 provide conditions under which a near-bottom and
near-surface, respectively, counter-currents may be present in water-wave ﬂow with vorticity. It is
worth mentioning that Theorems 3.2, 3.4, 3.6, and 3.8 are valid, in particular, for periodic and solitary
waves provided the respective conditions are fulﬁlled.
In these theorems, restrictions must be imposed on
μ = ess sup
τ∈(−∞,+∞)
ω′(τ ), (7)
namely, we require that μ < π2/ηˇ2 (μ < π2/ηˆ2) in Theorem 3.2 (3.4, respectively).
Auxiliary boundary value problems are investigated in Section 4; their solutions serve as compari-
son functions in the maximum principle applied for proving main results in Section 5.
2. Stream solutions
A pair (Ψ,h) is called a stream solution of problem (1)–(4) when
ψ(x, y) = Ψ (y) and η(x) = h = const.
(In the irrotational case, such solutions are obtained explicitly and the corresponding streams are
uniform, that is, their velocity ﬁelds are constant.) If Ψy does not change sign, then a stream solution
describes an unidirectional shear stream of constant depth. Otherwise, we have a stream of constant
depth with a counter-current (or, possibly, several such currents).
The aim of this section is to construct some particular stream solutions. Their importance lies in
the fact that their second components serve as bounds for wave proﬁles in Theorems 3.2 and 3.3
below. Moreover, the ﬁrst components will be used for constructing comparison functions needed for
application of maximum principle.
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differential equation
Ψyy + ω(Ψ ) = 0 in (0,h), (8)
and satisﬁes the following boundary conditions:
Ψ |y=0 = 0, Ψ |y=h = 1. (9)
Multiplying Eq. (8) by Ψy and integrating, we obtain
Ψ 2y + 2Ω(Ψ ) = s2, where Ω(Ψ ) =
Ψ∫
0
ω(τ)dτ and s = Ψy|y=0. (10)
The last equality means that s is the constant velocity along the bottom.
2.1. Special solutions of problem (8), (9)
In this section, we construct some special stream solutions and investigate how their behaviour is
governed by the properties of the vorticity distribution. Considering Ω(τ) for τ ∈ [0,1], we have the
following three options:
(I) Either max0τ1 Ω(τ) is attained at an inner point of (0,1), or the maximum is attained at
one of the end-points (or at both), and in the latter case one (or both) of the following conditions
holds:
ω(1) = 0 when Ω(1) > Ω(τ ) for τ ∈ (0,1),
ω(0) = 0 when Ω(0) > Ω(τ ) for τ ∈ (0,1).
(II) The function Ω either attains its maximum only at the interval’s left end-point in which case
Ω(0) > Ω(τ ) for τ ∈ (0,1) and ω(0) < 0,
or the same maximum value is attained at both end-points simultaneously, in which case the above
conditions must be complemented by the inequality ω(1) > 0.
(III) The function Ω attains its maximum only at the interval’s right end-point, that is, Ω(τ) <
Ω(1) for τ ∈ [0,1), and ω(1) > 0.
Let s0 =
√
2max0τ1 Ω(τ)  0; if s > s0, then problem (8), (9) has a solution given by the im-
plicit equation
Ψ∫
0
dτ√
s2 − 2Ω(τ) = y, y ∈ [0,h], (11)
where
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1∫
0
dτ√
s2 − 2Ω(τ) . (12)
Formula (11) deﬁnes the function Ψ that solves problem (8), (9), and has the following Cauchy data:
Ψ |y=0 = 0, Ψy|y=0 = s. (13)
In what follows, a solution of the Cauchy problem (8), (13) will be denoted by Ψ (y; s).
More detailed analysis of Eq. (8) (it will be given elsewhere), shows that its solutions have one
of the following types of behaviour: Ψy = 0 for all y ∈ R; there exists a single point at which Ψy
vanishes and the graph of Ψ is symmetric about the line through that point and orthogonal to the
y-axis; Ψ is a periodic function that has only one maximum and one minimum on the period and is
monotonic between them, the graph of Ψ is symmetric about the lines through the critical points and
orthogonal to the y-axis. If s > 0, then there exists a maximal interval of monotonicity that contains
zero and on which formula (11) represents a solution.
Another interpretation can be given to the special solution described by formulae (11) and (12).
The latter deﬁnes the function h(s) on (s0,+∞), where it decreases strictly monotonically. Moreover,
we have that
h(s) → 0 as s → +∞, s
h′(s)
→ 0 as s → s0 + 0, (14)
and the positive integral
h0 =
1∫
0
dτ√
s20 − 2Ω(τ)
(15)
is ﬁnite when the distribution satisﬁes the conditions of cases (II) and (III), whereas h0 = +∞ under
the conditions of case (I).
The described properties of the function s 	→ h(s) show that it has the inverse function
(0,h0) 
 h 	→ s(h) ∈ (s0,+∞), (16)
which decreases strictly monotonically. In formula (16), the end-points h0 and s0 must be added in
the corresponding intervals when h0 is ﬁnite. According to (16), an alternative notation Ψ (y|h) can
be used for Ψ (y; s) provided
h ∈ (0,h0) (h0 < +∞ included).
Thus the function Ψ (y|h), which is a solution of the Cauchy problem for Eq. (8) with the initial data
Ψ (0|h) = 0, Ψy(0|h) = s(h), h ∈ (0,h0) (h0 < +∞ included), (17)
solves also problem (8), (9) for this h, and so Ψ (y|h) will be called a special solution of this problem
in what follows.
The existence of function (16) yields that
R(h) = 1 [s2(h) − 2Ω(1) + 2h] (18)
3
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takes the form
R(h) = r. (19)
By r0 we will denote R(h0) when h0 is ﬁnite. If ω satisﬁes the conditions of case (III), then
s20 = 2Ω(1), and so r0 = 23h0 < +∞. Furthermore, we have
R′(h) = 2
3
[
s(h)
h′(s)
+ 1
]
,
and the second relation (14) gives that R′(h0) = 23 when h0 < +∞. Combining this and the fact thatR(h) → +∞ as h → +0 (a consequence of the ﬁrst relation (14)), we obtain that R has only one
minimum
rc = min
h∈(0,h0)
R(h) (20)
attained at some point hc ∈ (0,h0) irrespective the properties of the vorticity distribution ω (see cases
(I)–(III) above).
2.2. Some pairs of conjugate streams
Let us turn to determining the second component h of a stream solution, for which purpose we use
Bernoulli’s equation (19). It is straightforward to investigate this equation for case (I) when h0 = +∞,
thus obtaining a pair of unidirectional conjugate streams in the same way as in the irrotational case
(see Section 2.2.1). We recall that two conjugate streams are understood in the same way as in the
work [1] by Benjamin, that is, both of them correspond to the same value r in Eq. (19), but have
the different depths; the depth of supercritical (subcritical) is less (greater, respectively) than that of
critical. Therefore, in order to ﬁnd conjugate streams for cases (II) and (III) we have to extend the
function s(h) from the interval (0,h0] to a wider interval (in some cases to all positive values of h).
This is achieved by means of special approaches in both of these cases.
2.2.1. Case (I): unidirectional conjugate streams
When the conditions of case (I) are valid, the results obtained in Section 2.1 yield the following
summary that concerns the function s(h), used in the second condition (17) and in formula (18), and
the special solution Ψ (y|h) of problem (8), (9).
Lemma 2.1. Under the conditions of case (I) the following assertions hold:
• The function s(h) is deﬁned on (0,+∞), where it decreases strictly monotonically from the positive inﬁn-
ity to s0; the graph of this function asymptotes the straight line s = s0 as h → +∞.
• The special solution Ψ (y|h) of problem (8), (9) exists for all h > 0 and is given by the implicit equa-
tion (11).
• The inequality Ψy(y|h) > 0 holds for all y ∈ [0,h].
Let us combine the properties of s(h) and of the special solution Ψ (y|h) described in this lemma
and Eq. (19). Then we immediately arrive at the following assertion.
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• If r = rc , then there exists a unique stream solution (Ψ (·|hc),hc), where hc is the unique (double) root
of R(h) = rc and Ψ (·|hc) solves the Cauchy problem (8), (17) with h = hc; the corresponding stream is
unidirectional because Ψy(y|hc) > 0 for all y ∈ [0,hc].
• For every r > rc there exist two stream solutions
(
Ψ (·|h−),h−
)
and
(
Ψ (·|h+),h+
)
, (21)
where h− and h+ are the two roots of Eq. (19) such that h− < hc < h+ and Ψ (·|h±) solves the Cauchy
problem (8), (17) with h = h± .
• The derivative Ψy(y|h±) is positive for all y ∈ [0,h±].
In view of the last property, solutions (21) describe two unidirectional conjugate streams. The
stream corresponding to the ﬁrst (second) of these solutions is referred to as the supercritical (subcrit-
ical, respectively).
2.2.2. Case (II): two kinds of conjugate streams
We recall that the conditions of case (II) are as follows:
0 = Ω(0) > Ω(τ ) for τ ∈ (0,1) and ω(0) < 0,
complemented by the inequality ω(1) > 0, when Ω attains the same maximum value at both end-
points of [0,1] simultaneously. These conditions imply that h0 given by formula (15) is ﬁnite, and so
the function s(h) is deﬁned only on (0,h0], where it decreases strictly monotonically from the posi-
tive inﬁnity to s0 = 0. Therefore, if r > R(h0), then one cannot ﬁnd two stream solutions describing
unidirectional conjugate streams. Nevertheless, it is possible to extend the function s(h) from (0,h0]
to a certain larger interval (in some cases to (h0,+∞)), so that pairs of conjugate streams do exist
for all r ∈ (rc, r1] for some r1 > r0. However, this can be achieved only at the expense of considering
streams with a near-bottom counter-current in addition to the unidirectional ones.
In order to extend the function s(h) from (0,h0] to a larger interval, we proceed as follows. Let
s1 = −√2Ω(Ψ1), where Ψ1 < 0 is such that (Ψ1,0) is the maximal interval on which ω < 0. For
s ∈ (s1,0) we denote by Ψ (s) the largest negative number such that s2 = 2Ω(Ψ (s)) and put
y∗(s) =
0∫
Ψ (s)
dτ√
s2 − 2Ω(τ) .
It is clear that y∗(s) > 0, and we deﬁne h(s) for s ∈ (s1,0] as follows:
h(s) = y∗(s) +
1∫
Ψ (s)
dτ√
s2 − 2Ω(τ) ,
thus extending to a larger interval the monotonically decreasing function given by formula (12) (see
Section 2.1.1).
Let μ− = max{0,ess supτ∈(−∞,0) ω′(τ )}, and let s2 be the maximal negative root of 2y∗(s) =
π/
√
μ− . We deﬁne s∗ < 0 as follows:
s∗ =
{
s1 when 2y∗(s) < π√μ− for s ∈ (s1,0), (22)
s2 otherwise.
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properties. It is negative on the interval (−2y∗(s),0), attains minimum when y = −y∗(s), and with
respect to this line its graph is symmetric. Now we are in a position to prove
Lemma 2.3. (i) Let one of the following two conditions be true: Ψ1 is ﬁnite; Ψ1 is inﬁnite and for x < τ < 0
the estimate
Ω(x) − Ω(τ)
τ − x = o
(|x+ τ |) holds as x → −∞. (23)
Then y∗(s) → +∞ as s → s1 .
(ii) The functions y∗(s) and h(s) decrease monotonically on (s∗,0), and so the limits (possibly inﬁnite)
y1 = lim
s→s∗
y∗(s) and h1 = lim
s→s∗
h(s)
do exist; here s∗ is deﬁned by formula (22).
Proof. (i) If Ψ1 is ﬁnite, we use the deﬁnition of Ψ (s) and equality ω(Ψ1) = 0, thus getting
s2 − 2Ω(τ) = −2
τ∫
Ψ (s)
ω(x)dx c2|τ − Ψ1|2. (24)
Then
y∗(s) c−1
0∫
Ψ (s)
(τ − Ψ1)−1 dτ → +∞ as s → s1.
If Ψ1 = −∞ and estimate (23) holds, then equality (24) gives
y∗(s)
1
o(|Ψ (s)|)
Ψ (s)/2∫
Ψ (s)
dτ√
τ − Ψ (s) → ∞ as Ψ
(s) → −∞,
which completes the proof of (i).
Let us turn to proving (ii). First, we show that
Ψ
(
y; s′′)> Ψ (y; s′) when s′ > s′′ and y ∈ (−π/√μ−,0) ∩ (−2y∗(s′′),0).
Indeed, the difference ψ0(y) = Ψ (y; s′′) − Ψ (y; s′) is positive for small y < 0. By y0 we denote the
ﬁrst negative root of ψ0(y0) = 0 that belongs to
(0,−π/√μ− ) ∩
(−2y∗(s′′),0).
Then Ψ (y; s′) and Ψ (y; s′′) are negative on the interval (y0,0), and
ψ ′′0 (y) = −ω
(
Ψ
(
y; s′′))+ ω(Ψ (y; s′))−μ−ψ0(y) for y ∈ (y0,0).
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μ−
0∫
y0
ψ20 (y)dy 
0∫
y0
∣∣ψ ′0(y)∣∣2 dy  π2y20
0∫
y0
ψ20 (y)dy,
and we arrive at a contradiction because |y0| < π/√μ− . This proves the above assertion. Since 2y∗(s)
is the maximal value such that Ψ (y; s) is negative on the interval (−2y∗(s),0), we see that the
function y∗(s) is strongly monotonic on the required interval.
The fact that h(s) is strongly monotonic on the same interval follows from the equality
h(s) = 2y∗(s) +
1∫
0
dτ√
s2 − 2Ω(τ) . (25)
This completes the proof of lemma. 
Let us turn to Eq. (10) which can be written in the form
Ψy = −
√
s2 − 2Ω(Ψ ) for y ∈ (0, y∗(s)].
Then the implicit equation for a solution of this equation is as follows:
y =
0∫
Ψ
dτ√
s2 − 2Ω(τ) , y ∈
(
0, y∗(s)
]
. (26)
Hence Ψ , considered as the ﬁrst component of a stream solution (this fact will be shown later), de-
scribes the stream having the counter-current in the near-bottom layer {(x, y): x ∈ R, y ∈ (0, y∗(s))}.
Moreover, it is straightforward to check that Ψ deﬁned by formula (26) has the following property:
Ψ (y) = Ψ (2y∗(s) − y) for y ∈ (0, y∗(s)], (27)
which means that the velocity proﬁle is symmetric with respect to the horizontal centre-line y = y∗(s)
in the near-bottom layer of depth 2y∗(s). Finally, we have that the implicit equation for a solution of
(10) has the form
y − y∗(s) =
Ψ∫
Ψ (s)
dτ√
s2 − 2Ω(τ) when y ∈
(
y∗(s),h(s)
)
, (28)
which together with formula (26) deﬁnes Ψ on the whole interval (0,h(s)).
Lemma 2.3 implies that under the conditions of case (II) the function s 	→ h(s) has the strictly
monotonically decreasing inverse function
(0,h1) 
 h 	→ s(h) ∈ (s1,+∞), where h1 = 2y1 +
1∫
dτ√
s2 − 2Ω(τ)0
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solution Ψ (y|h) of problem (8), (9) can be obtained by solving the Cauchy problem for Eq. (8) with
data (17). Let us summarise the results valid for case (II).
Lemma 2.4. Under the conditions of case (II), the following assertions hold:
• The function s(h), used in the second condition (17), is given on (0,h1); it decreases strictly monotonically
from the positive inﬁnity and s(h) → s1 as h → h1 .
• The special solution Ψ (y|h) of problem (8), (9) exists for h ∈ (0,h1); it satisﬁes the Cauchy problem for
Eq. (8) with data (17).
• If h ∈ (0,h0], thenΨ (y|h) is given by the implicit equation (11) on thewhole interval [0,h]; the derivative
Ψy(y|h) is positive except for Ψy(0|h0) = 0.
• If h ∈ (h0,h1), then Ψ (y|h) is given by the implicit Eqs. (26) and (28) on the intervals [0, y∗(s)]
and (y∗(s),h], respectively; the derivative Ψy(y|h) is negative (positive) on [0, y∗(s)) ((y∗(s),h],
respectively).
• Relation (27) holds on (0, y∗(s)].
Under the conditions of case (II) the function R(h) was originally deﬁned for h ∈ (0,h0] by for-
mula (18), but the ﬁrst assertion of Lemma 2.4 allows us to extend this function to h ∈ (h0,h1). Since
r0 = R(h0), we get from formula (20) that rc < r0. Furthermore, the extended function R has the
following behaviour: it tends to +∞ as h → +0, has a unique minimum rc at hc ∈ (0,h0), monoton-
ically increases for h ∈ (hc,h1), and tends to r1 = R(h1) which is inﬁnite when h1 = +∞. Combining
these facts about the behaviour of R and the existence of two kinds of special solutions described in
Lemma 2.4, we arrive at the following analogue of Lemma 2.2.
Lemma 2.5. Under the conditions of case (II), the ﬁrst assertion of Lemma 2.2 holds along with the following
ones:
• For every r ∈ (rc, r1) there exist two stream solutions
(
Ψ (·|h−),h−
)
and
(
Ψ (·|h+),h+
)
, (29)
where h− and h+ are two roots of Eq. (19) such that h− < hc < h+ and Ψ (·|h±) solves the Cauchy
problem (8), (17) with h = h± .
• If r ∈ (rc, r0], then the derivative Ψy(y|h±) is positive on [0,h±] for both solutions (29), unless h+ = h0
when Ψy(0|h+) vanishes.
• If r ∈ (r0, r1), then Ψy(y|h−) > 0 on [0,h−], whereas Ψy(y|h+) < 0 on [0, y∗) and Ψy(y|h+) > 0 on
(y∗h+].
In view of the last two properties, solutions (29) deﬁne unidirectional conjugate streams provided
r ∈ (rc, r0], but for r ∈ (r0, r1) the second solution has a near-bottom counter-current. The stream
corresponding to the ﬁrst (second) of these solutions is referred to as the supercritical (subcritical,
respectively).
2.2.3. Case (III): another two kinds of conjugate streams
We recall that Ω(1) > Ω(τ ) for τ ∈ [0,1) and ω(1) > 0 are the conditions of case (III), and they
imply that h0 given by formula (15) is ﬁnite.
In order to extend the function s(h) from (0,h0] to larger interval under the conditions of case (III),
we apply a procedure that differs from that in the previous section. Nevertheless, it also guarantees
that pairs of conjugate streams do exist for a larger interval of values of r at the expense of a counter-
674 V. Kozlov, N. Kuznetsov / J. Differential Equations 252 (2012) 663–691current present near the free surface. (Note that only near-bottom counter-currents were possible
under the conditions of case (II).) Let
s2 =
√
2Ω(Ψ2), (30)
where Ψ2 > 1 and [1,Ψ2) is the maximal interval on which ω > 0. For s ∈ (s0, s2) we denote by Ψ (s)
the smallest number that is greater than one and such that s2 = 2Ω(Ψ (s)). Putting
y∗(s) =
Ψ (s)∫
0
dτ√
s2 − 2Ω(τ) , (31)
we see that y∗(s) > h0.
In order to prove an assertion similar to Lemma 2.3 we put
μ+ = max
{
0, ess sup
τ∈(0,+∞)
ω′(τ )
}
and deﬁne s∗ < 0 as follows:
s∗ =
{
s2 when 2y∗(s) − h(s) < π√μ+ for s ∈ (s0, s2),
s3 otherwise,
(32)
where s3 is the minimal root of 2y∗(s) − h(s) = π/√μ+ belonging to (s0,+∞).
Lemma 2.6. (i) Let one of the following two conditions be true: Ψ2 is ﬁnite; Ψ2 is inﬁnite and for x > τ > 0
the estimate
Ω(x) − Ω(τ)
x− τ = o
(|x+ τ |) holds as x → +∞. (33)
Then y∗(s) → +∞ as s → s2 .
(ii) The function 2y∗(s) − h(s) decreases strictly monotonically on (s0, s∗), and so the limit (possibly inﬁ-
nite)
h2 = lim
s→s∗
2y∗(s) − h(s)
does exist; here s∗ is deﬁned by formula (32).
Proof. (i) If Ψ2 is ﬁnite, we use the deﬁnition of Ψ (s) and equality ω(Ψ2) = 0, thus getting
s2 − 2Ω(τ) = 2
Ψ (s)∫
τ
ω(x)dx c2
∣∣Ψ (s) − τ ∣∣2. (34)
Then
y∗(s) c−1
Ψ (s)∫ (
Ψ (s) − τ )−1 dτ → +∞ as s → s2.
0
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y∗(s)
1
o(|Ψ (s)|)
Ψ (s)∫
Ψ (s)/2
dτ√
Ψ (s) − τ → +∞ as Ψ
(s) → +∞,
and so (i) is proved.
The proof of assertion (ii) is essentially the same as that of (ii) in Lemma 2.3. The proof of
Lemma 2.6 is complete. 
It is clear that a solution of (10) is given by the implicit equation (11) when y ∈ (0, y∗(s)). Now
we extend this solution, using the equation
Ψy = −
√
s2 − 2Ω(Ψ ) for y  y∗(s),
and the equality Ψ (y∗(s)) = Ψ (s) as the continuity condition. Then the implicit equation of the ex-
tension is as follows
y∗(s) − y =
Ψ∫
Ψ (s)
dτ√
s2 − 2Ω(τ) for y ∈
(
y∗(s),2y∗(s)
)
, (35)
and formula (31) implies that Ψ |y=2y∗(s) = 0.
Thus the function Ψ is deﬁned on (0,2y∗(s)), where it solves Eq. (10). This function increases
strictly monotonically on (0, y∗(s)], which follows from formula (11). Formula (35) yields that Ψ
decreases strictly monotonically on (y∗(s),2y∗(s)), and combining (11) and (35), we see that the
graph of Ψ is symmetric about y = y∗(s), that is, equality (27) holds.
Therefore, the equation Ψ (y; s) = 1 has two roots on (0,2y∗(s)); one of them, y1 = h(s), is deﬁned
by formula (12) (note that h(s) < y∗(s)). The second root, y2 = H(s) = 2y∗(s)− h(s) is strictly greater
than y∗(s); moreover, the function h = H(s) is continuous on [s0, s2) and H(s) → +∞ as s → s2. The
latter is a consequence of Lemma 2.6. Furthermore, we have that H(s0) = h0, and so two branches
h = h(s) (monotonically decreasing) and h = H(s) (monotonically increasing) emanate from the point
(s0,h0) on the (s,h)-plane. Hence there exists the following mapping:
(0,h2) 
 h 	→ s(h) ∈ [s0,+∞) (36)
deﬁned on (0,h0] and (h0,h2) as the inverse to the functions s 	→ h(s) and s 	→ H(s), respec-
tively. Recalling that s22 = Ω(+∞) =
∫ +∞
0 ω(τ)dτ , we have the ﬁnite value s2 in formula (36), when
Ω(+∞) < +∞. However, the properties of h(s) and H(s) (see, in particular, Lemma 2.6) imply that
s(h) → s2 as h → h2 anyway.
Let us summarise the results valid for case (III).
Lemma 2.7. Under the conditions of case (III), the following assertions hold:
• The function s(h), used in the second condition (17), is deﬁned on (0,h2); on the interval (0,h0], this
function decreases strictly monotonically from the positive inﬁnity to s0 > 0, and on the interval (h0,h2),
the function increases strictly monotonically from s0 to s2 deﬁned by (30).
• The special solution Ψ (y|h) of problem (8), (9) exists for all h > 0; it satisﬁes the Cauchy problem for
Eq. (8) with data (17).
• If h ∈ (0,h0], thenΨ (y|h) is given by the implicit equation (11) on thewhole interval [0,h]; the derivative
Ψy(y|h) is positive except for Ψy(h0|h0) = 0.
676 V. Kozlov, N. Kuznetsov / J. Differential Equations 252 (2012) 663–691• If h ∈ (h0,h2), then Ψ (y|h) is given by the implicit equations (11) and (35) on the intervals [0, y∗(s)]
and (y∗(s),h], respectively; the derivative Ψy(y|h) is positive (negative) on [0, y∗(s)) ((y∗(s),h],
respectively).
• Relation (27) holds on (0, y∗(s)].
What was said about the function R(h) after Lemma 2.4 remains true under the conditions of
case (III). This allows us to formulate
Lemma 2.8. Under the conditions of case (III), the ﬁrst two assertions of Lemma 2.5 hold literally. The fol-
lowing amendments must be made in the other two assertions of that proposition: the value Ψy(0|h+) must
be changed to Ψy(h+|h+) in the third assertion, and the inequality signs must be opposite in the last two
inequalities of the fourth assertion.
What was said about supercritical and subcritical streams after Lemma 2.5 remains true under the
conditions of case (III), but we have near-surface counter-currents instead of near-bottom ones for
some supercritical streams.
3. Main results
Here we formulate our main results concerning the bounds for properties of waves with vorticity;
namely, we give bounds for Bernoulli’s constant r, and the quantities ηˆ and ηˇ deﬁned by formulae (6).
Our ﬁrst theorem says that any free-surface proﬁle is separated from the bottom.
Theorem 3.1. Let (ψ,η) be a solution of problem (1)–(4) other than a stream one and such that ψ  1 in D¯,
then ηˇ > 0.
In the next two theorems, we show that all free-surface proﬁles are located above the supercritical
level, and we also give bounds for ηˇ (the upper one) and ηˆ (the lower one), and r (it cannot be less
than the critical value rc). In these theorems, we need some restrictions to be imposed on the value
of μ introduced in (7).
Theorem 3.2. Let (ψ,η) be a solution of problem (1)–(4) other than a stream one and such that ψ  1 in D¯;
let also ηˇ < h0 when ω satisﬁes the conditions of case (III). If the estimate
μ < π2/ηˇ2 (37)
holds, then the following properties are valid: (A) r  rc ; (B) h− < η(x) for all x ∈R; (C) ηˇ h+ .
Remark 3.3. Let the assumptions of Theorem 3.2 be valid, but ηˇ h0 when ω satisﬁes the conditions
of case (III). Then the following inequalities are true:
r R(ηˇ)R(h0) = 2
3
h0 > rc.
They follow from Bernoulli’s equation and properties of R. Moreover, the inequality h− < ηˇ holds in
this case.
The next theorem differs from Theorem 3.2 by the assumptions imposed on the stream function ψ .
Theorem 3.4. Let (ψ,η) be a solution of problem (1)–(4) other than a stream one and such that
ψy(x, η(x)) 0 for all x ∈R. Let also ηˆ < h0 when ω satisﬁes the conditions of case (III). If the estimate
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holds, then the following properties are valid: (A) r  rc ; (B) h+  ηˆ.
Remark 3.5. Notice that the inequality ψ  1 (it supposed to hold in Theorems 3.1, 3.2), and an
assumption yielding this inequality (it is made in Theorem 3.4), are valid in many cases. They follow
from the stronger condition ψy > 0, under which the existence of vortical Stokes waves was proved in
[8]; they are also implied by the conditions imposed in [18] and guaranteeing the existence of solitary
waves with vorticity. Thus, Theorems 3.1, 3.2, and 3.4 are applicable to both Stokes and solitary waves.
Furthermore, let the vorticity ω = 0 be constant, and so h0 = √2/|ω|. If ω < 0, that is, the con-
ditions of case (II) hold and h > h0, then there exists a laminar ﬂow for which Ψ (y|h) is the stream
function. Moreover, we have that Ψ (y|h)  1 for all y ∈ [0,h] and Ψ (0|h) < 0, and so this ﬂow has
a near-bottom counter-current (see [28], Section 6.2). In the paper [36], small-amplitude waves with
a critical layer were constructed as perturbations of the described laminar ﬂow. Hence the condi-
tions of Theorems 3.1, 3.2, and 3.4 are also applicable to these waves; the corresponding ﬂow has the
counter-current between the bottom and the critical layer.
If the vorticity distribution satisﬁes the conditions of case (II), then we give more sharp bound for
r and show that a near-bottom counter-current may be present.
Theorem 3.6. Let ω satisfy the conditions of case (II) (and so h0 < +∞), and let (ψ,η) be a solution of
problem (1)–(4) other than a stream one. If ψ  1 in D¯, ηˇ > h0 , and the estimate
μ < (2π)2/(3r)2 (39)
holds, then the following properties are valid: (A) r > R(h0); (B) ψy(x,0) < 0 for all x ∈R.
Remark 3.7. What is said in Remark 3.5 about the case of the negative constant vorticity is also
applicable to ﬂows satisfying the conditions of Theorem 3.6. Hence this theorem is valid for small-
amplitude waves with a critical layer that were constructed in the paper [36] as perturbations of a
laminar ﬂow of the depth h > h0.
Let us turn to the vorticity distribution that satisﬁes the conditions of case (III), for which we
show that there is a counter-current in the water domain. In order to formulate the corresponding
assertion we have to consider a new quantity. In Section 2.2.3, we introduced the monotonically
increasing function
[s0, s2) 
 s 	→ H(s) ∈ [h0,+∞) (40)
as the second positive zero of the function Ψ (y; s) − 1; we recall that the ﬁrst positive zero is h(s).
If Ψ (y; s) is a periodic function of y, then there exists the third positive zero of this function, which
we denote by H(s); otherwise we put H(s) = +∞. It is clear that the following inequalities hold:
H(s) > H(s) > h0 for s > s0.
Now we are in a position to formulate the following assertion.
Theorem 3.8. Let ω satisfy the conditions of case (III) (and so h0 < +∞), and let (ψ,η) be a solution of
problem (1)–(4) other than a stream one and such that ηˇ > h0 and ηˆ H(s(ηˇ)), where the function s(h) is
deﬁned in (36). If estimate (39) holds, then
ψ(x, y) > 1 in the strip
{
x ∈R, y ∈ (h(s(ηˇ)), ηˇ)}. (41)
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Choosing H > h0 and inverting the function described by formula (40), we ﬁnd s > s0 which deﬁnes
the special solution Ψ (y; s). The laminar ﬂow, whose stream function is equal to this solution, has a
near-surface counter-current (see [28], Section 6.1). In the paper [36], small-amplitude waves with a
critical layer were constructed as perturbations of the described laminar ﬂow, and so the conditions
of Theorem 3.8 hold for these waves; note that H = +∞ in this case. The corresponding wave ﬂow
has a counter-current between the surface and the critical layer.
If the vorticity is of the form ω = bψ , where b > 0, then again the conditions of case (III) are
fulﬁlled. The corresponding parallel shear ﬂows are investigated in [28], Section 6.3, from which it
follows that inequality (39) is valid provided
r ∈
(
r0,
2π
3
√
b
)
, where r0 = π
2
√
b
.
Now one has to proceed in the same way as in the case of the constant positive vorticity. Namely,
H must be chosen so that H > h0 = π/(3
√
b) and the corresponding value of r = (s2 − b + 2H)/3
belongs to the interval deﬁned above; here s > s0 must be found by inverting the function (40). Thus,
the special solution Ψ (y; s) is deﬁned, and the laminar ﬂow, for which this solution is the stream
function, has a near-surface counter-current. Hence the conditions of Theorem 3.8 are satisﬁed for
this ﬂow, and so they also hold for ﬂows with multiple critical layers, that are close to the former
one, but have small-amplitude waves on their surfaces (see the paper [12], where such ﬂows are
constructed including waves with several crests per period).
Note that conditions (37)–(39) in Theorems 3.2, 3.4, 3.6, and 3.8 restrict the rate of variation of
the vorticity. The estimates formulated in this section as well as their proofs given in Section 5 might
prove to be useful for showing that there are no vortical waves other than periodic and solitary ones.
4. Auxiliary boundary value problems
In order to prove Theorems 3.1, 3.2, and 3.4 we proceed in two steps. First we consider an auxiliary
boundary value problem whose solution serves as a comparison function on the second step based on
some version of maximum principle. In this section, we investigate the required auxiliary problems.
4.1. Auxiliary problem I
Let ε,  > 0 be such that ε and −1 are suﬃciently small (their choice will be speciﬁed where
necessary). By ζ we denote the following even function on R:
ζ(x) = 0 for |x| >  and ζ(x) = ε(1− x/) for x 0. (42)
Let us consider the following Dirichlet problem:
uxx + uyy + ω(u) = 0, (x, y) ∈ , (43)
u(x,0) = 0, u(x, ζ(x))= 1, x ∈ (−, ), (44)
where  is the triangle {(x, y): − < x < , 0 < y < ζ(x)}. The behaviour of a solution to this problem
is described in
Proposition 4.1. Problem (43), (44) has a solution which is an even function of x and has the following repre-
sentation in  ∩ {x > 0, y ∈R}:
u(x, y) = θ + v(x, y). (45)
α
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( − x, y) ∈ , the constant α is equal to the smallest positive angle such that tanα = ε/.
The estimate
∣∣∇v(x, y)∣∣ C
 − x
(
ε1/2 + ε

+ e−x/2
)
(46)
holds for the remainder when (x, y) ∈  ∩ {x > 1, y ∈R}.
Proof. A solution of problem (43), (44) such that u(−x, y) = u(x, y) satisﬁes relations (43) and (44)
for x > 0 complemented by the condition ux(0, y) = 0 valid for y ∈ (0, ε), which will be used for
ﬁnding u.
Introducing new independent variables X =  − x, Y = y, and the unknown function U (X, Y ) =
u( − x, y), we get the following problem:
UXX + UYY + ω(U ) = 0, (X, Y ) ∈ K , (47)
U (X,0) = 0, U (X, εX/) = 1, X ∈ (0, ), (48)
UX (, Y ) = 0, Y ∈ (0, ε), (49)
where K = {(X, Y ): 0 < X < , 0 < Y < εX/}. Now representation (45) takes the form
U (X, Y ) = θ
α
+ V (X, Y ),
where θ is the polar angle on the (X, Y )-plane and V (X, Y ) = v( − x, y). Then problem (47)–(49)
yields the following boundary value problem for V :
V X X + VYY + ω
(
θ
α
+ V
)
= 0, (X, Y ) ∈ K , (50)
V (X,0) = V (X, εX/) = 0, X ∈ (0, ), (51)
V X (, Y ) = sin θ
α
√
2 + Y 2 , Y ∈ (0, ε). (52)
By I we denote the vertical leg {(X, Y ): X = , 0 < Y < ε} of ∂K . Let us consider the operator
V 	→ AV := −V X X − VYY − ω
(
θ
α
+ V
)
corresponding to problem (50)–(52) on H1∂K\I (K ). This subspace of the Sobolev space H1(K ) consists
of functions that have zero traces on ∂K \ I¯ . It is clear that A is positive on H1∂K\I (K ) and maps
this space into its dual. Since ω is Lipschitz continuous, the operator A is also Lipschitz continuous;
moreover, condition (7) guarantees that A is a strongly monotone operator. Then Theorem 25.B, [38],
implies that problem (50)–(52) has a unique solution in H1∂K\I (K ).
Let us derive inequality (46) in terms of function V . Multiplying Eq. (50) by V H , where H(X) =
e−|X−X0| and X0 ∈ [0, ], we integrate over K and obtain after using Green’s formula that
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K
[|∇V |2 − V X V sign(X − X0)]H dX dY
=
∫
K
ω
(
θ
α
+ V
)
V H dX dY + H()
ε∫
0
sin θ
α
√
2 + Y 2 V (, Y )dY . (53)
Here the boundary conditions (51) and (52) are also taken into account.
Now we estimate the right-hand side terms with the help of the Schwarz inequality, thus obtain-
ing:
∫
K
ω
(
θ
α
+ V
)
V H dX dY

(∫
K
V 2H dX dY
)1/2(∫
K
ω2
(
θ
α
+ V
)
H dX dY
)1/2
, (54)
H()
ε∫
0
sin θ
α
√
2 + Y 2 V (, Y )dY

(
H()
ε∫
0
V 2(, Y )dY
)1/2(
H()
ε∫
0
sin2 θ
α22
dY
)1/2
. (55)
Analogous inequality is valid for the second term in the left-hand side of (53). Let us estimate the
ﬁrst integrals in the right-hand sides of (54) and (55).
Since π2/(αX)2 is the ﬁrst eigenvalue of the operator d2Y complemented by the Dirichlet boundary
conditions at the end-points of the interval (0,αX), we have
αX∫
0
V 2(X, Y )dY  ε
2
π2
αX∫
0
V 2Y (X, Y )dY ,
where it is taken into account that αX < ε for X ∈ (0, ). Then we get
∫
K
V 2H dX dY  ε
2
π2
∫
K
|∇V |2H dX dY , (56)
which combined with (54) gives
∫
K
ω
(
θ
α
+ V
)
V H dX dY
 ε
π
(∫
|∇V |2H dX dY
)1/2(∫
ω2
(
θ
α
+ V
)
H dX dY
)1/2
.K K
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H()
ε∫
0
V 2(, Y )dY  Cε
∫
K
|∇V |2H dX dY , (57)
where C does not depend on ε and . Writing the left-hand side in the form
∫
K
(
V 2H
)
X dX dY ,
we estimate it by
2
∫
K
V X V H dX dY +
∫
K
V 2H dX dY
 2
(∫
K
V 2H dX dY
)1/2(∫
K
V 2X H dX dY
)1/2
+
∫
K
V 2H dXdY ,
where the deﬁnition of H is taken into account. In the right-hand side we apply inequality (56), thus
obtaining (57).
For estimating the second term in the left-hand side of (53) we use (56), which together with
inequalities (55)–(57) gives that
∫
K
|∇V |2H dX dY  C
[
ε2
∫
K
ω2
(
θ
α
+ V
)
H dX dY + εH()
ε∫
0
sin2 θ
α22
dY
]
.
The ﬁrst factor in the integral over K is bounded, and so
∫
K
|∇V |2H dX dY  C[ε3 + e−(−X0)ε2−2], (58)
where X0 ∈ [0, ] and C does not depend on ε and .
It remains to derive estimate (46) from inequality (58). Let us apply the following local estimate:
sup
Qα(X∗)
∣∣∇V (X, Y )∣∣ C[ 1
αX∗
( ∫
Q 2α(X∗)
∣∣∇V (X, Y )∣∣2 dX dY)1/2 + αX∗ sup
Q 2α(X∗)
|ω|
]
,
where X∗ ∈ (0,  − 1) and Q β(X∗) = {(X, Y ): |X − X∗| < βX∗,0 < Y < αX}. Therefore, we have
sup
Qα(X∗)
∣∣∇V (X, Y )∣∣ C
αX∗
(
ε3/2 + e−(−X∗)/2ε−1 + αX∗
)
,
where inequality (58) with X0 = X∗ is used for estimating the integral. The last inequality gives (46)
after changing the variables (X, Y ) back to (x, y); the fact that tanα = ε−1 must be also taken into
account. The proof is complete. 
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Again, ε,  are positive numbers such that ε and −1 are small; now we put:
ζ
(h)
± (x) = ±ζ(x) + h ∓ ε/2 for x ∈R, (59)
where ζ is the function introduced in (42) and h > ε/2.
Let us consider the following Dirichlet problem:
uxx + uyy + ω(u) = 0, (x, y) ∈ (h)± , (60)
u(x,0) = 0, u(x, ζ (h)± (x))= 1, x ∈R. (61)
Here (h)± = {(x, y): x ∈R, 0 < y < ζ(h)± (x)} is a horizontal strip of width h ∓ ε/2 with the triangular
indentation of height ε and width 2 on the upper side; this indentation is directed upwards (down-
wards) for (h)+ (
(h)
− , respectively). Strictly speaking, u(±) must be used instead of u in this problem,
but we omit superscripts for the sake of brevity. Problem (60), (61) will be referred to as problem II±
and the behaviour of its bounded solution is described in the following assertion.
Proposition 4.2. Let the vorticity distribution ω be such that
μ
(
h
π
)2
< 1,
where μ is the value deﬁned in (7) and h is the parameter in the deﬁnition of (h)± . Let h < h0 , where h0 is the
value deﬁned in Section 2.1 under the assumption that the conditions of case (III) hold.
If ε and −1 are suﬃciently small, then problem II± has a solution, which is an even function of x and has
the following representation in (h)± :
u(x, y) = Ψ (y∣∣ζ (h)± (x))+ v(x, y). (62)
Here Ψ (·|ζ (h)± (x)) is the special solution introduced in Section 2, and the estimate
∣∣∇v(x, y)∣∣ Cε

, (x, y) ∈ (h)± ∩
{
x ∈ (1,  − 1), y ∈R}, (63)
holds for the remainder v (again, we omit the superscript ± for v).
Proof. The function Ψ (·|ζ (h)± (x)) satisﬁes the boundary value problem (8), (9), where the second
boundary condition holds on the curve y = ζ (h)± (x) symmetric about the x-axis. Therefore, problem
II± yields that v satisﬁes
vxx + v yy + ω(Ψ + v) − ω(Ψ )
= −[(ζ (h)± )x(x)Ψζ(h)± (y; ζ (h)± (x))]x, (x, y) ∈ (h)± , (64)
v(x,0) = 0, v(x, ζ (h)± (x))= 0, x ∈R. (65)
Note that the right-hand side in Eq. (64) has a compact support in (h)± .
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in the proof of Proposition 4.1. It is straightforward to verify that v(−x, y) = v(x, y), and so it remains
to show that v satisﬁes estimate (63).
We multiply Eq. (64) by vH , where now H(x) = e−b|x−x0| , b > 0, and x0 ∈ R, and integrate over

(h)
± , thus obtaining after using Green’s formula:
∫

(h)
±
|∇v|2H dxdy − b
∫

(h)
±
vxvH sign(x− x0)dxdy
+
∫

(h)
±
[
vx − bv sign(x− x0)
]
H
(
ζ
(h)
±
)
xΨζ(h)±
(
y|ζ (h)± (x)
)
dxdy
−
∫

(h)
±
[
ω(Ψ + v) − ω(Ψ )]vH dxdy = 0. (66)
Here the boundary conditions (65) are taken into account as well. These boundary conditions imply
also that
ζ
(h)
± (x)∫
0
v2(x, y)dy 
[
ζ
(h)
± (x)
π
]2 ζ (h)± (x)∫
0
v2y(x, y)dy, (67)
which is essential in what follows.
The Schwarz inequality yields that the absolute value of the second term in the left-hand side of
equality (66) is less than or equal to
b
( ∫

(h)
±
v2H dxdy
)1/2( ∫

(h)
±
v2x H dxdy
)1/2
.
Combining this and inequality (67), we get the following majorant for the second term in the left-
hand side of (66):
bh
π
∫

(h)
±
|∇v|2H dxdy (68)
provided ε is suﬃciently small.
Using the Schwarz inequality and (67) in the same way as above, we estimate the absolute value
of the third term in the left-hand side of (66) by
(
1+ bh
π
)( ∫

(h)
|∇v|2H dxdy
)1/2( ∫

(h)
(
ζ
(h)
±
)2
xΨ
2
y H dxdy
)1/2
. (69)± ±
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∫

(h)
±
v2H dxdy
1∫
0
ω′(Ψ + τ v)dτ ,
and so its absolute value is estimated by
μ
∫

(h)
±
v2H dxdy  μh
2
π2
∫

(h)
±
|∇v|2H dxdy,
where the last inequality is a consequence of (67). Substituting this bound along with those in (68)
and (69) into equality (66), we arrive at the following inequality
(
1− bh
π
− μh
2
π2
)( ∫

(h)
±
|∇v|2H dxdy
)1/2

(
1+ bh
π
)( ∫

(h)
±
(
ζ
(h)
±
)2
xΨ
2
y H dxdy
)1/2
,
provided b is suﬃciently small; the assumption about μ is also taken into account. Now the deﬁnition
of ζ (h)± implies that
∫

(h)
±
|∇v|2H dxdy  C
(
ε

)2
,
where C is a constant that does not depend on ε and .
The fact that (63) holds for (x, y) ∈ (h)± ∩ {x ∈ (1,  − 1), y ∈ R} follows from the last inequality
and local elliptic estimates, which completes the proof. 
5. Proof of main results
5.1. Proof of Theorem 3.1
Our proof is based on maximum principle. In order to apply it, we assume that the assertion of
Theorem 3.1 is not true, that is, ηˇ = 0 or, equivalently, lim inf|x|→+∞ η(x) = 0. Then for every ε ∈
(0, η(0)) there exists  such that the triangle  is inscribed into the water domain D in the following
sense. At least one of two equal legs of ∂ (each of them is a part of the broken line y = ζ(x) given
by formula (42)) is tangent to the curve y = η(x). By xε we denote the largest in absolute value
x-coordinate (if more than one), corresponding to a tangency point; note that , |xε| → +∞ as ε → 0.
Let ψ and u solve problems (1)–(4) and (43), (44), respectively, then we have
∇2(ψ − u) + ω(ψ) − ω(u) = 0 for (x, y) ∈ .
This equation and the deﬁnition of μ (see formula (7)) imply that
∇2(ψ − u) + μ(ψ − u) 0 when (x, y) ∈ . (70)
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√
μ and δ ∈ (0,π − √με), then the function w(y) = sin(√μy + δ) is strictly positive
in ¯ and satisﬁes the equation
∇2w + μw = 0 in .
The conditions imposed on ψ and the properties of u (see inequality (70) and the boundary condi-
tions that hold for u on ∂), allow us to apply maximum principle (see Theorem 10 in [30], Chapter 2,
Section 5), which yields that the function (ψ −u)/w cannot have non-negative maximum in . There-
fore, the zero maximum value of this function is attained, in particular, at the point (xε, η(xε)). The
same theorem implies also that
∂
∂n
(
ψ − u
w
)(
xε,η(xε)
)
> 0,
where n is the exterior normal to both ∂ and ∂D at (xε, η(xε)). Hence we get the following inequal-
ity:
∂ψ
∂n
(
xε,η(xε)
)
>
∂u
∂n
(
xε,η(xε)
)
,
which we use in Bernoulli’s equation, written at the point (xε, η(xε)) in the form
∂ψ
∂n
(
xε,η(xε)
)=√3r − 2η(xε).
Then we obtain
∂u
∂n
(
xε,η(xε)
)
<
√
3r − 2η(xε). (71)
On the other hand, Proposition 4.1 gives that
∂u
∂n
(
xε,η(xε)
)= 1
α( − |xε|)
[
1+ O (ε3/2 + ε2−2 + ε−2e−(−|xε |)/2)]
for small ε. Furthermore, we have
α
(
 − |xε|
)
 α = arctan ε

< ε,
where the equality is a consequence of the deﬁnition of α. Hence the last expression for
(∂u/∂n)(xε, η(xε)) tends to inﬁnity as ε → 0. However, this contradicts to inequality (71), the right-
hand side of which remains bounded.
Therefore, the assumption that lim inf|x|→+∞ η(x) = 0 is false, and so the proof of Theorem 3.1 is
complete.
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As in the proof of Theorem 3.1 we use a solution of an auxiliary boundary value problem which
is problem II+ here. This solution serves as a comparison function for proving assertions (B) and (C),
but we note ﬁrst that they are consequences of the following two assertions:
(B1) If ηˇ is attained at some point xˇ ∈R, then h− < η(xˇ) < h+ .
(B2) If there is no point at which ηˇ is attained, then h−  ηˇ h+ .
We also note that assertion (A) will be obtained as a byproduct in the proof of (B1) and (B2), which
are proved with the help of the same version of maximum principle as in the proof of Theorem 3.1.
Remark 5.1. The property assumed in (B1) is valid, in particular, for periodic waves, but we do not
restrict ourselves by this class. On the other hand, the property assumed in (B2) holds, in particular,
for solitary waves, but not only for them. Thus, Theorem 3.2 for periodic and solitary waves follows
from (B1) and (B2), respectively.
5.2.1. Proof of (B1)
By Theorem 3.1 we have that ηˇ = η(xˇ) > 0, and so we may consider the special solution Ψˇ =
Ψ (y|ηˇ). Subtracting relations for Ψˇ from those for ψ , we get
∇2(ψ − Ψˇ ) + ω(ψ) − ω(Ψˇ ) = 0, (x, y) ∈R× (0, ηˇ), (72)
ψ − Ψˇ = 0, y = 0, x ∈R, (73)
ψ − Ψˇ  0, y = ηˇ, x ∈R, (74)
ψ(xˇ, ηˇ) = Ψˇ (xˇ|ηˇ). (75)
The deﬁnition of μ and Eq. (72) imply the inequality
∇2(ψ − Ψˇ ) + μ(ψ − Ψˇ ) 0, (x, y) ∈R× (0, ηˇ). (76)
For a suﬃciently small δ > 0, we put w(y) = sin(√μy + δ), and so (37) yields that w > 0 in
R×[0, ηˇ]. Since wyy +μw = 0 in the strip and relations (73), (74), and (76) hold, the same maximum
principle as in Section 5.1 yields that the function (ψ − Ψˇ )/w cannot have non-negative maximum
in the strip. Therefore, we get from (75) that the zero maximum value of this function is attained, in
particular, at the point (xˇ, ηˇ). The same maximum principle implies the following inequality:
(
ψ − Ψˇ
w
)
y
∣∣∣∣
(xˇ,ηˇ)
> 0.
Hence we have that
ψy(xˇ, ηˇ) > Ψˇy(ηˇ|ηˇ),
which together with the equality ψy(xˇ, ηˇ) =
√
3r − 2ηˇ (this is Bernoulli’s equation written at (xˇ, ηˇ))
gives
Ψˇy(ηˇ|ηˇ) <
√
3r − 2ηˇ. (77)
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s2(ηˇ) − 2Ω(1) < 3r − 2ηˇ or, equivalently, R(ηˇ) < r.
The last inequality yields that assertion (B1) is true as well as the inequality r > rc (see assertion (A)
in Theorem 3.2).
5.2.2. Proof of (B2)
Since there is no point delivering the value ηˇ on the x-axis, we have
lim inf|x|→+∞η(x) = ηˇ > 0.
Here the inequality is a consequence of Theorem 3.1. Let ε belong to (0, ηˇ) and satisfy the inequality
ηˇ + ε2 < η(0), then  can be chosen so that the domain (ηˇ)+ is inscribed into D , that is, at least one
of two equal inclined legs of ∂(ηˇ)+ (each of them is a part of the broken line y = ζ (ηˇ)+ (x) given by
formula (42)) is tangent to the curve y = η(x). As in the proof of Theorem 3.1, we denote by xε the
largest in absolute value x-coordinate (if more than one), corresponding to a tangency point; note
that , |xε| → +∞ as ε → 0.
Similar to the proof of Theorem 3.1, we use a comparison function, but it is a solution of problem
II+ deﬁned by formula (62) with h = ηˇ. Proposition 4.2 guarantees that this solution exists. Subtract-
ing Eq. (60) for u from that for ψ , we get
∇2(ψ − u) + ω(ψ) − ω(u) = 0, (x, y) ∈ (ηˇ)+ .
This equation and the deﬁnition of μ (see formula (7)) imply that
∇2(ψ − u) + μ(ψ − u) 0, (x, y) ∈ (ηˇ)+ . (78)
The boundary conditions (2) and (61) (the latter with the subscript + and h = ηˇ), and the assumptions
imposed on ψ yield the following relations:
ψ − u  0, y = ζ (ηˇ)+ (x), x ∈R, (79)
ψ = u = 0, y = 0, x ∈R, (80)
ψ(xε) = u
(
xε, ζ
(ηˇ)
+ (xε)
)
. (81)
Let us take ε and δ > 0 so small that
√
μ(ηˇ + ε) + δ < π . Putting w(y) = sin(√μy + δ), we
see that relations (78)–(80) allow us to apply maximum principle in the same way as in the proof
of Theorem 3.1. Then we arrive at the following conclusions. The zero maximum value of ψ − u is
attained, in particular, at the point (xε, η(xε)) (see equality (81)), and the following inequality holds:
∂ψ
∂n
(
xε,η(xε)
)
>
∂u
∂n
(
xε,η(xε)
)
, (82)
where n is the exterior normal to both
∂
(ηˇ)
+ and ∂D at
(
xε,η(xε)
)= (xε, ζ (ηˇ)+ (xε)).
According to estimate (63), we have for suﬃciently small ε:
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∂n
(
xε,η(xε)
)= ∂Ψ
∂ y
(
η(xε)
∣∣η(xε))+ O (ε/),
which combined with (82) and Bernoulli’s equation, written at (xε, η(xε)) in the form
∂ψ
∂n
(
xε,η(xε)
)=√3r − 2η(xε),
gives
∂Ψ
∂ y
(
ζ
(ηˇ)
+ (xε)
∣∣ζ (ηˇ)+ (xε))− C ε

<
√
3r − 2ζ (ηˇ)+ (xε). (83)
Here C is a constant that does not depend on ε.
On the other hand, it follows from (10) that
Ψ 2y
(
ζ
(ηˇ)
+ (xε)
∣∣ζ (ηˇ)+ (xε))= s2(ζ (ηˇ)+ (xε))− 2Ω(1).
Combining this and (83) squared, we arrive at the inequality
s2
(
ζ
(ηˇ)
+ (xε)
)− 2Ω(1) < 3r − 2ζ (ηˇ)+ (xε) + 2C ε

√
3r − 2ζ (ηˇ)+ (xε) + C2
(
ε

)2
,
which can be written as follows:
R(ζ (ηˇ)+ (xε))< r + 2Cε3
√
3r − 2ζ (ηˇ)+ (xε) +
C2
3
(
ε

)2
.
Letting ε → 0 in this inequality and using Proposition 4.2, we obtain that R(ηˇ)  r, which implies
the required assertion (B2) as well as the assertion (A) of Theorem 3.2. The proof is complete.
5.3. Proof of Theorem 3.4
Let us consider ﬁrst the case when there exists xˆ such that η(xˆ) = ηˆ (note that this property is
valid for both periodic and solitary waves). Then the function
z(x, y) = Ψ (y|ηˆ) − ψ(x, y)
is deﬁned in D¯ , and we have that
0 = ∇2z + ω(Ψ ) − ω(ψ)∇2z + μz in D.
Moreover, the following relations hold on ∂D:
z(x,0) = 0, z(x, η(x)) 0 for all x ∈R, z(xˆ, η(xˆ))= 0.
As in Section 5.2.1 we use the function w(y) = sin(√μy+ δ) with a suﬃciently small δ > 0. It follows
from inequality (38) that w > 0 in D¯ and wyy +μw = 0 there. Therefore, we are in a position to apply
the same maximum principle as in Section 5.1, thus obtaining the inequality
(z/w)y
(
xˆ, η(xˆ)
)
> 0,
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0< ψy
(
xˆ, η(xˆ)
)
< Ψ
(
η(xˆ)
∣∣ηˆ).
Squaring this inequality and using Bernoulli’s equation and Eq. (10), we get 3r − 2ηˆ < s2(ηˆ) − 2Ω(1)
or, equivalently, R(ηˆ) < r. This implies both assertions of the theorem and the inequalities are strict
when η(xˆ) = ηˆ.
Now we turn to the case when η(x) < ηˆ for all x ∈R. In order to apply the considerations used for
proving assertion (B2), we circumscribe the broken line ζ
(ηˆ)
− (see formula (59)), about the domain D
so that at least one of the inclined legs of this line is tangent to y = η(x) from above. For this purpose
we take ε so that ηˆ− ε2 > η(0) and choose an appropriate . Again, xε denotes the largest in absolute
value x-coordinate (if more than one), corresponding to a tangency point, and , |xε| → +∞ as ε → 0.
Further considerations repeat literally those in Section 5.2.2 with the following amendments: the
subscript + must be changed to −, ηˇ to ηˆ (the same must be done for other values marked like η),
and < to > (the latter must be done in formulae beginning with (82)). Unlike the case when η(xˆ) = ηˆ,
these considerations guarantee only unstrict inequalities in assertions (A) and (B).
5.4. Proof of Theorem 3.6
As in the proof of Theorem 3.2 we consider two cases. First, if ηˇ is attained at some point on R,
then, repeating the proof of (B1) and using the compare function Ψ (y|ηˇ), we obtain that r > rc . Then
the assumption that ηˇ > h0 yields assertion (A).
Furthermore, since the function (ψ − Ψˇ )/w cannot have non-negative maximum in the strip R×
(0, ηˇ), we have that ψ  Ψˇ there. Then the fact that ψ(x,0) = Ψˇ (0|ηˇ) = 0 for all x ∈ R implies
the inequality ψy(x,0)  Ψˇy(0|ηˇ). Noting that the latter value is negative because ω satisﬁes the
conditions of case (II), we arrive at assertion (B).
In the case when η(x) > ηˇ for all x ∈ R, arguments applied in the proof assertion (B2) must be
used, but for this purpose we need an analogue of the function u investigated in Proposition 4.2.
Literally repeating the proof of that proposition, we get that if the conditions of case (II) hold, h ∈
(h0,
3r
2 ), where h is the parameter in the deﬁnition of the domain 
(h)
+ with suﬃciently small ε and
−1, and ω is such that
μ
(
3r
2π
)2
< 1,
where μ is the value deﬁned by (7), then problem (60), (61) in (h)+ has a solution, which is an even
function of x and has the following representation:
u(x, y) = Ψ (y∣∣ζ (h)+ (x))+ v(x, y).
Here Ψ (·|ζ (h)+ (x)) is the special solution introduced in Section 2, and the estimate
∣∣∇v(x, y)∣∣ Cε

, (x, y) ∈ (h)+ ∩
{
x ∈ (1,  − 1), y ∈R},
holds for the remainder v .
Returning to the proof of Theorem 3.6 in the case when η(x) < ηˇ for all x ∈R, we see that in the
same way as in the proof assertion (B2) the inequality ψ − u valid in (ηˇ)+ follows from maximum
principle. Letting ε → 0, we again get that ψ  Ψˇ in the strip R× (0, ηˇ), which allows us to argue as
above.
A remark similar to Remark 5.1 is valid in the present case, but we leave its formulation to the
reader.
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Let us consider the function z(x, y) = Ψ (y; s(ηˇ)) − ψ(x, y) deﬁned in D¯ , for which we have
0 = ∇2z + ω(Ψ ) − ω(ψ)∇2z + μz in D,
and the boundary relations:
z(x,0) = 0, z(x, η(x)) 0 for all x ∈R,
where the inequality is a consequence of the following property:
Ψ
(
y; s(ηˇ)) 1 for y such that ηˇ = H(s(ηˇ)) y H(s(ηˇ)).
As in Section 5.2.1 we use the function w(y) = sin(√μy+ δ) with a suﬃciently small δ > 0. It follows
from inequality (39) that w > 0 in the strip [0, ηˆ] and wyy + μw = 0 there. Therefore, we again are
in a position to apply the same maximum principle as in Section 5.1, thus obtaining that the function
z/w cannot have non-negative maximum in D . This yields that z 0 in D¯ or, equivalently,
Ψ
(
y; s(ηˇ))ψ(x, y) in D¯.
Now the required inequality (41) follows from the fact that Ψ (y; s(ηˇ)) > 1 when y ∈ (h(s(ηˇ)),
H(s(ηˇ))), where H(s(ηˇ)) = ηˇ as was noted above. The proof is complete.
As above, a remark similar to Remark 5.1 is valid in the present case.
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