Real-time Prediction Service to Improve the Reliability of CSP Plants  by Salbidegoitia, I.B. et al.
 Energy Procedia  49 ( 2014 )  1708 – 1717 
Available online at www.sciencedirect.com
ScienceDirect
1876-6102 © 2013 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Selection and peer review by the scientifi c conference committee of SolarPACES 2013 under responsibility of PSE AG. 
Final manuscript published as received without editorial corrections. 
doi: 10.1016/j.egypro.2014.03.180 
SolarPACES 2013 
Real-time prediction service 
to improve the reliability of CSP plants 
I. B. Salbidegoitia1, A. Acha-Orbea2 and J. I. Burgaleta3 
 1Meteo for Energy, Technology R&D, MSc Physics, Albert Einstein 15, 01510 Parque Tecnologico, (Alava) Spain. Phone:+34 
945771085, Email: ibon.salbidegoitia@meteoforenergy.com  
2Meteo for Energy, Business Development, Albert Einstein 15, 01510 Parque Tecnologico, (Alava) Spain. 
                          3 Torresol Energy, Director of Technology, MSc Mechanical Engineer, Av. Zugazarte 61, 48930 Las Arenas, (Bizkaia) Spain. 
Abstract 
Solar plants are becoming an important technology for electric generation due to the advantages they offer such as high 
efficiency, manageability with storage and the reduction of the electric generation costs. 
Nowadays this technology has many plants in operation and many others in advanced construction, which  will start operating in 
the next few years. This increase in operating plants requires specific services for operation in order to protect the components of 
the plants and at the same time to optimize operation with the use of meteorological resources in order to maximize the electric 
generation. 
 
The components of the CSP plants (Concentrating Solar Power plants) are used at high temperatures in order to improve 
thermodynamical efficiency. These high temperatures require the use of specific fluids that may create difficulties during 
operation due to fluctuations in meteorology. The simulator of CSP plants developed for real-time simulation is able to predict 
the behavior of the plant with 1 minute periodicity. This improvement is suitable for operation because the prediction is given 
some hours in advance and gives the operators enough time to prepare for fluctuations during the different operation conditions. 
However, the development of real-time prediction has shown that although the plant performance is correct, the meteorological 
data requires very high degree of accuracy for an overall accurate prediction. 
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1. Introduction 
Nowadays meteorology resources are given with a periodicity that is not suitable for real-time operation to 
control and safeguard the equipments and components. The development of real-time prediction integrates a 
Numerical Weather Prediction (NWP) that is capable of running 50 times faster than previous NWPs and gives a 
periodicity of 1 minute consistent with the plant simulator to achieve a high overall accuracy. The run-time 
reduction improves the accuracy of meteorology as it is able to use the latest updated information. This information 
is extended with all-sky camera and satellite real-time images to improve the closest predictions to “now” and 
increases the accuracy for this short prediction period. 
The simulator shows how important the periodicity of Direct Normal Irradiance (DNI) prediction is. As the 
periodicity of DNI prediction increases, the electric energy production error increases as well.  
The real-time prediction system achieves a higher manageability and reliability of CSP technology as an electric 
generation system. 
2. Methodology 
The average is a mathematical calculation to understand the evolution of some situations and its use is extended 
widely all over the world: governments, media, companies and many others.  
An average of averages is a value that is close to a real total average, but it really does not achieve the value. This 
effect is due to a different dispersion of the data for each average that is calculated from a specific amount of data.  
The standard deviation is a statistical value that should be matched to the average value. The statistical value of 
the average does not have information about the data above and below its value. However, standard deviation has 
the relative information of dispersion around the average value. 
Thermosolar energy plants are very sensitive to normal solar irradiation, and high values of DNI are supposed to 
be related with normal operation modes of the plant. However, if the corresponding standard deviation of DNI for 
the same period is high, it can be assumed to be a difficulty during operation due to the expected clouds that can 
stop the use of the plant for the security of the plant components. 
Nowadays, many simulators of thermosolar plants are being developed with very high accuracy and with very 
low periodicity. The simulator is usually designed with non linear equations that are very dependent on initial 
conditions for their evolution in time. Due to non linear parameters, the models evolve to an erratic situation because 
the initial condition errors increase rapidly. 
Therefore, the solution for an accurate prediction is not related to an improvement of simulators. Meteorological 
conditions that are used by the simulator must also be improved in order to achieve higher accuracy predictions of 
simulations of the thermosolar plants. 
2.1.  Meteorology 
Meteorology predictions are difficult to make accurately because the meteorological models are developed with 
non-linear equations. The non-linearity makes the model susceptible to small variations that can be caused due to 
bad orographic resolution or bad initial conditions that increase the error as the prediction evolves over time. 
 
 
 
 
 
 
 
 
 
 
Fig. 1. (a) Time evolution of error increases in time due to (b) the low accuracy of topography used for meteorological models. 
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As has already been stated, the meteorological values must have similar periodicity to the simulation periodicity 
to be achieved. For this reason, as the simulators of the CSP plants are developed forreal-time simulations they are 
able to predict the behavior of the plants with a periodicity of 1 minute or even less. Therefore, a 1 minute period 
meteorological prediction will achieve better simulations and will be closer to real situations. 
The improvement of such a low periodicity is made by the combination of different prediction systems based on 
image processing for nowcasting forecast and for meteorological models of up to 10 days forecast. 
The prediction systems are the all-sky camera, satellite and meteorological model systems. 
 
2.1.1. All sky camera 
 
The all sky camera is a hemispheric camera that gives the view of the sky with a horizon view of about 20-25 
kilometers depending on atmosphere turbidity. 
The all sky camera is capable of taking more than one picture per second, giving total control of the images. The 
sky does not change so fast, so the time dimension is not a limit for this system. The clouds which have a high 
altitude (especially cirrus), need at least ten or more seconds to distinguish a movement. 
However, the space dimension is a limitation for the system due to the low view of far distances (over 25 
kilometers). The prediction is going to depend on wind speed, but also on wind direction due to the sun position. For 
low sun elevation angles, during sunrise and sunset, the clouds close to the sun cannot be detected, thus reducing 
considerably the prediction. 
 
Fig. 2. Prediction is dependent on the sun elevation angle and wind direction. 
 
The non-uniform luminance of the sky due to atmospheric scattering requires an analysis of the brightness in 
order to uniform the color parameters to detect clouds. 
In order to simplify the detection of clouds, a uniform color sky is used with a threshold value able to distinguish 
color parameters of clear sky and clouds. 
The CIE Standard General Sky is a generalization of the CIE Clear Sky formula and the presented sky set is 
expected to be published as CIE standard. It could provide a good means for the characterization of daylight climate 
in any arbitrary location or for the calculation of exterior daylight, both of which define the basic sources of daylight 
simulations in interiors. 
 
The position of the arbitrary sky element is defined by the zenith angle Z and the azimuth difference Az 
)cossinsincosarccos(cos AzZZZZ SS  F  (1)
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where     
SAz DD     (2) 
The following function f  expresses the scattering indicatrix which relates the relative luminance of a sky element 
to its angular distance from the sun 
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   (3) 
The luminance gradation function, relates the luminance of a sky element to its zenith angle: 
)cos/exp(1)( ZbaZ  M    (4) 
The ratio of the luminance in an arbitrary sky element to the zenith luminance is expressed in a functional 
formula following the current CIE Clear Sky Standard:  
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The following figures show some situations of equinox for different Sun elevation angles: 
 
 
 
 
Equations 
 
 
 
Fig. 3. CIE Standard example of equinox. Sun elevation: (a) 15º; (b) 31º; (c) 47º. For site: 42.911ºN / 2.664ºW. 
The color parameters to define a luminosity uniform sky are different for each device depending on the recording 
device and the different sensors available (e.g. Complementary metal-oxide-semiconductor (CMOS)). The main 
parameters are the blue channel and the relation between RGB values that show the intensity of a corresponding 
pixel related to a luminance. 
As has been explained, for a good prediction ,the movement of the clouds; speed and direction, are very 
important. 
The wind speed is measured or predicted in physical units (m/s or knots/s) which are not useful for an 
hemispheric camera. Besides, the hemispheric camera image is distorted changing the space dimension. 
To achieve an equispaced image it is necessary to create a projection of the camera image on a plane surface. 
This can be done by projecting each pixel of the hemispheric image as shown in the following picture. 
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 Fig. 4. Hemispheric image transformation to equispaced image. (a) Scheme; (b) Example. 
The equispaced image simplifies the movement calculation, as shown in this image. All of them traverse the 
same number of pixels in a given space of time. That is, the motion is uniform throughout the image. 
The movement of the clouds is detected with a vector motion algorithm. The main vector defined as the most 
probable statistically, is used to define the speed as pixels traversed in a given time and the direction of their 
movement. 
With this data and good detection, using the equispaced image, the prediction of the clouds crossing the sun light 
that reaches the site is calculated. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. Equispaced image of All Sky Camera. 
2.1.2. Satellite 
 
The geostationary satellite images can determine the solar irradiance at ground level using algorithms such as 
Heliosat. 
These methods make use of apparent albedo values measured at the radiometer sensors which are evaluated 
together with other values such as the ground and cloud albedo in order to obtain the cloud index values that 
determine the transmittance of the atmosphere over the DNI or “clearness”.  
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where     is the apparent albedo, L is the radiance, I is the total irradiance,  is the Sun-Earth 
distance correction and is the sun elevation. 
 
The cloud index parameter is evaluated with visible channels that have high resolution. Due to the high 
resolution, the pixels around the pixel corresponding to the site can be considered to be in a flat plane as an 
approximation. This approximation avoids the problem of the distorted image shown in the previous section on 
hemispheric cameras. 
So, considering that the image obtained is flat, the procedure is similar to the image processing described for the 
hemispheric camera. 
 
However, satellite images cover a larger space extension that increases inaccurate prediction for different 
reasons: 
x The atmosphere dynamics are not straight line paths. The wind direction can be considered straight for some 
small number of kilometers as happens for the hemispheric cameras. However, the geostationary satellites have a 
wider view of the space around the site. In such big space, the wind direction has to be predicted with 
meteorological models to find out the prediction path corresponding to the site. This prediction path has an 
uncertainty due to the atmospheric profile wind direction (as explained before) and also due to the uncertainty of 
the meteorological model. 
x The pixel size of a satellite covers a space that can increase the uncertainty. Images with low resolution are not 
valid to estimate the movement of clouds, as they reduce the information of speed and direction of the 
movements making motion vector algorithms useless. Nowadays, satellite images can cover spaces below 5 
kilometers per pixel for each 15 minutes giving good information for a prediction. 
x The cloud top altitude can be known with temperature profiles, but it is not possible to have information about 
the height or shape of the clouds. Considering a DNI prediction, the shape of a cloud could be important if it is 
very big. This yields an uncertainty for low period prediction of possible shadows at the site. 
 
Taking the information explained into account, the prediction of the satellite has less accuracy than the 
hemispheric camera, but maintains high accuracy for  long-term predictions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6. Satellite cloud index path prediction. For site: 42.911ºN / 2.664ºW. 
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2.1.3.  Meteorological models 
 
 Mesoscale numerical weather prediction systems are designed for operational forecasting for different space 
ranges appropriate for the prediction of different meteorological variables at a specific site. The meteorological 
models produce simulations of atmospheric conditions predicting the evolution of variables. 
The maximum value of DNI is dependent on the air mass and the concentration of particles in the atmosphere. 
These values change the turbidity of the atmosphere changing the transmittance and consequently the DNI that 
reaches the surface of the Earth. The main parameters that affect to the transmittance are the aerosol concentration 
and the total column precipitable water. These two main effects are estimated with meteorological models and 
adjusted with MODIS satellite values to correct the DNI prediction done with meteorological models. 
 
Fig. 7. Theoretical maximum DNI value correction 
The resolution of the grid is fundamental to simulate the real atmospheric movements and variations of variables 
as realistically as possible. The main problem of a small grid of high resolution is that the computation time 
increases considerably making the calculations of predictions very slow and therefore useless as the information is 
acquired very late or the initial conditions used for the prediction are not the latest updated values. 
 
 
Fig. 8. Grid dimension 
The prediction is done for 10 days which requires a big space of atmosphere to be processed. Such big 
dimensions and the restriction of the resolution is solved by using nesting, that is a methodology to organize the 
information on different layers with different resolution. 
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Fig. 9. Nesting techniques used for meteorology 
The information of each layer is shared with the rest of the layers that are related to. The procedure reduces the 
computation time while achiving a high degree of accuracy of the evolution of the meteorological variables.  
The forecast is to estimate the future state of the atmosphere with the current state of the atmosphere using 
observations and looking for the evolution of the atmosphere dynamics. The atmosphere is a chaotic system due to 
the non-linear equations, so the forecast uncertainty increases as far as it is predicted. To reduce the uncertainty, 
ensemble systems are used to reduce the uncertainty. 
The ensemble is a set of forecast due to the procedure of running the meteorological model several times with 
slightly different initial conditions to show the evolution of each one. The ensemble is defined by the time 
integration 
> @ WWW dePeAtete t
t jjjjj ³  0 ),(),()()( 0
 
 (7) 
where e represents each ensemble and, A and P identify, respectively, the contribution to the full equation tendency 
of the non-parameterized and parameterized physical processes. 
2.2.  Simulator 
The solar concentrating system simulators are mainly ray tracing software designed to analyze the situation of the 
solar field and the flux radiation that is concentrated on the receivers. 
The simulators are theoretically grounded on optical properties of the reflectors and the incidence angles for 
reflection and absorption. The simulation is usually done with statistical methods to improve the calculations 
without reducing the accuracy due to the amount of possible rays on an overall solar field.  
The simulator developed, based on the previous theory, is capable of making the simulation of the solar field in 
real-time. The efficiency and parameters of each mirror assembly (such as a heliostat for central tower plants or a 
Solar Collector Element (SCE) for parabolic through) are calculated to simulate the concentrated sun radiation used 
to heat the heat transfer fluid (HTF).  
Fig. 10. Central tower solar field heliostat parameters 
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The solar field efficiency is one of the most important systems of the plant as it defines the real use of the sun.  
The receiver is also simulated to estimate the received radiation that is transformed to heat energy. The losses of 
reflectivity, radiation, convection and conduction are used to achieve a net power absorbed as heat energy by the 
receiver .This is going to be useful for the electric energy generation. 
The electric energy generation is done by the power block which is also simulated for different loads of steam 
turbine and for different meteorological conditions (ambient temperature, relative humidity and pressure) to estimate 
the efficiency of the power block. 
The system is equipped with a storage system simulator for those plants that are able to store the HTF for 
manageability of the energy generation. 
 
Fig. 11. Solar field effective area per heliostat. Central tower of 2150 heliostats 
 
The simulator receives the real-time information of meteorological data and calculates the efficiency of each 
subsystem to predict the energy generation and the operation mode to optimize the energy generated and reduce the 
risks on safety conditions. 
 
Results 
The reduction of the periodicity of the meteorological values allows a continuous update of the prediction that 
helps the operator to optimize the plant electric energy production. 
The operator can be prepared in advance for any decision to maintain the components of the CSP plant safely. 
The low temporal resolution of the data improves the simulator results increasing the accuracy and the expected 
operation mode or the electric generation. 
 
Fig. 12. Simulation of central tower receiver for different periodicities of DNI (same day DNI averages). 
 
Effective Area 
x (m) 
y (m) 
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Averages of higher periods show a totally different operation of the CSP plants that can spoil the real possibilities 
of the plant, while detuning the financial expectations. 
 
Conclusions 
The periodicity of the meteorological data has to be similar to the simulator periodicity calculations to be able to 
make a good prediction and adjust the simulator to those conditions. 
The low temporal resolutions increase considerably the electric energy generation accuracy which is fundamental 
to prepare the operators for a specific situation and optimize the energy generation. This development increases the 
annual electric energy generation, reducing the Levelised Cost of Energy (LCOE) of the thermosolar plants and so 
making the technology more competitive. 
 
Bibliography 
 
[1] Blanco M., Mutuberria A., Garcia P., Gastesi R., Martin V. (2009). Preliminary validation of Tonatiuh. SolarPACES 2009 International 
Conference, At Berlin (Germany). 01/2009 
[2] Buie D., Monger A.G. (2006). The effect of circumsolar radiationon a solar concentrating system. Solar Energy Group, School of Physics, 
Building A28, University of Sydney, Sydney, NSW 2006, Australia 
[3] Dagestad, K-F. (2001). Effect of cloud parameters on clear sky index – cloud index relationship. Working paper, WP3020, HELIOSAT-3 
Project. Geophysical institute. University of Bergen. Dec 2001. 
[4] Darula S., Kittler R. (2002). CIE General Sky Standard Defining Luminance Distributions, eSim 2002, Montreal, Canada 
[5] Hugh E. Reilly, Gregory J. Kolb (2001). An Evaluation of Molten-Salt Power Towers Including Results of Solar Two Project. Sandia 
National Laboratories. SAND2001-3674. 
[6] Kittler R., Darula S. (2000b). Daylight nomograms applying new cloudy and clear sky standards. Building Res. Journ., 48, 2, 73-86[7] Lata, J. 
M., Rodríguez, M., and Álvarez de Lara, M. (2006). High flux central receivers of molten salts for the new generation of commercial stand-
alone solar power plants. SolarPACES: 13th International Symposium on Concentrated Solar Power and Chemical Energy Technologies, 
Sevilla, June 2006. 
[7] Louche A, Notton G, Poggi P, Simonnot G. (1991) Correlations for direct normal and global horizontal irradiation on French Mediterranean 
site. Solar Energy 46, 261-266. 
[8] Olaso J., Ortega J.I. (2008). Solar Power Dispatchability through Thermal Storage – SOLAR TRES. SolarPACES Congress 2008, March. 
[9] Pacheco J.E., et al. (2000). Summary of the Solar Two test and evaluation program. 2000. 
[10] Page J., Albuisson M., Wald L., (2001). The European Solar Radiation Atlas: a valuable digital tool. Solar Energy, 71, 81-83. 
[11] Pitz-Paal R.  (2005). European Concentrated Solar Thermal Road-Mapping. 2005. 
[12] Relloso S., Domingo M. (2006). Solar Projects Analysis Using SENSOL. SolarPACES: 13th International Symposium on Concentrated 
Solar Power and Chemical Energy Technologies, Sevilla, June 2006. 
[13] Relloso S., Olabarri B. (2008). SENSOL as a Key Tool for Solar Commercial Projects. SolarPACES: Congress 2008, March. 
[14] Remund J., Wald L., Lefèvre M., Ranchin T., Page J., (2003). Worldwide Linke turbidity information. Proceedings of ISES Solar World 
Congress, 16-19 June 2003, Goteborg, Sweden. 
[15] Rigollier C., Lefèvre M., Cros S., Wald L., (2003). Heliosat 2: an improved method for the mapping of the solar radiation from Meteosat 
imagery. September 2002. Published by EUMETSAT, Darmstadt, Germany, pp. 585- 592. 
 
 
