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Введение
Дискретная (или прерывная) математика -  область математики, в которой 
изучаются структуры, основанные на конечных множествах или на бесконеч­
ных множествах, предполагающих отделимость составляющих их элементов.
Методы дискретной математики наиболее широко применяются в сфере 
компьютерных технологий. Дискретная математика и примыкающие к ней дис­
циплины изучаются во всех университетах и институтах, в которых осуществ­
ляется подготовка специалистов в области программирования, математики, а 
также по экономическим, техническим и гуманитарным направлениям. Дис­
кретная математика является базовой для таких специализированных дисцип­
лин, как "Теоретическая информатика”, "Методы и алгоритмы принятия реше­
ний", "Конструирование программ", "Теория искусственного интеллекта" и т.п.
Настоящий курс рассчитан на один семестр. В учебном пособии рассмат­
риваются основные вопросы дискретной математики, что в совокупности со 
специальными дисциплинами должно обеспечить качественную математиче­





0  пустое множество
/лА(х) характеристическая функция множества А
с , с  нестрогое включение, строгое включение




0  кольцевая сумма
* знак произвольной бинарной операции
л логическое умножение, конъюнкция
v логическое сложение, дизъюнкция
дополнение, отрицание, инверсия
< отношение порядка
А2 декартов квадрат множества А
Г подмножество декартова квадрата, бинарное отношение, график би­
нарного отношения 
J матрица инциденций (матрица инцидентности)
V квантор всеобщности
3 квантор существования
=>, -¥ следование, импликация
о , <-» равносильность, эквиваленция
р транзитивное замыкание отношения Г
с1(цА,/лв) расстояние между множествами А и В
я; Д2,...Д, классы эквивалентности
А/Е фактор-множество множества А по отношению Е
/  функциональное соответствие
Pf двустрочная матрица функционального соответствия /
Г, Г, Г 1, Г 1 прямое, противоположное, обратное, противоположное обратному
бинарные отношения 
п(А) число элементов множества А
А” , А" число размещений без повторений и с повторениями
число перестановок без повторений и с повторениями
С”, с" число сочетаний без повторений и с повторениями
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G группа, граф
0 композиция отношений, умножение
g"1 элемент, обратный элементу g по умножению
е элемент, нейтральный по заданной операции
<РП множество всех подстановок из п элементов
0  кольцевое умножение
{{0,1},0 ,0 } алгебра Жегалкина
~ изоморфизм алгебр
F2(n) класс булевых функций от п переменных
ДНФ дизъюнктивная нормальная форма
КНФ конъюнктивная нормальная форма
С ДНФ совершенная дизъюнктивная нормальная форма
С КНФ совершенная конъюнктивная нормальная форма
p , q  высказывания
Д*), Р&У),
одно-, двух-, т р е х - ,-м е с т н ы е  предикаты 
V множество вершин графа
Е семейство ребер графа
v, одна из вершин графа
(v„y,), ек одно из ребер графа
p(v) степень вершины v графа
wtJ, с(е) вес ребра графа
В = ) матрица циклов графа, цикломатическая матрица
Q = (qtJ) матрица разрезов графа
Bf базисная матрица циклов графа по заданному остову
Bjt фундаментальная матрица циклов графа по заданному остову
Qf базисная матрица разрезов графа по заданному остову
Qjt фундаментальная матрица разрезов графа по заданному остову
0>Оо) поток, выходящий из источника х0 транспортной сети
(p{z) поток, входящий в сток z транспортной сети
С (А) мощность разреза транспортной сети
tp ранний срок наступления события
tn поздний срок наступления события
tp(vj)-tn(vj) резерв времени события v,
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1. МНОЖЕСТВА И ОПЕРАЦИИ НАД НИМИ
1.1. Множества и способы их задания
Напомним, что "множество" -  это неопределяемое понятие матема­
тики. Георг Кантор (1845 -  1918) -  немецкий математик, чьи работы лежат 
в основе современной теории множеств, говорил, что множество -  это 
многое, мыслимое как единое.
Множества принято обозначать большими латинскими буквами 
А, В, X, Т, ..., элементы множества -  малыми буквами. Слова "принад­
лежит" и "не принадлежит" обозначаются символами "е" и 'У . Например, 
запись х е А означает, что элемент * принадлежит множеству А , а запись 
х е А -  элемент х не принадлежит множеству А .
Элементами множества могут быть любые объекты -  числа, векторы, 
точки, матрицы и т.п. В частности, элементами множества могут являться 
множества.
Для числовых множеств общепринятыми являются следующие обо­
значения:
N -  множество натуральных чисел (целых положительных чисел);
N0 -  расширенное множество натуральных чисел (к натуральным 
числам добавлено число нуль);
Z -  множество всех целых чисел, куда входят положительные и от­
рицательные целые числа, а также нуль;
Q -  множество рациональных чисел. Рациональное число -  это чис­
ло, которое может быть записано в виде обыкновенной дроби — (т,п -П
целые числа). Поскольку любое целое число можно записать в виде обык-
3 6 — 21новенной дроби (например, 3 = у, 3 = - ,  3 = —— =...), причем не единст­
венным образом, все целые числа являются рациональными;
R -  множество действительных чисел, в которое входят все рацио­
нальные числа, а также числа иррациональные (например, числа 
&  = 1,4142136..., Ig5 = 0,6989700..., к = 3,1415926535..., е = 2,78281828459... явля­
ются иррациональными).
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Каждый раздел математики использует свои множества. Начиная 
решать какую-либо задачу, прежде всего определяют множество тех объ­
ектов, которые будут в ней рассмотрены. Например, в задачах математиче­
ского анализа изучают всевозможные числа, их последовательности, 
функции и т.п. Множество, включающее в себя все объекты, рассматривае­
мые в задаче, называют универсальным множеством (для данной задачи).
Универсальное множество принято обозначать буквой U . Универ­
сальное множество является максимальным множеством в том смысле, что 
все объекты являются его элементами, т. е. утверждение xeU  в рамках за­
дачи всегда истинно. Минимальным множеством является пустое множе­
ство -  0 , которое не содержит ни одного элемента.
Задать множество А значит указать способ, позволяющий относи­
тельно любого элемента х универсального множества U однозначно уста­
новить, принадлежит * множеству А или не принадлежит. Другими слова­
ми, это правило, позволяющее определить, какое из двух высказываний -  
х е  А или х е А -  является истинным, а какое ложным.
Множества можно задавать различными способами. Рассмотрим не­
которые из них.
1. Список элем ентов множества. Этим способом можно зада­
вать конечные, или счетные множества. Множество является конечным 
или счетным, если можно пронумеровать его элементы, например, а 1,02, ... 
и т. д. Если существует элемент с самым большим номером, то множество 
является конечным, если же в качестве номеров задействованы все нату­
ральные числа, то множество является бесконечным счетным множеством.
Примеры:
1. А = {0,0.2,0.4,0.6,0.8,1} — множество, содержащее 6 элементов (конечное мно­
жество).
2. В = {0,0.1,0.11,0.111,0.1111,...} — бесконечное счетное множество.
3. Р = {1,2, {1,2} 3, {1*2,3}} — множество, содержащее 5 элементов, два из которых -  
{1,2} и {1,2,3}, сами являются множествами.
2. Х арактеристическое свойство. Характеристическое свойст­
во множества -  это свойство, которым обладает каждый элемент множест­
ва, но не обладает никакой объект, не принадлежащий множеству.
7
Примеры:
1. Т — множество равносторонних треугольников.
2. 5  = (0 < х < 1,(х е Л)} = [0,1) -  множество действительных чисел; больших 
или равных нулю, и меньших единицы.
3. С = = 1,2,...) — множество всех несократимых дробей, числитель ко­
торых на единицу меньше знаменателя.
3. Х арактеристическая функция.
Определение 1.1. Характеристической функцией множества А 
называют функцию рА(х), заданную на универсальном множестве U и 
принимающую значение "единица" на тех элементах множества U , кото­
рые принадлежат А , и значение "нуль" на элементах, которые не принад­
лежат А :
Ма(х) = 1°>и,
если х t  А 
если х е  А
, ( x e U ) . (1.1)





Пусть имеются универсальное множество U = {1,2,3,...,10} и два его подмножест­
ва: А -  множество чисел, меньших 7, и В -  множество четных чисел. Характеристиче­
ские функции множеств А я В имеют вид
М а ( х )  =
11, если х < 7 Г1, если х -  2,4,6,8,10
(0, если х > 1 ' -  ' [0, если х = 1,3,5,7,9
Запишем характеристические функции р А и р в в таблицу:
х (х еС /) 1 2 3 4 5 6 7 8 9 10
Мл(*) 1 1 1 1 1 1 0 0 0 0
Мв(х) 0 1 0 1 0 1 0 1 0 1
Удобной иллюстрацией множеств являются диаграммы Эйлера 
Венна, на которых универсальное множество изображается прямоугольни 
ком, а его подмножества -  кругами или эллипсами (рис. 1.1).
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Как видно на рис. 1.1, а, выделение в универсальном множестве U 
одного множества (множества А) разбивает прямоугольник на две непере- 
секающиеся области, в которых характеристическая функция цА принима­
ет разные значения: цА—\ внутри эллипса и цА=0 вне эллипса. Добавление 
еще одного множества -  множества В (рис. 1.1, б) -  снова делит каждую 
из уже имеющихся двух областей на две подобласти. Образуются 2-2=22=4 
непересекающиеся области, каждая из которых соответствует определен­
ной паре значений характеристических функций (цА,цв). Например, пара 
(01) соответствует области, в которой //^=0, цв=\. Эта область включает в 
себя те элементы универсального множества U, которые не принадлежат 
множеству А, но принадлежат множеству В.
в
Рис. 1.1. Диаграммы Эйлера-Венна
Добавление третьего множества -  множества С (рис. 1.1, в) снова де­
лит на две подобласти каждую из уже имеющихся четырех областей. Об­
разуются 4-2=23=8 непересекающихся областей. Каждая из них соответст­
вует определенной тройке значений характеристических функций 
(fjA,HB,/uc). Эти тройки можно рассматривать как номера областей, запи­
санные в двоичной системе счисления. Например, область, в которой на­
ходятся элементы множеств А и С, но нет элементов множества В, в дво­
ичной системе имеет номер IOI2, а в десятичной -  5ю, так как ЮЬ = 5ю . 
Таким образом, каждая из восьми областей имеет свой двоичный номер, 
несущий информацию о принадлежности или непринадлежности элемен­
тов этой области множествам А, В и С.
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Добавляя четвертое, пятое, ..., л-е множества, получаем 24, 25,...,2" 
областей, каждая из которых имеет свой вполне определенный двоичный 
номер, составленный из значений характеристических функций множеств. 
Подчеркнем, что последовательность нулей и единиц в любом из номеров 
выстроена в определенном, заранее обговоренном порядке. Только при ус­
ловии упорядоченности двоичный номер области несет Информацию о 
принадлежности или непринадлежности элементов этой области каждому 
из множеств.
Примечание. Напомним, что последовательность п действительных чисел 
(х,,х2 х, е R(i = 1,2,...,л) в линейной алгебре рассматривается как п-мерный
арифметический вектор с координатами х{,х2,...,хп. Двоичный номер области также 
может быть назван двоичным вектором, координаты которого принимают значения во 
множестве В = {0,1}: (x,,x2,...,xn), х, е B(i = 1,2,...,л). Число различных я-мерных
двоичных векторов равно 2".
1.2. Множество и подмножество
Определение 1.2. Множество А называют подмножеством множе­
ства В , если каждый элемент множества А является элементом В .
Определение 1.3. Отношение между множеством и подмножеством 
называют отношением включения.
Если множество А является подмножеством множества В, то гово­
рят, что А включено в В или В включает в себя А .
Слова "включено" и "не включено" обозначаются символами "с" и 
"<г". Запись А с  В может быть прочитана любым из следующих способов: 
"множество А включено во множество В ", "множество В включает в себя 
множество А ", "множество А является подмножеством множества В ".
Обратим внимание на то, что в определении 1.2 не сказано, имеются 
ли во множестве В элементы, не принадлежащие А . Возможны два слу­
чая:
1) В содержит элементы, не принадлежащие А ;
2) В не содержит элементов, не принадлежащих А .
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В первом случае множество В в некотором смысле "больше” множе­
ства А , так как, кроме всех элементов, входящих в А , имеет еще какие-то 
элементы. В этом случае А называют правильной частью множества В , а 
отношение между А и В -  отношением строгого включения. Знак строгого 
включения "с". Запись А с  В означает: "А строго включено в В" или "А 
является правильной частью В ”.
Во втором случае, когда А и В состоят из одних и тех же элементов, 
их называют равными множествами А ~ В ,  а отношение между ними -  
отношением равенства. В случае равенства множеств справедливы оба 
включения: А с  В и В с  А.  Поскольку любое множество А равно самому 
себе, то оно является подмножеством самого себя: А с  А.
Таким образом, утверждение X  с  А истинно для тех множеств X , 
которые либо являются правильной частью А , либо равны А .
Примечание. Напомним, что нестрогое числовое неравенство х < а  справед­
ливо для всех значений переменной х , которые меньше а или равны а . Это аналогич­
но приведенному выше утверждению.
Диаграмма Эйлера-Венна иллюстрирует отношение включения 
(рис. 1.2).
Рис. 1.2. Диаграмма Эйлера-Венна для случая А сВ сС
Пусть U -  универсальное множество, множества А и В заданы 
своими характеристическими функциями: р А(х) и р в(х) ( х e l f ) ,  причем А 
является подмножеством В . По смыслу характеристической функции оче­
видно, что при любых значениях аргумента значение характеристической 
функции подмножества не превосходит значений характеристической 
функции множества:
А с В = >  р А( х ) < р н(х), ( х е  U).  (1.2)
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Неравенство (1.2) справедливо как для случая, когда множество А 
является правильной частью множества В, так и для нестрогого включе­
ния А в В.
Характеристические функции равных множеств равны при любом 
значении х :
Л = В=> М.<(х) = Цн(х), (xeU).  (1-2*)
Верны также и обратные утверждения:
1. Если для любого х € U справедливо /лА(х) < //„(*), то А с, В.
2. Если для любого xeU  справедливо рА(х) = рн(х),то А = В.
Определение 1.4. Множество всех подмножеств множества А назы­
вают булеаном множества А.
Применяется обозначение: (Р(А) -  булеан множества А. Согласно 
этому обозначению определение 1.4 можно записать так: <Р(А)={В\В с  А).
Рассмотрим несколько примеров.
Пример 1
Запишем булеан множества А = {а^а2},  содержащего два элемента.
<Р(А)= {0 , {а,}, {а2}, {а,, а2}}. Булеан содержит 4=22 элемента.
Составим таблицу элементов булеана и характеристических функций подмно­
жеств множества А :
Подмножества 
множества А








Обратим внимание на то, что любое из подмножеств множества А (любой эле­
мент булеана) имеет свой двоичный номер, составленный из значений характеристиче­
ских функций подмножества на каждом из элементов множества А . В данном примере 
множество А содержит два элемента, следовательно, двоичные номера -  это всевоз­
можные двумерные двоичные векторы. Таких векторов 4, следовательно, и число под­




ния между подмножествами 
множества А (рисунок).
Все подмножества 
множества А разбиты на 
три уровня. На нулевом 
уровне находится "наи­
меньшее" -  пустое множе­
ство с характеристической Диаграмма отношений включения между подмножествами
функцией (00). Это множе- двухэлементного множества А
ство является подмножест­
вом всех элементов булеана. На первом уровне располагаются два одноэлементных 
множества. Ни одно из них не является подмножеством другого множества этого же 
уровня. В таком случае говорят, что множества несравнимы друг с другом. На втором 
уровне расположено "наибольшее" множество, совпадающее с самим множеством А .
Двигаясь по диаграмме снизу вверх, получаем последовательность включений 
множеств. Существует два пути движения по диаграмме:
1) (00)-» (01)-+(11);
2) (00)->(10)-+(11).
Движение по первому пути дает последовательность включений 
0  с  {а,} с  {а,,я2} , по второму - 0 с { о 2} с  {а,,а2} •
Пример 2
Пусть множество А =  {а,,а2,а3} содержит три элемента.
Составим таблицу элементов булеана и их характеристических функций, а также 
диаграмму отношений включения между его элементами.
Подмножества 
множества А
Элементы множества А 
(значения характеристических функций подмножеств)
я. «2 «3
0 0 0 0
{а,} 0 0 1
{а2) 0 1 0
{я2,я3} 0 1 1
{«,} 1 0 0
{а„а3} 1 0 1
{ах,а2} 1 1 0
{flp^2,fl3} 1 1 1
Число подмножеств с добавлением элемента д3 удвоилось: булеан трехэлемент­
ного множества содержит 8=4-2=23 подмножеств.
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Диаграмма отношений включения представлена на рис. 1.
Все подмножества множества А разбиты на четыре уровня (см. рис. 1). Множе­
ства одного уровня несравнимы между собой по отношению включения, но, двигаясь 
по любому пути диаграммы, получаем последовательную цепочку включений.
Рис. 1. Диаграмма отношений включения между 
подмножествами трехэлементного множества А
Интересным является вопрос: сколько всего путей существует в диаграмме? От­
ветить на него достаточно просто, построив так называемое дерево путей (рис. 2).
Рис. 2. Дерево путей в диаграмме отношений включения 
между подмножествами трехэлементного множества А
Как видно на рис. 2, существует 6 цепочек включений подмножеств, причем ка­
ждая состоит из четырех включений:
0  £  {а3} с  {а2,а2} с  {л„я,,а3}; 0  с  {я3} с  Ц ,а3} с  Ц ,а 2,а3} ;
0  £  {а2} с  Ц ,а 2} е  {а,,й2,а3} ; 0  с  {а2} £  {а2,а3} с  {а„а2,а3} ;
0  £  {я,} £  Ц ,а 3} £  {а,,я2,я3} ; 0 с { а , } с  {я,,а2} с  {а„а2,а3}.
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Отметим, что двоичные векторы играют в теории множеств весьма 
существенную роль. Они используются при нумерации областей на диа­
граммах Эйлера-Венна (см. подразд. 1.1). С их помощью кодируются эле­
менты булеанов множеств. Между элементами булеана множества А , со­
держащего « элементов, и «-мерными двоичными векторами существует 
взаимно однозначное соответствие, т.е. каждому подмножеству множества 
А соответствует определенный «-мерный двоичный вектор, и наоборот, -  
каждому «-мерному двоичному вектору соответствует единственное под­
множество множества А .
Отношению включения множеств соответствует отношение "меньше 
или равно" во множестве двоичных векторов.
Определение 1.5. Говорят, что двоичный вектор а меньше или ра­
вен двоичному вектору Ь, если каждая координата вектора а не больше 
одноименной координаты вектора Ь.
В буквенной форме определение 1.5 имеет следующий вид:
(х1,дс2,...,хв)^(у„у2,...,уя)о х , <у„ х„у> е {0,1},/= 1,2,...,и. (1.3)
Рассматривая «-мерные двоичные векторы как числа в двоичной сис­
теме счисления, можно утверждать, что всего таких векторов существует 
2”, а следовательно, любое «-элементное множество содержит 2" подмно­
жеств. Поэтому булеан множества А называют также множеством- 
степенью А и, кроме обозначения Ф(А), применяют также обозначение 2Л: 
2а=<Р(А)={В\В<^ А).
1.3. Операции над множествами
Прежде всего введем понятия унарной и бинарной алгебраических 
операций на каком-либо множес т ве X .
Определение 1.6. Одноместной или унарной алгебраической опера­
цией на множестве X называют соответствие, по которому каждому 
элементу а множества X сопоставляется определенный элемент b множе­
ства X .
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Например, унарной алгебраической операцией на множестве дейст­
вительных чисел R является нахождение противоположного числа: для 
любого числа а найдется единственное противоположное число - а .
Определение 1.7. Двуместной или бинарной алгебраической опера­
цией на множестве X  называют соответствие, по которому каждой паре 
(а, Ь) элементов множества X  сопоставляется определенный элемент с 
множества X .
Например, бинарными алгебраическими операциями на множестве 
действительных чисел R являются сложение и умножение: для любых 
двух действительных чисел {а,Ь) найдется единственное число с , которое 
является их суммой, и единственное число d , которое является их произ­
ведением: а+Ь = с, a b  = d, a , b , c , d e R.
Пусть имеем универсальное множество U и <P(U) -  множество всех 
его подмножеств, множества А, В -  элементы булеана: A,Be(P(U). Будем 
рассматривать операции на множестве <P(U).
1. Дополнение м н ож ества {А )
Определение 1.8. Дополнением множества А называют множество 
А , состоящее из тех и только тех элементов универсального множества U , 
которые не принадлежат множеству А .
На рис.1.3 множество А представлено заштрихованной областью. В 
табл. 1.1 записаны значения характеристической функции р- для каждого
из двух возможных значений рА.








Как видно из табл. 1.1, справедливы равенства
(1-4)
Дополнение множества А является унарной алгебраической опера­
цией на (P(U), так как каждому подмножеству А множества U эта операция 
ставит в соответствие другое подмножество А, в которое попадают все 
элементы U , не принадлежащие А .
Свойства операции дополнения:
1. Дополнением универсального множества является пустое множе­
ство, дополнением пустого множества -  универсальное множество:
U = 0 , 0  = U. (1.5)
2. Дополнение дополнения множества А есть множество А :
А = А. (1.6)
3. Если множество А включено во множество В , то дополнение В 
включено в дополнение А :
А с  В => В с  А . (1-7)
Докажем справедливость утверждения (1.7). Для этого используем 
таблицу характеристических функций множеств А, В, А и В (табл. 1.2). 
При построении таблицы будем учитывать формулу (1.2): А с  В => р А<р№. 






0 0 1 1
0 1 1 0
1 1 0 0
Как бидно из табл. 1.2, при всех допустимых значениях рА т&-рв вы­
полняется неравенство ц->ръ. Следовательно, B q A.
2. П ересечение множеств ( А п В ) .
Определение 1.9. Пересечением множеств А и В называют множе­
ство А п  В,  состоящее из тех и только тех элементов, которые принадлежат 
как множеству А , так и множеству В (рис. 1.4).
Рис. 1.4. Изображение пересечения множеств А и В 
на диаграмме Эйлера-Венна
В табл. 1.3 записаны значения характеристической функции /л ^  для 
каждой из четырех возможных пар значений рА и /лв .
Таблица 1.3
Значения характеристической функции пересечения множеств






Для вычисления значений характеристической функции пересечения 
множеств, используются следующие формулы:
1) логическое произведение'.
^ n «W  = min(//1(x),//A,(x)), x e U ;  (1 .8 )
2) алгебраическое произведение:
Млг,Лх) = мЛх)-Мн(х)> (1-9)
3. О бъединение множеств (A<j B).
Определение 1.10. Объединением множеств А и В называют мно­
жество AkjB, состоящее из тех и только тех элементов, которые принад­
лежат множеству А или множеству В, или обоим множествам (рис. 1.5).
Рис. 1.5. Изображение объединения множеств Л и В 
на диаграмме Эйлера-Венна
В табл. 1.4 записаны значения характеристической функции р ^ н для 
каждой из четырех возможных пар значений р А и /лн.
Таблица 1.4
Значения характеристической функции объединения множеств




1 1 1 1
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Для вычисления значений характеристической функции пересечения 
множеств используются следующие формулы:
1) операция максимум:
М*д(х) = та \(мА(х),мв(х)% x e U ;  (1.10)
2) вероятностная сумма:
МАя(.х) = рл(х)+рв(х)-рл(х)-ря(х), xeU • (1-Н)
Формулы (1.8), (1.9) сопряжены с формулами (1.10), (1.11). Это озна­
чает, что если pArsB вычисляется по формуле логического произведения, то 
рАиВ следует вычислять по формуле операции максимум, если же цЛЫ1 вы­
числено как алгебраическое произведение, то pAKjB -  это вероятностная 
сумма.
4. Разность множеств (Л\В).
Определение 1.11. Разностью множеств А и В называют множест­
во А \ В , состоящее из тех и только тех элементов множества А , которые не 
принадлежат множеству В (рис.1.6).
Рис. 1.6. Изображение разности множеств Л и В 
на диаграмме Эйлера-Венна
В табл. 1.5 записаны значения характеристической функции рАХВ для 
каждой из четырех возможных пар значений рА и рв.
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Таблица 1.5






Как видно из табл. 1.5, элемент jc принадлежит разности множеств 
А\В в том случае, если он является элементом А и в то же время не являет­
ся элементом В , т.е. принадлежит дополнению В . Отсюда следует, что х
принадлежит А \ В тогда и только тогда, когда он является элементом пере­
сечения А п В . Следовательно, справедливо следующее равенство:
А\В = Аг\В, A,B<zU. (1.12)
Используя равенства (1.4), (1.10), (1.11), получаем формулы вычис­
ления значений характеристической функции разности множеств:
Мл\и(х) = min(//,, (дс),1 - р н(х)), x e U , (1.13)
если в вычислениях использовано логическое произведение;
= xeU,  (1.14)
если в вычислениях применяется алгебраическое произведение.
5. Кольцевая сумма множеств {А® В).
Определение 1.12. Кольцевой суммой множеств А и В называют 
множество А®В,  состоящее из тех и только тех элементов, которые при­
надлежат множеству А , но не принадлежат множеству В или принадлежат 
множеству В, но не принадлежат множеству А (рис. 1.7).
Примечание. В некоторых учебниках по дискретной математике кольцевую(
сумму называют симметрической разностью.
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Рис. 1.7. Изображение кольцевой суммы множеств А и В 
на диаграмме Эйлера-Венна
В табл. 1.6 записаны значения характеристической функции /лтв для 
каждой из четырех возможных пар значений цА и ць.
Таблица 1.6
Значения характеристической функции разности множеств





Как видно из рис. 1.7 и табл. 1.6, кольцевая сумма множеств А и В 
представляет собой объединение разностей А \ В  и В \ А .
Аев=(А\В)и(В\А) .  (1.15)
Каждая из разностей может быть выражена через пересечение и до­
полнения множеств А и В:
А Ф В = ( А п В ) и ( А п В ) .  (1.16)
Используя равенства (1.10), (1.11), (1.13), (1.14) и (1.16), получаем 
формулы вычисления значений характеристической функции кольцевой 
суммы:
^ я(х) = тах(тт(^м(х),1-//в(х)),тт0-^(х),//л(х))), x e U ,  (1.17)
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если в вычислениях использованы логическое произведение и операция 
максимум;
Мафн(х ) = М.Лх ) + Мн(х)~2РА(х)-рв(х), x e U ,  (1.18)
если в вычислениях использованы алгебраическое произведение и вероят­
ностная сумма.
Формула (1.18) опирается на весьма существенное свойство характе­
ристических функций множеств:
' Ма ~ Ма ~ Мл ’ (1.19)
Возведение характеристической функции любого множества в 
квадрат, а значит и в любую более высокую степень, не меняет этой 
функции.
Свойство (1.19) называется идемпотентностью. Оно является оче­
видным ввиду того, что рЛ может принимать лишь два значения: 0 или 1, а 
возведение этих чисел в любую степень не меняет их.
Обратим особое внимание на то, что и разность множеств, и кольце­
вая сумма могут быть записаны через операции пересечения, объединения 
и дополнения. В любом булеане можно определить и другие бинарные 
операции над множествами, но любая из них может быть сведена к опера­
циям пересечения, объединения и дополнения.
Всего в любом булеане <P(U) можно определить 16 различных бинар­
ных операций, что становится очевидным из табл. 1.7.
Таблица 1.7
Значения характеристических функций результатов бинарных операций 
надмножествами А и В (A,Be(P(U))
А В Номера бинарных операций над множествами А и В1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
0 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
0 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
1 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
Каждая из бинарных операций определяется четырехмерным двоич­
ным вектором от (0000) для первой операции до (1111) для шестнадцатой. 
Пересечение Ап В -  эго операция 9, объединение АиВ -  15, разность 
А\В -  5, В \ А -  3, кольцевая сумма АФВ -  7 (см. табл. 1.7).
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Покажем, как представить результат выполнения какой-либо бинар­
ной операции через операции пересечения, объединения и дополнения. 
Пусть, к примеру, это будет операция 12. Дадим этой операции какое-то ус­
ловное обозначение, например, А*В -  результат выполнения операции 12.
Выпишем в таблицу значения характеристической функции множе­
ства А*В с комментарием относительно принадлежности или не принад­
лежности произвольного элемента х универсального множества U пере­
сечениям А п В ,  А п В ,  А п В  и А п В  (табл. 1.8).
Таблица 1.8
Значения характеристической функции множества А*В
А В А* В
Комментарий 
( x e U )
0 0 1 х е А п В ,  х е  А*В
0 1 1 х е А п В ,  х е  А* В
1 0 0 х е А п В ,  х е А * В
1 1 1 х е А п В ,  х е  А*В
Из табл. 1.8 видно, что любой элемент х универсального множества 
U является элементом множества А*В  в том и только том случае, если он 
принадлежит или А п В ,  или А п В , или А п В ,  другими словами, принад­
лежит объединению указанных пересечений: (Лп5)и(Лп2?)и(Лг\ В).  
Следовательно, А * В = ( А п В )и (А п В )и (А п В ) .  Результат операции А*В 
выражен в виде формулы, содержащей операции пересечения, объедине­
ния и дополнения.
Аналогичным образом можно получить формулу для любой из 
шестнадцати бинарных операций (см. табл. 1.7).
Операции пересечения, объединения и дополнения множеств в лю­
бом булеане 2и можно считать главными операциями в том смысле, что ре­
зультат любой другой операции может быть представлен формулой, со­




Свойства операций пересечения, объединения и дополнения
над множествами
№
п/п Название свойства Свойства пересечения Свойства объединения
1 Коммутативность АпВ = ВпА АиВ = ВиА
2 Ассоциативность Ап(ВпС) = (АпВ)пС Аи(ВиС) = (АиВ)иС
3 Дистрибутивность








4 Свойство нуля А п 0  = 0 А и 0  = А
5 Свойство единицы AnU = А AuU = U
6 Идемпотентность АпА = А АиА = А
7 Свойство поглощения А п(А и  В) = А Аи(АпВ) = А
8 Законы де Моргана АпВ = Аи В А и В =АпВ
9 Свойство порядка Ап В а. А и Ап В с  В А с А и В  и В с А и В




Докажем справедливость некоторых равенств табл. 1.9.
Свойство поглощения для пересечения A п  (А и  В) = А 
Составим таблицу значений характеристических функций множеств, 
входящих в равенство А п  (А и В) = А , используя табл. 1.3 и 1.4:
А В АиВ Ап(АиВ)
0 0 0 0
0 1 1 0
1 0 1 1
1 1 1 1
Как видно из таблицы, произвольный элемент х универсального 
множества V принадлежит множеству Ап (А и  В) тогда и только тогда, ко­
гда он принадлежит множеству А . Следовательно, равенство 
Ап(АиВ) = А верно.
Закон де Моргана для объединения
Составим таблицу значений характеристических функций множеств, 
входящих в равенство Akj В = Ап В , используя табл. 1.1, 1.3, 1.4:
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А В А'иВ А В АиВ Аг \В
0 0 0 1 1 1 1
0 1 1 1 0 0 0
1 0 1 0 1 0 0
1 1 1 0 0 0 0
Как видно из таблицы, произвольный элемент х универсального 
множества U принадлежит множеству Аи В тогда и только тогда, когда он 
принадлежит множеству АглВ. Следовательно, равенство А и В = АпВ  
верно.
Аналогично можно доказать любое другое равенство табл. 1.9.
1.4. Логические операции
Как было показано выше, операции в булеане <P(U) могут быть заме­
нены операциями над их характеристическими функциями. Каждая харак­
теристическая функция представляет собой //-мерный вектор, координата­
ми которого являются элементы множества В = {0,1}, т.е. нули и единицы.
Систематизируем все сказанное выше о таких векторах.
Прежде всего, рассмотрим операции и отношения в самом множест­
ве В = {0,1}. Определим три операции на этом множестве: логического ум­
ножения (л), логического сложения (v), дополнения ( ), а также отноше­
ние порядка (<).
Перечисленные выше операции и отношение порядка на множестве 
В = {0,1} определяются таблицами (табл. 1.10-1.13).
Таблица 1.10 Таблица 1.11 Таблица 1.12 Таблица 1.13
Отношение Логическое Логическое


















Если задано отношение порядка, то операции логического сложения 
и умножения удовлетворяют равенствам
х, Л X, = min(x,, х ,) , (1 .20)
X, v x , = max(x,,x,). (1 .21)
Операция дополнения определена формулой
х = 1 - х . (1 .22)
П римечание. Логическое умножение называют также конъюнкцией, логиче­
ское сложение -  дизъюнкцией, дополнение -  отрицанием.
Рассмотрим свойства логического сложения и умножения (табл. 1.14).
Обратим особое внимание на то, что табл. 1.9 и 1.14 обнаруживают 
полную идентичность свойств операций объединения и пересечения на бу- 
леане и свойств логических операций во множестве В = {0,1}.
Рассмотрим теперь множество TV-мерных двоичных векторов, т.е. 
векторов, координатами которых являются элементы множества В = {0,1}. 
Совокупность всех таких векторов будем обозначать BN.
Применяя логические операции к координатам векторов из В", по­
лучим правила выполнения этих операций над элементами BN (над двоич­
ными векторами). Пусть а = (at,a2,...,aN)e BN, b = (bv b2,...,bN) e BN. Тогда
а л b = (min(a,, b,), min(a, Д ),...m in ^ ,bN))} (1 .23)
a v b = (max(a,, bt), max(a 2 max(aw, bN)), (1.24)
a = (\-a,]-a,. .J-aN) . (1.25)
Отношение порядка во множестве двоичных векторов определено 
выше (см. определение 1.5 и формулу (1.3)).
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Таблица 1.14
Свойства логических операций и отношения порядка 







1 Коммутативность х л у = у л х x v y = y v x












4 Свойство нуля хлО = 0 х v 0 = х
5 Свойство единицы хл1 = х x v l  = 1
6 Идемпотентность ХАХ = X XVX = X
7 Свойство поглощения X A (х V _у) = X X V (х Л у)  = X






9 Свойство порядка х л у < х  и х л у < у x v y > x  и x v y > y
10 Логические законы ХАХ = 0
Закон противоречия
X V X = 1
Закон исключения третьего
Введем обозначения: 0 = (0,0,...,0), 1=(1,1,...Д). Очевидно, что свойства 
логических операций над элементами множества В = {0,1} и свойства логи­
ческих операций над двоичными векторами BN совпадают (см. табл. 1.14).
Итак, множество <P(U) с отношением порядка "с" и операциями 
"и","п"," " и множества В = {0,1} и BN с отношением порядка "<" и опера­
циями логического умножения, сложения и дополнения обладают боль­
шим внутренним сходством. Они образуют одну алгебру, которую назы­
вают булевой алгеброй, по имени Джорджа Буля -  английского математика 
и логика (1815-1864). Подробно булева алгебра будет рассмотрена в гл. 4.
Вопросы и задания для самопроверки
1. Перечислите способы задания множеств, дайте характеристику 
каждому способу.
2. Запишите <Р(А) = 24.
3. Постройте диаграмму отношений включения между подмножест­
вами четырехэлементного множества А .
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4. Постройте диаграмму Эйлера-Венна, изображающую цепочку 
включений А а  В czC\  запишите двоичные номера каждой подобласти диа­
граммы.
5. Дайте определения операций дополнения, пересечения и объеди­
нения на булеане; запишите таблицы значений характеристических функ­
ций этих операций.
6. Для операций пересечения и объединения докажите с помощью 
таблиц значений характеристических функций свойства дистрибутивности, 
нуля, единицы и порядка.
7. Докажите равенства, связывающие операцию объединения с опе­
рацией кольцевой суммы: 1) A@B = (Ar>B)Kj(AnB), 2)AKjB = A®B®(Ar\B).
8. Обладают ли операции объединения и пересечения множеств ди­
стрибутивностью относительно вычитания множеств? Ответ обоснуйте.
9. Дайте словесные комментарии доказательствам дистрибутивности 
операций пересечения и объединения.
10. Запишите множества А \ В \ С  и Л0(5\С), используя операции до­
полнения, пересечения и объединения множеств.
11. Докажите, что значение характеристической функции кольцевой 
суммы /лАт не зависит от того, какие из правил вычисления использованы -
логическое произведение и операция максимум или алгебраическое произ­
ведение и вероятностная сумма.
12. Покажите, что на булеане 2N уравнениеА ® Х  = В имеет единст­
венное решение при любых А, В е 2Л , а уравнение А<иХ = В имеет решение 
только при условии А = 0 .




Пусть А -  какое-либо множество.
Определение 2.1. Декартовым квадратом множества А называют 
множество А2 всех пар элементов этого множества.
Например, декартов квадрат множества А={а,Ь,с} -  это множество 
всех пар элементов а,b и с: А2 = {(a,a),(a. b),(a, c),(b,a),(b.b),(b,с),(с,а),(с,Ь),(с,с)}.
Определение 2.2. Бинарным отношением на множестве А назы­
вают подмножество Г множества А2.
Так, Г={(а,а),(а,с),(Ь,а),(Ь,с)} с  А2; Г -  график бинарного отношения на 
множестве А2.
П римечание. Обратим внимание на то, что множество Г имеет двойное на­
звание: "бинарное отношение" и "график бинарного отношения". Это вполне допусти­
мо, поскольку график бинарного отношения Г полностью определяет бинарное отно­
шение.
Определение 2.3. Если Г с  Л2 -  бинарное отношение на множестве А 
и (а,Ь) € Г , то элемент Ь(Ь е А) называют образом элемента а(а е А) в от­
ношении Г, элемент а -  прообразом элемента Ъ в отношении Г, множе­
ство всех образов элемента а образуют полный образ этого элемента, а 
множество всех прообразов элемента Ь -  полный прообраз b в отношении 
Г . Множество образов всех элементов А составляют полный образ мно­
жества А , а множество прообразов всех его элементов -  полный прооб­
раз множества А в отношении Г .
В табл. 2.1 приведены пояснения терминов "образ" и "прообраз" на 
примере отношения Г ={(a,a),(a,c),(b.a),(b,c)} с  А2 (А={а,Ь,с}).
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Таблица 2.1
Интерпретация терминов "образ" и "прообраз" на примере отношения
Г ={(а,а),(а,с),{Ь,а),(Ь,с)} с  А2 ( А ={а,Ь,с})
Термин Элементы множества А Термина Ь с
Образ элемента множества 
А в отношении Г а с а с
- -
Полный образ множества
А в отношении Г :
{ а ,с }
Прообраз элемента множе­
ства А в отношении Г а Ъ - - а Ъ
Полный прообраз множе­
ства А в отношении Г : 
{ а Ь }
Бинарное отношение может быть задано следующими способами:
1. График бинарного отношения. Если множество А конечно, то 
график Г -  это список пар из множества А2, в  которых элементы соедине­
ны отношением. Если А -  это часть числовой оси или вся ось, то график 
может быть представлен геометрически в системе координат.
2. Характеристическое свойство бинарного отношения. Характери­
стическое свойство -  это свойство, определяющее характер связи между 
элементами в парах. Для обозначения характеристического свойства упот­
ребляется символ "р". Например, apb:"а старше Ь" (на множестве людей), 
apb: " а2 +Ь2 =1" (на множестве чисел) и т.п.
3. Граф бинарного отношения. Граф бинарного отношения -  это 
чертеж, состоящий из точек (вер­
шин графа) и направленных отрез­
ков или дуг (ребер графа). Вершины 
графа соответствуют элементам 
множества А . Ребра графа соеди­
няют элементы множества А с их 
образами. В качестве примера при­
ведем граф бинарного отношения 
Г ={(a,a),(a,c\(b,a),(b,c)} на множестве 
А={а,Ь,с) (рисунок).




4. Характеристическая функция. Характеристическая функция 
/л(х,у) бинарного отношения Г на множестве А -  это функция от двух ар­
гументов х и у  { х , у е  А),  причем такая, что
М(х,у) =
[1, если (х ,у )еГ  
[О, если (х,у)  е Г
(2.1)
Например, характеристическую функцию отношения Г (см. рис. 2.1) 
можно записать в виде таблицы:
р(а,а) Ц{.а,Ъ) р(а,с) М(Ь,а) МФ,Ь) МФ,с) А с, а) М(с,Ь) р(с,с)
1 0 1 1 0 1 0 0 0
Равенство (2.1) можно прочитать так:
//г(а,.,ау) = 1, если истинно высказывание: "(а„ау) е Г
/^.(а/,ау) = 0, если это высказывание ложно, т.е. истинно противопо­
ложное высказывание: "(а(,а,) е Г".
Используя термины "истина" и "ложь" характеристическую функцию 
можно записать следующим образом:
м(х,у) =
Гистина, если (х,у) е Г 
[ ложь, если (х,у) й Г (2.2)
Характеристическую функцию бинарного отношения удобно запи­
сывать в виде матрицы бинарного отношения.
Определение 2.4. Матрицей бинарного отношения Г на множестве 
А, содержащем п элементов, называют квадратную матрицу Jr -(xy) по­
рядка п , элементы которой ху (/' = 1,2,...,и, j  = 1,2,...,и) имеют значения:
1, если (а ,,а ,)еГX —
iJ 10, если (а, (2.3)
Примечание. В теории графов (гл. 5) матрицу бинарного отношения называют 
матрицей инциденций.
f \ 0 1>
1 0 1 
ООО,
Матрица отношения Г (рис. 2.1) -  это матрица Jr =
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2.2. Композиция бинарных отношений
Определение 2.5. Композицией бинарных отношений Г, и Г2, за­
данных на множестве А , называют отношение Г = Г, ° г 2, такое, что
Va(a € A),Vb(b е А ) : {(а,Ь) е Г <=> 3с(с е А ): (а,с) е Г, л (с,Ъ) е Г2). (2 .4)
П римечание. В формуле (2.4) использованы символы математической логики 
" V "," 3"," <=>"," л ", которая рассматривается в гл. 4. Однако многим эти символы из­
вестны из школьного курса математики. Символ V называют квантором всеобщности, 
он заменяет слова "любой", "всякий", "каждый". Символ 3 -  квантор существования, 
его читают как "существует", "найдется". Символ <=> заменяет слова "...тогда и только 
тогда...", "...если и только если...", символ л заменяет соединительные союзы "и", "а", 
"но" и пр. Так предложение с этими символами в формуле (2.4) можно прочитать сле­
дующим образом: "Для любого элемента а из множества А и любого элемента Ъ из 
этого же множества справедливо утверждение: пара (а,Ь) е Г тогда и только тогда, ко­
гда во множестве А найдется такой элемент с , что (а,с) е Г, и (с,Ь) е Г2".
Если во множестве А имеется элемент с, через который осуществ­
ляется связь между элементами а и Ъ в композиции отношений Г = Г,оГ2, 
то элемент с будем называть элементом-посредником, а саму связь между 
а и Ь -  опосредованной связью.
Пример
Пусть А={а,Ь,с).  Отношения Г, и Г, заданы матрицами:
г\ 0 п Го 1 1]
JT1 I
I А II 1 0 1 ' J V. — (}’ij ).1хЗ ~
оО
,0 1 0J U  0 0)
Найдем композицию Г=Ц °Г,. Для этого выполним последовательность действий:
1. Используя матрицы Jr и УГг, запишем графики отношений Г, и Г2:
Г, = {(а,а\(а,с),{Ь,а),{Ъ,с),{с,Ь)}, Г, = {(а,Ь \ (а,с),(6,с),(с,а ) } .
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2. Построим графы отношений Г, и Г2 и объединим их (рис. 1).
а Ъ с
Рис. 1. Графы отношений Г, и Г2 и их объединение
Примечания:
1. Графы Г, и Г2 построены в виде двудольных графов, причем входы графа 
Г, являются выходами графа Г2.
2. Пути в объединении графов Г, и Г2 ведут от элементов множества А к их об­
разам в отношении Г, и далее к образам в отношении Г2.
3. Выпишем все пути, ведущие от элементов а, Ъ и с к их образам в отношении 
Г, а также промежуточные элементы в этих путях, посредством которых осуществля­
ются связи в отношении Г . Результат представим в виде таблицы:
Пути от элементов мно­




связь в композиции от­
ношений Ц и Г2
Элементы графика 
отношения Г=Ц°Г2
а - > а - > Ь а (а, Ь)
а ^ > а —>с а (а,с)
а - * с - > а с (а, а)
b - > a - * b а (Ь,Ь)
Ь - > а - ± с а (Ь,с)
b —>с -> а с (Ь,а)
с - > 6 - * с Ъ (с,с)
4. Запишем график отношения Г = Г,оГ2 = {(а,а),(а,Ь),(а,с),(b,b),(b,с),(Ь,а),(с,с)} и 
построим его граф (рис. 2).
34
аГ = Г,оГ2
Рис. 2. Граф композиции отношений Г = Г, оГ2
На этом же примере рассмотрим вопрос об отыскании элементов 
композиции отношений Г, и Г ,, не прибегая к графам.
Пример
0 1] \ \ *12 "0 1 1] Ч У\2 Лз] 512
Пусть Jr = 1 0 1 = *21 *22 *23 ’ Л-, - 0 0 1 = Уг\ У22 Уа > II *21 S22 S23
1 0, *32 *33/ ,1 0 0/ чЛ. Уп Тзз/ ■^32 •Ьз/
матрицы отношений Г,, Г, и Г, о Г ,. Задача состоит в том, чтобы найти способ вычис­
ления элементов stJ матрицы .
(1, если (а ,а )еГ .оГ ,О, если (а ,а)йГ ,оГ2
В свою очередь по формуле (2.4) пара (а, а) е Г, ©Г2 тогда и только тогда, когда 
во множестве А найдется такой элемент /, что (a,t) е Г, и (/,а )€ Г 2. Рассмотрим эти 
включения для всех возможных значений t :
1) / = а ; (а,а) е Г,, так как хп =1; (а,а) £ Г2, так как уп=0.
Следовательно, t = а не является элементом множества А , который осуществ­
ляет опосредованную связь между а и а в композиции отношений Г, о Г2. Вывод о 
том, что t = а не является элементом-посредником в паре (а, а ) , символически можно 
записать так: х,, • у ,, = min(x,,, у ,,) = 0;
2) / = b ; (а,Ь)£ Г,, так как х)2 =0; (Ь,а) £ Г2, так как у 2] =0.
Следовательно, t = Ъ не является элементом-посредником в паре (а, а) и
Х|2 * у 2\ =min(xl2,y 21) = 0;
3) / = с ; (а,с) е Г,, так как х|3 =1; (с,а) е Г ,, так как у31 =1.
Итак, t = с осуществляет опосредованную связь в паре (а, а) и
*\з’Ум = min(xl3,y 31) = l .
Таким образом, во множестве А найден элемент t = с , осуществляющий опо­
средованную связь между элементами пары (а,а) в композиции отношений Г, °Г2. 
Следовательно, $м = max(min(x,,,у ,,),min(x,2,Т21),min(x,3,у3,)) = 1.
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Последнее равенство можно рассматривать как результат умножения первой 
строки матрицы Г, на первый столбец матрицы Г2, в которых умножение элементов 
матрицы выполняется по правилу логического умножения, а сложение произведений -  
по правилу операции максимум (см. формулы (1.8), (1.10)).
2. Найдем sl2, воспользовавшись выводом, сделанным в п. 1:




= max(min(x„, д/,,), min(x, 2, у 22), min(x13, у п ));
% = (1Д1)
ч°у
:max(min(l,l),min(0,0),min(l,0)) = max(l,0,0) = 1.
Равенство sn = 1 означает, что во множестве А есть элемент-посредник t ,  осу­
ществляющий связь между элементами пары (а, Ъ) в композиции отношений Г,оГ2. 
Покажем, что это действительно так:
1 ) / = а является элементом-посредником, поскольку (а, а) € Г, и (а, Ъ) € Г2;
2) t = Ъ не является элементом-посредником, так как (a, b) ё Г, и (Ь,Ь) ё Г2;
3) t = с также не является элементом-посредником, поскольку (а, с) е  Г,, но 
М )ё Г 2.
Аналогично найдем все элементы матрицы JF|<>rj =
4 *1 2
*2 1 * 2 2 * 2 3
^ *3 1 * 3 2 * 3 3 /
' V ' 11
*13 ~  (*11’ *12’ * 1 з )‘ ^23 =  (1,0,1)* 1
Д З З / , 0 /
= max(min(l,l),min(0,l),min(l,0)) = max(l,0,0) = 1,
элемент-посредник -  а ;
' V '0"
*21 — (*21 ’ *77 ’ *23 ) ' Уг\
Д З |/
= (1,0,1)- 0
элемент-посредник -  с ;
г п




= max(min(l,0),min(0,0),min(l,l)) = max(0,0,l) - 1 ,
= max(min(l,l),min(0,0),min(l,0)) = max(l,0,0) = 1,
элемент-посредник -  a ;
'* з ' 'П
*23 “ (*21’*22’*2з) ' У 23 = (1,0,1)- 1
Дзз; ч0/
= max(min(l,l),min(0,l),min(l,0)) = max(l,0,0) = 1 =1,
элемент-посредник -  a ;
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'Уи' Д
*31 — (*31’*32’*3з) ' Ун = (0,1,0)- 0 = max(min(0,0),min(l,0),min(0,l)) = тах(ОДО) = 0 ,
,Хз,,
опосредованных связей между с и о нет, (с, а) й Г, ° Г2;
= max(min(0,l),min(l,0),min(0,0)) = тах(ОДО) = 0, 
опосредованных связей между с и b нет, (с, b) г Г, ° Г2;
= max(min(0,l),min(l,l),min(0,0)) = max(0,l,0) = 1,
гп
J32 =(*з„Хз2,ХМ)- 2^2 = (0,1,0)- 0
Дз2,
( у * ' ( 1)
*33 -  (* 31 j *32»*33 ) ' Угз =  ( 0 ,1,0 ) - 1
Д з з , Л
элемент-посредник -  Ъ.
Таким образом, матрица УГвГ> имеет вид
5ц 5|, .9,j г\ 0 Г '0 1 Г ( \  1 г
Л>гг - *^21 2^2 *^23 = 1 0 1 • 0 0 1 - 1 1 1
^31 **32 *^33 у
оо




Обобщением выполненных в примере операций с матрицами явля­
ются формулы (2.5) и (2.6), которые позволяют вычислять матрицы компо­
зиций бинарных отношений на произвольном множестве А :
•Л |°Г; _ Л, Х Л\ ~ (Sl) )пХП » (2.5)
где п -  число элементов множества A, Jr = (*„)„„„ -  матрица отношения Г,; 
уг =(у(.)дхв -  матрица отношения Г,; J r,.r, = <А,)„*„ ~ матрица отношения 
Г, о Г,, элементы л(/ которой находят по формуле
su = max(min(x,,, y tJ), min(x,2, y 2J),..., min(xH1, ynj)) (2.6)
Если Г,= Г,= Г , то композицию Г, оГ2 следует обозначить ГоГ=Г2. 
Учитывая формулу (2.5), получаем: Jr, = J 2.
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Пример 1
Пусть А = {а, б, с} , «/г =
1 О П 
1 О 1 
О 1 О
Тогда Jfl =
1 О 1 
1 О 1 
О 1 О
1 0 1 




х\ -  *2 = С1»0»1) » *3 = (0,1,0), 5, = s2 = (1,1,1) > s3 = (1,0,1) -  строки матриц Jr и .
Имеем неравенства х} < s , , x2 < s 2. Строки х3 и s3 несравнимы между собой.
В матрице Jr записаны все непосредственные связи, определяемые отношением 
Г , в матрице Jrl -  дополнительные опосредованные связи в этом же отношении.
Проанализируем некоторые соотношения между элементами матриц Jr и :
1) sn > х12 означает, что опосредованная связь (а,Ь) (с-элемент-посредник) в 
отношении Г не покрывается непосредственной связью между этими элементами: 
(а,Ь) « Г , но (а, Ь) € Г2;
2) s23 = х23 = 1. Следовательно, между элементами б и с  существует опосредо­
ванная связь (s23 ф 0 ), элементом-посредником выступает элемент а . Но эта опосредо­
ванная связь покрыта непосредственной связью между б и с  (дс23 ф 0);
3) неравенство s32 < х32 говорит о том, что связь (с, б) только непосредственная, 
элемент-посредник, осуществляющий эту связь в композиции отношений, отсутствует: 
(с, б) е Г , но (с, б) ё Г2.
Пример 2
Пусть А = (1,2,3,4} и Jr =
ного на множестве А .
Найдем матрицу композиции Г2:
1 1 0 0"
1 1 0 0
0 0 0 1
0 0 0 0,
-  матрица бинарного отношения, задан-
Г1 1 0 (Г '1 1 0 0^ '\ 1 0 0^
0 1 0 0 0 1 0 0 0 1 0 0
0 0 0 1 0 0 0 1 0 0 0 0
,0 0 0 0, <0 0 0 0, ,0 0 0 0,
38
Обратим внимание на то, что для любой строки х, матрицы Jr и соответствую­
щей строки s, матрицы Ур2 выполняются неравенства х, >s, (см. определение (1.5) и 
формулу (1.3)). Все строки матрицы Jr не меньше строк матрицы Jf l . Будем считать, 
что в таком случае Jr > J ?1. Очевидно, что из неравенства Jr > J p2 следует Г2 с  Г .
В матрице Jr учтены все связи между элементами множества А , определяемые 
отношением Г, в матрице Ур, -  все дополнительные опосредованные связи между 
элементами того же множества. Неравенство J, > J p2 означает, что каждая опосредо­
ванная связь покрывается непосредственной связью, т.е. в отношении Г учтены все 
опосредованные связи.
Из рассмотренных примеров делаем выводы:
1. Если 5, >xt (s, е J pj ,х, g Jr), то опосредованных связей, записанных 
строкой s, , больше, чем непосредственных, записанных строкой х,, т.е. в
отношении Г имеются опосредованные связи, не покрытые непосредст­
венными связями.
2. Если s ,<x,  ( s , €  J p, ,х, g J r ), то все опосредованные связи, записан­
ные строкой s,, покрыты непосредственными связями, записанными стро­
кой х,.
3. Если в отношении Г непосредственные связи между элементами 
множества А покрывают все опосредованные связи между его элементами, 
то J p2 < JT и Г2 с  Г .
2.3. Транзитивность и транзитивное замыкание 
бинарного отношения
Определение 2.6. Бинарное отношение Г с /  называют транзитив­
ным бинарным отношением, если для любых а,  Ь и с (а.Ь.с е А) из того, 
что (а,с) g Г и (c,b) g Г , вытекает, что (а,Ь) е Г .
Символически определение 2.6 можно записать так:
Va(a G А)УЬ(Ь g A)Vc(c g А ): ((а,с) е Гл(с,Ь)  g Г = > (а ,6 )сГ ). (2 .7)
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Другими словами, отношение Г с  А2 транзитивно, если оно покры­
вает все опосредованные связи между элементами. Отсюда вытекает, что 
условием транзитивности отношения Г является выполнение условия
Г2 с  Г. (2.8)
Используя матрицы отношений, условие (2.8) можно переписать так:
Jy ^ Jr2 • (2-9)
Пример
На множестве А={а,Ь,с} задано отношение Г: JT =
Покажем, что Г не является транзитивным отношением. Для этого найдем J t :
0^ 1 1ч 
0 0 1 
1 0 0
= (уЛIj /3x3 •
"0 1 г "0 1 г '1 0 п
II 0 0 1 • 0 0 1 = 1 0 0
0 ,1 0 0, ,1 1 0,
Jr и J rз не сравнимы между собой, следовательно, Г не транзитивно.
Найдем более высокие степени отношения Г , т.е. матрицы отношений Г3, Г4, 
. . . , Г :
1 1 1N 
1 0 1 
0 1 1,
Г1 0 г г0 1 1 ]
/
Л - 2Г
IIII 1 0 0 • 0 0 1 =
1 0 , ,1 0 0 , V
Jr* ~ Л-5 г “
1 0 г '0 1 п /
1 0 0 • 0 0 1 =
,0 1 ll 0 0, \
1 1 1 
0 1 1 
1 0 1
'1 1 г '0 1 г (\ 1 г
Л* ~ Jr* r ~ 0 1 1 • 0 0 1 = 1 0 1 э
0 К 0 0, 1 1V
(\ 1 Г "0 1 п '1 1 г
~ Л~5г — 1 0 1 • 0 0 1 = 1 1 1 .
1 1 ,1 0 0, 1 1
Легко проверить, что Jr, = = Ч . (V«(«
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Определение 2.7. Транзитивным замыканием Г бинарного отноше­
ния Г с  Л2 называют объединение степеней этого бинарного отношения:
Г = 0 Г " . (2 .10)
/;«=!
Транзитивное замыкание Г отношения Г в рассмотренном выше
А 6
примере имеет вид Г = (JP  = {(a,aU aM a,cU b,aU bM (b,c),(c,a),(c,b),(c,c)} = А2.
п=\
Пример
Пусть на множестве А = {1,2,3,4} отношение Г задано графом (рисунок).
Граф отношения Г={(1,2),(1,4),(3,2),(3,4),(4,2)} на множестве Л={1ДЗ,4}
Матрица отношения Jr =
Запишем матрицу J r этого отношения и найдем его транзитивное замыкание.
'0 1 0 Г
0 0 0 0
0 1 0  1
,0 1 0 0,
Для нахождения транзитивного замыкания будем умножать матрицу Jr на себя. 
Продолжим умножение, получая J] , J \ ,..., J", до тех пор, пока не выполнится равен­
ство J'f' = J". Дальнейшее умножение не будет приводить к изменению матриц.
Любой элемент матрицы J ]  не превосходит соответствующий элемент матрицы 
Jr , т.е. Jr > JrJ. Это означает, что Г включает все опосредованные связи между эле­
ментами, следовательно, Г является транзитивным бинарным отношением. Покажем, 
что его транзитивное замыкание совпадает с самим Г .
'0 1 0 г '0 1 0 г '0 1 0 (Г
0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 1 0 1 0 1 0 1 0 0
<0 1 0 0, ,0 1 0 0, [о 0 0 0,
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J> = J*-JT=
'0 1 0 0" г0 1 0 г 0^ 0 0 0'
0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 1 0 1 0 0 0 0
,0 0 0 0, ,0 1 0 0, ,0 0 0 0,
=  ( 0),4x4 1
Умножение нуль-матрицы на любую другую матрицу есть нуль-матрица. По­
этому J" = (0) для любых п > 3.
Транзитивное замыкание отношения Г найдем, используя формулу (2.10) и 
матрицы Jr и J l :
Г = Г и Г2 = {(1,2), (1,4), (3,2), (3,4), (4,2)} и {(1,2), (3,4)} =
= {(1,2), (1,4), (3,2), (3,4), (4,2)} = Г .
Как и следовало ожидать, поскольку отношение Г является транзитивным, оно 
совпадает со своим транзитивным замыканием.
Справедливы следующие утверждения:
Утверждение 1. Транзитивное бинарное отношение совпадает со 
своим транзитивным замыканием.
Утверждение 2. Транзитивное замыкание бинарного отношения 
есть наименьшее по числу элементов транзитивное отношение, содержа­
щее данное бинарное отношение.
Л
Утверждение 3. Транзитивное замыкание Г есть ближайшее к Г 
транзитивное отношение.
Использование термина "ближайшее отношение" предполагает, что 
между отношениями определено расстояние. Для определения расстоя­
ния между множествами используют формулу линейного расстояния 
(формула 2.11), или формулу евклидова расстояния (формула 2.12):
а
d{pA,pB)=Y,  k  to ) -  V* (*< )| > (2 .11)
/=1
4(/*а,Мв) = ^£(Ма(х, ) - М х,))2 , (2.12)
где d(juA, p B) -  расстояние между подмножествами А и В универсального 
множества U ; рА и рв -  характеристические функции этих подмножеств.
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Суммирование выполняется по всем элементам универсального множества.
Для бинарных отношений, заданных на множестве U, универсаль­
ным множеством является множество U2. Если Г = U 2, то Г называют 
полным отношением. Очевидно, что все элементы матрицы полного от­
ношения есть единицы: J(/1 = (1),)ХЯ, где п -  число элементов множества U .
Формулы (2.11) и (2.12) для бинарных отношений имеют следующий вид:
(^r^r«) = ZZK -у» I»/=1 7-1 (2.13)
V /=1 ./=1
(2.14)
где п -  число элементов универсального множества U , xtJe Jr>, yv € JTb .
He следует думать, что последовательность степеней матрицы отно­
шения всегда имеет предел, т. е., начиная с некоторого шага п , выполняет­
ся равенство Jy = J"*'. Приведем простой пример, показывающий, что это 
не так.
Пусть матрица отношения Г на множестве А = {а,Ь) имеет вид 
'О 1чУг =
1 О
'1 (Г fо Г (\ 0" г0 Г 'l 0'
,0 К» Л-’ ” J 0, ’ г^4 - ,0 К
,...., J y 2 .-I —
,1 о, J J y U  ~<0 К
для любого п > 1.
Тем не менее, Г =0Г" = {(а,Ь),{Ь,а)}и{(а,а\(Ь,Ь)} = Аг
2.4. Свойства и виды бинарных отношений
Наиболее важными свойствами бинарных отношений на множестве 
А являются свойства рефлексивности, симметричности, антисиммет­
ричности и транзитивности (табл. 2.2).
Особую роль в теории бинарных отношений играют отношения эк­
вивалентности и отношения порядка.
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Определение 2.8. Отношением эквивалентности называют реф­
лексивное, симметричное и транзитивное отношение.
По отношению эквивалентности множество разбивается на непере- 
секающиеся классы эквивалентности.
Определение 2.9. Классами эквивалентности множества А назы­
вают подмножества КХ,К2,...,К„ множества А , удовлетворяющие следую­
щим условиям:
1) объединение всех классов есть множество А ;
2) пересечение любых двух классов пусто.
Если на множестве А задано отношение эквивалентности Е , то эле­
менты, попарно связанные друг с другом, попадают в один класс, элемен­
ты из разных классов отношением не связаны. Множество классов эквива­
лентности обозначают А/Е и называют фактор-множеством множества 
А по отношению Е .
Отношение эквивалентности -  это отношение "одинаковости" объек­
тов по какому-либо признаку. Например, отношениями эквивалентности яв­
ляются отношение сонаправленности геометрических векторов, отношение 
равенства обыкновенных дробей, отношение подобия треугольников и т.п. 
Если А/Е-{КХ,К2,...,К„} -  фактор-множество множества А по отношению 
Е , то элементы а и Ь,  попавшие в один класс эквивалентности, называют­
ся эквивалентными друг другу по отношению Е : а ~ b , где -  знак экви­
валентности.
Пример 1
Пусть V2 -  множество геометрических векторов на плоскости. Отношение 
apb : a t t  В будет отношением эквивалентности, разбивающим всю плоскость по 
направлениям, если из V2 исключить нулевой вектор 0 , т.е. образовать множество 
V2 / {0}. Нуль-вектор считают сонаправленным каждому из векторов плоскости, 
что нарушает свойство транзитивности. В самом деле, по свойству транзитивности 
(a t t  б)л (б t t  &)=> a t t  В, (а,В,б € V2), а это означает, что два любых вектора со- 




















































































































































































< ~  II
н s























5  tf 






* Й £ 8 X X ex H
S-----о  о






















































тНа множестве всех обыкновенных дробей D = | — (т е N0 ,п е N) отноше­
ние равенства дробей apb : a = b, a,b е D , является отношением эквивалентности, 
разбивающим все множество дробей на классы равных друг другу дробей. Пример та- 
'3 6 9 Зп 
1’2*3 п 
называют рациональным числом.
кого класса: А, = Именно классы эквивалентности равных дробей и
Пример 3
Пусть А = {1,2,3,4}, Jr =
Отношение Г рефлексивно, так как на главной диагонали матрицы Jr все эле­
менты -  единицы (см. табл. 2.2). Г -  симметричное отношение, поскольку Jr = J * .
1 1 1 0
1 1 1 0
1 1 1 0
0 0 0 1
Найдем Jr2: Jfi =
1^ 1 1 (Г (\ 1 1 (Г Г1 1 1 ол
1 1 1 0 1 1 1 0 1 1 1 0
1 1 1 0 1 1 1 0 1 1 1 0
,0 0 0 к ,0 0 0 к ,0 0 0 1,
— Jr .
Поскольку Jr2 < Jr , Г -  транзитивное отношение.
На графе этого отношения (см. рисунок) видно, что множество А разбито по 
данному отношению на два непересекающихся класса А", = {1,2,3} и К2= {4}.
Если вынуть из графа какое-либо ребро, например, (1,3), то отношение Г теряет 
симметричность и транзитивность. В самом деле, для пары (3,1) не найдется симмет­
ричной пары (1,3), а из того, что (1,2) е Г  и 
(2,3) € Г , не будет следовать (1,3) е Г . 
Множество А, = {1,2,3} перестанет быть 
классом эквивалентности, поскольку эле­
менты 1 и 3 отношением Г связаны не бу­
дут.
Нарушение транзитивности про­
изойдет и в том случае, если исключить из 
графа какую-либо петлю, т.е. нарушить 
рефлексивность отношения. Исключим, к 
примеру, петлю (1,1). Тогда при выполнении условий (1,2) е Г и (2,1) е Г заключение 
(1,1) € Г оказывается ложным.
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Определение 2.10. Отношением порядка называют антисимметрич­
ное и транзитивное отношение.
Отношение порядка делает множество, на котором оно задано, упо­
рядоченным множеством. Различают частичные порядки и линейные по­
рядки. В частично упорядоченном множестве существуют элементы, не 
связанные отношением порядка. В линейно упорядоченном множестве ка­
ждая пара элементов связана отношением порядка.
Отношениями частичного порядка являются отношение "делится" во 
множестве целых чисел, отношения "<", ">", ">", "<" во множестве п- 
мерных двоичных векторов, отношение включения на булеане 2" любого 
множества и  и пр.
Отношениями линейного порядка являются отношения "<", ">", ">", 
"<" в числовых множествах, отношения "старше", "моложе", "выше", "ни­
же" во множестве людей и пр.
Пример
Пусть А = {(00), (01), (10), (11)} -  множество двумерных двоичных векторов. По­
кажем, что отношение apb :а<Ь,  (а.Ь е А) является отношением частичного поряд­
ка. Составим матрицу этого отношения (см. определение (1.5) и формулу (1.3)): 







Покажем, что J  n J ‘ < Е и J 2 < J  (см. табл. 2.2).
=Р Р
1 1 1) '1 0 0 (Г { min(l,l) min(l,0) min(l,0) min(l,0)N
0 1 0 1
п
1 1 0 0 min(0,l) min(l,l) min(0,l) min(l,0)
0 0 1 1 1 0 1 0 min(0,l)
ОсE min(l,l) min(l,0)
,0 0 0 к 1 1 0 4min(0,l) min(0,l) min(0,l) min(l,l),
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
= Е , следовательно, отношение apb является антисимметричным;
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У 2 =
( \ 1 1 Г| (1 1 1 1
0 1 0  1 0 1 0  1
0 0 1 1 0 0 1 1
0 0 0 1 0 0 0 1
1 1 1 р  
0 1 0  1 
0 0 1 1  
0 0 0 1
= J  , следовательно, apb -
транзитивное отношение.
Отношение apb антисимметрично и транзитивно, значит, оно является отноше­
нием порядка на множестве А . Поскольку некоторые элементы множества А не связа­
ны друг с другом этим отношением, например, неравенства (01) <(10) и (10) <(01) 
являются ложными, то порядок частичный.
2.5. Функциональные соответствия и их виды
Математический анализ изучает различные функции на множестве 
действительных чисел. Эти функции можно рассматривать как бинарные 
отношения на множестве X  х у , где X  -  область определения функции, Y -  
множество ее значений. Например, функция y = sinx есть бинарное отно­
шение на множестве Лх[-1,1], функция у  = In* -  бинарное отношение на 
множестве (0,оо)хЛ. Из математического анализа известно, что основной 
признак функционального соответствия таков: каждому элементу облас­
ти определения X  соответствует определенный единственный элемент 
множества значений У.
Рассмотрим подход к понятию функционального соответствия как к 
особому виду бинарных отношений, заданных на произвольном множест­
ве.
Определение 2.11. Функциональным соответствием /  на множе­
стве X x Y  называют бинарное отношение / с ! х К ,  в котором каждый 
элемент множества X  имеет единственный образ во множестве Y.
Примечания:
1. Матрица функционального соответствия /  с  X x Y  -  это матрица 
Jf  = (s,j )mx„ > гДе т ~ число элементов множества X , п -  число элементов множества 
[1, если (Х'уЛ е  /
У г su = { Л , ч . ,  (х, е X,  у, е Y ) . Поскольку по определению функцио-
4 [0, если (х,у7) е /  J
нального соответствия каждый элемент множества X  имеет единственный образ во 
множестве Y , в каждой строке матрицы J f один и только один элемент равен единице,
все же другие элементы строки -  нули.
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2. Если множества X и Y имеют одинаковое число элементов т - п ,  то мат­
рица функционального соответствия /  с  X  х Y есть квадратная матрица порядка п .
Рассмотрим ряд примеров.
Пример 1
Пусть X  = {1,2,3} > Yx = {а, Ь}.
Декартово произведение XxY,  = {(1а),(16),(2а),(2£),(За),(ЗЬ)} содержит шесть
пар, а следовательно, 26 = 64 подмножества. Каждое подмножество Г есть бинарное 
отношение на множестве X x Y {, следовательно, на множестве X x Y { существует 64 
различных бинарных отношения.
Чтобы бинарное отношение являлось функциональным соответствием, каждый 
элемент множества X  должен иметь единственный образ во множестве Y}. Следова­
тельно, график функционального соответствия может содержать только три пары, в ко­
торых на первом месте стоят элементы 1, 2, 3 множества X .
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Как видно из рисунка, таких соответствий восемь: f\J% -,f%- Любое из них мож­
но представить матрицей бинарного отношения:
'1 ( Г "1  0 " ( \ ( Г f 0 n
1 0 * J /г ~ 1 0 . J u  = 0 1 • J n  = 1 0  ,
0 , , 0  К 0 , l l o j
'0 г '0 n ( \ O' "0 Г
л 5 = 0 1 ’ Jk ~ 1 0 ’ J h ~ 0 1 ■ J u = 0 1
,1 0, ,0 к ,0 к ,0 I
Кроме представления в виде матрицы бинарного отношения, каждое функцио­
нальное соответствие можно задать также в виде двустрочной матрицы 
Р, (/ = 1,2,...,8), в первой строке которой записаны элементы множества X , а во
второй -  их образы из множества У,:
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Представление функциональных соответствий в виде двустрочных матриц по­
зволяет определить число таких соответствий. В данном случае их столько, сколько 
можно составить различных наборов по три элемента в каждом, используя при этом 
два элемента а и Ъ. Формулы для вычисления числа таких наборов рассматриваются 
в комбинаторике (гл. 3).
В соответствиях /г, f , f \  ,fs ,fe и f i  каждый элемент множества ^ имеет не 
менее одного прообраза во множестве X . Такие соответствия называют сюръективны- 
ми функциональными соответствиями или отображениями множества X  на мно­
жество У,.
Соответствия f\, сюръективными соответствиями не являются, поскольку 
один из элементов множества Y} имеет менее одного прообраза во множестве X . (В f  
ни одного прообраза не имеет элемент Ъ, в fa -  элемент а).
Очевидно, что если существует сюръективное функциональное соответствие на 
множестве X  х Y , то множество Y содержит элементов не больше, чем множество X .
Пример 2
Пусть, как и в примере 1, X  = {1,2,3}, У2 = {a,b,c,d} .
Декартово произведение:
X x y 2 ={(la),(16),(lc),(W),(2a),(26),(2c),(2rf),(3a),(36),(3c),(3rf)}
содержит двенадцать пар, а следовательно, 212 = 4096 подмножеств. Каждое подмно­
жество Г есть бинарное отношение на множестве X x Y 2, следовательно, на множестве 
X x Y2 существует 4096 различных бинарных отношений.
Чтобы бинарное отношение являлось функциональным соответствием, каждый 
элемент множества X  должен иметь единственный образ во множестве У2. Следова­
тельно, график функционального соответствия может содержать только три пары, в ко­
торых на первом месте стоят элементы 1, 2, 3 множества X . Однако существует 
43 = 64 способа выбрать образ для каждого элемента множества X , т. е. на множестве 
ХхУ2 существует 64 различных функциональных соответствия.
Поскольку элементов во множестве Y2 больше, чем во множестве X , ни одно из 
этих функциональных соответствий не является сюръективным. Рассмотрим несколько 
соответствий, в которых каждый элемент У2 имеет не более одного прообраза во мно­
жестве X . Такие соответствия называют инъективными функциональными соответ­
ствиями или отображениями множества X  во множество У2.
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Запишем двустрочные матрицы некоторых инъективных функциональных соот­
ветствий на множестве X  хУ2 и построим графы этих отображений (рисунок):
Г1 2 3^ '1 2 Ж "1 2 3^ 1 ( \ 2 Ъ\
, Р, = . pi = , Р, =
<а b
’ h
<а b d ,
5 /1 кс b а) <Ь d aj
1 2 3 1 2 э 1 2 3 1
I I I .  I I А  Ж .  Ж ,
a b e d  a b e d  a b e d  a b e d
A  f 2  A  /4
Пример 3
Рассмотрим функциональные соответствия на множестве X х У,, где X  = {1,2,3}, 
¥ ,= {а уЬ,с}.
Декартово произведение ХхУу = {(1д),(16),(1с),(2я),(26),(2с),(3а),(36),(3с)} со­
держит девять пар, а следовательно, 29 = 1024 подмножества. Каждое подмножество Г 
есть бинарное отношение на множестве X х Y3, следовательно, на множестве ХхУ3
существует 1024 различных бинарных отношения.
Чтобы бинарное отношение являлось функциональным соответствием, каждый 
элемент множества X  должен иметь единственный образ во множестве К,. Следова­
тельно, график функционального соответствия может содержать только три пары, в ко­
торых на первом месте стоят элементы 1, 2. 3 множества X . Однако существует 
З3 = 27 способов выбрать образ для каждого элемента множества X , т. е. на множест­
ве ХхУг существует 27 различных функциональных соответствий.
Некоторые из этих соответствий являются одновременно сюръективными и инъ­
ективными, т.е. каждый элемент множества К, имеет не менее, но и не более одного
прообраза во множестве X . Функциональные соответствия, являющиеся одновременно 
сюръективными и инъективными, называются взаимно однозначньти соответствия­
ми. Возможность установить взаимно однозначное соответствие между множествами 
говорит о том, что в этих множествах число элементов одинаково.
Обобщим понятия, рассмотренные в примерах.
Определение 2.12. Сюръективным функциональным соответст­
вием /  на множестве X xY  называют функциональное соответствие, в ко­
тором каждый элемент множества Y имеет не менее одного прообраза во 
множестве X .
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Сюръективное функциональное соответствие /  на множестве XxY  
называют также отображением множества X на множество Y .
Определение 2.13. Инъективным функциональным соответстви­
ем /  на множестве XxY  называют функциональное соответствие, в кото­
ром каждый элемент множества Y имеет не более одного прообраза во 
множестве X .
Инъективное функциональное соответствие /  на множестве XxY  
называют также отображением множества X во множество Y .
Определение 2.14. Биективным функциональным соответствием 
/  на множестве X xY  называют функциональное соответствие, в котором 
каждый элеменг множества Y имеет один прообраз во множестве X .
Биективное функциональное соответствие /  на множестве XxY  на­
зывают также взаимно однозначным соответствием между множест­
вами X и Т.
Определение 2.15. Если между отрезком натурального ряда {1,2,...,и} и 
множеством У существует взаимно однозначное соответствие, то число п 
называют числом элементов множества Y .
Определение 2.16. Если между множеством натуральных чисел N и 
мюжеством У существует взаимно однозначное соответствие, то У назы- 
зают счетным множеством.
Определение 2.17. Если между множеством X  и его правильной ча­
стью У (У с  X )  существует взаимно однозначное соответствие, то множе­
ства X  и У называют бесконечными множествами, если же взаимно од­
нозначного соответствия не существует, то -  конечными множествами.
Можно показать, что множества N , Z, Q являются бесконечными
счетными множествами, множество R — бесконечным несчетным множе­
ством.
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Если т -  число элементов множества X , п -  число элементов мно­
жества Y, то декартово произведение XxY  содержит т п элементов и 
имеет 2тп подмножеств, каждое из которых является бинарным отношени­
ем. Среди них к отношений являются функциональными соответствиями. 
Причем к есть число различных наборов из п элементов по т элементов 
в каждом наборе. Формулы для нахождения числа таких наборов рассмат­
риваются в комбинаторике (гл. 3).
2.6. Прямое, обратное и противоположное отношения
Пусть Г -  бинарное отношение на множестве X x Y , т.е. Г с  XxY.  В 
дальнейшем будем называть его прямым отношением.
Определение 2.18. Отношение Г (Г с  1хУ) называют отношением,
противоположным отношению Г, если Г есть дополнение множества Г 
до множества X x Y .
Определение 2.19. Отношение Г-' (Г ''сУ хХ ) называют отношени­
ем, обратным отношению Г , если (ух) е Г"1 <=> (ху) е Г (х е  Х,у  е  Y).
Для противоположного отношения Г существует обратное Г ' , а для 
обратного -  противоположное Г-1. Очевидно, что Г ' = Г-1:
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Пусть X  = {1,2,3}» У = {о,Ь,с} (см. прим. 3).
На множестве X  х Y зададим функциональные соответствия fufi, /з и / а мат­
рицами бинарных отношений и двустрочными матрицами:
( \ 0 0" ( \ 0 (Г ( \ 0 (Г '0 0 Г
' / , = 1 0 0 ’ J h  ~ 0 0 1 ’ J  h ~ 0 0 1
II 1 0 0
1 о, ,0 0 к ,0 1 о, ,0 1 о,
2 3" 2 3 ) I „ f \ 2 3 ) <1 2 3N
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к а а b j
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а Ь ,
Соответствия /з  и / а являются взаимно однозначными соответствиями, по­
скольку кажцый элемент множества X  имеет единственный образ во множестве У и 
каждый элемент множества У -  единственный прообраз во множестве X .
Запишем матрицы отношений f x, / 2 , / 3, / 4 и отношений , f { 1, / 3_|, / 4-1, а 
также /[■', / 2-' , /з-1 и / 4-1 :
0 1 г "0 i Г ' 0 1 г Г 1 1 0 N
0 1 1 9
h  =
i i 0 II
Ч
1" 1 1 0
л  =
0 1 1 »
1 0 1 . i i о , , 1 0 1 1 0 1/ \ / \ / \ /
1 0 ' r \ 0 0" Г 1 0 <Р ^ 0 1 0"
0 0 1 , J 2 = 0 0 0 1 ~ 0 0 1 -1 “  
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0 0 1
0 0> 1 к 1 0 0 ,
"0 0 О " 0 1 V ^0 1 г ' \ 0 г
1 1 0 — 1 1 1 , J - _ — 1 1 0 , J - . ~~ 1 1 0
f t А
,1 1 к , 1 0 0 , ,1 0 к , 0 1 1 у
J, r
Можно видеть, что только / 3 1 и / 4 ' являются взаимно однозначными соответ­
ствиями на множестве У х X . Представим эти соответствия двустрочными матрицами:
Найдем матрицы композиций прямых и обратных отношений:
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54
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Выполненные операции показывают, что, поскольку прямое отношение задано 
на множестве X x Y  ( f  q  X x Y ) ,  а обратное -  на множестве Y x X  (Г-1 с  Y х X ) , то их 
композиция / о/* ' есть отношение на множестве Х х Х  ( / о / ' ' c l x l ) .
Матрицы Jм -\ и J f „f -1 есть единичные матрицы, т.е. соответствия / 3 о f~ l и
/ 4 о переводят каждый элемент множества X  в себя. Такое отношение на множест­
ве X 2 называют т о ж д е с т в е н н ы м  п р е о б р а з о в а н и е м  м н о ж е с т в а  X .
Из прим. 4 очевидны следующие утверждения.
Утверждение 1. Для того чтобы отображение / с  X x Y  было взаим­
но однозначным соответствием, необходимо и достаточно, чтобы обратное 
ему бинарное отношение / " 'с У х !  также являлось функциональным со­
ответствием.
Утверждение 2. Если отображение / с  X x Y  является взаимно одно­
значным соответствием, то композиция /  ° /" ' есть тождественное преоб­
разование.
Вопросы и задания для самопроверки
1. На множестве А = {1,2,3,4,5,6} задано отношение apb: "а делится на в 
без остатка". Назовите образы элементов 2,4,6. Назовите прообразы этих 
элементов. Назовите полный образ и полный прообраз множества А по 
данному отношению.
2. Запишите матрицу отношения apb: "а делится на в без остатка" 
(см. вопрос 1).
3. Назовите способы задания бинарных отношений.
4. Запишите правило умножения матриц бинарных отношений.
5. Как выявить элементы-посредники двух бинарных отношений?
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6. Дайте определение транзитивного отношения, используя термины: 
а) график бинарного отношения; б) матрица бинарного отношения.
7. Дайте определения свойствам рефлексивности, симметричности, 
антисимметричности, транзитивности бинарного отношения в терминах: 
а) график бинарного отношения; б) характеристическое свойство бинар­
ного отношения; в) матрица отношения; г) характеристическая функция 
бинарного отношения.
8. Как найти расстояние между отношениями?
9. Дайте определение транзитивного замыкания отношения.
10. Приведите примеры отношений эквивалентности и отношений 
порядка.
11. Дайте определение фактор-множества.
12. Докажите, что множество четных чисел -  бесконечное счетное 
множество, используя функциональное соответствие т  = 2п, где п -  нату­
ральное число, т  -  четное число.
13. Докажите, что отношение Е: "а имеет тот же остаток при деле­
нии на 3, что и в", является отношением эквивалентности на множестве на­
туральных чисел N . Определите фактор-множество N/E. Постройте гра­
фы всех взаимно однозначных отношений между множеством N / Е и мно­
жеством М = {0,1,2}.
14. На отрезке натурального ряда М = {0,1,2,3,4,5,6,7,8,9,10} задано 
отношение арЬ : "а непосредственно следует за в". Запишите характери­




При рассмотрении бинарных отношений мы уже столкнулись с не­
обходимостью находить число наборов, составленных из элементов опре­
деленного множества по какому-либо правилу. Так, чтобы отыскать число 
функциональных соответствий на множестве X  х У, надо найти число упо­
рядоченных наборов из п элементов по т элементов в каждом наборе, где 
т -  число элементов множества X , п -  число элементов множества Y. 
Чтобы определить число взаимно однозначных соответствий между равно­
численными множествами, содержащими п элементов каждое, надо найти 
число различных упорядоченных наборов из п элементов. В первом случае 
элементы в наборах могут повторяться, во втором -  повторение запреще­
но.
Комбинаторика -  это раздел математики, посвященный решению 
задач выбора и расположения элементов некоторого, обычно конечного, 
множества в соответствии с заданными правилами1. Конструкции, полу­
чаемые при этом из исходного множества, называются комбинаторными 
конфигурациями.
3.1. Правила сложения и умножения
Введем обозначение п(А) -  число элементов множества А .
Правило сложения
Приведем формулировку правила сложения для двух множеств.
Правило сложения. Число элементов объединения множеств А и В 
равно сумме чисел элементов каждого множества минус число элементов в 
их пересечении.
п(АиВ)  = п(А) + п (В ) -п (А п В ) .  (3 .1)
Если пересечение множеств А и В пусто, то п(А kjB) = п(А)+ п{В), по­
скольку и(0)= 0.
1 Судоплатов С.В., Овчинников Е.В. Элементы дискретной математики: учеб. М.; 
Новосибирск, 2002. С. 159.
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Применим правило сложения для нахождения числа элементов объе­
динения трех множеств:
п(А и  В и  С) = п(А и  (В и  С)) = п(А) + п(В и  С )-  п(А п (В  и  С)) =
= п(А) + п(В) + п(С) -  п(В п С ) - п ( ( А п В ) и ( А п  С)) =
= п(А) + п(В) + п(С) -  п(В о  С) -  (п(А п В )  + п(А п  С) -  п((А п В ) п ( А п  С))) =
= п(А) + п (В )+ п (С ) -п (В п С )- (п (А п В )  + п ( А п С ) - п ( А п В п С ) )  =
= п(А) + п(В) + п(С) - п ( А п В ) - п ( А п С ) - п ( В п С )  + п ( А п В п С ) .
Аналогично можно получить правило суммы для 4,5 и большего 
числа множеств.
Пример
В группе 30 студентов. Каждый из них изучает иностранный язык. Английский 
язык изучают 20 студентов (w(F)=20), немецкий -  15 (и(£>)=15) и французский -10 
(w(F)=10). Все три языка изучают 4 студента (n (E r \D r \F )= 4). Английский и немец­
кий изучают 10 студентов (r t (Er\D)=\0), английский и французский -  6 студентов 
(п(Еn F) =6). Сколько студентов изучают немецкий и французский языки ( n(Dr\F) ?
Прежде чем решать задачу, оценим допустимые варианты ответов. При этом бу­
дем опираться на тот факт, что число элементов подмножества не больше числа эле­
ментов множества.
Во множество F включены множества E n F  и D n F : E n F  с  F ; D n F  c f .  
Следовательно, объединение этих пересечений также включено в F : 
(Е n  F) u  (D n  F) с  F . Из этого вытекает: 
п((Е n  F) u  (D n  F)) < n(F) .
Воспользовавшись правилом сложения, получаем:
w((£ n  F) и  (D n  F)) = n(E n F )  + n (D n F )~  п((Е n  F) п  (£> n  F)) <n(F)=>
^  п(Е o F )  + «(D n f ) - п(Е n £ > n F )<  n(F) => 6 + n(D n i r)-4 < 1 0 = ^  n{D n f ) ^  8.
В то же время E r\ (D r\ F) с  D n  F . Из этого следует: 
n ( E n D n F ) < n ( D r \ F ) , т.е. 4<»?(D nF).
Окончательно имеем 4 < «(D n  F) < 8.
Для решения задачи воспользуемся полученным выше обобщением правила 
сложения для трех множеств: 
h( £ u D u F) = 30;
« (F u Z )u F ) = n(E) + n(D) + n(F) - n (E r \ D ) - n ( E r \ F ) - r t ( D n F ) +
+ n ( E n D n F ) =20+15+10-10-6- n(D n  F) +4=30; 
n(Dr\F)  =3.
3 < 4  < n ( D n F ) .
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Ответ недопустимый, задача решений не имеет.
Найдем, при каком числе студентов в группе задача будет иметь решение. Пусть 
число студентов в группе равно х , тогда 20+15+10-10-6-w(Z)n F) +4=х.
Из условия 4 < n ( D n F )  < 8 получаем: 4 < 3 3 - х  < 8 или 2 5 й х < 2 9 .
25 < п ( Е и D u F )  < 2 9
Е  --------- ^ £
чо
ч
00 ( 8V  Л 1 4 У  ) У  V 4 У \  )
-----^ С 4  ) У (— ) ^ УкоJ
х=25 х=29
На рисунке с помощью диаграмм Эйлера-Венна показаны решения задачи для 
случаев х = 25 и х = 29.
Правило умножения
Пусть имеются п множеств А, ,Л2, . . . ,Л„,  причем т, = п(Л,),  
т2 = п(Л2) , . . . ,тп = п(Ап) . Декартовым произведением А1х А2х...хА,1 этих мно­
жеств называют множество всех последовательностей (а ,,а2,...,а„), где 
0\ € Aj, а2 G ,.. •, а п g Ап.
Примечание. В последовательности за каждым элементом закреплено место. 
Этим она отличается от множества, в котором порядок расположения элементов не ва­
жен. Например, для последовательностей (1,2) ф (2,1), но для множеств {1,2} = {2,1}.
Как отмечалось выше (см. разд. 2), число элементов декартова про­
изведения двух множеств А, и А2 равно произведению чисел их элементов:
п(А, хА2) = п(Л,)-/7(Л2) (3.2)
Число элементов декартова произведения трех множеств Ах *А2><А3 
равно n(At xA2xA3) = п(А, х А2)• п(А3) = п(А{)-п(А2)-п(А3) .
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Дальнейшее обобщение приводит к формуле 
и(4 х А2 х ...х А„) = п(А,) • п(Л2) •... • л(Д,). (3.3)
Формула (3.3) по сути дела и является правилом умножения. Однако 
более удобной для решения комбинаторных задач является другая его 
формулировка.
Правило умножения. Пусть (х,,х2,х3,...,хя) последовательность п пе­
ременных и существует /я, способов выбрать значение переменной х,. Ес­
ли после выбора значения переменной х, остается т 2 способов выбрать 
значение переменной х2, после выбора значений переменных х, и х2 оста­
ется т г способов выбрать значение переменной х3 и т.д.; после выбора 
значений переменных х,,х2,х3,...,х„_, остается т п способов выбрать значение 
хл, то можно составить т  =  т г т 2 ■ . . . • т п таких последовательностей.
Пример
Пусть А = {1,2,3}» В = {а,Ъ,с}. Решим вопрос о том, сколько функциональных 
соответствий существует на множестве Ах В и сколько из них являются взаимно од­
нозначными соответствиями.
В общем виде двустрочная матрица функционального соответствия на множест-
'1 2 Зч
ве Ах В имеет вид
1 х  у  Z
, где x , y , z e B .
Воспользуемся правилом умножения. Выбрать значение х можно тремя спосо­
бами: х = а ,  х = Ь, х = с . Теми же тремя способами можно выбрать у  и z . Согласно 
правилу умножения, можно составить 3-3-3 = 27 различных последовательностей 
(x,y,z),  а следовательно, на множестве Ах В имеется 27 функциональных соответст­
вий.
В случае взаимно однозначного соответствия каждый элемент множества В 
имеет единственный прообраз во множестве А . Из этого следует, что в последователь­
ностях (x,y,z)  переменные должны принимать разные значения. Переменную х мож­
но по-прежнему выбрать тремя способами, однако после выбора значения х остается 
только два способа выбрать значение у , а после выбора х и у  остается лишь один 
способ выбрать значение z . Таким образом, существует 3-21 = 6 способов составить 
последовательность (x,y,z)  с условием, чтобы значения переменных не повторялись. 




Пусть X  = {1,2,...,/и} -  отрезок натурального ряда, п(Х)  = т ,
Y = {alfa2,...,an} -  какое-либо множество, п(У) = п .
Определение 3.1. Размещениями из п элементов по т элементов 
называют функциональные соответствия на множестве X  х  Y .
Пример 1
Х = {1,2,3,4,5}, Y = {a,b}-
Двустрочная матрица функционального соответствия на множестве X x Y  имеет 
1 2 3 4 5
вид , где У]>У2’Уг>У4’У5 е Y- Последовательность
U  У 2 у  г У4 Уь)
-  общий вид размещения из двух элементов по 5 элементов. Число та­
ких размещений обозначают символом А\ . В данном случае, согласно правилу умно­
жения, А2 =25=32. Запишем некоторые из размещений: (а,а,а,а,а), (а,а,а,а,Ь) , 
(a,a,a,b,a), (a,b,b,b,a),  (b,b,b,b,b) и т.п.
Пример 2
X  = {1,2}, Y = {a ,b ,c ,d ,e} . Общий вид двустрочной матрицы функционального
1
соответствия на множестве X x Y : , где у,, у2 е F . Последовательность
У г)
(У\>Уг) ~ общий вид размещений из пяти элементов по два элемента: А% =52=25. Неко­
торые из этих размещений: (а,а) ,  (а,Ь), (Ь,а), (а,с),  (Ь,с), (с,6), (&,</), (d , a ) , (</,&), 
(d,d), (c,rf) и т.п.
Как видно из примеров, размещения отличаются друг от друга либо 
элементами, либо порядком их расположения, либо тем и другим. При ре­
шении некоторых задач более удобным оказывается следующее определе­
ние размещений.
Определение 3.1'. Размещениями из п по т называют последова­
тельности, содержащие т элементов, взятых из множества, содержащего 
п элементов, и отличающиеся друг от друга порядком расположения эле­
ментов или самими элементами.
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Число размещений из п по т находят по формуле
а: = п\  (3.4)
Пусть X  = {1,2,...,/я}, п(Х) = т и Y = {а,,а2,...,а„}, л(У) = л-Если /и>и,то 
множество функциональных соответствий на (множество размеще­
ний из п по т ) содержит сюръективные соответствия, в которых каждый 
элемент из Y имеет не менее одного прообраза в X . Если т<п, то среди 
размещений имеются инъективные соответствия, в которых каждый эле­
мент множества Y имеет не более одного прообраза во множестве X . В 
инъективных соответствиях элементы множества Y повторяться не могут, 
иначе один элемент имел бы более одного прообраза. Инъективные раз­
мещения из п по т называют размещениями без повторений.
Определение 3.2. Размещениями без повторений из п элементов 
по т элементов называют инъективные функциональные соответствия на 
множестве X x Y .
Определение 3.2'. Размещениями без повторений из п по т назы­
вают последовательности, содержащие т элементов, взятых из множества, 
содержащего п элементов, и отличающиеся друг от друга порядком распо­
ложения элементов или самими элементами, причем никакие два элемента 
в любой из таких последовательностей не равны между собой.
Условием существования размещений без повторений является нера­
венство т<п.
Итак, из множества всех размещений из п по т при условии т<п  
можно выделить подмножество размещений без повторений.
Найдем число размещений без повторений. Имеем X  = {1,2,...,/и}, 
п(Х) = т , Y = {av a2,...,an} , n(Y) = n, т < п .
Двустрочная матрица функционального соответствия на множестве
f  \ 2 ... т )
у  у  у  , т е  y lt, y „ , . . . , y , , e r .//, S,2 — S,,l
X x Y  имеет вид
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Последовательность (yil,yii,.-,yL) -  общий вид размещения из п по
т.  Применим правило умножения для подсчета числа таких последова­
тельностей.
Существует п способов выбрать элемент ук, так как на это место 
можно поставить любой из элементов множества у . После выбора ун оста­
ется (л-1) способ выбрать элемент У,2. После выбора двух первых элемен­
тов имеется (л-2) возможности выбрать элемент yh, после выбора трех 
первых элементов остается (л-3) возможности выбрать уи и т.д. Если вы­
браны ( /и -1 )  первых элементов, то выбор У,т можно осуществить 
(п -(/и -1)) числом способов. Таким образом, существует
и (и-1) (и- 2 ) -... (и -(/и -1 )) последовательностей указанного вида. Но такие 
последовательности и есть размещения из и по т без повторений. Итак, 
имеем формулу
ДГ = л • (и -1) • (и -  2) •... • (и -  (/и -1 )) , (3 .5 )
где символ обозначает число размещений без повторений из и по т .
Поскольку множество размещений без повторений является под­
множеством всех возможных размещений из и по т ( т < п ) ,  справедливо 
неравенство А”<А" , причем равенство возможно лишь в случае и=/и=Т.
Пример
Сколько существует различных четырехзначных чисел, записанных цифрами 
1,2,3,4,5? Сколько среди них записаны разными цифрами?
Четырехзначное число имеет четыре разряда: X  = {1,2,3,4}. В каждый разряд 
может попасть любая из пяти цифр: Y = {1,2,3,4,5}. Если цифры в разрядах могут по­
вторяться, то запись числа есть размещение с повторением из 5 по 4. Число таких раз­
мещений = 54 = 625. Если повторение цифр запрещено, то имеем размещения без 
повторений: Af = 5-4-3-2 = 120.
Итак, существует 625 четырехзначных чисел, записанных цифрами 1,2,3,4,5, 
среди них 120 чисел, в записи которых цифры не повторяются.
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Формулу (3.5) удобно представлять с использованием факториалов. 
Напомним, что символ п \  читают "эн-факториал". Он обозначает 
произведение последовательных натуральных чисел от 1 до п :
л!= l-2-З-...-и (3.6)
Для удобства использования этого символа, договорились нуль- 
факториал и единицу-факториал считать равными 1:
0!=1, 1!=1. (3.7)
С использованием символа факториала формулу (3.5) можно перепи­
сать следующим образом:
<3-8>
В самом деле, если правую часть равенства (3.5) умножить и разде­
лить на (п - т ) \ , то получим формулу (3.8).
3.3. Перестановки
Определение 3.3. Перестановками из п элементов без повторений 
называют размещения без повторений из и по л.
Число всех перестановок без повторений из п элементов обозначают 
символом Рп. Из определения 3.3 и формул (3.7) и (3.8) получаем формулу 
вычисления Рп:
Р„ = (3.9)
Согласно определению 3.2, размещения без повторений есть инъек­
тивные функциональные соответствия на множестве X x Y . В случае пере­
становок п(Х)  = n(Y) = п . Следовательно, перестановки являются взаимно 
однозначными соответствиями на множестве X x Y . Переформулируем оп­
ределение 3.3, используя это замечание.
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Определение 3.4. Перестановками из п элементов без повторений 
называют взаимно однозначные соответствия на множестве X x Y y где 
.У = {1,2,...,л}, У = {а,,а2,...,а„}.
Полезным в приложениях является также следующая формулировка 
определения перестановок
Определение 3.4'. Перестановками из п элементов без повторений 
называют последовательности, составленные из элементов множества У, 
(n(Y) = л ), причем никакие два элемента в любой из таких последователь­
ностей не равны между собой.
Пример 1
Сколькими способами можно рассадить 10 гостей за прямоугольным столом? 
Сколькими способами можно рассадить гостей так, чтобы двое из них сидели рядом?
ствий есть число перестановок без повторений из 10 элементов. Следовательно, число 
способов рассадить гостей равно Pi0 = 10!= 3628800.
Если два гостя хотят сидеть рядом, то число распределяемых мест уменьшается, 
можно считать в данной ситуации, что два этих гостя занимают одно место, являясь 
при распределении мест "одним гостем". Число мест и гостей становится меньше на 
единицу. Число способов, которыми можно рассадить девять гостей по девяти местам, 
равно числу перестановок из девяти элементов: Р9 = 9!= 362880.
Пример 2
Требуется ответить на вопросы прим. 1, но при условии, что стол круглый (ри­
сунок).
Если стол круглый, то нет места "во главе стола". Куда бы ни сел первый гость, 
его место и будет началом отсчета остальных мест. Иначе говоря, после того как сел 
первый гость, остается распределить девять мест между девятью гостями.
На рисунке указаны номера мест, на ко­
торые рассаживаются гости. Место №1 -  это ме­
сто "во главе стола", все остальные места отсчи­
тываются от него.
Рассадить гостей за таким столом -  зна­
чит установить взаимно однозначное соответст­
вие между множеством X  = {1,2,3,4,5,6,7,8,9,10}
и множеством Y={ai,a2,ai,a4,a5,a6,al>at,a9,al0},
где У -  это список гостей. Число таких соответ-
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Число способов сделать это равно числу перестановок из девяти элементов: 
Р9 =91=362880.
Если при этом двоих гостей надо посадить рядом (см. рисунок), то останется 
лишь восемь мест для распределения. Число способов сделать это равно числу переста­
новок из восьми элементов: Pt =8!= 40320.
В перестановках элементы не повторяются. Однако во многих зада­
чах требуется уметь находить число последовательностей, одинаковых по 
составу элементов, но содержащих определенное число одинаковых эле­
ментов. Такие последовательности называют перестановками с повторе­
ниями.
Задача на нахождение числа перестановок с повторениями ставится 
следующим образом.
Пусть множество Y = (а,,я2, . . и з  элементов которого образуются 
последовательности, разбито да непересекающиеся классы Кх,К2,...,Кт по 
какому-либо отношению эквивалентности. Напомним, что отношение эк­
вивалентности -  это отношение сходства, "одинаковости” элементов по 
какому-то признаку (см. разд. 2). Будем считать элементы одного класса 
неразличимыми, равными.
Таким образом, Y = Kxv K 2 u ...kjK„, , причем если ap,aq е Кп то ap=aq.
Элементы одного класса будем обозначать одним символом а,:
Гость №1
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Определение 3.5. Перестановками с повторениями называют по­
следовательности, составленные из всех элементов множества Y, 
(n(Y) = и), разбитого на классы эквивалентности Кх,К2,...,Кт, 
n(Kx) = kx,n(K2) = k2,...,n(Km) = km, причем элементы, принадлежащие одному 
классу равны друг другу.
P(kx,k2,...,km) -  число всех перестановок, в которых элемент а, множе­
ства Y повторяется кх раз, а2 -  к2 раз ... и т. д., ат -  кт раз, 
кх +к2 +...+кт =п.
Найдем число таких перестановок.
Возьмем какую-либо последовательность Рх = (ах,а2,...,а„) элементов 
множества Y . Последовательность эта содержит кх элементов из класса Кх, 
к2-  из класса К2,...,кт -  из класса Кт. Переставляя между собой элементы 
класса Кх в данной последовательности, будем получать неотличимые друг 
от друга последовательности, поскольку неразличимы переставляемые эле­
менты. Всего таких одинаковых последовательностей можно составить кх!, 
так как именно столько существует перестановок из кх элементов. Далее в 
каждой полученной последовательности выполним перестановки элемен­
тов из класса К2. При этом каждая имеющаяся перестановка распадется на 
к2! перестановок. Всего получится кх\-к2\ неотличимых друг от друга пере­
становок. Продолжая этот процесс, получим класс неотличимых друг от 
друга перестановок, содержащий кх\-к2\-...-кт\ одинаковых последовательно­
стей. Назовем этот класс К(РХ).
Теперь возьмем последовательность Р2У не вошедшую в класс К(РХ),  
и, вновь переставляя неразличимые элементы, получим класс К(Р2) равных 
друг другу последовательностей и также содержащий kx\k2\-...-km\ переста­
новок.
Будем продолжать этот процесс, пока не исчерпаем всех перестано­
вок, которые можно образовать из элементов множества Y. Поскольку 
rt(Y) = п элементы множества Y можно переставить и! способами.
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Итак, имеем п\ последовательностей, разбитых на классы К{РХ),  
К(Р2) ,...,K{Ph) равных друг другу последовательностей, причем в каждый 
класс входит kx\-k2\-...-km\ перестановок. Различных перестановок столько,
п\сколько образовано классов, т.е.
к У-к I- к •
. Именно столько перестановок
с повторениями и можно получить из элементов множества Y . 
Учитывая равенство кх +к2 +...+кт = л, получаем формулу
ПК. и и л_ (К + к7+...+кт)\£,!А:2!..Л_! (3.10)
Пример 1
Имеем множество Y = {ax,a2,bx,b2}, разбитое на два класса Кх={ах,а2} и 
К2 = {bv b2} , причем ах = а2 = а , bx=b2=b. Составим из элементов множества Y все 
возможные перестановки.
Класс К(РХ) :
1 2 3 4^  
a a b ЪI
f \ 2 3 4^ '1 2 3 4" Г1 2 3 4' f l 2 3 4"
ка\ аг К К
9
<й 2 4 6,
9
a 2 Ъг К ’ U *2
Класс К(Р2) :
1 2 3 4' 
a b а Ъ,
r l 2 3 4^ f l 2 3 4" f l 2 3 41 ' 1 2 3 4^
Я К a2 Ь2,
9
<°2 К a \ Ь 2 , ’ U K « 2 j ’ <a 2 *2 «1
Класс К(Р3):
1 2 3 4' 
a b b a ,
f \ 2 3 4 W l  2 3
а, 6, b2 a2j \a2 Ъх b2 a2 j
1 2  3 4
’  U  b 2  К  a 2 J
1 2  3 4
a2 b2 б, ax
Класс K(P4) :
f l  2 3 44 
b a a b
"1 2 3 4' f l 2 3 4" f l 2 3 4" '1 2 3 4^
«2 Ъг, *U «2 a. 2^> ’ U a. «2




1 2  3 4 
b а Ъ а
2 3 4 > Г1 2 3 4" (1 2 3 4 ^ (1 2 3 4 41
«1 А *2 у
9




b b а а
( \  2 3 4
A A ai а:2 У
1 2 3 4'
vA A fl2 ai.
1 2  3 4
А  А «г у
1 2  3 4
v А А Л 2 у
Различные перестановки представлены шестью классами К(Р )^ , К(Р2) ,  К(Р3),  
К(Р4) , К(Р5), К(Р6) по 4 перестановки в каждом классе. Внутри классов перестановки
неразличимы. Это согласуется с формулой P(kuk2) = = ^Н2!^ =  ^’
Итак, из элементов множества Y = {а„а2,bv b2) , где а, = а2 = а , А = Ъ2 = 6 , мож­
но составить 6 различных перестановок.
Пример 2
Сколько различных семизначных кодов можно составить из знаков " | " и ес­
ли первый знак повторяется 3 раза, а второй -  4 раза?
Каждый код представляет собой последовательность из 7 элементов, причем 
элементы повторяются. В каждой последовательности 3 элемента одного вида и 4 эле­
мента другого вида. Следовательно, каждый код есть перестановка с повторениями.
7! 4'-5 -6-7Число таких перестановок Р(3,4) = -----= ------------ = 35.
3!-4! 4М-2-3
Ответ: можно сделать 35 различных кодов, удовлетворяющих заданным усло­
виям.
3.4. Сочетания
Перестановки и размещения были определены как последовательно­
сти элементов некоего множества Y . Перестановки, составленные из эле­
ментов этого множества, отличаются друг от друга только порядком рас­
положения элементов в последовательностях, размещения же как поряд­
ком элементов, так и самими элементами. Сочетания -  это такие наборы 
элементов множества Y , которые отличаются друг от друга только самими 
элементами, порядок расположения элементов в них не учитывается.
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В дальнейшем будем называть перестановки, размещения и сочета­
ния общим словом "расстановки".
Сочетания, так же как и расстановки других видов, могут содержать 
одинаковые элементы или не содержать. В зависимости от этого различа­
ют сочетания с повторениями или без повторений.
Определение 3.6. Сочетаниями без повторений из п по т называ­
ют подмножества множества Y , (n(Y) -п) ,  причем каждое подмножество 
содержит т элементов.
П римечание. Определение 3.6 является определением сочетаний без повто­
рений, поскольку множества не содержат одинаковых элементов.
Выведем формулу числа сочетаний без повторений.
Пусть имеем множество Y, n(Y) = n. Упорядочим каким-либо обра­
зом элементы множества Y, закрепив за каждым свое место. Например,
f 1 2 n'lобразуем последовательность , а,,а2,...,а„ еУ. Будем состав-
\ а\ а2 •" ап)
лять подмножества, содержащие т элементов.
Каждому из этих подмножеств соответствует п -мерный двоичный 
вектор значений характеристической функции этого подмножества. Оче­
видно, что если подмножество содержит т элементов, то такой вектор бу­
дет иметь т единиц и т - п  нулей. Например, если п — 5 и т =  3, то после­
довательность (1,0,1,1,0) определяет подмножество {а,,а3,а4}, последова­
тельность (1,0,1,0,1) -  {а,,а3,а5} и т.п.
Таким образом, между сочетаниями из п по т и множеством 
и-мерных двоичных векторов, содержащих т единиц и п - т  нулей, уста­
навливается взаимно однозначное соответствие: каждому сочетанию соот­
ветствует единственный вектор, и каждый вектор определяет единственное 
сочетание. Следовательно, сочетаний столько же, сколько векторов.
Но множество всех двоичных векторов, содержащих т единиц и 
п - т  нулей есть множество перестановок с повторениями, составленных 
из единиц и нулей, в которых единица повторяется т раз, а нуль - ( п - т )  
раз. Число таких перестановок в соответствии с формулой (3.10)
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Р(т,п-т) = С” = (т + (п-т))\ п\
т\(п-т)\ т\{п -т)\




Таблица чисел С"', полученная с использованием формулы (3.11), 
имеет треугольную форму (рис. 3.1) и называется треугольником Паскаля 
по имени математика Блеза Паскаля (1623 -  1662). Анализируя треуголь­
ник Паскаля, легко видеть основные свойства чисел С".
1 .св° = с ; = 1;
2* С\ = С„"' = п ;
3. С" = С"~т (в силу симметричности треугольника Паскаля);
4. с ;  = с £  (п > 2,т > 1, т < п - \ ) ;
5. С°п+С1+С2 п+...+С" =2".П п П П
Свойства 1 - 4  определяются непосредственно использованием фор­
мулы (3.11), свойство 5 доказывается методом математической индукции.
/ Чо
/ ч  -*0 '2/ С  с
/с? С]
/с°4 с\ с
/|0 г \ 2 
/  5 5
с° г 1 с2 с'-'б 6^ 6^ ^
С и ✓ч!




? С4 4  
С3 С54 с 3
3 у^»4 АбС6 U6 




7 7 '- '7  1 7 21 35
Рис. 3.1. Таблица чисел С"
А  % i \
1 3 I 3 1
/1  4 6 4  1 \
А  5 10 ; 10 5 1 \
1 6 15 2Ь 15 6 1
35 21 7 1
В силу свойства 4 треугольник Паскаля легко продолжить вниз на 
любое число шагов.
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Определение 3.7. Сочетаниями с повторениями из п по т называ­
ют наборы элементов множества Y , (n(Y) = п), каждый из которых содер­
жит т элементов, причем наборы отличаются друг от друга составом 
элементов, но порядок расположения элементов не учитывается, элементы 
в наборах могут повторяться.
Число сочетаний с повторениями из п по т обозначают С" .
Пример
Пусть Y = {ах,а2,аг,а4,а$} , (п=  5). Рассмотрим сочетания с повторениями по че­
тыре элемента ( т =4) и построим соответствующие им двоичные векторы. Поскольку 
порядок расположения элементов в сочетании не учитывается, то пусть первые коор­
динаты двоичного вектора соответствуют элементу ах, следующие -  а2 и далее до а5.
Между наборами координат, соответствующих разным элементам, ставим раздели­
тельную черту. Обратим особое внимание на то, что потребуется 4 черты, на единицу 
меньше числа элементов множества Y .
С, = (fl),
W  <h\ аэ| а*\
>
' а1 «3 а4 а5У
U  0 0 0 o j ^1111 0 0
ОО , v, = (1111 /0 /0 /0 /0 ).
Заменим все разделительные знаки нулями, а сами нули писать не будем. Полу­
чим v,= (1111/0/0/0/0) = (11110000).





















координат, соответст­ координат, соответст­
вующих а2 вующих аъ
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На рисунке поясняется смысл координат вектора v,, соответствующего сочета­
нию С, =(а„а„а1,а1).
Рассмотрим другие сочетания. 
С2 = (П|,Л|,Я|,я2) •
о, Oj Л} а4




111 1 о о о




U 2 0 Оо 1” 11 0 0 oj
с4— (ах,а3,а5,а5) :
<*2 а4 а,')1- аг **з «4 *51I1 0 1 0 2 J1И 0 1 0 nj
v2 = (111/1 /0 /0 /0) = (11101000);
v3 = (11 /11 /0 /0 /0) = (11011000);
v4 = (1/0/1/0/11) = (10010011) и т. п.
В каждом двоичном векторе содержится 4 единицы (по числу элементов в соче­
тании) и 4 нуля (по числу разделительных знаков между пятью элементами множества 
Y). Разделительными знаками являются нули. Они разделяют позиции, занимаемые ка­
ждым из пяти элементов множества Y . Разделительных знаков на единицу меньше, чем 
элементов множества Y . Любому сочетанию с повторениями из 5 по 4 соответствует 
один из таких двоичных векторов, составленных из 4 единиц и 5-1=4 нулей.
В свою очередь, любой вектор из 4 единиц и 4 нулей однозначно определяет со­
четание с повторением из 5 по 4. Расшифруем несколько таких векторов.
v, = (01100110) = (/11//11/) = (0/11/0/11/0),
> Q (^ 2 ’ ^ 2 5 ^ 4 ’ ^ 4 ) I
, Cj — (flj , , flj, Я5 ) .
Итак, число сочетаний с повторениями из 5 по 4 равно числу двоичных векто­
ров, содержащих 4 единицы и 4 нуля. Число же таких векторов равно числу перестано-
\  а2 «3 «4
*51 - а7 <h
«4
^0 11 0 11 o j l o 2 0 2 o j
Vj = (10100011) = (1/ 1/ / /11) = (1/ 1/ 0 / 0 / 11),
(а, а2 а4 а5
1 1 0 0 11
а, а2 а2 «5
1 1 0  0 2
V* =(00100111) = (//!//! 11) = (0/0/1/0/111),
' а ,  а 2 «3 «4
- h
*2 «3 Д4 Ob'
Оо
1 0 l l l j u 0 1 0 3 j
8! 1-2-3-4-5-6-7-8вок Р(4,4) = -----= -----------------------
4!-4! 1-2-3-4-1 2-3 4
ми из 5 элементов по 4 элемента.
= 5•7•2 = 70. Столько же сочетаний с повторения-
Обобщая результаты рассмотренного примера, можно сказать, что 
сочетаний с повторениями из п по т столько же, сколько двоичных век­
торов, составленных из т единиц и п -1 нулей. Но число таких векторов 
равно числу перестановок с повторениями Р (т ,п -1) (см. формулу (3.10)).
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Следовательно, С" = Р (т ,п -1) = т^+пт!*(л7—1)!
Пример
Три вора за день украли 25 сотовых телефонов. Сколькими способами они могут 
разделить добычу между собой?
Имена воров -  элементы множества Y , n(Y) = 3. Разделить 25 телефонов -  оз­
начает записать на каждом телефоне имя вора, т.е. составить сочетание с повторением 
из 3 элементов по 25 элементов.
^ = (25+3-1)!=^  = 2 5 ^ 2 7 =13.
3 25!-(3 — 1)! 25!-2! 25!-2
Ответ: существует 351 способ разделить 25 телефонов между тремя ворами.
На рис. 3.2 приведена схема определения вида расстановок и выбора 
формулы, которую удобно использовать при решении задач.
(3.12)
—  (ffl + /7 — 1)! 
я «!■(/»-1)! ‘
Вопросы и задания для самопроверки
1. Запишите формулу для вычисления п(АvB u C u D ) .
2. Сформулируйте правило произведения.
3. В ящике содержатся 25 одинаковых шаров с последовательными 
номерами. Сколько существует способов вынуть последовательно три ша­
ра: а) без возвращения, б) с возвращением?
4. Используя рис. 3.2, сформулируйте цепочку вопросов и ответов, 
приводящих к формулам:
а) 4Г - _ ± _ ;  б) С(„,И) = < ^ 2 ! ; ,)
{п-т) \  т \ ( п - 1)! кт\
г) Рп =п\.
5. Запишите треугольник Паскаля до п = 10.
6. Используя треугольник Паскаля, найдите С85, С95, С,70.
7. Сколькими способами можно распределить комнаты в трехкомнат­

























>53533 53X ОUВ 22 Л2 о 1


































Рассмотрим общее понятие алгебры и остановимся на наиболее часто ис­
пользуемых алгебраических структурах: группах, кольцах, решетках и булевых 
алгебрах.
4.1. Операции и алгебры
Под словом "алгебра", как правило, понимают раздел математики, изу­
чающий свойства разнообразных операций на различных множествах, напри­
мер, алгебра чисел, алгебра векторов, алгебра матриц и т.п. Однако это слово 
используется и для обозначения конкретных объектов -  алгебраических струк­
тур. Некоторые из таких структур рассмотрены в данном разделе.
Пусть Р -  какое-либо непустое множество, Рп = РхРх...*Р -  декартово 
произведение множества Р на себя, выполненное п раз.
Определение 4.1. Функциональное соответствие Р"—f-^ P  называют 
п-арной (п-местной) алгебраической операцией на Р .
Выше были даны определения унарной (одноместной) и бинарной (дву­
местной) операциям. Например, двуместными операциями на булеане <P(U)=2u 
являются операции пересечения и объединения множеств, унарной операцией -  
операция дополнения.
Наряду с унарными и бинарными операциями рассматривают также нуль- 
арные операции. Например, выделение "наименьшего" -  пустого и "наибольше­
го" -  универсального множеств в булеане суть нульарные операции. Операции, 
арность которых больше, чем 2, -  это трехместные, четырехместные, ..., 
п-местные операции, сопоставляющие последовательностям трех, четырех, ..., 
п элементов множества ? определенный элемент этого же множества.
Определение 4.2. Негустое множество Р с заданной последовательностью 
операций и указанием аэностей этих операций называют алгебраической 
структурой или алгеброй, При этом множество Р называют носителем ал­
гебры, последовательность операций на нем £ = {/ , / 2, -  сигнатурой алгеб­
ры, последовательность числа мест каждой операции N = {п},п2,...,пт} -  типом 
алгебры.
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Например, алгебра {2';,n,u, ,0,U) типа N = {2,2,1,0,0} -  это алгебра, носи­
телем которой является булеан 2й множества U, сигнатура Z = {n,u, ,0,t/} со­
стоит из пяти операций, при этом операции пересечения и объединения {n,u} 
являются бинарными, операция дополнения { } -  унарной, а пустое и универ­
сальное множества {0,U} представляют нульарные операции.
Различные алгебры могут отличаться друг от друга носителем, сигнату­
рой или типом. Кроме того, они могут отличаться системой аксиом алгебры, в 
которой записаны свойства операций сигнатуры. Основные свойства операций- 
это ассоциативность, коммутативность, дистрибутивность, свойство нуля, 
свойство единицы и т.д. (см. табл. 1.9, 1.14). Некоторая совокупность свойств 
операций составляет систему аксиом алгебры. Все остальные свойства являют­
ся следствиями из аксиом, т.е. теоремами, и требуют доказательства.
4.2. Понятие группы. Группа перестановок
Пусть имеется непустое множество G , в котором определена бинарная 
операция. Условно назовем эту операцию "умножением" и в случаях необхо­
димости будем обозначать "°".
Определение 4.3. Непустое множество G с одной бинарной операцией на­
зывают группой, если выполнены следующие условия (аксиомы группы):
1. Операция ассоциативна: (а ° Ь) о с = а о (Ь ° с ) .
2. Множество G содержит нейтральный элемент е : g ° e  = e ° g  = g .
3. Для каждого элемента g  множества G найдется обратный ему элемент 
g~l - g°g~' =g~'°g  = e.
Примечание. Во множестве G может быть определено несколько операций. Выбрав 
из них какую-то одну, удовлетворяющую групповым аксиомам и отбросив остальные, полу­
чаем группу по выбранной операции. Например, множество всех целых чисел Z является 
группой по сложению: {Z,+}. Нейтральный элемент этой группы -  число 0. В то же время 
{Z,x} не является группой по умножению, поскольку для многих целых чисел обратные им
числа не целые. Например, числом, обратным для 2, является 2-1 = —, так как 2 x ^  = 1. Од-
нако 2 е Z, — g Z .
2
Множество всех рациональных чисел Q является группой по сложению {£?,+}, а если 
удалить из него нуль, то Q становится группой по умножению {Q,*}.
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Рассмотрим группу, которую называют группой подстановок. Прежде 
всего, определим понятие подстановки.
Определение 4.4. Подстановкой множества X  называют взаимно одно­
значное соответствие на множестве X 2.
Будем рассматривать только конечные множества X. Такие множества 
можно считать отрезком числового ряда X  = {1,2,...,л}. Число всех подстановок 
множества X  = {1,2,...,л} равно числу перестановок из л элементов: Р„ = л! (см. 
подразд. 3.3).
Пусть <Рп={Ур/2, -  множество всех подстановок множества 
X  = {1,2,...,л}. Определим на множестве <Рп бинарную операцию -  умножение 
подстановок.
Определение 4.5. Произведением подстановок /  ° f t ( / , / ,  е <Р„) называют 
композицию этих подстановок.
Рассмотрим все подстановки множества X  = {1,2,3}, представляя их матри­
цами и графами:








<1 2 3> 0^ 1 (Г









"1 2 3N 
,3 2 1
г0 0 1
Л = 0 1 0
0 0
/ 5 =
'1 2 Зл 
3 1 2 / 5 = О 1 о,
Чтобы перемножить две подстановки, надо перемножить их матрицы. 
Например,
0 0" ч 0 0" '1 0 0"
0 0 1 • 0 0 1 = 0 1 0 — / о  >
,0 1 0 , 1 0 , 0 к
ч 0 (Г " 0 1 0^ "0 1 0^
/ • л » 0 0 1 • 1 0 0
= 0 0 1 = / з ;
, 0 1 0 , , 0 0 к 0 0 ,
"0 1 1 0 0 ' "0 0 г
/ 2 ° / ;  = 1 0 0 • 0 0 1 = 1 0 0 = / 5 .
,0 0 к , 0 1 0 , , 0 1
Поскольку умножение матриц не является коммутативным, умножение 
подстановок также не коммутативно, например, f ^ f 2*
Тождественная подстановка имеет единичную матрицу, поэтому умноже­
ние любой подстановки f t на тождественную не меняет f t, т.е. / 0 играет в ум­
ножении подстановок роль единицы.
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Композиции подстановок можно также находить с помощью двустроч­
ных матриц:
'1 3" Г1 2 3" 2 3"Г1 2 3>1 2 Г1
0





2 1 3 )
'1 2 3' 
1 3 2 ;
1 2 3 1 2 3
ч2 3 1.
' 1 2  3 
3 1 2
= /3;




л - л - f 1 2 3Ы '  2 3) = 2  . зJ1 Jx 2 1 3 И  2)
3 1 2 ,ч У
Если /о, то /  и / у называют взаимно обратными подстановками,
аналогично тому, как числа, дающие при умножении друг на друга единицу, 
называют взаимно обратными числами. Подстановку, обратную f t, обозначают
f ~x. Например, f x = , т.е. у; является обратной самой себе.
Покажем, как можно найти обратную подстановку с помощью двустроч­
ных матриц. Найдем, к примеру, / 2"‘. Пусть двустрочная матрица искомой под­
становки имеет вид / 21 = 
/ 2 “ /г " ' =  /о  > следовательно,
/ 2° /24 =f
1 2 Зч
х  у  Z
. По определению обратной подстановки




о = 2 1 3 =
<1з, ч I {у X 2 з,кУ X
у = l,x = 2,z = 3,
1 2 3
= / 2.2 1 3,
Выполним проверку, перемножив матрицы прямого и обратного соответ-
=  / о -
"0 1 0' "0 1 0" '1 0 0"
ствий: / 2о/ 2 = 1 0 0 • 1 0 0 — 0 1 0
,0 0 к <0 0 к ,0 0 1,
Найдем /з ' — (\ 2 3"
X у  Z
'1 2 3"|
ГХ 2 3^ '1 2 3" '1 2 3" ( \  2 3) г\ 2 3"О — 2 3 1 = = /о =
,2 3 1, у ч \У 2 Ч
J и ,1 2 3,
.^У z xj
=>у = l,z = 2,x = 3,
/з"' = 3 1 2 = / 5
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Выполним проверку:
'0 1 0" "0 0 г Г1 0 0"
/з ° / 5 = 0 0 1 • 1 0 0 = 0 1 0
, 1 0 0 , ,0 1 0 , ,0 0 к
Сделаем выводы, обобщив результаты примера.
1. Множество всех подстановок <Р„ содержит п\ элементов.
2. Произведение любых двух подстановок из <Р„ есть подстановка из <Рп.
3. Во множестве <Р„ имеется тождественная подстановка / 0, для которой 
выполняется равенство: / 0 ° /  = f, о / 0 = / ,  (f. g <Р„).
4. Для каждой подстановки f i найдется обратная ей подстановка f ~l , для 
которой выполняются равенства ° f. = f. = f 0.
5. При n > 3 умножение подстановок не является коммутативным.
Множество (Рп с определенной в нем операцией умножения называется 
симметрической группой.
Название "симметрическая группа" обусловлено тем, что подстановки 
можно интерпретировать как преобразования симметрии геометрических тел. 
Например, <2$ можно рассматривать как самосовмещения правильного тре­
угольника (рис. 4.1).
В качестве примера использования группы самосовмещений треугольни­
ка приведем алгоритм игры "Ханойская башня". Игра эта придумана француз­
ским математиком Эдуардом Люка в 1883 г. и основана на легенде о большой 
башне Брамы. Согласно легенде, Всевышний создал пирамиду из 64 золотых 
дисков, нанизанных в порядке их уменьшения на первый из трех шпилей, и по­
велел, чтобы жрецы переместили все диски на третий шпиль. Переносить мож­
но только по одному диску. Нельзя помещать больший диск на меньший. Как 
только все диски будут перенесены на третий шпиль, башня рассыплется и на­
ступит конец света1.





1 , f\ 2 3"
/г —,2 1 3,
Зеркальное отражение от оси /, Зеркальное отражение от оси /3
Поворот против часовой




Поворот по часовой 
2 лстрелке на угол —  
вокруг центра симметрии
Рис. 4.1. Группа самосовмещений правильного треугольника
Решение этой задачи приведено в табл. 4.1 и на рис. 4.2. Таблица содер­
жит всю группу симметрии правильного треугольника, а также обратные под­
становки для каждого элемента группы. На рис. 4.1 показано решение задачи 










перестановка f ~ x
/  «(* 2 31 Л [l 2 3) Г - Л - С  > ; ) / ,=
'\ 2 3^1
,2 3 lj
1 2 З4!г 1 = /■ =Л (3 1 2,





f J l 2 3) 
Л U  1 3) Я ш' ‘ш[г ! з) / , =
f\ 2 3~\ 
,3 1 2) Г 1- / «Г* 2 3'h h [2 3 1,
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а□  И  И
/7 = 1.
Определяем операцию Кх:
К\ = "переложить диск с первого шпиля на третий"
И  И  И
б п = 2
□  0  0  f 'K' ^  ~ 0 ~ 0  Ш  0  0 “ 0 "
1 1 4 -  I I _=L
л / г ' а д -«• 0 0 0  л а д / А / ; 1 ^ 0  0  0
Определяем операцию : А^2 = "переложить 2 диска с первого шпиля на третий".
к2 =
в /7 = 3
0  0  0  ТтГ0 0  Л ^ - [ 7 |  0 ^
I I A  | | А
^  0  0  0  4Q ] | j j  [ j ]
Определяем операцию К3: К3= "переложить 3 диска с первого шпиля на третий".
к 3 = f ,K j ; 'K j2K2f; '
Рис. 4.2. Алгоритм решения задачи о ханойской башне
Продолжая процедуру, указанную последовательностью рисунков для 
п = 4,5,..., получим общую формулу
Kn = f xKn_xf,KJ2Kn.J2, (4.1)
где f x =yj“’, /2 =/г -  подстановки группы самосовмещений треугольника 
(см. табл. 4.1), операция Кх :КХ= "переложить диск с первого шпиля на третий", 
операция КпА: Кп_} = "переложить ( п -1) диск с первого шпиля на третий".
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Обратим внимание на то, что группа самосовмещений треугольника рас­
падается на два класса: Fx = { / о , / , / 2 , / 4 } и F2 = { / 0 , / j , / 5} .  Класс Fx соответствует 
преобразованиям осевой симметрии, F2 -  преобразованиям центральной сим­
метрии.
Дадим определение подгруппы и проверим, являются ли классы Fx и F2 
подгруппами группы самосовмещений треугольника <Р$.
Определение 4.6. Пусть {G,°} и {G,,°} являются группами. Если при этом 
G, с  G , то {G,,o} называют подгруппой группы {G,°}.
Найдем произведение f x° f 2:
3"
(\ 2 3^
Г1 2 3^ '1 2 2 3N— 1 3 2 =
,1 з 2, ,2 1 з,
,2 3 К
,2 з К
Класс Fx = {/0,yj,/2,/4} не замкнут относительно умножения преобразова­
ний и, следовательно, не является подгруппой группы
4.3. Модульные кольца. Алгебра Жегалкина
Пусть имеем непустое множество К , в котором определены две бинарные 
операции. Условно назовем эти операции "сложением" и "умножением" и бу­
дем обозначать "+" и
Определение 4.7. Непустое множество К с двумя бинарными операциями 
+ и ° называют кольцом, если выполнены следующие условия (аксиомы кольца):
1. {£,+} является группой.
2. Группа {АГ,+> коммутативна, т.е а+b = b+а, a,bzK.
3. Операция умножения дистрибутивна слева и справа относительно сло­
жения: а°(Ь + с) = а°Ь + сюс и (Ь + с)°а = Ьоа + соа, (а,Ь,сеК).
Примерами колец являются {Z,+,x} -  множество целых чисел с операция­
ми сложения и умножения, {А„,+,х}~ множество квадратных матриц, порядка п 
с теми же операциями и пр.
Рассмотрим конечные кольца, так называемые кольца вычетов или мо­
дульные кольца.
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Определение 4.8. Пусть т -  какое-либо натуральное число. Целые числа 
а и b сравнимы по модулю т, если при делении на т они дают одинаковый 
остаток.
Выбор модуля т разбивает множество всех целых чисел на классы чисел, 
сравнимых друг с другом по выбранному модулю. Например, если т = 2, то все 
множество Z разбивается на класс четных чисел, имеющих при делении на 2 
остаток 0 и класс нечетных чисел с остатком 1: Z = {2п } и { 2п+\) ,  n e Z .  Если 
т - 3, то Z разбивается на три класса: класс чисел, дающих при делении на 3 
остаток 0, чисел, дающих остаток 1, и чисел, дающих остаток 2: 
Z = {3w}u{3w + l}u{3/i + 2}, n e Z  и т.п.
Выберем какой-либо модуль т . Множество целых чисел Z распадется на 
т классов. Из каждого класса выберем по одному элементу. Получим множе­
ство * , содержащее т элементов не сравнимых между собой по модулю т . 
Определив должным образом во множестве *  операции сложения и умноже­
ния, получим кольцо по модулю т : {*,0,®}.
Запишем несколько таких колец.
Кольцо по модулю 2 (табл. 4.2 и 4.3).
*  = {0,1}.
Таблица 4.2 Таблица 4.3







Кольцо по модулю 3 (табл.4.4 и 4.5).
*  = {0,1,2}.
Таблица 4.4 Таблица 4.5
Кольцевая сумма по модулю 3 Кольцевое произведение по модулю 3
0 0 1 2
0 0 1 2
1 1 2 0
2 2 0 1
0 1 2
0 0 0 0
1 0 1 2
2 0 2 1
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Кольцо по модулю 4 (табл. 4.6 и 4.7).
К  = {0,1,2,3}.
Таблица 4.6 Таблица 4.7
Кольцевая сумма по модулю 4 Кольцевое произведение по модулю 4
ф 0 1 2 3
0 0 1 2 3
1 1 2 3 0
2 2 3 0 1
3 3 0 1 2
® 0 1 2 3
0 0 0 0 0
1 0 1 2 3
2 0 2 0 2
3 0 3 2 1
Кольцо по модулю 5 (табл. 4.8 и 4.9).
*  = {0,1,2,3,4}.
Таблица 4.8 Таблица 4.9
Кольцевая сумма по модулю 5 Кольцевое произведение по модулю 5
0 0 1 2 3 4
0 0 1 2 3 4
1 1 2 3 4 0
2 2 3 4 0 1
3 3 4 0 1 2
4 4 0 1 2 3
0 1 2 3 4
0 0 0 0 0 0
1 0 1 2 3 4
2 0 2 4 1 3
3 0 3 1 4 2
4 0 4 3 2 1
Поясним смысл кольцевых сумм и произведений.
Сложение. Смысл операции сложения а+b во множестве целых чисел 
состоит в сдвиге от точки а по числовой оси вправо (Ь > 0) или влево ф < 0) на 
Ь единиц. В модульном кольце смысл а+Ь заключается в сдвиге на Ь единиц 
по окружности (кольцу) от точки а по часовой стрелке (рис. 4.3).
Во множестве Z :
2+4 =>от точки 2 отсчитать вправо 
4 шага 2+4=6
5  кольце по модулю 5:
2+4 => от точки 2 
„1 отсчитать по часовой 
стрелке 4 шага
-1 0 1 2  3 4 5  6 7
Рис. 4.3. Смысл операции сложения во множестве целых чисел Z и в кольце
по модулю 5
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Умножение. Операция умножения а-Ъ во множестве целых чисел 
Z представляет собой сдвиг от точки 0 на а шагов, причем каждый шаг содер­
жит Ъ единиц. Направление движения (вправо или влево) определяется знаками 
множителей. Аналогичный сдвиг происходит и в кольцах, но он выполняется 
по окружности по часовой стрелке. Отметим, что результат а-Ь будет тем же 
самым, если выполнить сдвиг на Ъ шагов по я единиц в каждом шаге, что обу­
словливает равенство: а-Ъ = Ъ а (коммутативность умножения) как во множест­
ве целых чисел, так и в модульных кольцах.
Таким образом, каждое из модульных колец содержит коммутативную 
группу по сложению {АГ,Ф}. Нейтральный элемент по сложению во всех груп­
пах -  нуль. Легко проверить, что сложение в модульных кольцах коммутативно 
и ассоциативно. Для каждого числа любой из групп определен нейтральный 
элемент операции сложения -  противоположное число: 6® (-6) = 0. Это означа­
ет, что в группах {АГ,®} определено вычитание: а-Ь = се К, при условии: 
a,be К. В самом деле, -b e  К и а-Ь = аФ(-Ь)еК.
Для того чтобы попасть в точку Ъ, надо пройти по кольцу от 0 по часо­
вой стрелке Ъ шагов; а чтобы попасть в точку ( - Ъ), надо двигаться от 0 против 
часовой стрелки. Смысл разности а-Ь заключается в сдвиге по окружности 
(кольцу) на Ь единиц от точки а против часовой стрелки.
В качестве примера рассмотрим таблицу вычитания в кольце по модулю 3 
(табл.4.10).
Таблица 4.10
Кольцевая разность по модулю 3
— 0 1 2
0 0 2 1
1 1 0 2
2 2 1 0
Рассмотрим свойства операции умножения в модульных кольцах. Прежде 
всего отметим, что нейтральным элементом по умножению является 1. Умно­
жение на нуль дает нуль. Симметрия таблиц умножения относительно главной 
диагонали говорит о коммутативности умножения. Можно проверить, что ум­
ножение ассоциативно. В кольцах по модулю 2, 3 и 5 каждый элемент, кроме 
нуля, имеет обратный: а ® я -1 =1 (а,а"1 е АГ). В этих кольцах разрешимо уравне­
ние я®х = Ъ (а,ЬеК, я*0).
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В самом деле, а ® х  = Ь =>a"'®a®x = a~'®6=>x = a~'®&. По-другому это 
решение можно записать так: х = Ь :а (аф 0), где -  кольцевое деление.
В качестве примера заполним таблицу деления в кольце по модулю 5 
(табл.4.11). Частное Ь: а находим по таблице умножения, как решение уравне­
ния а®х = 6(см. табл. 4.9). Например, 1:2 = х о 2 ® х  = 1=>х = 3 или 
2:4 = х<=>4®х = 2=>х = 3 И т.д.
Таблица 4.11
Кольцевое деление по модулю 5
0 1 2 3 4
0 - 0 0 0 0
1 - 1 3 2 4
2 - 2 1 4 3
3 - 3 4 1 2
4 - 4 2 3 1
Обратим внимание на то, что деление в кольце по модулю 4 выполнимо 
не всегда. Анализируя табл. 4.7, видим, что уравнения 2®х = 1 и 2®х = 3 не 
имеют решения.
Рассмотрим самое "маленькое" из модульных колец -  кольцо по модулю 
2: {{0,1},®,®}. В кольце выполнимы операции вычитания и деления, кроме деле­
ния на 0. Запишем таблицы этих операций (табл.4.12 и 4.13), используя табл. 
4.2 и 4.3.
Таблица 4.12 Таблица 4.13







Как видно из табл. 4.2 и 4.12, в кольце {{0,1},®,®} сложение и вычитание 
дают один и тот же результат: а@Ъ = а - Ь ,  a , b e {0,1}. Это означает, что каждый 
элемент множества {0,1} является противоположным самому себе: 
а®а = а -а  = 0, (ае{0,1}).
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Кольцо {{0,1},Ф,®} называют алгеброй Жегалкина1. Алгебра Жегалкина 
широко используется при проектировании систем управления, создании про­
граммной продукции и пр. (разд. 5).
В алгебре {{0,1},®,®} разрешимы степенные уравнения и системы уравне­
ний. Пусть имеем уравнение л-й степени в общем виде (с целью сокращения 
записей знаки умножения опущены):
апхп Ф апАхпА Ф ...Ф а,х Ф а0 = 0.
Прежде всего, отметим, что умножение в данном кольце идемпотентно 
(см. табл. 1.9 и 1.14): х® х = х2 = х , из чего следует равенство х" =х. Учитывая 
это и используя свойство дистрибутивности кольцевого умножения относи­
тельно сложения, перепишем уравнение в следующем виде:
(апФап_, Ф...Фа|)хФа0 =0.
Переносим а0 вправо и, учитывая, что в данном кольце а0 = -а0, запишем:
(an®a„_i®...®ai)x = a0.
Если алФап_,Ф...Фа, =0, то уравнение не имеет решений (на нуль делить 
нельзя, даже в таком кольце). Если же ап Фа„_, Ф...Фа, =1, то х = а0.
Системы уравнений в кольце {{0,1} ,Ф,®} можно решать любым методом, 
изучаемым в общем курсе линейной алгебры, например, по формулам Крамера, 
методом Гаусса, с помощью обратной матрицы и пр. Надо лишь учитывать 
правила выполнения и свойства операций в данной алгебре. Рассмотрим при­












=  0 
=  1 
= 0 
=  0 
=  1
, Ф х2 Ф X, Ф х4 Фх5 Ф х6 Ф х7 Ф х8 = 0
Систему решаем методом Гаусса, выполняя последовательно следующие действия:
1. Вычитаем первую строку из всех остальных строк:



















2. Вычитаем вторую строку из 4,6 и 8-й строк:
х3 Фх4
х3 Фх7
х3 Ф х4 Фх5 Ф х6 Ф х7 Ф х8
3. Вычитаем третью строку из 4, 7 и 8-й строк:
= 1 
= 0 








х4 Фх5 Фх6 Фх7 Фх8













Пусть # = { A , f AVf A2,...,fAm) и <B={B,fBl, f B2,...,fBm) -  две алгебры одного типа. 
На множестве Ах В имеется функциональное соответствие / :  А— сохра­
няющее операции. Требование сохранения операций можно пояснить следую­
щей схемой (рис. 4.4).
Схема показывает, что в алгебре Я результатом операции над х, 
является элемент ауе а , в  алгебре (В 
результатом операции f Bk над у, является 
элемент bj. е В . Образом элемента х, в 
функциональном соответствии /  :А ^-^В  
является элемент у , , а образом элемента 
а, -  элемент bs.
Записать требование сохранения 
операций / Лк еЯ и / Вке(В функциональ­
ным соответствием / :  A f >В можно
следующим образом:
/(/<*(*,)) = Л* O'/)» (4-2)
где у, = f { x , ) , или более кратко:
(4-3>
где знаком обозначена композиция соответствий.
Определение 4.9. Функциональное соответствие / :  А— где А и В 
носители алгебр Я={А,/ЛХ, /А2,...,/Ат) и ©={Я,/й1, /й2,...,/5т} одного типа с сигнату­
рами ЪА и Хв, называют гомоморфизмом из А в В, если выполняется равен­
ство / ° / л к  -  / в к °  f  i/ л к  е  ^ Л>/вк  е  ^ в ) ‘




Рис. 4.4. Схема установления 
морфизма между алгебрами
{A, f м, f А2,..., f Ат) И {B,fBX, fB1,...,fBm)
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Пример
Пусть U3 = {a,b,c} ( n(U2) = 3) -  универсальное множество и В -  {0,1}.
Булеан 2и -  {0,{а},{Ь},{а,Ь},{с},{а,с},{Ь,с}{а,Ь,с}} является носителем алгебры 
Я= {2U,о ,и , , 0 ,U 3} , множество Б = {0,1} -  носителем алгебры ®={2?,a,v, ,0,1}, где a,v, 
есть операции логического умножения, логического сложения и дополнения соответственно. 
Напомним, что операции a ,v , определяются таблицами (см. подразд. 1.4):














1. На множестве Вх 2й зададим функциональное соответствие с помощью графа:
0 1 В
Проверим, что такое соответствие является гомоморфизмом из В в А . Для проверки 
составим таблицу операций обеих алгебр:
Ъ - > Лх, Ь2—{-^>а2
<В={В,A,V, ,0,1} Я={Л,п,и, ,0 , и з}
Ъ2 bx A Ь2
!
bxv b 2 Ь2 А А2 АхпА 2 AxkjA2 А А
0 0 0 0 1 1 0 0 0 0 и з и з
0 1 0 1 1 0 0 и з 0 и з и з 0
1 0 0 1 0 1 U3 0 0 и з 0 и з
1 1 1 1 0 0 и з и з и з 0 0
Как видно из таблицы, если Л,,Л2 е 2и являются образами элементов bv b2 e В соот­
ветственно, то А, п  Л2 есть образ элемента Ь, л b2, Ах и  А2 -  образ элемента 6, v Ъ2, Ах -  об­
раз элемента 6, и А2 -  образ элемента Ь2 .
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Функциональное соответствие /  в данном случае является инъективным, поскольку
каждый элемент множества 2f/ имеет не более одного прообраза во множестве В . Такой го­
моморфизм называют мономорфизмом.
2. Рассмотрим гомоморфизм из множества
В3 = {(000),(00I),(01Q),(011),(10CI),(101),(110),0 11)} 
во множество 2и . В3 является носителем алгебры <В={В3,a ,v , ,0,1}, где
0 = (000), 1 = (111), 
х, a Xj =(m in(c1(,x l7) ,m in ^ ),jc2y) ,m in ^ (, ^ ) } ,
X, v x y =(max(xl/,x l/),max(x2(,x2>),max(x3/,x3y)} ,
X, =  ( l - x 1(, l - x 2/, l - x 3(} ,
xki,xkJ s B  = {0,1}, / ,j , к = 1,2,3.
Функциональное соответствие /  на В3 х 2и задано графом:
Хо XI  Х 2 Хз  Х 4 Х$ Хб Ху  В3
(000) (001) (010) (011) (100) (101) (110) (111)
1» < > 4 > < 1 4 4 4 1
у  у Г 1Г  У Г  1 Г 1Г 1Г 1г• •  •  1» •  1 > 4 > 4 >
0  {с} {6} {Ь,с} {а} {а,с) {а,Ь} { a ,  ft, с}
4/ i42 А4з Л4 /.и  А 7
В данном случае /  является взаимно однозначным, поскольку каждый элемент мно­
жества 2и имеет единственный прообраз во множестве В3.
Легко видеть, что если х, = (х,,,х2„х3/) < f >Д и ху = (х1у,х2у,хзу) < f  > Aj , то
X/ л ху = (min(x„, х, у), min(x2,, x2j), min(x3,, ху )} < f  > Ai n  A j ;
Xj v Xj = (max(x,(, x, y), max(x2,, x2y), max(x3/, x3y)} <-^—> А ,и А /,
X, = ( l -x ,j , l -x 2j ,l - x 3/} 4-J-+A, .













Гомоморфизм, в котором /  является взаимно однозначным соответствием, называют 
и з о м о р ф и з м о м .
3. Рассмотрим гомоморфизм из множества В4 во множество 2й . В* -  это множество 
четырехмерных двоичных векторов. Оно содержит 24=16 элементов, поэтому между множе­
ствами В* и 2и возможно установить сюрьективное функциональное соответствие, в кото­
ром каждый элемент 2и имеет не менее одного прообраза.
Пример одного из возможных сюръекгивных соответствий на В4 х 2и задан графом:
Хо Х 2 х 4 х 6 Х$ Х м  Х ]2 Х 14
(0000) (0010) (0100) (0110) (1000) (1010) (1100) (1110)
XI
(0001)
Можно проверить, что сюрьективное соответствие /  на графе -  гомоморфизм, по­
скольку результат любой операции из алгебры {В4,a,v , ,0,1} является прообразом результа­
та соответствующей операции в {2(/,о,и, ,0,£/3}.
Гомоморфизм, в котором /  является сюръективным функциональным соответствием, 
называют э п и о м о р ф и з м о м .
В примере рассмотрены различные гомоморфизмы алгебр (5",a,v, ,0,1} и 
{2y,n,u, ,0,£/}. Во многих разделах алгебры понятие изоморфизма является од­
ним из центральных понятий. Дадим определение изоморфизма в общем виде.
Определение 4.10. Гомоморфизм / :А -£■■>в, где А и В -  носители gn- 
гебр A={A,fM, fA2,...JAJ  и ®={Б,/*„/в2,...,/«„,} одного типа с сигнатурами 2, и 
Ев, называют изоморфизмом, если /  -  взаимно однозначное соответствие 
между носителями А и В .
Изоморфизм алгебр отмечается символом Л
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Поскольку соответствие /'■, обратное соответствию / ,  также является 
изоморфизмом, то из Я ~<В следует <8 ~ X  т.е. отношение изоморфизма является 
симметричным отношением на множестве алгебр. Кроме того, оно является 
рефлексивным и транзитивным, что следует из свойств взаимно однозначных 
соответствий, а следовательно, изоморфизм является отношением эквивалент­
ности и разбивает все множество алгебр на классы изоморфных друг другу ал­
гебр. При изучении свойств какой-либо алгебры из класса изоморфных алгебр 
можно переносить эти свойства на все алгебры данного класса эквивалентно­
сти.
Определение 4.11. Пусть Р -  какое-либо непустое множество, на котором 
задано отношение частичного порядка "<" и через это отношение определены 
две бинарные операции: алЬ  = тт(а,Ь) и a v b  = max(a,b), (a ,b<= Р ) . Если опера­
ции л и v обладают свойствами
то алгебру { P ,a ,v } типа {2,2} называют решеткой.
Примером решетки является {<P(U),n,<j}, где <P(U) -  булеан любого непус­
того множества с операциями пересечения п , объединения и  и отношением 
включения с .
В любой решетке выполняется правило, которое имеет название принцип 
двойственности.
Принцип двойственности в реш етке. Пусть ф — некоторое ут­
верждение о произвольной решетке {P,a,v}. Если в этом утверждении заме­
нить всюду л на V ,  v  на а  и < -  на >, то полученное утверждение называют 
двойственным утверждению ф, причем если ф -  истинное утверждение, то 
двойственное утверждение также будет истинным.
4.5. Решетки и булевы алгебры
(1 )  а л а  =  а ,
(2 )  а л Ь  =  Ь л а ,
( 3 )  ( а л Ь ) а с  =  а л ( Ь а с ) ,
(4) aA(av6) = a,
(1') =
(2') a v b  = b v a ,
(3') ( a v 6 )v c  = a v ( 6 v c ) ,
(4') av(flA 6) = a ,
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Например, из истинности утверждения А с  А и  В для любых множеств А 
и В следует истинность двойственного утверждения А ^ А п В .
Если решеточные операции обладают свойствами дистрибутивности (см. 
табл. 1.9 и 1.14), то решетку называют дистрибутивной решеткой.
Пусть дистрибутивная решетка {P,a,v} содержит наименьший элемент (0) 
и наибольший элемент (1). Это означает, что для любого элемента a s Р выпол­
няются неравенства 0 < д < 1. Элемент b e  Р называют дополнением элемента 
а е Р , если алЬ = 0 и avb = 1. Дополнение а обозначают а'.
Алгебру { P ,a ,v ,0 ,1 ,'}  типа { 2 ,2 ,0,0,1} называют булевой алгеброй, если каж­
дый элемент множества Р имеет дополнение. Примером булевой алгебры явля­
ется алгебра {<P(U),r\,yj, , 0 ,U  }, подробно рассмотренная в разд. 1. Если n(U) = и, 
то алгебра {<P(U), n,u, ,0 , U }, как было показано выше, изоморфна алгебре 
{ 5 " , a ,v , ,0,1}. Следовательно, { £ \ a ,v , ,0,1} также является булевой алгеброй.
Справедливы утверждения:
Утверждение 1. Две булевы алгебры изоморфны (по отношению к опе­
рациям этих алгебр) в том и только том случае, если они имеют одно и то же 
число элементов.
Утверждение 2. Всякая булева алгебра изоморфна алгебре {<P(U),r\(j,0,U, }.
Утверждение 3. В булевой алгебре справедлив принцип двойственности.
Принцип двойственности в булевой алгебре. Пусть ф -н ек о ­
торое утверждение о произвольной булевой алгебре { P ,a ,v ,0 ,1 /} .  Если в этом 
утверждении заменить всюду а  на v, v на а , < на > и знаки переменных на 
знаки их дополнений, убрав при этом имевшиеся знаки дополнений, то получен­
ное утверждение называют двойственным утверждению ф, причем если ф -  
истинное утверждение, то двойственное утверждение также будет истин­
ным.
Например, из истинности утверждения А с А и В  для любых множеств А 
и В следует истинность двойственного утверждения А з А п В .
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Вопросы и задания для самопроверки
1. Дайте определение алгебраической структуры.
2. Перечислите свойства алгебраических операций и дайте определение 
каждому свойству. Какими из этих свойств обладают операции сложения, ум­
ножения, возведения в степень во множестве натуральных чисел?
3. Запишите группу подстановок из 4 элементов.
4. Запишите группу самосовмещений квадрата. Какие подстановки из 4 
элементов не вошли в группу самосовмещений квадрата? Почему они не вошли?
5. Запишите таблицу квадратов элементов в кольце по модулю 5.
6. В каких модульных кольцах умножение является идемпотентным?
7. Постройте гомоморфизм из множества целых чисел в кольцо по моду­
лю 5. Определяет ли обратное соответствие гомоморфизм из модульного коль­
ца во множество целых чисел? Ответ обоснуйте.
8. Дайте определения решетки и булевой алгебры.
9. Сформулируйте принцип двойственности в решетке и в булевой алгебре.
10. Для каждого утверждения относительно пересечения множеств в 
табл. 1.9 сформулируйте двойственное утверждение. Исчерпывают ли двойст­
венные утверждения набор свойств объединения, записанный в табл. 1.9?
97
5. БУЛЕВЫ ФУНКЦИИ
5.1. Определение и способы задания булевых функций
Теория булевых функций является математическим фундаментом 
микросхемотехники, широко применяется в информатике и других облас­
тях знания, связанных с вычислительной техникой. Аппарат булевых 
функций -  основа проектирования систем управления.
Введем понятие булевой функции.
Определение 5.1. Булевой функцией y—f{x\, дс2, ..., х„) от п аргумен­
тов называют функциональное соответствие на множестве В"у.В.
Другими словами, булева функция от п аргументов -  это переменная 
у,  которая на каждом «-мерном двоичном векторе (хь х2, •••» хп)еВ" при­
нимает определенное значение: либо 0, либо 1.
Задать булеву функцию у=Дх\, хг>..., х п) -  значит указать ее значе­
ния на каждом двоичном векторе (хь х2, ..., хп)е В”. Поскольку число таких
векторов равно 2”, любую функцию х2, ..., х„) можно задать с помо­
щью таблицы, содержащей 2" строк и («+1) столбцов. В первых « столб­
цах записывают все наборы значений аргументов, в («+1) -  соответствую­
щие значения функции. Строки, на которых /  принимает значение 1, на­
зывают единичными наборами, остальные строки таблицы -  нулевыми 
наборами.
Ниже приведены таблицы всех булевых функций от одного и двух 
аргументов (табл.5.1 и 5.2).
Таблица 5.1
Класс булевых функций одного аргумента F2(l)
X
II 'н
0 X X 1
0 0 0 1 1
1 0 1 0 0
Примечание. Индекс 2 в обозначении класса булевых функций соответствует 
числу возможных значений этих функций -  0 или 1.
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Обратим внимание на число функций в классе F2( 1): «(F2(l)) = 4 . 
Перечислим названия булевых функций одной переменной:
О У = 0 -  булева константа 0;
2) у = х -  линейная булева функция одного аргумента;
3) у = х -  отрицание аргумента х ;
4) у -1 -  булева константа 1.
Класс функций F2(l) содержит две функции константы: /,(х) = 0 и 
/ 2(х) = 1. Изменения аргумента * не влияет на значения этих функций. В 
таких случаях говорят, что х -  фиктивный аргумент функций у -  f x(x) и 
у = Л(*)-
Таблица 5.2
Класс булевых функций двух аргументов F2{2)
XI *2
у  =  /(X i,X 2)
0 х, 1 х 2 X, л х 2 *1 х, л х 2 *2 х, Ф х2 *-1*2 х, л х 2 X] <->х2 х2 х, —> х 2 *1 х, v x 2 х, v x 2 1
0 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
0 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
1 0 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1
1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1
Число функций в классе F2(2): n(F2(2)) = 16.
Класс функций F2{2) так же, как и класс F2(l), содержит две функ­
ции константы: /j(x ,,x2) = 0 и / 2(х,,х2) = 1. Изменения аргументов Х \ ,  Х2 не 
влияют на значения функций /i(x,,x2) и / 2(х,,х2), т.е. оба аргумента хх и Х2 
являются фиктивными аргументами этих функций.
Функции / з ( х  1, х2) = х ,  и f 4{ x  1, х2) = Х\ содержат по одной фиктивной 
переменной -  х2. Аналогично функции f s { x \ ,  Х 2)  =  х 2 и f d p c i ,  Х 2)  -  хг со­
держат фиктивную переменную х \.
Перечислим названия некоторых функций класса F2(2):
1) y = xt а  х 2-  конъюнкция;
2) у  =  х , v  х 2 -  дизъюнкция;
3) у  = х, и у  = х2 -  отрицания переменных х, и х2;
4) у = х, I  х2 -  стрелка Пирса;
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5) у  = х, Фх2 -  сложение по модулю 2, или кольцевая сумма;
6) у  = х,|х2 -  штрих Шеффера;
7) у = х, <-» х2 -  эквиваленция;
8) у = х]-+х2 -  импликация.
Обратим внимание на порядок расположения наборов значений не­
зависимых переменных х, и х2: эти наборы образуют последовательности 
целых чисел, начиная с нуля -  (00) и кончая тройкой -  (11), записанных в 
двоичной системе счисления (см. табл. 5.2). Такой порядок записи назы­
вают лексикографическим порядком. В лексикографическом порядке за­
писаны и значения функций. Поскольку значения каждой функции пред­
ставляют собой четырехмерный двоичный вектор, а число таких векторов 
24 = 16, то и различных булевых функций от двух аргументов тоже 16.
Другой способ задания булевой функции /(х,,х2,...,х„) -  единичный 
список или нулевой список.
Единичный список представляет собой последовательность нату­
ральных десятичных номеров. Переведя номера этого списка в п  -значные 
двоичные числа, получим п  -мерные двоичные векторы, на которых значе­
ние функции равно 1: у  = \. Аналогично, переведя номера нулевого списка 
в и-значные двоичные числа, получим «-мерные двоичные векторы, на 
которых значение функции равно 0: у  = 0 или, что то же самое, значения 
отрицания переменной у  равны 1: у  = 1.
Например, единичный список дизъюнкции: у  = х, v  х2 = {1,2,3}, так как 
110 =012, 210 =102, 3,о =112, а дизъюнкция равна 1 на векторах: {(01),(10),(11)}. 
Нулевой список дизъюнкции: у  =* х, v  х2 = {0}.
Единичный список импликации: у=х} ->х2 = {0,1,3}10 = {(00)2,(01)2,(11)2}, 
ее нулевой список: >* = х, —> х, = {2}|0 « {(Ю)2}.
Единичный список эквиваленции: у = х, <-» х2 = {0,3}, ее нулевой спи­
сок: у  = х, х2 = {1,2}.
Помимо табличного задания и задания единичным или нулевым 
списком, булеву функцию можно записать в виде выражения, содержащего 
обозначения аргументов и знаки операций, указанных в табл. 5.2. Такую 
запись называют формулой булевой функции.
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Пример 1
Запишем таблицу булевой функции, заданной формулой 
у  = ((х, л х2) v (х, л х3)) л х2 (см. таблицу).
Чтобы сократить число скобок и облегчить записи, договоримся о порядке вы­
полнения операций: •
1) конъюнкция выполняется раньше дизъюнкции, знак " л " можно опускать;
2) если над скобкой стоит знак отрицания, то скобки тоже можно опускать.
С учетом этих правил формулу у  = ((х, л х2) v  (х, л х3)) л х2 перепишем так:
У = (*1*2 V *1*3 )*2 •
*1 * 2 * 3 * 1 * 3 * 1 * 2 * 1 * 2 * 1 * 2  V  * 1 * 3 * 2 х , х 2 V  х , х 3 ( х , х 2 v x , x 3 ) x 2
0 0 0 0 0 1 1 1 0 0
0 0 1 0 0 1 1 1 0 0
0 1 0 0 0 1 1 0 0 0
0 1 1 0 0 1 0 0 0
1 0 0 0 0 1 1 1 0 0
1 0 1 1 0 1 1 0 0
1 1 0 0 1 0 0 0 1 0
1 1 1 1 1 0 1 0 0 0
Все три аргумента функции у  -  (х,х2 v х,х3)х2 фиктивны, данная функция есть 
константа 0, ее значения не зависят от значений переменных х,, х2 и х3.
Пример 2
Пусть / , (х ,,х2) и '|/ 2(х 1,х3,х4) -  две булевы функции. Объединим множества 
аргументов этих функций: {х,, х2} и  {х,, х3, х4} = {х,, х2, х3, х4}= Я4.
Составим всевозможные наборы значений элементов множества В4 (в данном 
случае их будет 24 =16). Запишем все эти наборы в четыре первых столбца таблицы, а в 
следующие два столбца -  значения функций / ,  ( х,, х2) и / 2 ( х ,, х3, х4), соответствующие
"своим" аргументам. Если все значения функций / ,  и / 2, записанные в таблице, будут 
одинаковыми, то / ,  = / 2; в противном случае / ,  Ф / 2. Именно этот случай и представ­
лен в таблице. Функция / ,  имеет два фиктивных аргумента х3,х4, функция / 2 -  один 
фиктивный аргумент х2.
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*1 х2 *3 *4 /. /г
0 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 0 1 1 0 1
0 1 0 0 1 0
0 1 0 1 1 0
0 1 1 0 1 0
0 1 1 1 1 1
1 0 0 0 1 0
1 0 0 1 1 1
1 0 1 0 1 0
1 0 1 1 1 1
1 1 0 0 0 0
1 1 0 1 0 1
1 1 1 0 0 0
1 1 1 1 0 1
Определение 5.2. Функции /(x(I,x,.2,...,x/m) и g(xj\>xJ2,•••>*,*) называют 
равными булевыми функциями f ( x iVxn,...,xim)= g (x Jl,xj2,...,xJm), если 
значения функций совпадают на любом векторе (х,,х2,...,хП)е В \ где
{Xt,X2,...,X n} =  {x/l,Xj2,...,X lm} (j{ X jl,Xj2,...Xj/i} .
Пример 3
Докажем, что функции /(х ,) = х, е F2( 1) и gCx^x^Xj) =Х\ е  F2(3) равны друг другу. 
Объединим аргументы функций f u g :
{x,}u{x„x2,x3} = {x„x2,x3}, (х,,х2,х ,)е  В \
Составим на множестве В3 таблицу функций /  и g, из которой и вытекает 
равенство / =g, поскольку все единичные и все нулевые наборы этих функций совпадают.
Аргументы х2 и х3 являются фиктивными аргументами функции g(x,x2x3): их
значения не влияют на значения функции.
*. х2 * 3 / g
0 0 0 1 1
0 0 1 1 1
0 1 0 1 1
0 1 1 1 1
1 0 0 0 0
1 0 1 0 0
1 1 0 0 0
1 1 1 0 0
/  = £
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Пример 4
Докажем, что функции / {х[х3) = Зс,х3 v xfo и g(xtx2x3) = x^Xj v  xlx2x3 v xlx2x3 v xlx2x3 
равны друг другу.
Объединим аргументы функций/и g: {х,,х3} и{х,,л2,Хз}={х,,д:2 ,Хз}, (xi,x2,x3) e B i .
Составим на множестве Въ таблицу функций /  и g, из которой и вытекает 
равенство /  = g , поскольку все единичные и все нулевые наборы этих функций 
совпадают.
Аргумент х2 является фиктивным аргументом функции g(xxx2x3): его значение 
не влияют на значения функции.
*1 *2 *3 *1 х2 *3 / g
0 0 0 1 1 1 0 0
0 0 1 1 1 0 1 1
0 1 0 1 0 1 0 0
0 1 1 1 0 0 1 1
1 0 0 0 1 1 1 1
1 0 1 0 1 0 0 0
1 1 0 0 0 1 1 1
1 1 1 0 0 0 0 0
/ - = g
Обобщим результаты, полученные в примерах. Пусть п -  число ар­
гументов, которые не являются фиктивными для булевой функции / .  На­
зовем такую функцию и-местной.
Имеется 2 нульместные булевы функции: y  = f t = 0 и у  = / 2 = 1. Обо­
значим множество всех нульместных функций F2(0). -Число элементов в 
классе F2(0): n(F2(0)) = 2 .
Примечание. Подчеркнем, что если в функциях y  = f\(xj,x2, . и 
У - / 2(*1>х2’—>*п) все переменные (х],х2,...,хп) фиктивны, то они являются нульмест- 
нымифункциями: yj(x,,x2 ,...,x„) с  F2(0 ) и / 2(х,,х2, . с  F2(0 ).
Множество всех одноместных булевых функций обозначим F2(l); 
m(F2(1)) = 22 =4(см. табл. 5.1). Очевидно, что F2(0)czF2 (1), поскольку F2(l) 
включает обе булевы константы -  /;(*) = 0 и / 2(х) = 1.
F2(2) -  множество всех двуместных булевых функций;
n(F2(2)) = 24=16 (см. табл. 5.2). Очевидно, что F2(0) с  F2(1) с  F2(2), так как 
среди двуместных функций находятся все нульместные и все одноместные 
булевы функции:
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О  = f\(xv x2) = 0 ) е  F2(2 ) ,  (у = / 2(х„х2) = 1) G F2(2) , (у  = /(x „ x 2) =x,)e F2(2 ) ,  
(y= f (x ],x2)=x2)eF2(2), ( y  = /(x ,,x 2) = x,) € F2(2 ) , ( y  = /(x „ x 2) = x2) e F2(2 ).
Примечание. Если в функции у  = /(х ,,х 2,...,хл) лишь один из ее аргументов 
(любой) является не фиктивным, а остальные п - 1 аргумент -  фиктивны, то 
/(х ,,х 2,...,х ,,)с F2(l), т.е. у  = f ( x [,x2,...,xn) -  одноместная функция. Аналогично
у  = / (х ,,х 2 ,...,хя) является двуместной функцией ( /(х , ,х 2,...,хл) с  F2(2)), если из всего
набора ее аргументов только два (любые) аргумента являются не фиктивными, все же 
остальные п - 2  аргумента -  фиктивны.
Продолжая это построение, приходим к выводу, что от п перемен-
2яных имеется 2 функций, причем среди них окажутся все нуль-, одно- и 
двуместные функции.
Обозначив через F2 все множество булевых функций, получаем сле­
дующие равенство и включение:
*■,=(>*(">. . . . .  
^ 2  (0) с  F2 (1) с  F2 (2) с ...
5.2. Суперпозиция булевых функций
Напомним, что суперпозицией двух функций (не обязательно буле­
вых) /(х) и и(х) называют функцию, полученную заменой аргумента од­
ной функции другой функцией, например /(и(х)), при естественных изме­
нениях области определения аргумента х и множества значений и(х). При 
этом функцию /  называют внешней, а и -  внутренней функцией.
Пример
fitfrarcsin х; Д (х )= [-1 , 1 ], 
и(х)=5- х2; D2(x)=(- да, оо),
fiu(x))=arcsin{5- X 2),
-1  < 5 -  х 2 < 1 => £>з (х) = [->/6,-2] и  [2, S ],
Z)(x) = D2 (х)  n  Z) 3 (x) = D3 (x).
arcsin (5 -х 2) есть суперпозиция функций J{x) и м(х) с областью определения 
D(x)=D3(x).
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ПуСТЬ У(М|,М2,...,МП) , ^?|(jC|,X2,...,^mi) > ’ *2’•">'*/>12) > ^лС*1» *2 >"*’ *тл) бу-
левы ф ункции, записанны е формулами. П одставив в ф ормулу /  вместо 
и х,и 2,.. . ,и „  формулы q>2 , . . . ,  $?„, получим суперпозицию  булевы х ф унк­
ций f  ,<рх,<р2,...,
f(<Pi(xx,x2,...,xmi),<p2(xx
где /  -  внеш няя ф ункция, (рх, ^ ,..., q>„ -  внутренние ф ункции.
Если внеш няя ф ункция /  е F2 представлена ф ормулой и все внутрен­
ние ф ункции представлены  формулами, то суперпозиция есть подстанов­
ка в формулу /  формул внутренних функций (рх,(р2,...,<рп.
Пример 1
/ ( з д , Х з , * 4) € F2{4) <рх(х)=х2,<р2(х) =  х3,р3(х) =  х5,^4(х) =  х7, ^.(х>е F2(l)yi =  1,2Д4.
Выполним подстановки формул <рх,<р2,<р3,<рЛ в формулу / .
f(<Pi(x),<p2(x),<p3(x),<p4(x)) = / ( х , ,х 3,х5,х7).
В данном случае однократная суперпозиция функций f  ,<рх,<р2,<р3,(р4 привела к 
переименованию переменных.
Пример 2
/0>> Я )  =  Р  v е ^ (х) = х ,, г = 1,2 ,...,л .
Число подстановок Результат подстановок
2 /O i(x ),p 2(x)) =  x, v x 2;
3 Д / О ,  (х),<р2(х)),<р3(х))  =  (х, v  х 2) v х3 = х, v х2 v х3 ;
4 f( f(<Pi(x),<p2(x)),<p3(x)),<p4(x))  =  (х, v x 2 V х3) V х4 =  х, V х2 v  х3 V х4 ;
. .  • . .  .
п
п
/  ( /  ( f ( - , f ( < P n-2(x),<P„., (х)))  ,<р„(х)) =  X, VX2 V ... vx„ =  V х, ■
/=1
Выполнение одной и той же бинарной операции п раз над переменны­
ми х,,х2  хп -  это последовательная подстановка одной и той же форму­
лы нужное число раз с предварительным переименованием переменных.
Пример 3
Представим формулу х,х2 v  х2х3 е F2(3) как последовательную суперпозицию 
формул:
f (u x,u2)=uxv u 2 e F 2(2),
<Р\(Р,Я) = РЧ е F2(2) ,
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<p2(v) = V <= F2(l),
<p3(x) = x, e  F2( 1 ) ,
<p4(x) = x2 e F 2(\),
<p5(x) = x3 eF j(l).
1. Переименуем переменную в формуле (р2(у) : 
xi = <рг(хх) = <р2(<р1(х))\
хз = <р2(х3) = <Р2(<Р5(х )) ■
2. Получим конъюнкции xix2 и х2хз: 
xix2 = <рх (xi, х2) = <рх (<р2 (<р3 (х)), <р4 (х)),
х2 Хз = <рх (х2, Хз) = <рх (<р4 (х), (р2 (<р$ (х)).
3. Получим дизъюнкцию этих конъюнкций:
х,х2 V Х2Х3 = /(Х|Х2,Х2Хз) = / (  <px{<p2(<p2{x)),(Pt(x)), (рх(^ ?4(х),(р2(<р5(х))).
Обобщая примеры 1-3, делаем вывод: любую булеву функцию /  е F2 
можно представить как результат однократной или многократной суперпо­
зиции функций из F2 (2).
5.3. Дизъюнктивные и конъюнктивные нормальные формы 
булевых функций и их сокращение
Как отмечено выше, булеву функцию /  е F2(n) можно представить 
таблицей или списком (см. подразд.5.2). Однако при большом числе аргу­
ментов таблица и список получатся слишком большие. Например, таблица 
функции от 10 переменных будет содержать 2,0=Ю24 строки. Возникает 
вопрос о представлении булевых функций в виде формул, т.е. о сигнатуре 
алгебры, носителем которой является множество F2.
В учебниках по дискретной математике показано, что таких алгебр с 
носителем F2 достаточно много1. На практике чаще всего для записи фор­
мул булевых функций, используют две алгебры: булеву алгебру 
} типа (2,2,1) и алгебру Ж е г а л к и н а типа (2,2,0). При 
использовании булевой алгебры булевы функции представляют в виде 
формул, содержащих операции конъюнкции, дизъюнкции и отрицания, 
при применении алгебры Жегалкина -  операции кольцевой суммы, конъ­
юнкция и 1.
1 См. напр.: Баранский В.А. Введение в общую алгебру и ее приложения: учеб. 
пособие. Екатеринбург, 1997.
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Пусть ^ f { ^ A v , } -  булева алгебра, носителем которой служит 
множество всех булевых функций F2.
Запишем таблицы операций сигнатуры этой алгебры.
Таблица 5.3 Таблица 5.4 Таблица 5.5
Таблица отрицания Таблица конъюнкции Таблица дизъюнкции













Свойства этих операций для любой булевой алгебры даны в 
табл. 1.14.
Нулем и единицей в алгебре j?r={F2,A,v, } служат нульместные буле­
вы функции у = у;(х„х2,...,хи) = 0с ^ ( 0) и y = / 2(jc,,x2,...,xn) = lc F 2(0). В соот­
ветствии с логическими законами противоречия и исключения третьего 
(см. табл. 1.14) обе нульместные функции можно получить, используя 
конъюнкцию, дизъюнкцию и отрицание: у л у  = 0; y v у  = 1 .
Пусть имеем булеву функцию / (х,,х2,...,хя) е F2(n ) .
Определение 5.3. Элементарной конъюнкцией называют конъюнк­
цию, содержащую переменные или их отрицания.
Примеры элементарных конъюнкций: х,х2, х,х2х3, х2х4х6х8 и т.п.
Определение 5.4. Элементарной дизъюнкцией называют дизъюнк­
цию, содержащую переменные или их отрицания.
Примеры элементарных дизъюнкций: х, v х2, х, v х2 v  х3, х2 v х4 v х6 v  х8
и т.п.
Определение 5.5. Формулу булевой функции, в которой элементар­
ные конъюнкции соединены знаками дизъюнкции, называют дизъюнк­
тивной нормальной формой (ДНФ) этой функции. Формулу, в которой 
элементарные дизъюнкции соединены знаками конъюнкции, называют 
конъюнктивной нормальной формой (КНФ) функции.
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Пример
Булева функция у  = /(х ,,х 2,х3) задана таблицей:
Элементарные Элементарные




0 0 0 1 0 Х 1Х 2Х3
0 0 1 1 0 X lX 2X 3
0 1 0 0 1 XlX2 X3
0 1 1 0 1 Х1Х2Х3
1 0 0 1 0 Xi Х 2 Х 3
1 0 1 1 0 Х| Х2Х3
1 1 0 1 0 Х]Х2 Хз
1 1 1 0 1 х,х2х3
Для каждой строки единичного набора запишем элементарные конъюнкции, 
включающие все три аргумента булевой функции, по следующему правилу: если х, в
данной строке представлена единицей, то в элементарную конъюнкцию включаем х,, 
если нулем, то х , .
Соединив все элементарные конъюнкции знаками дизъюнкции, получим дизъ­
юнктивную нормальную форму: ДНФ(у) = Х)ХгХз v xiX2x3v  Х1 Х2 Х3 v  X1X2X3 V Х]Х2хз.
На любой строке единичного набора одна из элементарных конъюнкций равна 1, 
следовательно, и вся ДНФ имеет значение 1. На любой строке нулевого набора ни одна 
из элементарных конъюнкций единице не равна, поэтому ДНФ имеет значение 0.
Таким образом, на всех наборах значений аргументов значения ДНФ (у) и 
функции / (х,, х2, х3) совпадают. Следовательно, ДНФ (у )= / ( х , , х2,х})= у .
Построенную таким образом ДНФ называют совершенной дизъюнктивной нор­
мальной формой (СДНФ) функции / ( х , , х2, х3).
Если построить аналогичным образом элементарные конъюнкции на нулевом 
наборе, то, соединив их знаками дизъюнкции, получим СДНФ отрицания функции
/( х рх2,х3) : у = xix2X3 v xix2x3 v  х,х2х3.
Воспользовавшись принципом двойственности для булевой алгебры, получим 
формулу у = (Х| v Х2 v х3) (х, v Х2 v хз) (xi VX2 v хз), которую называют совершенной 
конъюнктивной нормальной формой (СКНФ) функции /(х , ,х 2,х3).
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Определение 5.6. Дизъюнктивную (конъюнктивную) нормальную 
форму от п переменных называют совершенной, если она обладает сле­
дующими свойствами:
1) каждая элементарная конъюнкция (дизъюнкция) содержит все п 
переменных;
2) все элементарные конъюнкции (дизъюнкции) различны;
3) ни одна элементарная конъюнкция не содержит одновременно пе­
ременную и ее отрицание;
4) ни одна элементарная конъюнкция (дизъюнкция) не содержит од­
ну и ту же переменную дважды.
Свойства 1 - 4  ДНФ (КНФ) называют свойствами совершенства.
Определение 5.7. Дизъюнктивную (конъюнктивную) нормальную 
форму, обладающую свойствами совершенства, называют совершенной 
дизъюнктивной (конъюнктивной) нормальной формой.
Обратим внимание на то, что при построении СДНФ используются 
единичные наборы булевой функции, а при построении СКНФ -  ее нулевые 
наборы.
Справедливы утверждения:
Утверждение 1. Любая ненулевая булева функция /  е F2(n) единст­
венным образом представима в виде СДНФ от своих аргументов.
Утверждение 2. Любая булева функция /  eF2(n), не равная тожде­
ственно единице, единственным образом представима в виде СКНФ от 
своих аргументов.
Практическое построение СДНФ и СКНФ выполняется так, как по­
казано в приведенном выше примере. Основная задача представления бу­
левой функции формулой состоит в упрощении совершенных форм. По­
скольку конъюнктивные формы всегда могут быть получены по принципу 
двойственности из ДНФ отрицания функции, достаточно рассмотреть уп­
рощение дизъюнктивных форм.
Существует довольно много методов упрощения СДНФ. Все они ос­
нованы на свойствах операций булевой алгебры. Рассмотрим два таких ме­
тода: карты Карно и таблицы Куайна.
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Карты Карно. Пусть булева функция / (х ,,х 2,...,хл) задана табли­
цей. Таблица содержит 2" строк, в которых перечислены все п -мерные 
двоичные векторы и для каждого вектора указано значение функции -  О 
или 1.
Начертим таблицу, содержащую 2я клеток, так, чтобы две соседние 
клетки отличались друг от друга значением одной и только одной компо­
ненты вектора (рис. 5.1). Полученная таблица и называется картой Карно.
Карты Карно для функций от двух переменных (рис. 5.1, а) имеют 4 
клетки, для функций от трех переменных -  8 клеток (рис. 5.1, б), для функ­
ций от четырех переменных -  16 клеток (рис. 5.1, в) и т.д. На картах отме­
чено расположение элементарных конъюнкций, которые могут входить в 
СДНФ рассматриваемой функции. Приведем примеры использования карт 
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Рис. 5.1. Карты Карно для упрощения СДНФ булевых функций 
от разного числа аргументов: 
а -  двух переменных, б — трех переменных, в -  четырех переменных
НО
Пример 1
Функция у  = / (* |,* 2,*3) задана таблицей:
Десятичные 
номера строк Х2 *3 У
Элементарные
конъюнкции
0 0 0 0 0
1 0 0 1 1 Х\Х2Х3
2 0 1 0 1 *1*2*3
3 0 1 1 1 *1*2*3
4 1 0 0 0
5 1 0 1 1 *1 *2*3
6 1 1 0 0
7 1 1 1 0
Единичный набор соответствует строкам: (001,010, 011, 101). Если представить 
эти двоичные векторы числами в десятичной записи, получим список единичного набо­
ра: (1,2,3,5). Такой список полностью определяет функцию у  и очень компактен в за­
писи. В примере 2 функция от четырех аргументов будет задана именно списком еди­
ничного набора.
СДНФ( у  )= X i * 2  ЛГз V  Х\ Х2 * 3  V  *1 Х2 Хз V  Х\ Х2 х3.
*1
Заполним карту Карно, отметив в ней единицами клетки, соответствующие еди­
ничному набору (рисунок).
Объединим рядом стоящие отмеченные клетки попарно: 011 -  001, 011 -  010, 
101 -  001. Различие в каждой паре составляет только одна координата, именно такие 
клетки и требуют объединения. По этому признаку клетки 101 и 001, расположенные 
на противоположных сторонах карты, считаются "рядом стоящими". В СДНФ объеди­
ненные клетки соответствуют следующим дизъюнкциям:
(0 1 1 - 0 0 1 ) *-» Х)Х2х3v x\xix3;
(0 1 1 - 0 1 0 )*-» x\x2x3v  xix2x3;
(101 -001) *-» X\X2X3V * |* 2 * з -
I ll
Пользуясь свойствами коммутативности конъюнкции и дизъюнкции, дистрибу­
тивностью конъюнкции относительно дизъюнкции (см. табл. 1.14), законом исключе­
ния третьего ( x v x  =  1 ) h  дополнительным свойством конъюнкции (х  л  1 = х ), упроща­
ем выписанные формулы:
X1X2X3V X i X 2 X 3 = X \ X i ( X i V  X  2 ) ~  X I Х2 1 - .Yi.Y;:
x i  хг Xj v  Х \  Х 2  хз = xi х2(х3 v  хз ) =  х 1 х? 1 =  .VI ,v2;
X 1 X 2 X 3 V  Х \ Х 2 Х з = Х 2 Х з ( Х \  V Х|)=Х2До1-Х:ЛТ.
Применяя к СДНФ свойства ассоциативности и идемпотентности (см. табл. 1.14) 
и заменяя в ней соответствующие дизъюнкции упрощенными формулами, получаем 
упрощенную ДНФ функции у  -  / ( х , , х2, д,):
С Щ Ф { у У = Х 1 Х 2 Х з Ч  X lX 2X 3 V  Х |Х 2Х2 V.V, Л':Хз=(Х1Х2ДСз V  X 1Х 2 Хз) V  (X |X 2X3 V  X |X 2X 3 ) V  
V (X ] X 2 X 3 V  Х 1Х 2Х з)= X 1X 3V Х| X2 V  Х2Х3.
У =  X1X3V X i X2 V  X2X3.
Пример 2
Функция у  = / ( Х | , х 2,х 3,х 4) задана списком единичного набора:
(1,3,6,7,8,9,12,13,14). Переведя эти числа в двоичную систему, отметим в карте Карно 
для функции четырех аргументов клетки, соответствующие единичному значению 
функции у  (рисунок).
Х|
Объединим пары и четверки рядом стоящих отмеченных клеток. Оставляя в 
объединенных клетках лишь одинаковые переменные, запишем сокращенную дизъ­
юнктивную форму функции у  = / ( х , , х ,, л;. .Yj):
ДНФ(у) = У = Х \ Х З  v  Х2ХзХ4 v  X |X 2X 3 V  ЛТЛЧУ4 V  Xi Х 2Т4 V  Х 2 Х 3 Х4 .
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Таблица Куайна. Полученная с использованием карты Карно 
формула может быть дополнительно сокращена с помощью таблицы Ку­
айна. Рассмотрим, как это делается.
Продолжение примера 2
В таблице Куайна столбцы соответствуют элементарным конъюнкциям 
СДНФ(у), а строки -  конъюнкциям сокращенной формулы (табл.1). В каждой строке 
знаком отмечены те клетки, в которых элементарная конъюнкция сокращенной 
формулы покрывает конъюнкции СДНФ.
Формальным признаком покрытия является вхождение в состав элементарной 
конъюнкции СДНФ соответствующей конъюнкции сокращенной формулы. Например,
х\ хз покрывает *i Х2Х3Х4, xi * 2*3 *4, Х1Х2Х3 Х4 , *1*2 хз х4, так как входит в каждую из этих 
конъюнкций.
Смысл покрытия состоит в том, что конъюнкция сокращенной формулы не 
меньше элементарных конъюнкций СДНФ, которые она покрывает. В самом деле, вы­
полнение равенствах\хз = х\х2хз Х4 , xi х:хзх4, хх гхзх<, *1*2 хзх4 влечет за собой, в силу 
свойства порядка операций булевой алгебры, справедливость неравенства:
*1Х2ХзХ4 <Х]Хз ;xi X2X3 X4SX1 хз, xi*2 X3 X4 <xt хз,Х)Х2Хзх4< *i Хз, (см. табл. 1.14). 
Отметив покрытия в строках таблицы, выделяем повторяющиеся знаки покры­
тий в столбцах. (В табл. 1 столбцы с повторяющимися покрытиями затемнены).
Начинаем просматривать строки таблицы сверху вниз. Если встречаем строку, в 
которой все знаки покрытий выделены, значит, эта строка лишняя, и соответствующая 
ей конъюнкция может быть удалена из сокращенной формулы.
Первая и вторая строки таблицы не могут быть вычеркнуты, так как не все по­
крытия этих строк затемнены.
Третья строка, содержащая конъюнкцию хи^з, -  лишняя строка. Вычеркнем 
эту строку. (Обозначено жирной рамкой).
После удаления третьей строки, двойное покрытие элементарной конъюнкции
xi *2*3*4 в четвертой строке исчезает. Следовательно, четвертую строку вычеркивать 
нельзя.
В пятой строке все клетки с двойными покрытиями: элементарная конъюнкция
xi Х2Х3 Х4 покрыта шестой строкой, Х1Х2Х3Х4 -  четвертой строкой. Вычеркиваем пятую 
строку.
Шестую строку, после вычеркивания пятой, удалять нельзя, так как только в
этой строке остается покрытие конъюнкции х\ хг хз *4-
После вычеркивания лишних конъюнкций, сокращенная формула принимает вид
У = Х )Х з  V  *2X3X4 V  X l *3*4 V  * 2X 3 *4.
Полученную ДНФ более сократить невозможно. Такую ДНФ называют тупиковой. 
Поясним принцип использования таблицы Куайна для получения тупиковой 






Последовательность операций, обосновывающих возможность удаления 
третьей строки:
вторая строка третья строка четвертая строка
* 2* 3* 4 V v  *1*3*4 =
=  * 2 * 3 * 4  V  * , * 2 * , ( * 4  V  * 4 )  V  * , * , * 4 =  ( * 2 * з * 4 v  * |* 2 * з * 4 )  V  ( * , * 2* 3* 4 V  * , * 3* 4 )  =
=  * 2* 3* 4 (1  V  * , )  V  * , * 3* 4 ( * ,  V  1)  =  * 2* 3* 4 1 V  * , * 3* 4 1)  =
вторая строка четвертая строка
=  * 2 * ,* 4 V *1*3*4
Вычеркивание пятой строки обосновывается аналогично.
Поскольку дизъюнкция коммутативна, порядок компонент в сокращенной ДНФ 
не играет роли, а следовательно, порядок строк в таблице Куайна также не имеет зна­
чения. Если бы строки в таблице, рассмотренной в примере 2, были расположены в 
другом порядке, то просматривая их сверху вниз, мы вычеркивали бы из сокращенной 
формулы другие конъюнкции и, соответственно, получили бы другие тупиковые фор­
мы. Легко видеть, что функция, заданная единичным набором (1,3,6,7,8,9,12,13,14), 




Тупиковые ДНФ( у ), 
полученные из сокращенной формулы













1 У = * , * з  V  * 2 * з * 4 V  * , * з * 4 V  * 2* 3 *4 * , * 2* 3 , * , * 2 * 4 , 3,5
2 У = * , * 3 V * 2 * 3 * 4  V  * , * , * 3  V  * , * 2 * 4 * , * 3* 4 , * 2 * 3* 4 , 4,6
3 У = * , * 3 V  * 2 * 3 * 4  V  * ,* 3 * 4  V  * , * 2 * 4 * 1 * 2 * з ,  * 2 * 3 * 4  , 3,6
Получим тупиковые формы ДНФ функции:
У  = * , * 2 * 3  v  * 1 * 2 * 3  V  * 1 * 2 * 3  V  * 1 * 2 * 3  = * |* 3  V  * 1 * 2  V  * 2* 3 ( С М .  П р И М .  1 ) .
Применим таблицу Куайна к этим формам (табл. 3).
Таблица 3
ДНФ( у ) *1*2*з *1*2*3 ХхХ2Хг ХхХ2Хъ
*1*3





Первая строка таблицы Куайна является лишней. Единственная тупиковая фор­
ма функции у  = х,х2 v х2х3.
Сделаем выводы:
1. СДНФ булевой функции может быть сокращена на основании 
свойств операций конъюнкции, дизъюнкции и отрицания.
2. Удобным способом сокращения СДНФ является использование 
карт Карно, в результате применения которых получаем сокращенную 
ДНФ булевой функции.
3. Применение таблиц Куайна к сокращенной ДНФ позволяет полу­
чить тупиковые формы булевой функции.
4. Выбор из всех тупиковых форм формы с наименьшим числом 
вхождений переменных дает минимальную ДНФ булевой функции.
5.4. Полином Ж егалкина
Полином Жегалкина -  это формула булевой функции, использующая 
операции алгебры £ z={F2,(B,a,1} . Запишем общий вид полинома Жегалкина 
для функций одной, двух и трех переменных:
/ (х )  = а0 Фа,х, (5.2)
/(х ,,х 2) = а0 ® д,х, 0  а2х2 0 я12х,х2, (5.3)
f  (Xj, х2, х3) = #о ® ахX] 0  а2х2 0  Xj ® аХ2ххх2 © аХ2ххх2 Фи22х2х2 Ф , (5.4)
где а0,ах,ау,аик (/ = 1,2,3, j  = 2,3, к = 3) -  числовые коэффициенты, прини­
мающие значения 0 или 1.
Представление булевых функций в виде полинома Жегалкина ис­
пользуется при проектировании арифметических устройств.
Рассмотрим свойства операций алгебры Жегалкина J?/={F2,0 ,a,1}.
1. Коммутативность кольцевой суммы:
X, 0  х2 = х2 0  X,
2. Ассоциативность кольцевой суммы:
(х, 0  х2) Ф Х-, = X, 0  (х2 0  х3) .
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3. Дистрибутивность конъюнкции относительно кольцевой суммы:
X, (х, 0  X,) = Х,Х, 0  X,Xj .
4. Свойства 0 и 1:
х0О = х,  (5.5)
х0 1 =х. (5.6)
5. Обратимость:
х 0 х  = О. (5.7)
Следствие из свойства обратимости:
а @ х  =  Ь => х  = а®Ь (а,Ь,хе {0 ,1}). (5.8)
6. Связь с дизъюнкцией:
X, 0  х 7 -  X, Хз V Х|Х2 , (5.9)
X, V X, = X, 0  X, © х,х2. (5.10)
Примечание. Доказательство свойств 1-  6  легко получить, используя таблицы 
операций.
Обратим внимание на то, что кольцевая сумма булевых переменных 
позволяет получить константу 0 (свойство обратимости кольцевой суммы), 
но 1 с помощью операций алгебры Жегалкина получить нельзя. Ее прихо­
дится вводить как нульарную операцию этой алгебры.
Рассмотрим способы получения полинома Жегалкина для произ­
вольно заданной булевой функции.
1.Получение полинома из минимальной ДНФ.
Если получена минимальная ДНФ булевой функции, то, используя 
свойство единицы (5.6) и связь дизъюнкции с кольцевой суммой (формула 
(5.10)), преобразуем ДНФ в полином Жегалкина.
Приведем последовательность выполнения этих преобразований для 
минимальных ДНФ, полученных в прим. 1 и 2 подразд. 5.3.
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Пример 1 (продолжение)
св-во (6б) хлх=0,  хл0=0 св-во (46)
у  = х ,х 2 V х 2х3 = х,х2 Ф х 2х3 ®  X, Л х2 Л х2 А х3 —
св-во (3)
=  ( 1 ®  * i ) * 2 ® (1 ® х 2 )х3 =  х2 ® Х ,Х 2 ® X 3 ® X 2X3 .
у  — х2 ®  х3 ®  х,х2 Ф х2х3 -  полином Жегалкина функции у .
Пример 2 (продолжение)
1) _ 2)_ 3)__
у  =  Х хХ ъ v x 2x 3x 4 v x , x 3x 4 v x 2x 3x 4 .
Будем последовательно преобразовывать дизъюнкции в кольцевые суммы:
о
1) xxx 3 v x 2x 3X4 = х хх 3 Ф х 2х 3х  ^Ф х 1х 2х 3х 3х 4 = х хх 3 Ф х 2х 3х 4 ;
Д-, . .-J—.
2 )  (jCjjCj Фх2х3х4) v  jc,x3x4 = х,х3 ® х2х3х4 0 х,х3х4 0 x ,x ,x 3x3x4 Фх,х,х3х3х4х4 =
= х,х3 Ф х2х3х4 Ф х,х3х4;
3) (х,х3 Фх2х3х4 Фх,х3х4) v x ,x 3x4 =
ХУ О О О  0
= Х,Х3 Фх2Х3Зс4 Фх,х3х4 Фх2х3х4 ФХ|Х2Х3Х3Х4 Фх2х2х3х3 х4х4 Фх,х2х3х3 х4х4 =
= х,х3 Фх2х3х4 Фх,х3х4 Фх2х3х4 Фх,х2х3х4.
Преобразуем отрицания переменных, используя формулу (5.6): хФ 1 = х , затем 
раскроем скобки и воспользуемся свойствами обратимости (хФ х = 0 ) и нуля 
(хФ 0 = х):
х,х3 Ф х2х3х4 Ф Х,Х3Х4 Ф х2х3х4 =
= X,(1Фх3) Ф х2х3(1 Ф х4) Ф (1Ф х, )х3х4 Ф (1Ф х2)(1 Ф х3)х4 Ф X,(1Ф х2)(1 Ф х3)х4 =
= х, Фх,х3 Фх2х3 Фх2х3х4 Фх3х4 Фх,х3х4 Фх4 Ф х2х4 Ф х3х4 Ф х2х3х4 Ф 
® х,х4 Ф х,х,х4 Ф х,х3х4 Ф х,х2х3х4 =
= X, Ф х,х3 Ф х2х3 Ф х4 Ф х2х4 Ф х,х4 Ф х,х2х4 Ф х,х2х3х4.
у  = х, Ф х4 Ф х,х3 Ф х2х3 Ф х2х4 Ф х,х4 Ф х,х2х4 Ф х,х2х3х4 -  полином Жегалкина 
функции у .
2. П олучение полинома по таблице значений булевой 
функции у = /(х , ,х 2,...,хя):
1) Булева функция одного аргумента: у  = fix).  Полином Жегалкина 
такой функции имеет вид f  (х) = а0Ф а ,х .
Вычисляем коэффициенты а0 и а, по известным значениям функции / 0 и 
/, (табл. 5.6).
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Вычисление коэффициентов полинома Жегалкина функции у = /(х)
Таблица 5.6
X У ./о А
0 /о /о = о о0 д,О = до /о
1 - /J = д0 0  а, 1 = а0 0  а.
ао = /о Q\ = А ® &(, = А ® fo
2) Булева функция двух аргументов: у = /(х,,х2). Полином Жегалки­
на такой функции имеет вид /(х, ,х2) = а0 © а,х, 0  а2х2 0  а12х,х2.
Вычисляем коэффициенты д0, а, и а,, по известным значениям 
функции / ,  / = 0,1,2,3 (табл. 5.7).
В четвертом столбце табл. 5.7 выполнена подстановка значений ар­
гументов х,, х2 в формулу у = до©д,х| ©д2х20 о|2х1х2 для каждой строки таб­
лицы. Путем решения уравнений с учетом следствия из свойства обрати­
мости (аФх = Ь => х = аФЬ (вЛхе{0,1})) получаем формулы для вычис­
ления a0,ava2,ai2.
В столбце 5 табл. 5.7 приведен простой и удобный алгоритм получе­
ния коэффициентов полинома с помощью таблицы. Прокомментируем 
этот алгоритм.
Булева функция двух аргументов записывается таблицей, содержа­
щей 4 строки. При использовании таблицы для нахождения полинома Же­
галкина лексикографический порядок нарушается. Двоичные векторы вно­
сятся в следующем порядке: в первом столбце, соответствующем перемен­
ной х,, 0 и 1 чередуются через одну клетку; во втором, соответствующем 
х2, -  через 2 клетки (см. табл. 5.7). В нумерации значений функции 
у = /(х,,х2) присутствуют номера единичных элементов соответствующей 
строки. Например, / 12 соответствует строке с единичными элементами 
х,,х2. Такая же нумерация используется и в коэффициентах полинома Же­
галкина: а12 -  коэффициент при слагаемом х,х,.
Алгоритм получения коэффициентов полинома состоит в последова­
тельном нахождении кольцевых сумм и дальнейшем сдвиге найденных 
сумм на одну клетку вправо.
119
Шаг 1. В столбце 5 первой рабочей строки крупным шрифтом запи­
сываем значения функции в том порядке, в котором они даны в столбце 3 
таблицы. Ниже, во втором ряду этой же строки, повторяем запись мелким 
шрифтом.
Шаг 2. Переписываем во вторую рабочую строку крупным шрифтом 
второй ряд первой строки со сдвигом вправо на одну клетку. Обрываем за­
пись в последнем столбце.
Шаг 3. Записывае^во второй ряд второй строки мелким шрифтом 
кольцевые суммы второго ряда первой строки и первого ряда второй стро­
ки.
Шаг 4. Переписываем в третью рабочую строку крупным шрифтом 
второй ряд второй строки со сдвигом вправо на одну клетку. Обрываем за­
пись в последнем столбце.
Шаг 5. Записываем во второй ряд третьей строки мелким шрифтом 
кольцевые суммы второго ряда второй строки с кольцевыми суммами пер­
вого ряда третьей строки и сокращаем их.
Шаг 6. Переписываем в четвертую рабочую строку крупным шриф­
том второй ряд третьей строки со сдвигом вправо на одну клетку. Обрыва­
ем запись в последнем столбце.
Шаг 7. Записываем во второй ряд четвертой строки мелким шрифтом 
кольцевую сумму второго ряда третьей строки с кольцевой суммой перво­
го ряда четвертой строки и сокращаем ее.
Конец алгоритма’, "мелкие символы" в диагональных клетках есть 
искомые коэффициенты а0,аиа2,а12.
Итак, для функции двух аргументов имеем
у  -  а0 © я,х, Ф а2х2 Ф апххх2 =
= То ® (То ® У) I *i ® (То ® Тг)*2 ® (То ® Ti ® fi ® Тэ)*1*2 •
В случае функций трех, четырех и более переменных последова­
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В качестве примера получим полином Жегалкина по таблице значений функции 
трех переменных у  = /(х ,,х 2,х3) (см. прим. 1 , подразд. 5 .3 ).
Общий вид полинома Жегалкина булевой функции трех аргументов имеет вид: 
/ (х ,,х 2 ,х3) = а0 Ф д,х, Ф а2х2 Фа3х3 Фапххх2 Фа|3х,х3 Фя23х2х3 Фа,2Зх,х2х3.
Требуется найти коэффициенты а0,а],а2,аг,аи,ап,а23,а]23 полинома Жегалкина 
по известным значениям функции у  = /(х ,,х 2,х3) .
Булева функция трех аргументов записывается таблицей, содержащей 8  строк. 
При использовании таблицы для нахождения полинома Жегалкина лексикографиче­
ский порядок нарушается. Двоичные векторы записываются в следующем порядке: в 
первом столбце, соответствующем переменной х ,, 0  и 1 чередуются через одну клетку, 
во втором, соответствующем х2, -  через 2 клетки и т.п. (таблица). В нумерации значе­
ний функции у  = /(х ,,х 2,х3) присутствуют номера единичных элементов соответст­
вующей строки. Например, f n соответствует строке с единичными элементами х,,х2 и 
нулевым элементом х3. Такая же нумерация используется и в коэффициентах полино­
ма Жегалкина: ап -  коэффициент при слагаемом х,х2.
сх. К и 2
* 2
Номер столбца
1 2 3 4 5
Я s х2 *3 У л л л fn /з Лз Лз fm









































































8 1 1 1
1
0
9 а0 = 0 а, = 0 а2 = 1 а,, = 1 аг = 1 а„= 0 «23=! ~ 0
Решение задачи после записи таблицы состоит в последовательном нахождении 
кольцевых сумм и дальнейшем сдвиге найденных сумм на одну клетку вправо.
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Шаг 1. В столбце 5 первой рабочей строки крупным шрифтом записываем зна­
чения функции у  в том порядке, в котором они даны в столбце 4 таблицы. Ниже, во 
втором ряду этой же строки, повторяем запись мелким шрифтом.
Шаг 2. Переписываем в следующую рабочую строку крупным шрифтом второй 
ряд предыдущей строки со сдвигом вправо на одну клетку. Обрываем запись в послед­
нем столбце этой строки. Записываем во второй ряд текущей рабочей строки мелким 
шрифтом кольцевые суммы второго ряда предшествующей строки и первого ряда те­
кущей строки.
Повторяем выполнение шага 2 до восьмой строки таблицы.
Конец алгоритма: "мелкие символы" в диагональных клетках есть искомые ко­
эффициенты а0,а;,а2,ап,а3,ап ,а23,аш . Записываем их значения в девятую рабочую 
строку таблицы.
Ответ: у  = х2 ®  jc,jc2 ®  х3 Ф х2х3
Пример 2
Записать полином Жегалкина функции у  -  / (х ,,х 2,х3 ,х4) , заданной списком
единичного набора: (1,3,6,7,8,9,12,13,14) (см. прим. 2, подразд. 5.3).
Булева функция четырех аргументов записывается таблицей, содержащей 
16 строк. Двоичные векторы записываются в следующем порядке: в первом столбце, 
соответствующем переменной х,, 0  и 1 чередуются через одну клетку, во втором, соот­
ветствующем х2, -  через 2 клетки и т.п. (таблица). В нумерации значений функции 
у  = / ( х |,х2,х ,,х4) присутствуют номера единичных элементов соответствующей стро­
ки. Например, / 124 соответствует строке с единичными элементами х,,х2,х4 и нулевым 
элементом х3. Такая же нумерация используется и в коэффициентах полинома Жегал­
кина: а124 -  коэффициент при слагаемом х,х3х4.
Решение задачи после записи таблицы состоит в последовательном нахождении 
кольцевых сумм и дальнейшем сдвиге найденных сумм на одну клетку вправо.
Шаг 1. В столбце 6  первой рабочей строки жирным шрифтом записываем значе­
ния функции у  в том порядке, в котором они даны в столбце 5 таблицы. Ниже, во вто­
ром ряду этой же строки, повторяем запись мелким шрифтом.
Шаг 2. Переписываем в следующую рабочую строку жирным шрифтом второй 
ряд предыдущей строки со сдвигом вправо на одну клетку. Обрываем запись в послед­
нем столбце этой строки. Записываем во второй ряд текущей рабочей строки мелким 
шрифтом кольцевые суммы второго ряда предшествующей строки и первого ряда те­
кущей строки.
Повторяем выполнение шага 2 до последней рабочей строки таблицы.
Конец алгоритма: "мелкие символы" в диагональных клетках есть искомые ко­
эффициенты полинома Жегалкина функции у -  / ( Х , , Х 2 ,Х 3,Х 4 ) .









соCMо  о — pH О р4 О pH —«РН О о  о 1Н о  —о  —о  —pH о pH —но  —■о  —О р
я о  о о  о и4 рно  —pH О о  о о  о
pfrCOо  о pH *—1О —pH О ч ~ о  —о  —РН о о  о pH »—*pH о pH ' РН О о  о
pH pH О 4^ —нО —рн о о  о pH *—РН о pH- о  —О -ч О ~ Р4 О
-«r(N ^ р-нО р-1 pH О о  —РН о pH —•о  —О —'РН О о  о о  о pH с—1
'в-
•< О о pH р-нО —<pH О р- РН о о  о и4 1—РН О о  о pH —
ч*
s : pH —' pH О о  о О о рН *—рн о о  —РН о pH —н
- - pH О о  о РН р—«о  —о  —РН о о  —
соCMpH *—IpH О ^4 р-нО -ч о  о о  —pH О
CO
с
CO О о О о pH *—«о  —о  —о  —
4^ о  о pH «—1рн о о  о о  о
<N pH *—<О *“Нрн О о  о


















H о о О о о о о о
cn H о о о о Чт1 < - - о о о о - - - Р-Н
(N >? о о - - о о - - о о - - о о - -
- H о - о - о о - о - о Р-4 о - о -
1
1 Llo
I°H - (N СП lO 40
Г" ОС 04 о - CN СП тГ о
124
5.5. Комбинационные схемы
В микросхемотехнике различные представления булевых функций 
используются для составления комбинационных схем, преобразующих 
входные сигналы х,,х2,х, в выходной сигнал у  =  / ( х ^ х г , х г , . . . ,хп) .
Наиболее часто в комбинационных схемах используются следующие 
элементы:
-  инвертор;
& х, лх , -  конъюнктор;
Х-)
JC, V  X- -  дизъюнктор;
X  Ф  Л*
- 1— 2 -  одноразрядный двоичный сумматор.
Рассмотрим в качестве примера комбинационную схему многораз­
рядного двоичного суммагора, выполняющего сложение чисел в двоичной 
системе (рис. 5.2).
Схема имеет п пар входов. На каждый вход подаются по две цифры 
одноименных разрядов двоичных записей слагаемых p = {p„...p2PiP0) и 
Я = (яп -Я2Я\Яо)> РпЯ, е {0.1J. ‘ = 0,1,1,...,и. На выходах схемы последовательно, 
начиная с первого, формируются разряды суммы этих чисел.
Рассмотрим работу схемы:
( 7 )  -  одноразрядный двоичньй сумматор складывает единицы пер­
вого разряда слагаемых у0 = р0 ® qQ и формирует первый разряд суммы. Ес­




( 2) -  выходной сигнал с конъюнктора с, = р 0 л  q0 является входным 
сигналом при формировании второго разряда суммы. Итак, при формиро­
вании второго разряда суммы имеем 3 входных сигнала: p x,qx,cx. Выходной 
сигнал у, второго разряда формируется по правилу, записанному в первых 
четырех столбцах табл. 5.8.
Таблица 5.8
Вычисление коэффициентов полинома Жегалкина 
для функции у, = f ( p x,qx,cx)
Р\ Ч\ с. Ух «0 «. «2 °Х2 аъ «13 «23 «123












































































а0 = 0 а, = 1 я2 = 1 а12 = 0 а3 = 1 II 0
10II «123=0
Из таблицы видно, что у х = px®qx^ c x.
©  -  сигнал у, = р, 0 ^,00, является вторым разрядом суммы и пода­
ется на второй выход.
( 4)  -  информация о сигналах p i,q],cl в виде результирующего сигна­
ла с2 "запоминается" при формировании выходного сигнала у2 третьего 
разряда суммы. Запишем таблицу (табл. 5.9) и формулу сигнала с2, полу­
ченную с помощью карты Карно (рис. 5.3): с2 = p xcxv q xcx v p xqx.
Комбинационная схема, реализующая сигнал с2 = рхсх v  qxcx v  pxqx, со­
стоит из 3 конъюнкторов, сигналы с которых подаются на 2 дизъюнктора 
(см. рис. 5.2 и 5.4).
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Рис. 5.3. Карта Карно
Легко проверить, что с помощью таблицы Куайна данная формула 
не сокращается.
Далее происходит формирование четвертого, пятого,..., Л-го раз­
рядов суммы по правилу ук = ркФдк®ск, где р к и qk -  входные сигналы 
Л-го разряда слагаемых, ск -  сигнал, поступающий с предыдущего раз­
ряда и сформированный по схеме, представленной на рис. 5.4.
Рис. 5.4. Комбинационная схема формирования Л-го разряда 
многоразрядного двоичного сумматора
Вопросы и задания для самопроверки
1. Дайте определение булевой функции.
2. Перечислите способы задания булевых функций.
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3. В чем состоит лексикографический порядок записи двоичных 
векторов? Используя этот порядок, запишите таблицы пяти первых бу­
левых функций из класса F2(3) .
4. Сколько функций содержит класс F2(5) ? Ответ поясните.
5. Дайте определения С ДНФ и СКНФ булевой функции.
6. Может ли булева функция иметь несколько различных СДНФ? 
ДНФ? Ответ подтвердите примерами.
7. Может ли булева функция иметь несколько различных полино­
мов Жегалкина? Ответ обоснуйте.
8. Что такое "комбинационная схема"? Приведите три примера 
комбинационных схем.
9. Постройте минимальные ДНФ, КНФ и полином Жегалкина им­
пликации и эквиваленции булевых переменных.
10. Постройте комбинационные схемы импликации и эквивален­
ции булевых переменных в разных алгебрах.
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6. ЭЛЕМЕНТЫ МАТЕМАТИЧЕСКОЙ ЛОГИКИ
Логика изучает формы мышления и способы их выражения в языке. 
Математическая логика позволяет проверить правильность рассуждений в 
естественном языке путем построения логических моделей. Для построе­
ния логических моделей используют систему формальных обозначений 
(формул) и правила их преобразования. Поэтому логику можно рассматри­
вать как систему правил манипулирования формулами, описывающими ут­
верждения естественного языка.
6.1. Высказывания и предикаты
Под высказыванием понимают всякое повествовательное предложе­
ние, относительно которого можно сказать, истинно оно или ложно в дан­
ных условиях места и времени. Логическими значениями высказываний 
являются "истина" или "ложь".
Примеры высказываний: "Солнце светит всем"; "Профессиональное 
образование в нашей стране делится на среднее и высшее"; "Диагонали 
ромба взаимно перпендикулярны"; "Все люди умеют летать".
Математическая логика не интересуется содержанием высказывания. 
Любое высказывание в математической логике обозначают буквой и рас­
сматривают как переменную, принимающую одно из двух возможных зна­
чений: истина (1), ложь (0).
Высказывания делятся на простые и составные. Простое высказы­
вание является неопределяемым понятием математической логики, состав­
ное -  строится из простых соединением в формулы высказываний. Опера­
ции, соединяющие простые высказывания в формулы, называют логиче­
скими операциями. Составные высказывания также принимают два воз­
можных значения: истина (1), ложь (0).
Поскольку формула высказываний представляет собой набор пере­
менных, принимающих значения 0 или 1, и значение самой формулы также 
0 или 1, то множество всех формул высказываний есть множество булевых 
функций F2. Как отмечено выше, на множестве F2 можно задать много 
различных алгебр, в частности булеву алгебру (F2,a,v, ,0,1} (см. разд. 5).
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Под словом "предикат" в грамматике понимают сказуемое, т.е. член 
предложения, обозначающий действие или признак. В математической ло­
гике под предикатом понимают некоторое функциональное соответствие 
на множестве X х В , где X -  какое-либо множество, В = {0,1}.
Например, приведенные выше высказывания можно переписать, со­
хранив их сказуемые, но заменив объекты высказываний символами пере­
менных:
• пх светит для у" ,  Р(х,у);
• "х делится на у  и z", Р(х,у\~);
• "если х,у -  диагонали z, то х,у  взаимно перпендикулярны", 
P{x,y,z)\
• "х умеет летать", Р(х).
Полученные предложения в математической логике называются пре­
дикатами. Предикат Р(х) есть одноместный предикат, Р(х,у) -  двумест­
ный, P(x,y,z) -  трехместный.
Одноместный предикат Р(х) содержит одну переменную х . Если х 
принимает значения на каком-либо множестве X , то предикат разбивает 
это множество на два непересекающихся класса: К, -  множество значений 
х , при которых Р(х) -  истина (1) и К2 -  Р(х) ложь (0). Класс называют 
множеством истинности предиката Р(х). Поскольку К, и  К2 = X и 
Ktn K 2=0,  то К2 есть дополнение множества истинности предиката до 
множества его определения: К7 = К\.
Таким образом, одноместный предикат Р(х) является функцией од­
ной переменной, область определения которой -  множество X , множество 
значений -  В = {0.1}, или иначе: Р(х) есть функциональное соответствие на 
ХхВ.
Двуместный предикат Р(х,у) есть функция двух переменных, опре­
деленная на множестве ХхУ (хеХ,уеУ)  и принимающая значения на 
множестве В = {0,1}; трехместный предикат P(x,y ,z) -  функция, опреде­
ленная на множестве X x Y x Z  (л- € Х ,у  е У ,ге Z) и принимающая значения 
на 5 = {0,1}.
По аналогии п -местный предикат Р(х1,х2,...,хп) есть функциональное 
соответствие на множестве (Xt х Х 2 х ...х х „)х В , где х, е X,, i  = 1,2,...,п .
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Предикаты, как и высказывания, соединяются в предикатные форму­
лы. Предикатная формула тоже является предикатом, принимающим зна­
чения на множестве В = {0,1}. Пусть Рх,Р2,...,Рк -  предикаты. Каждый из них 
разбивает свое множество определения на два класса: множество истинно­
сти и его дополнение. На множестве истинности предикат принимает зна­
чение 1, на дополнении -  0. Соединив предикаты Рх,Р2,...,Рк в формулу, по­
лучим предикат Р , определенный на другом множестве и разбивающий 
это множество на классы: К х -  множество истинности предиката Р и до­
полнение Кх -  множество ложности.
6.2. Алгебра высказываний
Нульарные, унарные и бинарные операции над булевыми перемен­
ными рассмотрены в разд. 5 (см. табл. 5.1 и 5.2). Поскольку высказывания 
есть также булевы переменные, над ними выполнимы те же самые опера­
ции. Однако в силу специфичности логической терминологии читать обра­
зованные формулы следует несколько иначе. Таблицы значений составных 
высказываний называют таблицами истинности этих высказываний.
Определим еще раз операции, наиболее часто используемые в мате­
матической логике.
1. Отрицание высказывания (р )
Определением операции отрица­
ния высказываний является табл. 6.1. 
Отрицание высказывания р истинно 
тогда и только тогда, когда р ложно.
В логике высказываний символ р читают "не р " или "неверно, что р ".
2. Конъюнкция высказываний ( p / \ q )
Конъюнкция высказываний р  и q (табл. 6.2) есть высказывание 
pAq,  которое истинно тогда и только тогда, когда истинны оба высказы­







Символ p/\q читают:" р И q ".
Пример истинной конъюнкции 
p/\q : "Число 6 делится на 2 и на 3", где 
р : "Число 6 делится на 2", : "Число 6
делится на 3".
Пример ложной конъюнкции 
pAq: "Число 6 делится на 2 и не де­
лится на 3".
3. Дизъюнкция высказываний ( p v q )
Дизъюнкция высказываний р и q (табл. 6.3) есть высказывание 
p v q , которое ложно тогда и только тогда, когда ложны оба высказывания 
р и q.
Символ pvq  читают: "р или ц".
Пример истинной дизъюнкции 
pvq:  "6 меньше или равно 7" (истина), 
где р : " 6 меньше 7" (истина), q : "6 
равно 7" (ложь).
Пример ложной дизъюнкции p v q :  "6 
больше или равно 7" (ложь); где р : "6 
больше 7" (ложь), "6 равно 7"
(ложь).
4.Импликация высказываний ( p->q)
Таблица 6.4
Импликация высказываний р и Таблица истинности
q (табл. 6.4) есть высказывание p->q , импликации высказываний
которое ложно тогда и только тогда, 
когда р -  истина, a q -  ложь.
Символ p-*q  читают: "Если р , 






















Высказывание р называют условием или посылкой импликации, q -  
следствием или заключением импликации.
Примеры истинной импликации p-+q:
1) "Если число 12 делится на 6, то оно делится на 2"(истина); 
р :" 12 делится на 6" (истина),
q : " 12 делится на 2" (истина).
2) "Если число 12 делится на 8, то оно делится на 2"(истина); 
р :" 12 делится на 8" (ложь),
q : " 12 делится на 2" (истина).
3) "Если число 12 делится на 8, то оно делится на 25"(истина); 
р : " 12 делится на 8" (ложь),
q : " 12 делится на 25" (ложь).
Как видно из примеров, если условие импликации ложно, заключе­
ние может быть истинным или ложным, на оценку истинности всей им­
пликации это не повлияет. (Из лжи следует все, что угодно.)
Пример ложной импликации:
"Если число 12 делится на 6, то оно делится на 8"(ложь); 
р : " 12 делится на 6" (истина), 
q : " 12 делится на 8" (ложь).
(Из истины должна следовать только истина.)
5. Эквиваленция высказываний (p<r>q)
Эквиваленция высказываний р 
и q (табл. 6.5) есть высказывание 
p+±q , которое истинно тогда и толь­
ко тогда, когда значения истинности 
р и q совпадают.
Символ p<-*q читают: "Для то­
го, чтобы р , необходимо и достаточ­
но, чтобы q ", " р тогда и только то­










Высказывания р и q называют членами эквиваленции.
Пример эквиваленции p<r>q: "Треугольник SPQ с вершиной S и ос­
нованием PQ равнобедренный тогда и только тогда, когда угол SPQ равен 
углу SQP". Данная эквиваленция истинна, так как члены эквиваленции р : 
"треугольник SPQ с вершиной S и основанием PQ равнобедренный" и q : 
"угол SPQ равен углу SOP" либо одновременно истинны, либо одновре­
менно ложны.
Высказывания, соединенные знаками логических операций, образу­
ют формулы логики высказываний. Это понятие определяется по индукции.
Определение 6.1. Пусть х, (х, е {0,1}, / = 1,2,...) -  какое-либо множест­
во логических (булевых) переменных. Формулой логики высказываний 
является:
1) любая логическая переменная (атомарная формула);
2) если р и q -  формулы, то выражения р, q , (p^q) ,  
( p v q ) , ( p - + q ) i ( p + * q )  являются формулами;
3) никаких других формул, кроме построенных в пп. 1 и 2, нет.
Как уже было отмечено, любую формулу логики высказываний 
можно рассматривать как булеву функцию от атомарных переменных 
х,,х2,...,хя 6 {0,1}: / (х „ х 2,...,хя) е F2(n) . При записи формул, для того чтобы из­
бежать большого количества скобок, используют правила:
1) конъюнкция выполняется раньше дизъюнкции, знак "л" можно 
опускать;
2) конъюнкция и дизъюнкция выполняются раньше импликации и 
эквиваленции;
3) если над скобкой стоит знак отрицания, то скобки тоже можно 
опускать.
Пример
Формулу ((Х| д х 2) v  х,) -> (((*, o . v , ) ) v x , )  в соответствии с этими правилами 
можно переписать так: х^ х2 v  х. —» (л*, л \ ) v  л \ .
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Определение 6.2. Две логические формулы А и В будем называть 
равносильными формулами, если они принимают одинаковые значения на 
любом наборе значений входящих в эти формулы атомарных формул.
Рассматривая логические формулы как булевы функции, можно дать 
другое определение равносильности формул:
Определение 6.2'. Две логические формулы А = f i(xl,x2,...,x3) и 
В -  х2,...,х3) называют равносильными формулами, если их единич­
ные и нулевые наборы совпадают.
Законы логики высказываний устанавливают равносильности между 
формулами. Некоторые из них были определены как свойства булевых 
операций (см. табл. 1.14). Сформулируем законы логики высказываний в 
полном объеме.
Законы логики высказываний:
1. Двойственность: pq = pvq ,  p\/q = pq.
2. Двойное отрицание: р = p.
3. Отрицание импликации: p-*q = p/\q.
4 .Идемпотентность: рр = р, p v р = р.
5. Коммутативность конъюнкции и дизъюнкции: pq = qp, pvq  = qvp .
6. Ассоциативность конъюнкции и дизъюнкции: (pq)h = p(qh),
(pvq)vh = pv(qvh).
I. Дистрибутивности конъюнкции и дизъюнкции: p{q vh) = pqv ph, 
pvqh = (pvq)(pvh).
8. Самодистрибутивность импликации: p-+(q^>h) = (p->q)-+(p->h).
9. Контрпозиция: p-+q = q-> p.
10. Приведение к абсурду : (р -> q){p -» q) = р .
II. Противоречие: рр = 0.
12. Исключение третьего: р v  р = 1.
13. Поглощение: р{рvq) = р, р v pq = p.
14. Выражение импликации через дизъюнкцию и отрицание: 
p^>q = pvq .
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15. Свойства нуля:р0 = 0\ p v O  = р .
16. Свойства единицы: р\ = р ; p v  1 = 1.
Справедливость любого из перечисленных логических законов 
можно доказать, построив таблицы истинности соответствующих выска­
зываний.
Докажем законы р -* q = p v q , p - + q  = q р  и ( р q ) ( p q )  = р , ис­
пользуя таблицы истинности логических операций (рис. 6.1).
Для доказательства эквивалентности p - > q  = p v q  (рис. 6.1,а) рас­
смотрим все возможные наборы значений атомарных формул р  и q и за­
пишем для каждого из наборов значения формул р ,  p - + q , p v q  (см. табл. 
6.1, 6.4). Делаем вывод: единичные и нулевые наборы формул p^*q и 
p v q  совпадают. Следовательно, эти формулы эквивалентны.
Справедливость законов контрпозиции и приведения к абсурду дока­
зывается аналогично (см. рис. 6.1, б, в).
р я р  - * я я р я Р
0 0 1 1 1 1
0 1 1 0 1 1
1 0 0 1 0 0




р я р р->я p vq
0 0 1 1 1
0 1 1 ■ 1 . 1
1 0 0 0 0
1 1 0 1 1 :
т




я р я р - > я Р-+Я (р ^ яХр ^ я)
0 0 1 1 0 1 0
0 1 1 0 1 0 0
1 0 0 1 1 1 1
1 1 0 0 1 1 1
1
(р -* чЖр  -* ч) = Р
т
Рис. 6.1. Доказательство логических законов: 
а - выражение импликации через дизъюнкцию и отрицание; 
б - контрпозиции; в - приведение к абсурду
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Определение 6.3. Формулу А называют тождественно истинной 
формулой или тавтологией, если она принимает значение 1 на всех набо­
рах входящих в нее атомарных высказываний. Формулу А называют то­
ждественно ложной формулой, если она принимает значение 0 на всех 
наборах входящих в нее атомарных высказываний. Формулу А называют 
выполнимой формулой, если она принимает значение 1 хотя бы на одном 
наборе входящих в нее атомарных высказываний.
Задачу об отнесении формулы к тому или иному классу формул на­
зывают проблемой разрешимости.
Любую формулу алгебры логики можно отнести к определенному 
классу формул с помощью таблицы истинности формулы. Существует и 
другой путь решения этой задачи.
Так как любая формула А есть булева функция А е F2(n), ее можно 
представить как дизъюнктивную (ДНФ) или конъюнктивную (КНФ) нор­
мальную форму. Для ДНФ и КНФ справедливы следующие утверждения1:
Утверждение 1. Для того чтобы элементарная дизъюнкция была то­
ждественно истинной, необходимо и достаточно, чтобы в ней содержались 
переменная и ее отрицание.
Утверждение 2. Для того чтобы элементарная конъюнкция была то­
ждественно ложной, необходимо и достаточно, чтобы в ней содержались 
переменная и ее отрицание.
Утверждение 3. Для того чтобы логическая формула А являлась 
тавтологией, необходимо и достаточно, чтобы любая элементарная дизъ­
юнкция в КНФ формулы А содержала переменную и ее отрицание.
Утверждение 4. Для того чтобы логическая формула А являлась то­
ждественно ложной, необходимо и достаточно, чтобы любая элементарная 
конъюнкция в ДНФ формулы А содержала переменную и ее отрицание.
1 Доказательство утверждений см.: Пихтарников JI.H., Сукачева Т.Г. Математи­
ческая логика: курс лекций. Задачник-практикум и решения. СПб., 1999.
138
Пример 1
Докажем, что формула {pq -> p)(pq -> q) является тавтологией.
Запишем КНФ формулы:
_  (14) ___ _  =  _  (2) _  _  _  _
{pq -> p){pq -> q) = {pq v p){pq v q )  = { p v q v  p){p v q v q )  = { p v q v  p){p v q v q )
(над знаками равенства указаны номера законов логики высказываний). Последняя 
формула представляет собой КНФ первоначальной формулы. Поскольку каждая эле­
ментарная дизъюнкция в КНФ наряду с атомарным высказыванием содержит его отри­
цание, формула является тавтологией.
Представление высказываний в виде формул, позволяет решать ло­
гические задачи. Приведем пример1.
Пример 2
По подозрению в совершеннии преступления задержали Брауна, Джона и Смита. 
Один из них был уважаемым в городе стариком, другой -  малоизвестным чиновником, 
третий -  мошенником. В процессе следствия старик говорил правду, мошенник лгал, а 
третий задержанный в одном случае говорил правду, а в другом -  лгал. Вот, что они 
утверждали:
Браун: "Я совершил это, Джон не виноват";
Джон: "Браун не виноват. Преступление совершил Смит";
Смит: "Я не виноват, виновен Браун".
Требуется определить имя старика, мошенника и чиновника и кто из них вино­
ват, если известно, что преступник один.
Обозначим высказывания:
Б: "виноват Браун"; Д: "виноват Джон"; С: "виноват Смит".
Высказывания подозреваемых представляют собой конъюнкции: Б л Д , Б л С ,
С л Б . Которые истины лишь в том случае, если истины оба входящие в них высказы­
вания. По условию задачи, среди этих конъюнкций есть одна истинная -  высказывание 
старика, и две ложные: высказывание мошенника, который всегда говорит ложь, и вы­
сказывание чиновника, который чередует ложь и правду. Дизъюнкция
L = Б л Д  v Б л С v  С л Б  является истинной, поскольку истинна одна из составляю­
щих ее конъюнкций (высказывание старика).
1 См.: Карпов Ю.Г. Теория автоматов. СПб., 2003.
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Составим таблицу истинности формулы L :
Б Д с Б д с Б л Д Б л С С л Б L
0 0 0 1 1 1 0 0 0 0
0 0 1 1 1 0 0 1 0 1
0 1 0 1 0 1 0 0 0 0
0 1 1 1 0 0 0 1 0 1
1 0 0 0 1 1 1 0 1 1
1 0 1 0 1 0 1 0 0 I
1 1 0 0 0 1 0 0 1 1 1
1 1 1 0 0 1 0 0 0 0 0
Единичный набор формулы L выделен жирным шрифтом. Из этого набора сле­
дует исключить строки, в которых истины два атомарных высказывания, так как по ус­
ловию преступник только один. Также необходимо исключить строку, в которой исти­
ны две конъюнкции Б л Д  и С л Б , поскольку лишь один человек -  старик, говорил 
всегда правду. (Исключенные строки выделены контуром.)
Таким образом, из всех строк таблицы формулы L остается лишь вторая строка. 
Анализируя распределение нулей и единиц в этой строке, делаем следующие выводы:
1) Преступником является Смит (С=1). Браун и Джон не виновны (Б=0, Д=0).
2) Оба высказывания Джона истинны (Б =  1, С=1), он и  является уважаемым в 
городе стариком.
3) Оба высказывания Смита ложны ( С =0, Б =0). Значит, Смит -  мошенник.
4) Одно из высказываний Брауна ( Д  =1) истинно, другое ( Б =0) -  ложно. Браун -  
малоизвестный чиновник, который в одном случае говорит правду, а в другом -  лжет.
6.3. Операции булевой алгебры над предикатами
Любая формула логики высказываний есть функциональное соответ­
ствие на множестве Вп хВ:  В"——^>5. Для предиката область значений 
функции -  множество В , но областью изменений аргументов может быть 
любое множество, т.е. предикат Р{хх,х2,...,хп) есть функциональное соответ­
ствие М  —*-+В,  где (х,,х2 ,...,х„)еМ , Р(хх,х2,...,хп) е В .
Если в предикат Р(:с,,х2 ,...,х„) подставить значение переменной но­
вый предикат будет предикатом от л-1 переменной, подстановка значений 
хх,х2 дает предикат от л - 2  переменных и т. д. Если подставить значения 




Р(х>у) 'У ^х2- 4 х - 5  -  двуместный предикат, (х,у) е R2. Множество истинно­
сти Р(х,у) -  область внутри параболы у  = х2 - 4 х - 5  (показано штриховкой на рисун­
ке а).
Пусть х = -  Г, Р (у ) : у  > 0 -  одноместный предикат, полученный из Р(х,у)  под­
становкой выбранного значения х . Его множество истинности -  полуплоскость выше 
оси абсцисс (см. рисунок, б).
Если у = - 5, то Р(х) :"0>х2 -4х" . Множество истинности полученного одно­
местного предиката -  вертикальная полоса (см. рисунок, в).
Р :"-5> 0" -  ложное высказывание полученное подстановкой х = -1 , у  = - 5 в 
предикат Р(х,у).
Над предикатами, как и над высказываниями, выполняют операции 
конъюнкции, дизъюнкции, импликации, отрицания. При этом получают 
предикатную формулу или составной предикат. Поскольку значениями 
любого предиката, как и значениями высказываний, являются 0 или 1, все 
законы логики высказываний применимы и к предикатным формулам.
Пусть Р,,Р2 -  предикаты. Предикат /} имеет множество определения 
М, и разбивает его на два класса: множество истинности К, и его допол­
нение КI- множество ложности. По аналогии предикат Р2 также определя­
ет три множества: М2 К? и Кг.  Объединим множества Л/, и М2 и будем 
считать областью определения каждого из предикатов множество 
Л/ = Л / ,и М 2, для которого справедливы включения: А/,сМ, и  Л/,, 
М2 с  MxkjM2.
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На рис. 6.2 показана диаграмма 
Эйлера-Венна множеств М , Кх, К2. Все 
множество М  разбито на четыре непе- 
ресекающиеся части, помеченные номе­
рами (00), (01), (10), (11). При этом обра­
зуется ряд областей, каждая из которых 
соответствует определенному подмно­
жеству множества М  (см. рис. 1.1,6).
Сравнив единичные наборы операций конъюнкции, дизъюнкции, 
импликации и эквиваленции (см. табл. 6.2 -  6.5) с единичными наборами 
множеств AT, о  К2, А,и К2, К\ и  К2, КХФК2, запишем следующие правила:
1. Множеством истинности конъюнкции РхлР2 предикатов является пере­
сечение их множеств истинности Кхп  К2.
2. Множеством истинности дизъюнкции Рх v  Р2 предикатов является объе­
динение их множеств истинности Кхи  К2.
3. Множеством истинности импликации предикатов Рх-+Р2 является 
пересечение множества К\ и множества К2: К\ и К2.
4. Множеством и с т и н н о с т и  эквиваленции предикатов Рх < -»  Р2 является до­
полнение кольцевой суммы Кх Ф К2: КХФК2. Рассмотрим условия, при ко­
торых импликация и эквиваленция предикатов являются тавтологиями. 
Перепишем таблицу истинности импликации Рх -> Р2 (см. табл. 6.4), удалив 
из нее нулевую строку. Очевидно, что Рх-+Р2 тождественно истинна тогда 





Вывод: импликация предикатов тождественно истинна тогда и толь­
ко тогда, когда множество истинности условия импликации является под­
множеством истинности ее заключения.
Рис. 6.2. Диаграмма Эйлера- 
Венна множеств М , Кх, К2
Рассмотрим области: 
( 1 1 ) -Кхп К 2; 
{(Ю),(01),(11) } - Х , и л : , ;
{(00),(01),(11)} - K i K j K 2; 
«00),(И)} -  К ^ К г .
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Перепишем таблицу истинности эквиваленции <-+ Р2 (см. табл. 6.5), уда­
лив из нее нулевые строки. Очевидно, что Р{ Р2 тождественно истинна 
тогда и только тогда, когда Рх- Р 2. Эго означает, что КХ= К 2.
Pi Р2 pt **p2
0 0 1
1 1 1
Вывод: эквиваленция предикатов тождественно истинна тогда и 
только тогда, когда множества истинности ее условия и заключения равны 
друг другу.
6.4. Кванторные операции над предикатами
Помимо булевых операций над предикатами выполняют две кван­
торные операции. Знаки этих операций: V - квантор всеобщности, 3 -  
квантор существования.
Пусть Р[х) -  предикат, определенный на множестве М . При подста­
новке значений из М в предикат он становится истинным или ложным вы­
сказыванием. Таким образом, предикат Р(х) разбивает М на два непересе- 
кающихся класса: К -  множество истинности предиката Р(х) ; К -  его до­
полнение, множество ложности. При подстановке значений из К  предикат 
получает значение 1 (истина), из К -  0 (ложь). Очевидно, что К ,К ^М  и 
КиК=М,КпК = 0.
Квантор всеобщности. Утверждение V хР(х):"для всякого х 
Р(х) истинно" является уже не предикатом, а высказыванием. Высказыва­
ние V хР(х) -  истина, если множество К совпадает с областью изменения 
переменных: К = М, К = 0.  Высказывание V хР{х) -  ложь, если
К*М,  К ф 0 . До выполнения кванторной операции х являлась свобод­
ной переменной, можно было придавать ей любые значения из множества 
М.  После выполнения операции переменная х связана квантором все­
общности: значение высказывания V хР{х) не зависит от х . Хотя символ х 
и входит в запись предложения V хР{х), но подстановка значений х в это 
предложение приводит к бессмыслице.
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Квантор существования.  Пусть Р(х) -  предикат, определенный 
на множестве м . Утверждение з хР(х): "существует х , для которого Р(х) 
истинно" является высказыванием. Высказывание 3 хР(х) -  истина, если 
множество к  не пусто: К * 0 .  Иными словами, если во множестве А/ 
найдется хотя бы один элемент, который при подстановке в предикат об­
ращает его в истинное высказывание. Значение высказывания 3 хР(х) не 
зависит от х , переменная * связана квантором существования.
Пример
На множестве М = {1,2,3,4,5} заданы два предиката ^(х) :"х < 6 ' \  Р2(х) :"х -  
четное число".
Высказывание V хР, (х ): "все х < 6 " является истинным, поскольку истинно ка­
ждое из высказываний Р}( 1): "1<6"; />(2): "2<6"; Р,(3): "3<6"; Р,(4): "4<6"; Р,(5): "5<6". 
Высказывание V хР (^х) является конъюнкцией высказываний, которые получаются 
при подстановке значений х в предикат Р^ (х ):
V xi>(x) = />(1)л />(2) л/>(3) л а д  л а д
Высказывание 3  хР2(х) "некоторые х -  четные числа" истинно, так как среди вы­
сказываний Р2 (1): " 1  -  четное число", Р,(2): "2 -  четное число", Р2(3): "3 -  четное чис­
ло", Р2(4): "4 -  четное число", Р2(5): "5 -  четное число" два истинны Р2(2) и Р2(4), а 
следовательно, истинна дизъюнкция всех высказываний:
3 хР2(х)=Р2(1) v Р2 (2) v Р2(3) v Р2(4) v Р2 (5).
Приведенный пример показывает, что квантор всеобщности есть 
конъюнкция всех высказываний, которые получаются из предиката при 
подстановке значений его переменной, а квантор существования есть 
дизъюнкция всех таких высказываний.
Таким образом, если Р(х) -  предикат, х е М,  Л/ = {а,,а2,...,а„}, то
справедливы равенства:
VxP(x) = Р(а,) л Р(а2) л ... д Р(ап) ?
ЗхР(х) = Р(а,) v Р(а2) v ... v  Р(а„).
Применим к этим равенствам логический закон двойственности:
VxP(x) = Р(а,) л Р(а2) л ...л Р(а„) = Р(а,) v Р(а2) v ... v  Р(ап) = ЗхР(х);
ЗхР(х) = Р(а,) v Р(а2) v ... v  Р(а„) = Р(а,) л Р(а2) л ... л Р(ап) = VxP(x).
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Получены формулы:
VxP(x) = Эх.Р(х)} (6.1)
ЗхР(;с) = УхР(х) . (6.2)
Отрицание высказывания \/хР(х) с квантором всеобщности равно­
сильно высказыванию ЗхР(х) с квантором существования, и наоборот, от­
рицание высказывания ЗхР(х) с квантором существования равносильно 
высказыванию УхР(х) с квантором всеобщности. Таким образом, кванто­
ры, как и булевы операции конъюнкции и дизъюнкции, подчиняются зако­
ну двойственности.
Применяя свойство порядка для конъюнкции и дизъюнкции, имеем 
неравенства:
Связывая переменную квантором всеобщности, получаем высказы­
вание, значение истинности которого не больше значения высказывания с 
квантором существования, полученным из того же предиката, т.е. если 
VxP(x) = 1, то ЗхР(х) = 1, но если УхР(х) = 0, то возможны оба варианта: 
ЗхР(х) = 0 или ЗхР(х) = 1. Неравенство (6.4) можно толковать аналогично.
Кванторные операции применяются и к многоместным предикатам. 
Рассмотрим применение этих операций к двуместному предикату Р(х,у) .
Операция связывания выполняется по действиям:
1) Связывание одной из двух переменных.
Поскольку переменных две и кванторных операций тоже две, в ре­
зультате получаем четыре одноместных предиката:
УхР(х,у) -  одноместный предикат с переменной у ;
ЗхР(х,у) -  одноместный предикат с переменной у ;
VyP(x,y) -  одноместный предика- с переменной*;
3\уР(х,у) -  одноместный предикате переменной х.
2) Связывание оставшейся переметной.
УхР(х) < ЗхР(х) ; (6.3)
Зх/>(дс) < УхР(х) # (6.4)
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Применяя к каждому из четырех различных одноместных предика­
тов по две кванторные операции, получаем восемь различных высказыва­
ний с кванторами:
VyVxP(x,y), 3\yVxP(x,y), Vy3xP(x, у ) , ЗуЗхР(х,у);
VxVyP(x,y), 3xVyP(x,y),  Vx3yP(x,у ) , ЗхЗуР(х,у) .
Пример
Пусть М  = {a,b,c,d} -  множество детей одной семьи, причем а и Ь -  мальчики, 
а с и d -  девочки. На множестве М  задан двуместный предикат Р(х ,у ) : "х является бра­
том у".
Получим из Р(х,у) четыре одноместных предиката:
VxP(x,y): "любой из детей семьи является братом у";
ЗхР(х,у) : "в семье найдется ребенок, который является братом у";
VxP(x,y) = 7>(a,y)л Р,(Ь,у)л />(с,у)л Pt(d,y);
3хР(х,у) = P}(a ,y )v  Pt(b ,y)v  ^ (c ,y )v  P^d,y).
VyP(x, у ) : "каждому из детей семьи х является братом
ЗуР(х,у): "хотя бы для одного из детей семьи х является братом ".
VyP(x,y) = Р2(х,а)л Р2(х,Ь)л Р2(х,с)л P2(x,d) ;
ЗуР(х,у) = P2(x,a)v  P2(x,b) v  P2(x,c)v P2(x ,d ) .
Составим восемь высказываний, связав в каждом из одноместных предикатов 
оставшуюся свободную переменную:
1. VyVxP(x, у ) : " любой из детей семьи ( Vx) является братом каждому ребенку 
(V y) этой семьи" -  ложное высказывание, для мальчиков а и Ъ девочки с и d  не яв­
ляются братьями, кроме того, для любого человека не является братом он сам.
2. 3yVxP(x,y): " любой из детей семьи (Vx) является братом какому-либо ре­
бенку (З у ) этой же семьи" -  ложное высказывание, поскольку в семье есть 2  девочки, а 
также сам себе человек не является братом.
3. Vy3xP(x,y): " в семье найдется ребенок (Зх), который является братом лю­
бому ребенку ( Vy ) этой семьи " -  ложное высказывание, так как сам себе человек не 
является братом.
4. ЗуЗхР(х,у):" в семье найдется ребенок (З х ), который является братом како­
му-либо ребенку ( Зу) этой же семьи" -  истинное высказывание.
5. VxVyP(x,y): "для каждого ребенка семьи (Уу ) любой ребенок этой же семьи 
( Vx) является братом" -  ложное высказывание.
6 . 3xVyP(x,y): " для любого ребенка семьи (Vy ) найдется брат (Зх) в этой же
семье" -  истинное высказывание.
7. Vx3yP(x,y): "в семье найдется ребенок (Эу), для которого все дети этой се­
мьи (^х )~  братья"- ложное высказывание.
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8 . 3x3yP(x,y) :" в семье найдется ребенок ( ) ,  у которого есть брат ( Зх ) в этой 
же семье" -  истинное высказывание.
Двуместный предикат определяет на множестве М 2 бинарное отношение: 
Г = {(ab),(ac),(ad),(ba),(bc\(bd)} с  М г . Построим граф этого отношения (рисунок) и 
рассмотрим каждое из восьми высказываний с точки зрения отношений между множе­
ствами Г и Ы 2 •
Мальчик Мальчик
Девочка Девочка
1. Высказывания VyVxP(x.y) и УхУуР(х,у) есть утверждения о том, что
Г = М г. Оба эти высказывания в данном случае являются ложными.
2. Высказывание ЗуЗхР(х,у) утверждает, что некоторые элементы множества 
М (Зх)  имеют образы ( З у ) в этом множестве по отношению Г , а ЗхЗуР(х,у) -  неко­
торые элементы ( Зу) имеют прообразы ( Эд-) во множестве М  по отношению Г . Ины­
ми словами, оба эти высказывания утверждают, что Г * 0  и являются истинными вы­
сказываниями.
3. Высказывание ЗуУхР(х.у) есть утверждение о том, что каждый элемент мно­
жества М (Ух) имеет хотя бы один образ (Зу) в этом множестве, что является лож­
ным (с и d  не имеют образов). Высказывание УуЗхР(х,у) утверждает, что для некото­
рых элементов (Зх)  полный образ по отношению Г состоит из всех элементов ( V y)
множества М , что ложно в силу антирефлексивности отношения Г ("сам себе братом 
не является").
4. Высказывание ЗхУуР(х,у) утверждает, что каждый элемент( V y) множества 
М имеет прообраз (Зх), и это истина. Высказывание УхЗуР(х,у) есть утверждение о 
том, что для некоторых элементов множества М (Зу)  полный прообраз по отношению 
Г состоит из всех элементов ( Vx) множества М , что ложно.
Примечание. Обратим внимание на то, что чтение предиката с двумя кванто­
рами начинается с внутреннего квантора, т. е. квантора, ближайшего к предикату 
Р(х,у).
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Анализ примера позволяет сделать следующие выводы.
1. Результатом кванторных операций над двуместным предикатом 
Р(х,у) является истинное (1) или ложное (0) высказывание.
2. Если истинно высказывание VxVyP(x,y), то высказывание 
ЗхЗуР(х,у) так же истинно; если \/хУуР(х,у) ложно, то 3x3уР(х,у) может 
быть как ложным, так и истинным. Следовательно, \/х\/уР(х,у) < 3x3уР(х,у) 
для любого двуместного предиката.
3. Результат связывания переменных различными кванторами зави­
сит от порядка связывания, т.е. от того, какая переменная была связана 
первой, а какая -  второй. В общем случае \fx3y ф  Зу\/х, 3xVy ф  \/уЗх .
4. Если порядок связывания не меняется, то результат зависит от по­
рядка следования кванторов. В общем случае Vx3y ф  3 xVy.
Рассмотрим правила построения отрицаний высказываний с двумя 
кванторами. Для примера построим отрицание высказывания \/хЗуР{х,у), 
применяя формулы (6.1) и (6.2):
Vx3_yP(x, у) = ЗхЗуР(х, у) = 3xVyP(x,_y).
Аналогично строятся отрицания и других высказываний с двумя 
кванторами. Таким образом, справедливо следующее утверждение, кото­
рое является распространением закона двойственности на кванторные опе­
рации.
Утверждение. Чтобы построить отрицание высказывания или пре­
диката с кванторами, надо кванторы всеобщности заменить кванторами 
существования, кванторы существования -  кванторами всеобщности, а 
предикат -  отрицанием предиката.
В «-местном предикате Р(х,,х2,...,х„) каждую переменную можно свя­
зать либо квантором всеобщности, либо квантором существования. Пусть 
сначала порядок связывания переменных тот же, что и в самом предикате. 
Первой связывается переменная х,, при этом получается два (я—1)- 
местных предиката, затем в каждом из них -  переменная х2, после чего по­
лучается 22 (и -  2) -местных предиката и т.д. Всего таким образом можно 
получить 2” высказываний. Координаты вектора (xvx2,...,x„) можно пере­
ставить п\ способами. Именно столько существует перестановок без по­
вторений из п элементов. Следовательно, каждое из 2я высказываний дает
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л! других высказываний, которые отличаются друг от друга порядком свя­
зывания переменных. Таким образом, применение кванторных операций к 
и-местному предикату Р(х]%х2,...,х„) дает л!-2" высказываний.
Поскольку значения предикатов и высказываний есть элементы од­
ного и того же множества В = {0,1} и над ними можно выполнять одни и те 
же логические операции отрицания, конъюнкции, дизъюнкции, имплика­
ции и эквиваленции, то можно соединять в одной формуле высказывания и 
предикаты или высказывания с кванторами и без кванторов. Например, 
А :"если 3 < 5 и 5 > х, то 3 > х " или в символьной форме А = qP(x) -► Q(x) , 
где q :"3 < 5", Р(х) :”5 > х", Q(x) :"3 > х".
Полученная таким образом формула является предикатом и над ней 
можно выполнять кванторные операции. Приведем основные правила вы­
полнения кванторных операций над предикатами (табл. 6.6). Пусть Р -  
высказывание, Р(х) и Q(x) -  одноместные предикаты, Р(х,у)  -  двуместный 
предикат.
Таблица 6.6





1 УхУуР(х,у) = \/уУхР(х,у) 1 0 3 x V y / >( * ,> ’)  ф  УуЗхР{х,у)
2 Vx3уР(х,у) ф 3у\/хР{х,у) 11 VxVyP(x, у) < ЗхЗуР(х,у)
3 УхЗуР(х,у) = ЗхУуР(х,у) 1 2 р  v \/хР(х) -> Vx {р v  Р(х))
4 р  л (VxP(x)) = Vx(/? л Р(х)) 13 3х(р v .Р(х)) = р v ЗхР(х)
5 3х(р л Р(х)) = р  л ЗхР(х) 14 р  -> ЗхДх) = Зх (р -> Р(х))
6 р  —> VxP(x) = Vx(p -> Р(х)) 15 Vx(P(x)—> р) = Зх(р ->■ Р(х))
7 Зх {Р(х) —►/?) = ЗхР(х) —> р 16 (Vx^ x))a (Vxgx)) = Vx(P(x) л0(х))
8 (ахДх)) v(3x0x))= 3x(/>(x)v£*x)) 17 Зх1\х) л З у а у )  = Зх Зу (Дх) л О » )
9 ЗхЗуР(х,у) = ЗуЗхР{х,у)
6.5. Применение языка логики предикатов в математике
Язык логики предикатов удобен для записи математических предло­
жений. Он дает возможность выражать логические связи между понятия­
ми, записывать определения, теоремы, доказательства.
Приведем примеры записи определений математического анализа в 
виде предикатных формул.
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Примечание. При записи определений используется символ "— >", кото­
рый читается так:" по определению..., если...".
1) определение предела числовой последовательности: " число а 
есть предел последовательности {ап}, если для любого положительного 
числа е найдется такое натуральное число «0, что для всех натуральных 
чисел п из выполнения неравенства п > п 0 следует, что \ап -  а| < е " запишем 
следующим образом: а = lima,, ■ м >Vg > 03nQ\/n(n > п0 ->• \а„-а\ < g),
Л —►ОО
где п,п0 € N , е g R,  ап -  член последовательности с номером п; предикат 
Р{п,Пь,е) :"(п > л0 ->• \а„ - а \ <  е)' -  трехместный предикат, представляющий 
импликацию Р(п,п0,е) = Р(п,п0) -> Q(e) двуместных предикатов 
Р(п,щ) :"п > п0", Q(n,e) :"|a-a„| < е";
2) определение возрастающей функции: "/(*) есть возрастающая на 
множестве Е  функция, если для любого числа хх из множества Е  и любого 
числа х 2 из этого же множества неравенство х, < х2 влечет за собой не­
равенство /О,) < /(*,)". В данном определении текст, выделенный курси­
вом, можно записать в виде высказывания с кванторами:
Vx, е £ V x 2 е Е ( х х <х2-> / ( х , )  < /(х2)), 
где предикатР(х,,х2) :"(х, <х2 -> /(х,)< /(х2))' есть импликация двуместных 
предикатов />1(х„х2):"(х1 <х2)' и Д(х,,х2):"(/(х1)< /(х 2))'.
Многие теоремы математики допускают формулировку в виде ус­
ловных предложений.
Примеры
1. Если точка лежит на биссектрисе угла, то она равноудалена от сторон этого
угла.
2. Система линейных алгебраических уравнений имеет решение тогда и только 
тогда, когда ранг главной матрицы системы равен рангу ее расширенной матрицы.
3. Квадрат гипотенузы равен сумме квадратов катетов. Эту знаменитую теорему 
можно переформулировать так: "Для того, чтобы треугольник был прямоугольным, не­
обходимо и достаточно, чтобы квадрат длины одной из его сторон был равен сумме 
квадратов длин других его сторон".
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Такие формулировки являются импликациями или эквиваленциями 
предикатов, переменные в которых связаны кванторами.
Пусть импликация Р(х) -> О(х) представляет условие и заключение 
некоторой теоремы. Рассмотрим еще три импликации, которые можно по­
строить из предикатов Р(х) и О(х) :
Q(x) ->■ Р(х) -  обратная импликация;
Р(х) -> Q(x) -  противоположная импликация;
Q(x) -> Р(х) -  импликация обратная противоположной.
Поскольку для эквиваленции справедливо равенство 
P(x)<*Q(x) = Q(x)<r>P(x)
(см. табл. 6.5), то есть смысл рассматривать лишь противоположную ей эк- 
виваленцию Р(х) Q(x). Из таблиц истинности импликации и эквивален­
ции (см. табл. 6.4, 6.5) получаем таблицу соответствующих высказываний 
(табл. 6.7).
Таблица 6.7
Таблица истинности импликаций и эквиваленций
р q р q p^q q-*p p-+q q-+p p**q p++q
0 0 1 1 i i l l l l
0 1 1 0 i 0 0 l 0 0
1 0 0 1 0 i l 0 0 0
1 1 0 0 i i l l l l
Очевидны равносильности: /?-></ = q -> р, q -> р = p-*q  (логический 
закон контрапозиции), р <-> q = {р -><:/) л (q -> p) , p <T> q = (p —> q) л (q p) .
Пусть x e M,  P.O^M  -  множества истинности предикатов P(x) и 
Q(x) соответственно, P,(Jc W -  их множества ложности. В соответствии с 
таблицей истинности, импликация Р(х) -> Q(x) ложна лишь при тех значе­
ниях х , для которых Р(х) > О(х). Такое соотношение невозможно, если 
P e g  (см. рис. 6.3).
Пусть Vx Р(Х) О(х) ("для любого х из истинности Р(х) следует ис­
тинность Q(x)" или "при любом х истинность Р(х) является достаточным 
условием истинности О(х)") является теоремой. Назовем это утверждение 
прямой теоремой. Тогда связанные с ней теоремы будут иметь следую­
щие названия:
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• обратная теорема: Vxg(x) -» Р(х) ("для любого х из истинности 
g(x) следует истинность Р(х) ");
• противоположная теорема: VxP(x) —> Q(x) ("для любого х из 
ложности Р(х) следует ложность Q(x) ");
• теорема, обратная противоположной: Vxg(x) ->■ Р(х) ("для лю­
бого х из ложности Q(x) следует ложность Р(х) ").
г д
Рис. 6.3. Множества истинности (вьщелены цветом) и множества 
ложности (не окрашены) предиката Р(х) -» Q(x) при различных 
соотношениях между множествами Р и Q: 
а, б - Р  и Q -  несравнимы (Р <z g,g <х Р)' ,в-  Q с  Р ; г -  Р  с  g , d -  Р - Q
Если множество истинности условия Р(х) импликации прямой тео­
ремы есть подмножество множества истинности ее заключения g (x ), то 
импликация тождественно истинна во всей области определения перемен­
ных (см. рис. 6.3 в, д  ). Это означает, что высказывание Vx Р(х) -» Q(x) яв­
ляется истинным и следовательно может быть доказано тогда и только то­
гда, когда P e g .
В силу закона контрпозиции включение P e g  является также усло­
вием истинности высказывания Vxg(x) -> Р(х) или, что то же самое, g  с  Р .
Высказывания Vxg(x) -> Р(х) и VxP(x) -> g(x) истинны при условии 
g  с  Р . Если же Р с  g , но g  е  Р (см. рис. 6.3, г), то истинность g(x) являет­
ся необходимым, но не достаточным условием истинности Р(х).
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Таким образом, теорема Ух Р(х) -> Q(x) может быть прочитана так: 
"при любом х истинность Р(х) является достаточным условием истинно­
сти Q(x), а истинность Q(x) -  необходимым условием истинности Р(х)".
Теорема УхР(х)-*£)(х)  будет доказана, если доказать включение 
P ^ Q .  Теорема также будет доказана, если доказать включение Q ^ P ,  т.е 
доказать теорему, обратную противоположной yxQ(x) Р(х) . Такой метод 
доказательства называется методом от противного.
Чтобы опровергнуть теорему Vx Р(х) -> Q{x), достаточно привести 
единственный контрпример, в котором истинность импликации 
Р(х) -* Q(x) нарушена. В самом деле, представив отрицание импликации 
конъюнктивной нормальной формой Р(х) ->■ Q(x) = Р(х) a Q(x) , получаем 
УхР(х) -> Q(x) = ЗхР(х) л Q(x). Высказывание ЗхР(х) л Q(x) истинно, если най­
дется хотя бы один х е М , при котором Р(х) -  истина, a Q(x) -  ложь.
Высказывания УхР(х) <-» Q(x) и yxQ(x) +* Р(х) истинны, когда выпол­
няются оба включения P e g  и Q q P,  т.е. Р = Q .
Теорема, содержащая необходимые и достаточные условия, форму­
лируется в виде эквиваленции: УхР(х) <-» Q(x). Прочитать такое высказыва­
ние можно одним из следующих способов: "при любомх Q(x) истинно то­
гда и только тогда, когда истинным является Р(х)", " при любом х истин­
ность Р(х) является необходимым и достаточным условием истинности 
Q(x)". Для доказательства такой теоремы приходится доказывать прямую 
Ух Р(х) -+ Q(x) и обратную теоремы yxQ(x) -> Р(х) . Доказательство прямой 
теоремы служит доказательством достаточности условия Р(х) , доказатель­
ство обратной -  необходимости этого условия. В силу эквивалентности 
теорем Ух Р(х) -» Q(x) = yxQ(x) -» Р(х) и yxQ(x) —> Р(х) = УхР(х) —> Q(x) доказа­
тельством необходимости и достаточности условия может являться любой 
из следующих вариантов:
Ух Р(х) -► Q(x) и yxQ(x) -> Р(х) -  доказательство прямой и обратной 
теорем;
Ух Р(х) Q(x) и УхР(х) ->• Q(x) -  доказательство прямой и противопо­
ложной теорем;
yxQ(x) -> Р{х) и yxQ(x) Р(х) -  доказательство теоремы обратной и 
теоремы противоположной обратной;
УхР(х) -> Q(x) и V.x£>0) -» Р(х) -  доказательство теоремы противопо­
ложной и теоремы, противоположной обратной.
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Пример 1
Диагонали ромба взаимно перпендикулярны.
Переформулируем теорему в виде условного предложения: "Пусть х -  плоский 
выпуклый четырехугольник, а и b -  отрезки. Если х -  ромб и а,  b -  диагонали х , то 
а и Ъ взаимно перпендикулярны".
Первое предложение в этой формулировке является описанием множеств значе­
ний переменных: х е М ,  а,Ь е А,  где М -  множество плоских выпуклых четырех­
угольников, А -  множество отрезков. Это предложение называют преамбулой теоре­
мы.
Условие теоремы представляет собой конъюнкцию одноместного и двуместных 
предикатов: Р(х)л()(а,х)лН(Ь,х) ,  где Р(х): "х -  ромб", Q(a,х): "а -  диагональ 
х", H(b,x) : "b -  "диагональ х ". Предикат Р(х)л Q(a,х )л H(b,х) задан на множестве 
М х А2. Заключение теоремы -  предикат G(a,b): "а и b взаимно перпендикулярны",
заданный на множестве А2.
Прямая теорема имеет вид: Vx,Va,VZ> {Р(х) л Q(a,x) л  H(b,x) —> G(a,b)).
Обратная теорема: Vx.V<3 ,V6  (G(a,b) -* Р(х) л()(а,х) л  H(b,x)) -"из перпен­
дикулярности отрезков а и b следует, что они являются диагоналями ромба". Утвер­
ждение неверное, легко привести контрпример ложности импликации.
Противоположная теорема: \ /x, \ /a, \ /b(p(x)v Q( a , x ) vН(Ь,х)-*■ G(a,b)) -
"если четырехугольник х не является ромбом или отрезки а и b не есть диагонали х , 
то а и b не перпендикулярны друг другу". Утверждение неверное, легко привести 
контрпример ложности импликации.
Теорема, противоположная обратной:
Vx,Va,Vb (р(ауЬ) -» Р(х) v Q(a,х) v H(b,x)) -  "если отрезки а и b не перпен­
дикулярны друг другу, то либо четырехугольник х , диагоналями которого они являют­
ся, -  не ромб, либо хотя бы один из них не является диагональю х ". Утверждение ис­
тинное.
Условие прямой теоремы является условием достаточным, но не необходимым; 
условие обратной теоремы является условием необходимым, но не достаточным.
Пример 2
Система линейных алгебраических уравнений имеет решение тогда и только то­
гда, когда ранг главной матрицы системы равен рангу ее расширенной матрицы.
Преамбула теоремы: Л  =(^|б()(М)<я+0 -  матрица; А = (ау)тхп -  ее подматрица;
х = (х1,х2,...ггп)г -  п -мерный вектор столбец; г, -ранг матрицы А , г2 -  рангматрицы А'.
Введем предикаты:
Н( А ,А ' ) : " г^ г 2\
G{A\A,x):n Ах = (Ь1,Ь2,...,Ья)Гп.
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Прямая теорема: VAVA'3x (H{AyA')^G(A\A,x)) -  истинное высказывание.
Обратная теорема: VAVA'3x (G(A',A,x) Н(А,А')) -  "если найдется вектор
х, такой, что Ах = (Ь},Ь2,...,Ьт) ' , то г, = гг". Это истинное высказывание.
Противоположная теорема: УАЧА'Зх [н(А,А') G(A',A,x)) -  "если ранги
матриц не равны, то решения системы не существует", истинное высказывание.
Теорема, обратная противоположной: УАУА'Зх (р(А\А,х) -> Н(А,А')) -  "если 
система не имеет решения, то ранги матриц не равны", истинное высказывание.
Вопросы и задания для самопроверки
1. Приведите 5 примеров истинных высказываний и 5 примеров 
ложных высказываний.
2. Приведите примеры одно-, двух- и трехместного предиката и 
укажите их множества значений и множества истинности.
3. Дайте определение формулы и равносильности формул логики 
высказываний.
4. Сформулируйте и докажите 10 (из 17) законов логики высказы­
ваний.
5. Приведите 3 примера замены формулы, содержащей имплика­
цию, сначала дизъюнктивной нормальной формой, затем конъюнктивной 
нормальной формой.
6. Приведите 3 примера замены формулы, содержащей эквивален- 
цию, сначала дизъюнктивной нормальной формой, затем конъюнктивной 
нормальной формой.
7. Приведите 3 примера тавтологий и докажите, что приведенные 
высказывания тождественно истинны.
8. Приведите 3 примера тождественно ложных высказываний, и до­
кажите, что они тождественно ложнн.
9. Приведите пример двух предикатов Р(х) и Q(x), множества зна­
чений которых равны друг другу: М, = М2 = М , а множества истинности 
различны: P*Q.
10. Над полученными предикатами Р(х) и Q{x) выполните операции 
отрицания, конъюнкции, дизъюнкции, импликации, эквиваленции, кольце­
вой суммы. Найдите множество истинности каждого составного предиката.
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11. Приведите примеры импликаций и эквиваленций:
Р{х) -► Q(x), Р(х) о  Q(x) ( хе  М);
Р(х,у)  -> Q(x,y) , Р(х,^) <-> Q(x,y) ( х , у е М 2);
P(x,y,z) Q{x,y,z) ,  P(x,y,z) <r± Q(x,y,z)  (x , y , z s M 3).
12. Выполните с предикатами P { x ) ^ Q { x ) ,  P(x) о  Q(x) ( x e M ) ,  
P(x,y)  -> Q{x,y),  P(x,y) Q(x,y) (x,y e M 2) все кванторные операции и про­
читайте полученные высказывания.
13. Сформулируйте необходимое и достаточное условие тождест­
венной истинности импликации и эквиваленции предикатов.
14. Запишите следующие равенства в виде условных предложений с 
кванторами:
а) sin2 х + cos2 х = 1;
б) log0(x _y) = log0x + log0^;
в) у/х2 = |х|.
Сформулируйте обратные, противоположные и противоположные 
обратным условные предложения.
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7. ЭЛЕМЕНТЫ ТЕОРИИ ГРАФОВ
7.1. Основные понятия и определения
При изучении бинарных отношений под графом понималась схема, 
состоящая из точек -  вершин графа, и связывающих эти точки попарно от­
резков или дуг -  ребер графа. Такая схема позволяет удобно и наглядно за­
давать бинарные отношения на конечном множестве. Однако помимо ил­
люстративных целей граф может служить удобной математической моде­
лью при описании самых разнообразных объектов.
Например, графом может быть представлен план работ по реализа­
ции какого-либо проекта, при этом вершинами графа являются этапы ра­
бот, а ребра указывают последовательность выполнения этапов. С помо­
щью такого графа удобно вычислять время реализации проекта, что доста­
точно непросто, если некоторые работы могут выполняться параллельно, а 
также резервы времени на каждом этапе.
В виде графа может быть представлена блок-схема программы: вер­
шины -  блоки, ребра -  разрешенные переходы от одного блока к другому. 
Такое изображение позволяет найти кратчайший путь от одного блока к 
другому.
Представление графом сетей нефтепроводов, сетей связи, транспорт­
ных сетей позволяет рассчитывать их пропускную способность и выявлять 
"узкие места".
Существует также множество логических и занимательных задач, 
решение которых предполагает использование графов.
Определение 7.1. Графом G называют пару множеств (V, Е), где V -  
множество вершин графа (точек); Е -  семейство ребер графа (отрезков или 
дуг, соединяющих вершины в пары):
V={v i,v2,v3,...,v„};
Е {в\, е2 , е$,...,ет },
=(v/,vk) -  /-е ребро графа G; vj,vK -  концевые вершины этого ребра 
(/=1,2,3,.. .,m; vj,k= 1,2,...,«).
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Если концевые вершины ребра совпадают, то ребро образует петлю 
(дугу, начало и конец которой совпадают). Пример графа, имеющего четы­
ре вершины и восемь ребер, одно из которых -  петля (eg), приведен на 
рис. 7.1. Ребра е4, е5 кратные или параллельные друг другу, так же как и 
ребра е6 и е7.
Рис. 7.1. Пример графа, имеющего четыре вершины и восемь ребер,
одно из которых -  петля ( е% )
Ребра графа могут быть ориентированными или неориентированны­
ми. Граф на рис. 7.1 имеет неориентированные ребра. При изучении би­
нарных отношений были использованы графы, все ребра которых ориен­
тированы. Такие графы называют ориентированными графами или оргра­
фами.
Если вершины v, и у,- (# /) соединены ребром ек= (v„y,), то их называ­
ют смежными вершинами. Если ребра ек, е/ имеют общую вершину, то их 
называют смежными ребрами. Если вершина v, является концом ребра eJt 
то v, называют вершиной, инцидентной ребру ejy а е,- -  ребром, инци­
дентным вершине V,.
Термин "степень вершины графа" является числовой характеристи­
кой каждой из его вершин.
Степень вершины -  это число ребер, инцидентных данной вершине, 
причем петли учитываются дважды.
Степень вершины v обозначают символом p(v).
Если степень вершины графа равна нулю, то вершину называют изо­
лированной вершиной. На рис. 7.2 изолирована вершина v4.
Степень вершины можно подсчитать по числу концов ребер, входя­
щих в эту вершину или выходящих из нее. Поскольку петля и входит в 
вершину и выходит из нее, ее вклад в степень вершины равен двум. Каж­
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дое ребро, не являющееся петлей, вносит вклад в степень ровно двух вер­
шин графа. Следовательно, удвоенное число ребер равно сумме степеней 
его вершин:
£/?(v,) = 2m, (7.1)
/ = 1
где п -  число вершин графа, т -  число его ребер.
Из равенства (7.1) следует, что число вершин нечетной степени чет­
но в любом графе.
Рис. 7.2. Пример графа, имеющего шесть вершин и семь ребер
Граф считают заданным, если известны его вершины, ребра и отно­
шение инцидентности между множествами вершин и ребер. Наряду с гео­
метрическим изображением графа используют задание его с помощью 
матриц.
Задать граф можно с помощью матриц двух видов:
1) матрицы смежности;
2) матрицы инцидентности.
Матрица смежности графа, построенного на п вершинах, пред­
ставляет собой матрицу, порядка п: А= [а0]Г1ХП, где а у -  это число ребер, со­
единяющих вершины V, и Vj, причем петли, "соединяющие" вершину с са­
мой собой, считаются дважды.
Например, матрица смежности графа, изображенного на рис. 7.1, 
имеет вид
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VI V2 V3 V4 vs V6
VI 0 2 0 0 0 0
v2 2 0 1 0 1 0
V3 0 1 2 0 1 0
V4 0 0 0 0 0 0
V5 0 1 1 0 0 0
V6 0 0 0 0 0 2
Матрица инциденций графа, имеющего п вершин и т ребер, -  это 
матрица I-[by\nxm, состоящая из п строк и т столбцов.
Если граф ориентированный, тогда 
by -  1, если ребро еу выходит из вершины v,; 
by = -1, если ребро е,- входит в вершину v„;
by = 0, если ребро еу неинцидентно вершине v, или является петлей 
при этой вершине.
Если граф неориентирован, тогда
by = 1, если ребро еу инцидентно вершине v, и не является ее петлей; 
by = 2, если ej -  петля при вершине v(; 
by = 0, если ребро е} неинцидентно вершине v(.
Для графа, приведенного на рис. 7.2, матрица инциденций имеет вид
e\ ei <?3 e4 e$ ее ei
Vl 1 1 0 0 0 0 0
V2 1 1 1 0 0 1 0
V3 0 0 1 2 1 0 0
V4 0 0 0 0 0 0 0
vs 0 0 0 0 1 1 0
V6 0 0 0 0 0 0 2
В качестве примеров запишем матрицы инциденций графов, приве­
денных на рис. 7.3 и 7.4.
Рис. 7.3. Простой орграф G/, 
имеющий пять вершин и семь ребер
/i=
e\ ег ез *4 es «6 ei
Vl 1 1 0 0 0 0 0
v2 -1 0 -1 1 0 0 0
V3 0 -1 1 0 1 1 0
V4 0 0 0 -1 -1 0 -1
vs 0 0 0 0 0 -1 1
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I►v2
*2 ei <?2 «3 e4
Vi 1 0 0 0
А ei v5 , *3...... V2 0 1 0 0*v3 h= V3 0 0 1 0
v4 0 0 0 1
е4 V5 1 1 1 1
1► v4
Рис. 7.4. Простой граф G2, имеющий 
пять вершин и четыре ребра
Простой граф -  это граф, не содержащий петель и кратных ребер. 
Если к тому же в графе нет изолированных вершин, то каждый столбец 
матрицы инциденций такого графа содержит два и только два отличных от 
нуля числа: для орграфов -  это 1 и -1 (см. рис. 7.3), для неориентирован­
ных графов -  две единицы (см. рис. 7.4). Следовательно, если вычеркнуть 
любую строку матрицы инциденций, информация, которая в ней содер­
жится, не уменьшится: вычеркнутая строка легко восстанавливается по ос­
тавшимся строкам. Если 1 -  матрица инциденций графа, имеющего п вер­
шин, то любую ее подматрицу /0, содержащую (и-1) строку, называют 
матрицей инциденций, усеченной по вершине у,, где у, -  вершина, соответ­
ствующая вычеркнутой строке матрицы I.
Пусть известна усеченная матрица инциденций /о простого графа G 
на пяти вершинах:
e\ 42 «3 e4 es <?6 <?7
Vl 1 1 1 0 0 0 0
v2 0 1 0 1 0 1 0
V3 1 0 0 0 1 1 1
V? 0 0 1 0 0 0 1
Восстановим матрицу I и граф G (рис. 7.5).
Отметим, что строки матрицы инциденций называют векторами 
инциденций графа, т. е. граф можно рассматривать как систему из и т- 
мерных векторов, где и -  число вершин, a m -  число ребер графа.
Задачи, в которых используются графы, решают, как правило, с по­
мощью ЭВМ, где графы могут быть представлены своими матрицами 
смежности или матрицами инциденций. С целью экономии машинной па-
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мяти матрицы инциденций простых графов можно сокращать до списков 
ребер, указывая для каждого ребра номера инцидентных ему вершин. Если 
граф ориентированный, то первым записывают номер вершины, из кото­
рой выходит данное ребро, а вторым -  номер вершины в которую входит 
(или наоборот). Для неориентированных графов порядок записи вершин не 
важен.
е\ ег еъ <?4 <?5 ев e-i
VI 1 1 1 0 0 0 0
V2 0 1 0 1 0 1 0
V3 1 0 0 0 1 1 1
V4 0 0 0 1 1 0 0
V5 0 0 1 0 0 0 1
v5 • н  v4
Рис. 7.5. Восстановленный граф G
В качестве примера приведем списки ребер для графов G\ и Gi, изо­
браженных на рис. 7.3 и 7.4 (табл. 7.1).
Таблица 7.1
Списки ребер графов
Список ребер графа Gy Список ребер грае>aG;




1 1 3 2 3 3 5 1 2 3 4
2 3 2 4 4 5 4 5 5 5 5
Графы G\ и G2 допускают краткую запись:
G, = {F„£,} = {{1,2,3,4,5}, {(1,2), (1,3), (3,2), (2,4), (3,4), (3,5), (5,4)}}, 
где V, = {1,2,3,4,5} -  множество вершин графа G\,
£, = {(1,2),(1,3),(3,2),(2,4),(3,4),(3,5),(5,4)} -  список ребер графа G,;
G2 = {V2,E 2} = {{1,2,3,4,5}, {(1,5), (2,5), (3,5), (4,5)}}, 
где V2 = {1,2,3,4,5} -  множество вершин графа G2,
Е2 = {(1,5),(2,5),(3,5),(4,5)} -  список ребер графа G2.
Определение 7.2. Взвешенным графом называют граф, в котором 
каждому ребру сопоставлено число -  вес ребра.
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Простой взвешенный граф может быть представлен своей матрицей 
весов W = [^!/]лхя, где п -  число вершин графа, wiJ -  вес ребра, соединяюще­
го вершину v, с вершиной vy.
7.2. Подграфы и части графа.
Векторное пространство частей графа
Определение 7.3. Подграфом графа G = {V,E} называют граф 
G' = {У\Е'}, если У с  V и Е' = Е n  (У)2.
Определение 7.4. Частью графа G -  {V,E} называют граф 
G” = {Г,£'}, если Г  с  V и Е" с  £ п (Г )2.
Пример 1
Даны граф G = {V,Е) = {{1,2,3,4},{(1,2),(1,3),(2,3),(2,4),(3,4)}}, 
подграф графа G: Gf = {V\E'} = {{1,2,3},{(1,2),(1,3),(2,3)}} и части графа G :
G”= К Е Ъ  = {{1,2,3},{(1,2),(1,3)}} и G; = {У*,Е'} = {{1,2,3,4},{(1,2),(1,3)}} 
(рисунок).
Граф G , его подграф G' и его части G” и G\
Граф G' является подграфом графа G , так как V  = {1,2,3} с  {1,2,3,4},
(У)2 = ( П 2 = {(1,1),(1,2),(1,3),(2,1),(2,2),(2,3),(3,1),(3,2),(3,3)};
Е п ( Г ) 2 = {(1,2),(1,3),(2,3),(2,4),(3,4)} п  
п{(1,1),(1,2),(1,3),(2,1),(2,2),(2,3),(3,1),(3,2),(3,3)} = {(1,2),(1,3),(2,3)} = £ '. 
Следовательно, Е' = Еп(У' )2.
Аналогично проверяем, что Е"с Егл{У^2 и £ ' с  £п(Г,")2, а значит, G" и G* 
есть части графа G .
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Обратим внимание на то, что если в часть G” = {V”,En} графа G = {V,E} 
включены все вершины графа, т.е. если V" = V , то Е" с  Е .
Рассмотрим именно такой случай. Если в часть графа G включены 
все вершины графа, то число различных частей графа G определяется чис­
лом его ребер, поскольку каждая часть соответствует одному из подмно­
жеств множества ребер графа G . Если число ребер графа G равно т , то 
граф G имеет 2т частей.
Пример 2
Задан граф G = {{1,2,3},{(1,2),(2,3),(3,1)}} (рисунок), требуется найти все его части.
G0 (ООО) 
G, (001)




— ' 2 G6 (110) 
?6 G (111)
Граф G0 = {{1,2,3}, 0 }  является пустой частью, все его вершины изолированы.
Сам граф G в соответствии с определением подмножества является частью са­
мого себя.
Поскольку любое подмножество универсального множества может быть задано 
характеристической функцией, то и все части графа G могут быть записаны как трех­
мерные двоичные векторы, каждый из которых является характеристической функцией 
соответствующей части. В результате получаем множество трехмерных двоичных век­
торов (см. рисунок).
Двоичные векторы, являясь элементами множества В3, позволяют выполнять 
над своими координатами все булевы операции (отрицание, конъюнкция, дизъюнкция, 
кольцевая сумма), при этом результат выполнения таких операций есть снова вектор из 
В3. Следовательно, В3 является векторным пространством, замкнутым относительно 
булевых операций.
На рисунке показаны все части графа G .
1. 1'







/ Ч  /
а  3 4 -
Части графа G = {{1,2,3},{(1,2),(1,3),(3,1)}} 
и их представление двоичными векторами
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В теории графов большую роль играет кольцевая сумма, поскольку позволяет 
представлять любую часть графа G как линейную комбинацию других его частей.
Напомним правило вычисления кольцевой 
суммы над компонентами единичных векторов 
х,, Xj (таблица). Эта операция обладает свойст­
вами коммутативности и ассоциативности, а так­
же рядом дополнительных свойств:
1) хФО = х ,
2) хФ1 = х ,
3) хФ х = 0.
Например,
G2 Ф G3 = (001) Ф (011) = (0 Ф0,0 Ф 1,1 Ф1) = (0,1,0) = G,,
G3®G3®G5 = (011)Ф(01 и©(101) = (0Ф0Ф1,1Ф1Ф0,1Ф1Ф1) = (101) = с?5.
Один из наиболее важных моментов при изучении векторных пространств -  вы­
деление базиса. В качестве базиса трехмерного векторного пространства выбирают ор-
тонормированный базис г = (001), у = (010),& = (100). Эти же векторы могут служить 
базисом пространства частей графа G , так как любая часть графа G может быть пред­
ставлена линейной комбинацией графов G,, G2 и G4 : G, = xG, Ф yG2 Ф zG4
x , y , z e {  0,1}.
К примеру, G6 = 1 • G, Ф 1 • G, © 0 • G4.
Выводы:
1. С графом G, содержащим т ребер, связано пространство его час­
тей, причем каждый элемент этого пространства может быть записан как 
т -мерный двоичный вектор.
2. Любой граф, содержащий т ребер, имеет 2"' частей, включая пус­
тую часть и сам граф G .
3. Размерность пространства частей графа равна т , базисом про­
странства могут быть выбраны т графов, каждый из которых имеет по од­
ной ненулевой координате, причем никакие два базисных графа не содер­
жат одноименных ребер.
4. Любая часть графа G может быть представлена линейной комби­
нацией базисных графов.
Выполняя конъюнкцию и дизъюнкцию компонент двоичных векто­
ров, будем получать графы, которые называют пересечением и объедине­
нием графов.








Возвращаясь к рассмотренному выше примеру, выполним объедине­
ние, пересечение и найдем дополнения нескольких частей графа G :
G, u  G3 = (001) v  (011) = (шах(0,0), тах(ОД), тах(1,1)) = (0,1,1) = G3,
G, n G 3 = (001) л (011) = (min(0,0), min(0,l), min(l,l)) = (0,0,1) = G,,
G, = (001) = (1 -  0,1 -  0,1 -1) = (1,1,0) = G6,
Gs = (101) = (1-1,1-0,1-1) = (010) = G2.
7.3. Обходы графа
Во многих задачах, решаемых с использованием графов, требуется 
проложить маршрут от одной вершины графа к другой или обойти все его 
вершины, учитывая те или иные ограничения.
Смысл такой задачи на интуитивном уровне ясен, но требуется уточ­
нить понятия, используемые при решении подобного рода задач.
Прежде всего, уточним термины "маршрут", "цепь", "цикл" и "путь". 
Эти четыре понятия находятся в следующем соотношении: пути и циклы -  
это особые виды цепей, цепь -  особый вид маршрута.
Маршрут -  это последовательность вершин и ребер графа, следуя 
по которым, можно попасть из одной его вершины в другую.
Цепь -  это маршрут без повторяющихся ребер.
Путь -  это цепь, все вершины которой (за исключением, быть мо­
жет, начальной и конечной) различны.
Цикл -  это цепь, у которой совпадают начальная и конечная верши­
ны, а все остальные различны.
!
Пример
Для' графа, приведенного на рисунке, можно 
составить/следующие маршруты из А в С в графе G:
М \ \ А - е \ - В - е г - С  (путь);
Mj'.A ~ег ~E - e e - D - e y - D - e e - E - e s - C  (не
цепь);
Л/3: А - е \ - В - е з - С - е 5- Е - е 4- С  (цепь, но не
путь).
Циклы: А -  ei -  В -  ез -  С -  в4-  Е -  е2~ А; Е -  
&4 — С — — Е\ D — С7 — D.
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Граф называют связным, если из каждой его вершины существует 
путь в любую другую его вершину.
Граф, рассмотренный в примере, является, связным. Если удалить из 
него ребро е6, то он потеряет связность и распадется на компоненты: одна 
из компонент будет содержать вершину D и петлю е1, вторая компонента -
вершины А,В,С,Е, связанные между собой всеми оставшимися ребрами.
Для представления данных часто используются графы, которые на­
зываются деревьями. Следует отметить, что данные представления воз­
можны лишь в алгоритмах на дискретных структурах.
Определение 7.5. Деревом называют связный неорграф, не содержа­
щий циклов.
На рис. 7.6 показано корневое де­
рево. Одна из вершин корневого дерева 
(вершина 1) выделена, ее называют кор­
нем дерева. Оставшиеся вершины разби­
ты на поддеревья (поддерево с вершина­
ми 2,5,6 и поддерево 4,7,8,9). Вершины 
5,6,3,7,8,9 называют листьями дерева.
Рис. 7.6. Корневое дерево 
с тремя поддеревьями
Определение 7.6. Несвязный неорграф, компонентами которого яв­
ляются деревья, называют лесом.
Если граф связный, но не является деревом, в нем всегда можно вы­
делить часть, включающую все вершины и образующую дерево. Такую 
часть графа называют остовом графа. Если граф несвязен, то можно вы­
делить остов из каждой его компоненты. Полученная совокупность де­
ревьев носит название остовного леса.
По сути, в графе можно выделить несколько различных остовов. 
Каждый из них будет являться деревом, включающим все вершины графа, 
а следовательно, число ребер в любом остове будет на единицу меньше 
числа вершин графа. Если выделен какой-либо остов, то все ребра графа, 
не вошедшие в этот остов, образуют коостов, соответствующий данно­
му остову.
1
5 6 7 8 9
167
На рис. 7.7 показан пример выделения деревьев, остовов и коостовов 
из графа G .
Рис. 7.7. Граф G и его деревья G, и G2 (а ), G 
остовы графа G (б), G , соответствующие остовам коостовы 7]* и Г2’ (в)
Относительно остовов и коостовов графа справедливы следующие 
утверждения1.
Утверждение 1. Если граф G является деревом, то существует толь­
ко один путь между любыми двумя его вершинами.
Утверждение 2. Если граф G связный и число его ребер на единицу 
меньше числа его вершин (т = л-1), то G -  дерево.
Утверждение 3. Если G -  ациклический граф и при соединении двух 
его несмежных вершин образуется ровно один цикл, то граф G -  дерево.
Приведем также несколько утверждений относительно остовов графа:
Утверждение 4. Подграф Т графа G является остовом G тогда и 
только тогда, когда Т ацикличен и число его ребер на единицу меньше 
числа вершин графа G.
Утверждение 5. Граф G является связным тогда и только тогда, ко­
гда он имеет остов.





Согласно утверждению 2, если граф является деревом и имеет п 
вершин, то число его ребер на единицу меньше, т.е. л-1. Из любой верши­
ны дерева имеется путь в любую другую вершину дерева. Это и делает де­
ревья удобной математической моделью при решении задач об обходе 
элементов множества, о поиске пути от одного элемента к другому. Рас­
смотрим решение задачи такого рода, которая достаточно часто встречает­
ся на практике.
Пусть требуется найти в графе какую-либо вершину с заданными 
свойствами или выполнить полный обход вершин графа. Целью полного 
обхода графа может являться, например, расстановка меток на каждой 
вершине.
Выполним обходы графа по глубине и по ширине.
Если граф не является деревом, выберем какой-либо остов графа.
Пусть G = {V,E} -  связный неориентированный граф, Т -  какой-либо 
остов графа G , 1 -  любая фиксированная вершина, выбранная корнем осто­
ва. Разместим граф по "этажам" таким образом, чтобы корень дерева нахо­
дился на самом высоком этаже, а листья -  на самом низком (рис. 7.8,7.9).
Обходы графа начинаются с корня остова (вершина 1).
При обходе по глубине (см. рис. 7.8) выбираем любую, смежную с 
корневой вершину, например вершину 2. Если эта вершина оказывается 
висячей, т.е. не имеет смежных с ней вершин на более низких эажах, то 
возвращаемся до ближайшего разветвления и просматриваем вершины 
другого, еще не пройденного маршрута в таком же порядке.
Рис. 7.8. Обход графа по глубине
При обходе по ширине (см. рис. 7.9) просмотр вершин ведется по 
эзажаи. Переход к вершинам следующего этажа производится только по­
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Рис. 7.9. Обход графа по ширине
Очевидно, что при обходе всех вершин (например, с целью пометить 
каждую вершину), оба вида поиска эквивалентны. Если же достаточно 
найти одну вершину с определенным свойством, то целесообразность при­
менения поиска по глубине или ширине определяется структурой дерева. 
Если дерево широкое, а висячие вершины расположены на сравнительно 
близких к корню этажах, то целесообразно вести поиск по глубине. Для 
глубоких узких деревьев, когда висячие вершины могут встретиться на 
разных этажах и их разброс по этажам достаточно велик, предпочтение от­
дается поиску по ширине.
Поиск по глубине можно осуществлять и на ориентированном графе. 
Если граф ориентированный, то, находясь в вершине х, необходимо вы­
брать ребро ( х , у )  только выходящее из х .  Исследовав все ребра, выходя­
щие из у , возвращаемся в х  даже тогда, когда у  имеет инцидентные реб­
ра, но они являются входящими в у .
7.4. Системы разрезов и циклов графа
Прежде всего, определим понятие разрезающего множества и разре­
за графа.
Рассмотрим полный граф К4, а также некоторые его части, получен­
ные путем последовательного исключения ребер (рис. 7.10).
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К.4 G i G2 Gj G4
Рис. 7.10. Граф К4 и его части Gh G2, G3, G4
Примечание. Простой граф, каждая вершина которого соединена ребром с 
каждой другой его вершиной, называют полным графом. Полный граф, имеющий п 
вершин, принято обозначать К„.
Части G\ и G2 остаются связными, в части G3 связность нарушается: 
граф распадается на компоненты -  изолированную вершину и Если в 
подграфе G2 убрать другое ребро, граф останется связным (G4), однако 
степень его связности значительно ниже, чем в К^ : для нарушения связно­
сти К4 пришлось вынуть из него 3 ребра, для нарушения связности G4 
достаточно удалить одно из трех его ребер.
Определение 7.7. Разрезающим множеством связного графа назы­
вают множество ребер, которые нужно удалить нз графа, чтобы он пере­
стал быть связным.
Пусть V\ и V2 -  два непересекающихся подмножества множества 
вершин связного графа G^iVyE).
Определение 7.8. Разрезом графа G называют разрезающее множест­
во, разделяющее граф на компоненты Gf= {V\JL\) и G2 = (Р^г)-
Отметим, что в ориентированном графе выбирается направление 
разреза, например, от множества V\ к множеству V2 или наоборот. Направ­
ление ребер разреза либо совпадает с выбранным направлением, либо про­
тивоположно ему. В неориентированном графе направление ребер не учи­
тывается.








2.Vl = {b},V2 ={a,c,d}:
Направление разреза
3 .Vl = {a,b},V2 ={c,d}.
Направление разреза
a 1 b
Рис. 7.11. Связный ориентированный граф G и его разрезы
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Матрицей разрезов графа называют матрицу Q = (<?Дхт, где Л: -  число
всех разрезов графа, т -  число его ребер.
Причем для орграфа
qij = 1, если ребро е} еЛ, и его направление совпадает с направлением 
разреза Л,;
qij = -1, если ребро е/?, и его направление противоположно на­
правлению разреза /?,; 
qy = 0 , если ребро ej £/?,.
Для неориентированного графа 
qy  = 1, если ребро е} e R t;
qy = 0, если ребро gRi (/= 1,2,..., к; у - 1,2,..., т).
Во многих практически важных задачах, использующих графы, воз­
никает необходимость найти все разрезы графа. Например, при анализе 
электрических цепей, анализе сетей и пр.
Составим несколько строк матрицы разрезов, рассмотренных в при­
веденном выше примере:
RI
Q =  RD 2v  Ri
1 2 3 4 5 6
- 1 0  0 0 1 - 1
1 - 1 - 1 0  0 0
0 1 1 0 - 1 1
Подчеркнем, что составление матрицы Q осталось незаконченным, 
существует еще несколько разрезов, которые должны дать новые строки в 
матрице Q.
Строки матрицы разрезов можно рассматривать как двоичные векто­
ры линейного пространства над полем В= {0,1}. Их можно складывать по 
модулю 2, находить их скалярное произведение.
Наряду с разрезами, большое значение в прикладных задачах имеют 
циклы графа. Для записи циклов графа используется матрица циклов, или 
цикломатическая матрица. Составляется эта матрица аналогично матрице 
разрезов. В орграфе предварительно выбирается направление обхода цикла.
Пусть В ={Ьу\ -  цикломатическая матрица графа G. Здесь к -  число
всех циклов G ,m -  число его ребер.
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Причем для орграфа
by = 1, если еуеС/ (7-му циклу графа G) и направление ребра совпада­
ет с направлением обхода цикла С,;
by = - 1, если ву eC i и направление ребра еу противоположно направ­
лению обхода цикла;
Ьу= 0, если ву &Cj
Для неориентированного графа
by -  1, если ву еС ,;
by = 0, если ву £Cj (/= 1, 2,..., k\j= 1, 2,..., т).
Составим несколько строк матрицы циклов, рассмотренных в приве­
денном выше примере:





Строки цикломатической матрицы, как и строки матрицы разрезов, 
можно рассматривать как двоичные векторы линейного пространства над 
полем В= {0,1}.
Любой остов графа G порождает базисную систему циклов графа G 
и базисную систему разрезов этого графа (рис. 7.12-7.14).
Базисная система циклов графа G относительно остова Т
Пусть G -  связный граф и Т -  какой-либо из остовов этого графа (см. 
рис. 7.12).
1 2  3 4
1 0  1 0  
0 1 - 1 1  












Рис. 7.12. Граф G (а), его остов Т (б) и коостов Т (в)
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Если дополнить остов Т каким-либо ребром коостова Т*, образуется 
ровно один цикл графа G (см. утверждение 3, подразд. 7.3). Перебирая все 
ребра коостова Т*, получим систему циклов графа, которую и называют 
базисной системой циклов графа G относительно остова Т.
При составлении цикломатической матрицы системы базисных цик­
лов графа G необходимо учесть следующее:
1) выбор остова Т разбивает множество Е ребер графа на два непере- 
секающихся подмножества: множество ребер коостова Т* и множество ре­
бер остова Г;





















е ь 6 9  \
Ф--------------------у1-----------------------4
v4 v5 v6
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Рис. 7.13. Построение базисных циклов графа G относительно остова Т:
О Су] {£]>£з^ 5>^8} >  ^ Q2 * в >
г -  С/4={е2,65,67,^ 9}; <) -  Су5= {ei,e2,eio}
(индекс/ указывает на то, что цикл базисный)
В базисной цикломатической матрице первые столбцы соответству­
ют ребрам коостова, за ними идут столбцы, соответствующие ребрам осто­
ва. Число строк матрицы (число базисных циклов) равно числу ребер коо­
стова:
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Ребра коостова Т* Ребра остова Т
ез 6^ ei ею e\ ег es e% e9
Qi 1 0 0 0 0 1 0 1 1 0
Cji 0 1 0 0 0 0 0 1 1 0
Cfi 0 0 1 0 0 0 1 1 0 0
Cjn 0 0 0 1 0 0 1 1 0 1
cfi 0 0 0
и
0 1 1 1 0
B/r
0 0
Базисная цикломатическая матрица Bf графа G распадается на две 
подматрицы: единичную матрицу U, соответствующую ребрам коостова 
Т*, порождающим базисные циклы; матрицу Вд, соответствующую ребрам 
остова Т называемую фундаментальной цикломатической матрицей 
графа G по остову Т.
Пусть связный граф G имеет п вершин и т ребер. Любой остов Г та­
кого графа содержит п -1 ребро, и, следовательно, соответствующий ему 
коостов Т* содержит k = m-{n-1) ребер. Учитывая, что каждое ребро Т* 
порождает базисный цикл, можно утверждать, что любая система базис­
ных циклов графа состоит из к = т-п+1 циклов.
Таким образом, любая базисная цикломатическая матрица графа G -  
это матрица размерности кхт. Она состоит из двух подматриц: единичной 
матрицы порядка к  и фундаментальной цикломатической матрицы графа G 
по остову Т , которая имеет размерность кх(п -1).
В /=[С /|ад , (7.2)
где B f-  базисная цикломатическая матрица графа G по остову Т размерно­
стью kxm (к=т -п+1); U  -  единичная матрица порядка к, соответствующая 
ребрам коостова Г*; Вр-- фундаментальная цикломатическая матрица гра­
фа G по остову Т размерностью к х (п -1), соответствующая ребрам остова Т.
Базисная система разрезов, базовая матрица разрезов и фундамен­
тальная матрица разрезов графа G по остову Т (см. рис. 7.14)
Заметим, что если изъять одно из ребер остова Г, то остов распадется 
на две компоненты, при этом множество вершин графа окажется разбитым 
на два непересекающихся подмножества Т\ и Гг. Разрез графа, соответст­
вующий такому разбиению, является одним из искомых базисных разре­
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зов. Проделывая аналогичную процедуру для каждого ребра остова Г, по­
лучим всю систему базисных разрезов графа. Поскольку число ребер лю­
бого остова на единицу меньше числа вершин графа и каждое ребро дает 
один базисный разрез, то число базисных разрезов по любому остову рав­
но п -1, где п -  число вершин графа.
На рис. 7.14 показана процедура составления системы базисных раз­
резов графа G по остову Г, изображенного на рис. 7.12.
f7i={v,}














V2 < es ^*v5
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R fi~ {e  3 ,e4 ,e5 ,ee,ei}
4
v6




Rfi -  {ез,е4,ег} Rjb ~{ey,e9}
Рис.7.14. Составление системы базисных разрезов графа 
относительно остова Т
Запишем матрицу полученной системы базисных разрезов:
Ребра коостова Т* Ребра остова Т
ез e4 *6 e? ею е/ ег es es e9
R/i 1 0 0 0 1 1 0 0 0 0
Rfi 0 0 1 1 1 0 1 0 0 0
Rfi 1 1 1 1 0 0 0 1 0 0
Rf4 1 1 0 0 0 0 0 0 1 0
Rfi 0 0 0 1 0 0 0 0 0 1
Qrr и
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Матрица базисных разрезов графа относительно остова Т распадает­
ся на две подматрицы: Qjt -  матрицу размерностью (п -1)хк, (к=т-п+1), 
соответствующую ребрам коостова Т \ которая является фундаментальной 
матрицей разрезов графа G относительно остова Т, и единичную матрицу 
U порядка (и-1), соответствующую ветвям остова Т:
Q f  = [07 It/]- (7.3)
Строки матриц Bf и Qf можно рассматривать как двоичные векторы. 
Такие векторы можно складывать по модулю 2 и находить их скалярное 
произведение. Систему векторов матрицы Bf можно рассматривать как ба­
зис пространства циклов графа, а систему векторов матрицы Q f-  как ба­
зис пространства разрезов графа. В самом деле, как строки матрицы Bf, 
так и строки матрицы Q f  образуют линейно независимые системы двоич­
ных векторов, поскольку каждая из этих матриц содержит единичную 
подматрицу, порядок которой равен числу строк всей матрицы. Рассмот­
рим для примера матрицу Qf. Составим линейную комбинацию строк этой 
матрицы:
R = x i R f 1@x2Rf2® x 3R f j ® x 4R f 4® x 5Rf5,
где коэффициенты х/, х2, х3, х4, х5 принимают значения 0 или 1.
Такая линейная комбинация может быть равна нулевому вектору 
лишь в том случае, если все х, (г-1, 2, 3, 4, 5) равны 0, иначе координаты, 
соответствующие ребрам коостова Г*, будут ненулевыми. Это и означает, 
что система строк матрицы Rj линейно независима.
Любая линейная комбинация строк матрицы Bf или матрицы Qf дает 
соответственно цикл или разрез графа.
Проверим это утверждение на примере матрицы Qf.
R,  = Rf \@Rf2 = { 1, 0, 1, 1,0 I 1, 1,0, 0,0).
Удаление ребер {е3, еб, е7, elt е2} разрезает граф G на компоненты fvj, 
V3j  и {у2, У4, У5, У б} (рис. 7.15,а).
R 2:=Rf \®Rf2©Rf 4®Rf4®Rf 5~{ 1 ,0 ,0 ,1 ,0  | 1,1,1,1,1).
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Удаление ребер {е3, е7, еи е2, е5, е8, eg} разрезает граф на компоненты 
{у\, уз. vs}, {уъ у а} ,  {уь}  (рис. 7.15,6).
а Л,: <vi, v3} -*{v2) v4, v3) v6} 6 R2 •' {vi, v3, v5}-^{v2, v4}-> {v6}
Ук^.Л\..^Х..?2.
e8 /  e-i
v4 v5 V6
Рис. 7.15. Разрезы /?, и R2 графа G , являющиеся линейными 
комбинациями векторов базисной системы разрезов
Справедливо следующее утверждение: любая строка матрицы цик­
лов графа G ортогональна любой строке матрицы его разрезов.
Из утверждения следует равенство:
(7.4)
где В и Q -  матрицы циклов и разрезов, Q  и В‘ -  транспонированные мат­
рицы разрезов и циклов.
Проверим равенство (7.4) на примере матриц Bf и Q/, рассмотренных 
выше.
QBf =
0 0 0 11 0 0 0 &
0 0 1 1 10 1 0 0 0
1 1 1 1 00 0 1 0 0
1 1 0 0 00 0 0 1 0
1° 0 0 1 00 0 0 0 1
г\ О О о о4
0 1 0  0 0
0 0 10  0
0 0 0 1 0
0 0 0 0 1
1 0 0 0 1 
0 0 1 1 1  
1 1 1 1 0  
1 10 0 0 
0 0 0 1 0
1Ф1 0 0 0 10Г '0 0 о о о
,
0 0 101 101 101 0 0 0 0 0
101 101 101 101 0 = 0 0 0 0 0
101 101 0 0 0 0 0 0 0 0
0 0 0 101 0 J ,0 0 0 0 0J
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Отметим, что равенство (7.4) справедливо как для ориентированного, 
так и для неориентированного графов.
Для матриц базисных циклов и разрезов равенство (7.4) можно пере­
писать в следующем виде:
• для неориентированного графа
7.5. Использование графов для анализа электрических цепей
Одним из методов расчета электрических цепей является их анализ с 
помощью графа цепи. Элементы цепи (сопротивления, конденсаторы, ка­
тушки индуктивности и др.) соответствуют ребрам графа, узлы цепи (точ­
ки соединения элементов) -  вершинам графа. На рис. 7.16 изображена 




Рис. 7.16. Принципиальная электрическая схема {а) и ее граф (б)
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Пусть граф цепи имеет т ребер. Представим токи, протекающие в 
элементах цепи, и напряжения на них в виде столбцов:
1 =
( i  Лч
м
h V2
... ,V = ...
\ l m J 0 ^
(7.7)






где Q и В -  матрицы разрезов и циклов графа цепи1.
Пусть Qf=[Q j t \ U] и  B/=[U\Bfr], где Q/И B f-  матрицы базисных разре­
зов и циклов по какому-либо остову Т графа цепи. Запишем столбцы I  и V в 
порядке, соответсвующем порядку расположения ребер в матрицах (7/и Bf,
При этом столбцы /  и V примут следующий вид: /  =
/  г \ /тг \
где 1С и Vc -  токи и напряжения в хордах дерева, 1Т и VT -  токи и напряже­
ния в ветвях дерева.
{  т \
Тогда [QfrllJH j |  = 0, [U|Bfr]V-f 7'J
(V  N Yc
Vtj = 0 .
Учитывая равенство (7.8), получаем
V
[Qjt j  [Qfr-Ic far] ~ 0 => It — QjtIc -  B'n Iq .
Таким образом, вектор-столбец токов в цепи можно представить в виде
1 СвамиМ., Тхуласираман К.Указ. соч.
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(7.10)
Аналогично напряжения на элементах цепи можно представить в виде
Равенства (7.10) и (7.11) означают следующее:
1) все токи, текущие через элементы электрической цепи, представ­
ляют собой алгебраические суммы хордовых токов какого-либо остова 
графа цепи;
2) все напряжения на элементах электрической цепи представляют 
собой алгебраические суммы напряжений на ветвях какого-либо остова 
графа цепи.
Применим полученные результаты к анализу цепи, имеющей граф G, 
изображенный на рис. 7.17. Выберем в качестве остова графа G дерево Т с 




Рис. 7.17. Граф цени G (а), остов Г графа G (б) 
и коостов Т* остова Т графа цепи G (в)
Составим матрицы Bf и Qf.
£2 £5 ев 1^ £4
cfl 1 0 0 0 - 1  -1
Bf= Cfl О 1 0 1 1 о
Оз 0 О 1 1 - 1 1
4i е$ в(, е\ е3 е4
Ra 0 -1 1 1 0 0
Qf = Л / , 1 - 1 1 0 1  0
Rjx -1 0 -1 0 0 1
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м ( 1 0 0  >
h 0 1 0
*6 0 0 1
h 0 1 1
h - l 1 - 1
0 1 ,
h = h




\ } b ) h = - h + h - i 6





1 о о 










v ,-v 3 
—v ,-v 3 
v,+v3-v 4
В заключение докажем следующую теорему о токах и напряжениях 
в цепях с одинаковыми графами.
Пусть N  и N -  две электрические цепи, графы которых одинаковы. 
Пусть V/и V2, // и 12 -  векторы-столбцы напряжений и токов в цепях N n  N 
соответственно. Тогда:
1)Г,Ч = 0;
2) / ; - г 2= 0.
(Векторы напряжений ортогональны векторам токов в этих цепях.) 
Доказательство
Так как N  и N имеют один и тот же граф, то их базисные матрицы 
циклов и разрезов по отношению к выбранному остову Т одинаковы. 
Пусть это будут Bf и Qf. Следовательно,
V, = Q 'fV ,T-,h= B 'fhc- 
Используя свойства умножения матриц, получаем
v; ■ I2 = (0, • V,r/- В) ■ I2C = V‘r ■ (Qf  B ‘f ) . I2C = o,
так как Qt • B‘f  = 0.
Второе равенство доказывается аналогично.
183
7.6. Сеть. Оптимизация в сетях
В настоящее время слово "сеть" употребляется практически во всех 
сферах деятельности. Существуют информационные сети, телефонные се­
ти, сети железных дорог и авиационных маршрутов, сетевые графики вы­
полнения работ и т.д.
В каждом из этих случаев сеть естественным образом можно пред­
ставить в виде графа, вершины которого соответствуют узлам сети, а ребра 
изображают связи между узлами. Чаще всего ребра оказываются ориенти­
рованными и взвешенными, т. е. каждому ребру ставится в соответствие 
определенное число -  вес ребра (например: вероятность искажения сигна­
ла в информационной сети, расстояние между городами в сети железных 
дорог, пропускная способность труб в трубопроводе, время выполнения 
работ в сетевом графике и т. п.).
Напомним, что граф G-(V,E), в котором каждому ребру е поставлено 
в соответствие определенное число с(е) -  вес ребра, называют взвешенным 
графом.
Определение 7.9. Связный взвешенный орграф называют сетью.
Сеть обозначают так: G = (V,E,c(e)), где с(е) -  вес или цена ребра е.
С помощью сетей решают задачи, имеющие большое практическое 
значение1.
В большинстве задач, решаемых с помощью сетей, требуется найти 
либо минимум, либо максимум некоторой величины (кратчайший путь, 
максимальный поток, минимальный разрез и пр.). Напомним, что минимум 
или максимум носят общее название -  экстремум. Задачи на отыскание 
экстремума называют задачами оптимизации. Задачи оптимизации непре­
рывных величин подробно рассматриваются в курсе математического ана­
лиза. Задачи оптимизации на графах -  это задачи дискретной оптимиза­
ции.
Рассмотрим несколько задач дискретной оптимизации.
1 См.: Асанов М. О. : Методы дискретной математики. Екатеринбург, 1992.
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Задача о максимальном потоке 
и минимальном разрезе в сети
Допустим, требуется определить, сколько нефти можно перекачать 
по нефтепроводу из пункта А в пункт В. Достаточна ли пропускная спо­
собность труб, чтобы перекачать запланированное количество нефти, и ес­
ли нет, то какую часть нефтепровода надо расширить, чтобы обеспечить 
запланированную поставку?
Такого рода задачи возникают в транспортных сетях, сетях связи, 
информационных сетях и т.п. Бесчисленное количество такого рода задач 
решаются с помощью математической модели, которая называется "сеть”.
Определение 7.10. Транспортной сетью называют связный взве­
шенный орграф без петель G = {F,£,C} с выделенной парой вершин х0 и z . 
Вершина х0 -  начало транспортной сети, из которой ребра только выходят,
z -  конец транспортной сети, в которую ребра только входят. С -  множе­
ство весов ребер, вес каждого ребра называют пропускной способностью 
ребра.
Веса ребер можно рассматривать как функциональное соответствие 
между множеством ребер £ и набором весов С: £ - j r—>С или
с = с(е), сеС,ееЕ.
Рассмотрим случай, когда все веса неотрицательны и целочисленны.
Определение 7.11. Потоком по транспортной сети называют це­
лочисленную функцию ср(е) > 0, заданную на множестве ребер ее Е и об­
ладающую следующими свойствами:
V<? € Е<р(е) < с(е) , (7.12)
1>(<0=2>(е), (7 13)
cei:; се/:~ V ’ '
где х -  внутренняя вершина графа, т.е х*х0, x * z  \ Е* -  множество ребер, 
входящих в вершину х ; Е~ -  множество ребер, выходящих из вершины х .
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На рис. 7.18 рядом с каждым ребром стоит дробь, числитель которой -  
пропускная способность ребра, знаменатель -  поток по ребру. Равенство 
(7.13) утверждает, что поток, входящий в вершину, равен потоку, выходяще­




Рис. 7.18. Транспортная сеть
Поскольку вершина х0 -  начало транспортной сети {и сто чн и к), из 
которой ребра только выходят, то ф(хо) = ^ ф ( е) -  поток, выходящий из
е е Е
источника. Аналогично, так как z  -  конец транспортной сети {с то к ), в ко­
торую ребра только входят, то <P(Z) = £ ф ( е) -  поток, входящий в сток.
ееЕ*
Поскольку накопления потока ни в одной из вершин не происходит, оче­
видно, что <р{х0) =  (p{z) .
Пусть R = {А, А} разрез транспортной сети, разбивающий вершины 
графа на два непересекающихся подмножества А и А 
{АпА = 0, AvA = V).
С(Л) = £ / ( е )  -  мощность разреза, т.е. максимально возможный
ееЕ*,
поток, входящий в вершины множества А , по ребрам, выходящим из вер­
шин множества А .
^  (р{ё) ~ поток, который реально входит в вершины множе-
ееЕ\
ства А, по ребрам, выходящим из вершин множества А . Очевидно, что
<р{А) < С(А) .
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Поскольку в вершины множества А поток не только входит, но и 
выходит из него (рис. 7.19), то мощность разреза С (А) больше потока, по­
ступающего в сток сети z , принадлежащий разрезу: <p(z) < С(А).
Основная задача, возникающая при работе с сетями, -  найти макси­
мальный поток в сети или, другими словами, определить, источник какой 
мощности может обслуживать данная сеть.
При решении этой задачи используется теорема Форда и Фалкер- 
сона: максимальный поток по транспортной сети равен мощности мини­
мального разреза сети, т.е.
Доказательство теоремы -  это алгоритм определения максимального 
потока по сети, который состоит из двух частей.
Часть I. Насыщение потока
Поток называют насыщенным, если любой путь от источника к стоку 
содержит ребро е е Е ,  реализующее свою пропускную способность, для 
которого <р(е) = с (е ) . Задача первой части алгоритма состоит в насыщении 
потока.
Шаг 1. Зададим произвольный начальный поток. Например, нулевой 
на всех ребрах: Ve е Е<р(е) = 0 .
Шаг 2. Осуществим поиск пути из х 0 в z . Если путь найден, то пе­
рейдем к шагу 3. Если путь не найден, то перейдем к шагу 5.
Шаг 3. Увеличиваем поток по найденному пути так, чтобы одно из 
ребер было насыщенным.
с(е)
Рис. 7.19. Разрез R транспортной сети
max^(z) = minC(i4). (7.14)
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Шаг 4. Условно разрываем насыщенное ребро и переходим к шагу 
2 -  поиску пути из х0 в г .
Шаг 5. Конец части I. Сеть насыщена и "разорвана".
Часть II. Расстановка меток на вершинах. Перераспределение потока
Пометим все возможные вершины х, сети числами со знаками "+" 
или На каждом шаге этой части алгоритма множество всех вершин 
графа распадается на два непересекающихся класса: А’ -  множество всех 
непомеченных вершин и А* -  множество всех помеченных вершин.
Шаг 1. Вершину х0 пометим нулем со знаком минус ("- 0"). При
Э Т О М  А' ={х0},  А'" = { x , , x 2, . . . , z }
Шаг 2. Пустьх, е А ' , у  е А", причем у  -  вершина, смежная с х( .
Если из х, в у  входит ненасыщенное ребро, то помечаем вершину 
у  меткой "+/" (х , -» >>(+/)); если из у  выходит непустое ребро в х,, то по­
мечаем вершину у  меткой (х, < - y ( - i ) ). При этом множества А" и А* 
изменяются, так как вершина у  переходит из множества А' в множество
7 .
Повторяем шаг 2 до тех пор, пока остается возможность помечать 
вершины из множества А' 5 переводя их во множество А*.
Дальнейшие шаги зависят от того, какому из этих двух классов А' 
или А* принадлежит сток z : если z <= А’ , то выполняем шаг 3, если z e / ,  
то шаг 5. Обратим особое внимание на то, что если z е А*, то его метка мо­
жет быть только со знаком "+", поскольку все ребра, инцидентные стоку 
входят в него.
Шаг 3 . Если вершина z  оказалась помеченной ( z g /  ) , т о  существует 
путь от вершины х0 до стока z  ? причем каждая вершина этого пути, за ис­
ключением х0, помечена номером предыдущей вершины со знаками "+".
Назовем ребра, входящие в этот путь прямыми ребрами, а ребра, ин­
цидентные вершинам пути и помеченные со знаком обратными реб­
рами. Увеличим поток в одном из прямых ребер, одновременно уменьшив 
поток в соответствующем обратном ребре. При этом необходимо соблюсти 
баланс: на сколько единиц увеличен поток в прямом ребре, на столько же 
единиц он должен быть уменьшен в обратном ребре.
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Поток можно увеличивать на прямых и уменьшать на обратных реб­
рах до тех пор, пока одно из прямых ребер не станет насыщенным или од­
но из обратных ребер -  пустым.
Шаг 4. Снять метки со всех вершин, за исключением вершины х0, и
вернуться к шагу 2.
Таким образом, если z -  помеченная вершина, то можно увеличить 
поток через сеть, а значит, алгоритм конечен, поскольку конечна мощность 
источника. Следовательно, наступит момент, когда вершина z  останется 
непомеченной.
Шаг 5. Конец алгоритма.
Если вершина z ост алась непомеченной ( z  е А*), то все прямые реб­
ра, входящие в вершины множества А* из вершин множества A't являются 
насыщенными, а все обратные -  пустыми. Весь поток из А' скатывается в 
z , он и определяет максимальную пропускную способность сети. В то же 
время <р'(z) = С(А’) и R = { А \ а ‘) есть минимальный разрез.
Пример
Найдем максимальный поток в сети, изображенной на рис. 7.18.
Насыщение потока выполнено так, как показано на рис. 1.
При этом пройдены следующие пути:
х0 — »х2 —‘—> z , все ребра этого пути насыщены;
х0—'—>х2— —'■—>z , два ребра (х0х2) и (x,z) ненасыщенны.
Выполним перераспределение потока, для чего пометим вершины, в которые 
входят ненасыщенные ребра, метками со знаком "+", а вершины, из которых выходят 
непустые ребра, метками со знаком (рис. 2).





В результате получаем следующую последовательность меток:
3 1 3
-О - 2
’*1 J - K 1
Сток z оказался помеченным, следовательно, можно увеличить поток в сети, 
увеличивая поток на прямых ребрах и уменьшая на "обратных" ребрах:
3 1 3
-О 
*о * -2— ^Ло
В результате получим новое распределение потоков в ребрах, изображенное на
рис.З.
Снимаем все метки, за исключением "-0" на вершине х0, и ставим новые метки. 
Пометим х2 меткой "+0". Больше никакие вершины пометить не возможно: вершину хх 
нельзя пометить метками "+0" и "+2", так как потоки х0 -> х, и х 2 -> х, насьпцены. Эту 
вершину нельзя пометить и меткой "-2", поскольку поток х2 <— х, пустой. Вершина z 
также не может быть помечена, так как метка "+2" невозможна из-за насыщенности 
потока х2 —> z , а метка "+1" -  из-за того, что не помечена вершина х,.
Таким образом, максимальный поток в данной сети равен 3. Ему соответствует 
минимальный разрез R = { {х0, х ,}, {х,, z } }: все ребра (х0, х,), (х2, х,), (х2, z ) , входящие в
x,,z насьпцены, а все ребра, выходящие из x,,z, пусты (ребро (х,,х2)). Мощность 
минимального разреза -  три единицы.
Задача сетевого планирования
Решение задачи сет евого планирования позволяет составить опти­
мальный план выполнения задуманного проекта, а именно, определить 
минимальное время реализации всего проекта и сроки выполнения проме­
жуточных этапов.
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Сетевое планирование больших проектов требует применения ЭВМ. 
Однако этот метод может быть использован и при планировании малых 
проектов, например, при составлении плана урока или внеклассного меро­
приятия, плана ремонта квартиры или уборки территории и др. Владеть 
методами сетевого планирования полезно организатору любого рода дея­
тельности.
Прежде чем давать определение сетевого графика, рассмотрим при­
мер его построения.
Пример
Пусть требуется реализовать "проект" уборки аудитории во время традиционно­
го весеннего субботника.
Перечислим работы, необходимые для реализации "проекта", и укажем время их 
выполнения (таблица).
Перечень работ по уборке аудитории и время их выполнения
Обозначение Наименование работы Время, ч
е\ Подготовка необходимого инвентаря t(e\)= 0,25
ег Мытье окон К*#* 1,0
ез Мытье плафонов г(е3)= 0,5
е4 Мытье стен Ке4)= 1,5
es Мытье столов, стульев, доски *es)= 1
ев Мытье пола КебУ“ 0,75
еп Расстановка столов и стульев Kei)= 0,5
ев Уборка инвентаря t(e%)r 0,25
Рассматривая каждую из работ как ребро графа, результат ее выполнения -  как 
вершину графа, а время выполнения -  как вес ребра, построим взвешенный орграф, ко­
торый и будет являться сетевым графиком реализации данного "проекта" (рисунок).
Сетевой график уборки аудитории
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Отметим, что работы ег, е$, ец можно осуществить одновременно, работа е$ 
может быть выполнена только после работы ез (для мытья плафонов приходится вста­
вать на столы и стулья), а работу ев (мытье пола) можно начать лишь после выполнения 
работ ег, е4, е$. Чтобы зафиксировать это требование, в графе пришлось ввести фиктив­
ные ребра eg и ею (они помечены штриховыми линиями).
Назовем результат или завершение работы е* событием. Событие v# -  начало всех 
работ, vt-  окончание уборки аудитории. Событие у? -  "чистые окна", vy- "чистая ауди­
тория" и т.д.
Сетевой график можно рассматривать как граф отношения "событие 
а непосредственно предшествует событию Ъ" на множестве событий.
Таким образом, сетевой график -  это сеть G={ V, Е, t{e)} с выде­
ленной вершиной vo, из которой ребра только выходят, и выделенной вер­
шиной V7-, в которую ребра только входят. Весь сетевой график интерпре­
тируется как последовательность выполнения работ по реализации некото­
рого проекта.
Интерпретация элементов сетевого графика:
v0 -  начало работ;
V y — окончание работ;
Е={е\,е2, ..., ет} -  множество всех работ, необходимых для реализа­
ции проекта;
T-{t{ei), t(e2), ..., t(em)} -  промежутки времени, необходимые для 
реализации каждой из работ;
V /,  V2, . . . ,  v„ -  результаты выполнения работ.
Имея в виду смысловую интерпретацию сетевого графика, прихо­
дится накладывать на него требование отсутствия контуров, т. е. циклов, 
в которых возвращение в исходную точку происходит в направлении ре­
бер. В самом деле, наличие контуров означало бы необходимость выпол­
нения работ с нулевым результатом: с чего начали, тем и закончили.
Из рассмотренного примера ясно, что для построения сетевого гра­
фика необходимо:
1) составить список всех работ, которые требуется выполнить для 
реализации проекта;
2) записать время выполнения каждой работы;
3) построить граф отношения "завершение работы е, непосредствен­
но предшествует началу работы е".
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Сетевым графиком удобно пользоваться, если все стрелки имеют од­
но направление, например, слева направо или сверху вниз. Однако в боль­
ших графах это удается выполнить не всегда. При нумерации вершин и ре­
бер желательно придерживаться позиционного принципа: нумерация идет 
слева направо и сверху вниз (рисунок).
Для введения сетевого графика в компьютер обычно используют 
списки смежности, в которых указывают помимо пар смежных вершин 
веса соответствующих ребер.
Список смежности сетевого графика, приведенного в примере, имеет 
следующий вид:
Ребра е\ ег еъ е4 е$ ее е7 е% е9 в\о
Выход vo VI VI V| V3 V5 V6 V7 V2 V4
Вход VI V2 V3 V4 V5 V6 V7 VT V5 Vj
Вес 0,25 1 0,5 1,5 1 0,75 0,5 0,25 0 0
Обратим внимание на то, что ребра сетевого графика кодируются в 
ЭВМ как пара вершин. Для того чтобы каждое ребро имело свой опреде­
ленный код, граф не должен содержать параллельных ребер. В некоторых 
случаях (как в приведенном выше примере) это требование приводит к не­
обходимости введения фиктивных ребер (фиктивных работ), т. е. ребер с 
нулевым весом (eg и е\о). Фиктивные ребра сетевого графика обозначают 
штриховой линией.
Напомним, что путь в графике из вершины v, в вершину у, -  это по­
следовательность вершин и ребер графа, следуя по которым можно по­
пасть из вершины v, в вершину у,-, причем ни вершины, ни ребра в этой по­
следовательности не повторяются.
Определение минимального времени реализации проекта по сетево­
му графику связано с отысканием в нем критического пути', т. е. пути, 
имеющего максимальный суммарный вес.
Смысл понятия "критический путь" рассмотрим на примере реализа­
ции проекта, состоящего в строительстве дома.
Пример
Для строительства дома необходимо выполнить ряд работ (таблица). Построим 
сетевой график (рис. 1). Жирными стрелками на сетевом графике отмечен критический 
путь.
193
Работы, необходимые для строительства дома
Обозначение Наименование работы Время, недели
е\ Закладка фундамента 4
ег Возведение коробки здания 8
ез Монтаж электрических коммуникаций 2
е4 Монтаж сантехнических коммуникаций 3
es Установка крыши 5
ев Отделочные работы 3
Благоустройство территории 2
V4 ев V6
Рис. 1. Сетевой график строительства дома
Рассмотрим все пути, ведущие из vo в Для этого построим дерево путей сете­
вого графика (рис. 2).
При реализации проекта будет пройден каждый из путей. Действительно, если 
исключить, к примеру, путь {voeiV|C2v2e5V3C8vr}, то здание останется без крыши (работа 
е$) и без благоустройства территории (работа eg). Найдем суммарный вес каждого из 
путей:
Pi={voe\Vie2V2e5v3egvT}; Т\=4+8+5+2=19;
P2= {voeiv,e2V2e4V5e7V6e9v r } ; 7 2 = 4 + 8 + 3 + 3 + 0 = 1 8 ;
Ру= {voe 1 v | е2 V263V4e6V6C9Vr}; 7з=4+8+2+2+0= 16.
Путь Pi, на прохождение которого требуется максимальное время, определяет 
длительность реализации всего проекта: раньше чем через 19 недель дом не построить. 
Этот путь и называется критическим. Он определяет минимальное время реализации 
проекта.
Итак, критический путь из vo в V/- в сетевом графике -  это путь, имеющий наи­
больший суммарный вес. Вес критического пути равен минимальному времени реализа­
ции проекта.
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Если окончание работ критического пути будет задержано, то увеличится срок 
реализации всего проекта. Иными словами, события критического пути не имеют ре­
зервов времени. Работы, не входящие в критический путь (ej, е4, ев, ej) ограничены по 
времени не столь жестко. Задержка в их окончании не приведет к срыву сроков строи­
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Рис. 2. Дерево путей сетевого графика строительства дома
Для эффективного планирования необходимо знать как минимальный срок реа­
лизации проекта, так и резервы времени каждого события.
Уточним понятие "резерв времени", опираясь на рассмотренный 
пример. Как уже было отмечено, строительство дома не может быть закон­
чено раньше чем через 19 недель. Однако событие v6 (окончание всех от­
делочных работ) достигается за 18 недель (путь Рг). Если оно произойдет 
на неделю позже, то это не сорвет сроков строительства. Резерв времени 
события v6 -  18-19 недель с момента начала строительства. Событие v5 
(окончание установки крыши) может произойти не ранее чем через 15 не­
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дель с момента начала строительства. Однако для него существует резерв 
времени: самый поздний срок наступления vj, гарантирующий сохранение 
срока реализации проекта, равен 19-/(е7)=19-3=16 неделям. Резерв време­
ни для события v5 -  15-16 недель. Событие не может наступить раньше чем 
через 14 недель. Однако, учитывая, что v6 может произойти к концу 19-й 
недели без нарушения сроков строительства, наиболее поздний допусти­
мый срок наступления события v4 равен 19-^^)= 19-2=17 неделям. Резерв 
времени v4 -  14-17 недель. Событие v2 лежит на критическом пути. Для не­
го нет резервов времени, так как задержка этого события увеличит срок 
всего строительства.
Рис. 7.20. Пример сетевого графика
Итак, пусть V/ -  вершина сетевого графика (событие). Путь из v# в v„ 
имеющий наибольший суммарный вес, определяет ранний срок наступ­
ления события v, (tp(vi)). Событие v, не может наступить ранее этого срока. 
Однако если v, не принадлежит критическому пути, то оно может насту­
пить позже, чем tp(v*), и это не приведет к увеличению сроков реализации 
всего проекта, tnivd -  самый поздний срок наступления v, с момента начала 
работ, без срыва сроков реализации проекта. Разность tp(vj-tn(vj называ­
ют резервом времени события v,.
Рассмотрим алгоритм нахождения критического пути и резерв вре­
мени на примере сетевого графика, приведенного на рис. 7.20.
1. Поставим в соответствие каждой вершине рабочую таблицу сете­
вого графика, используя следующую схему:
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v, -  метка события 
(вершины)






tn(v,) -  поздний срок 
наступления 
события V,
V| 1 V3 3





Рис. 7.21. Вычисление длины критического пути и резервов времени в
сетевом графике
2. Находим ранние сроки tP (v,) наступления каждого события v,:
1) tp (v o)= 0;
2) для /' * 0 используем формулу
tp{v,)= max(tp(Vj) + /(v,.,у,),/Дул ) + t{yh , v,),..., tP(yh ) + t(yh ,v,)), (7.15)
где ,v> 2 — все события, непосредственно предшествующие собы­
тию V,-, т.е. вершины графа, смежные с вершиной v, и предшествующие vf; 
t[yh,vi\t(yh ,vi),...,t\vh ,vi) -  промежутки времени, необходимые для пере­
ходов из вершин у,., vh vJk в вершину v,. Например, tp{v4)=l.
В самом деле, событию v4 непосредственно предшествуют события 
V2 и vj. Согласно формуле (7.15) имеем
tp(v4)=max(tp(v2) + t(v2, v4)Jp(vy) + r(v3, v4)) = max(5 + 2;3 + 0) = 7.
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3. Находим поздние сроки tn(v t)  наступления каждого события v,:
1) 1р(Ут~) = ^n(vr) »
2) для / * Т используем формулу
TrfyijF т т ( / я (vy. ) -  t (vh , v,), t„ (vj2) -  t(vh , v , /я (v,t ) -  /(vy_, v,)), (7.16)
где vj[’vj2’---’vj„ -  все события, непосредственно следующие за событием
V,, т.е. вершины графа, смежные с вершиной v,, которым v, предшествует; 
t(vA,vi) , t (vh ,vi),...,t(vjm,vj) -  промежутки времени, необходимые для пере­
ходов из вершины V, в вершины v7, ,vh vJk . Например, tn(vi)=2.
В самом деле, события, непосредственно следующие за событием vif 
это события v2 и vj. Согласно формуле (7.16), имеем
tn(yi)F=mm(tn (v3) -  /(v3, v,), tn (v2) -  t{v2, v,)) = min(5 -  2;5 -  3) = 2.
4. Вычисляем резервы времени tpfvj-tnfvj) каждого события v,.
5. Отмечаем жирной ломаной линией критический путь 
(см.рис.7.21). Критический путь соединяет вершины с нулевыми резервами 
времени.
Вопросы и задания для самопроверки
1. Дайте определение графа. Приведите примеры графов.
2. Дайте определение подграфа и части графа. В чем основное разли­
чие этих понятий?
3. Граф G содержит 6 ребер. Какова размерность пространства час­
тей этого графа? Сколько частей он имеет?
4. Дайте определение понятиям "дерево", "корень дерева", "листья 
дерева", "лес".
5. Дайте определение остова и коостова графа. В каком случае граф 
не имеет остова?
6. Начертите граф К4 и все его остовы.
7. Дайте определение разреза графа.
8. Начертите граф К4 и все его разрезы. Запишите матрицу разрезов 
графа К4.
9. В чем состоит свойство ортогональности пространств разрезов и 
циклов графа?
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10. Две электрические цепи имеют одинаковые графы. В чем сходст­
во этих цепей? Чем они могут отличаться?
11. Перечислите задачи, которые могут быть решены с помощью 
графа электрической цепи.
12. Дайте определение сети.
13. Сформулируйте задачу о максимальном потоке и минимальном 
разрезе сети.
14. В каких ситуациях применима модель сетевого графика?
15. Какие величины можно найти с помощью сетевого графика?
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