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MULTIPLICATIVE ENERGY OF SHIFTED SUBGROUPS AND
BOUNDS ON EXPONENTIAL SUMS WITH TRINOMIALS IN
FINITE FIELDS
SIMON MACOURT, ILYA D. SHKREDOV, AND IGOR E. SHPARLINSKI
Abstract. We give a new bound on collinear triples in subgroups
of prime finite fields and use it to give some new bounds on expo-
nential sums with trinomials.
1. Introduction
1.1. Set up. For a prime p, we use Fp to denote the finite field of p
elements.
For a t-sparse polynomial
ΨpXq “
tÿ
i“1
aiX
ki
with some pairwise distinct positive integer exponents k1, . . . , kt and
coefficients a1, . . . , at P F˚p , and a multiplicative character χ of F˚p we
define the sums
SχpΨq “
ÿ
xPF˚p
χpxq eppΨpxqq,
where eppuq “ expp2πiu{pq and χ is an arbitrary multiplicative char-
acter of F˚p . Certainly, the most interesting and well-studied special
case is when χ “ χ0 is a principal character. However most of our
results extend to the general case without any loss of strength or com-
plication of the argument, so this is how we present them.
The main challenge here is to estimate these sums better than by
the Weil bound
|SχpΨq| ď maxtk1, . . . , ktup1{2,
see [36, Appendix 5, Example 12], by taking advantage of sparsity and
also of the arithmetic structure of the exponents k1, . . . , kt .
For monomials ΨpXq “ aXk (where we can always assume that
k | p´1) the first bound of this type is due to Shparlinski [32], which has
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then been improved and extended in various directions by Bourgain,
Glibichuk and Konyagin [6], Bourgain [3], Heath-Brown and Konya-
gin [19], Konyagin [21], Shkredov [27], Shteinikov [34].
Akulinichev [1] gives several bounds on binomials, see also [38].
Cochrane, Coffelt and Pinner, see [8–13] and references therein, have
given a series of other bounds on exponential sums with sparse poly-
nomials, some of which we present below in Section 1.2.
We also remark that exponential sums with sparse polynomials and
a composite denominator have been studied in [4, 33].
Here we use a slightly different approach to improve some of the
previous results. Our approach is reliant on reducing bounds of expo-
nential sums with sparse polynomials to bounds of weighted multilinear
exponential sums of the type considered in [25]. However, instead of
applying the results of [25] directly, we first obtain a more precise vari-
ant for triple weighted sums over multiplicative subgroups of F˚p , which
could be of independent interest, see Lemma 3.5 below.
This result rests on an extension of the bound on the number of
collinear triples in multiplicative subgroups from [28, Proposition 1] to
subgroups of any size, see Theorem 1.2. In turn, this gives a new bound
on the multiplicative energy of arbitrary subgroups, see Corollary 4.1,
and has several other applications, see Section 4.
Although here we concentrate on the case of trinomials
(1.1) ΨpXq “ aXk ` bXℓ ` cXm,
our method works, without any changes, for more general sums with
polynomials of the shape
ΨpXq “ aXk ` F pXℓq `GpXmq
with arbitrary polynomials F,G P FprXs (uniformly in the degrees
of F and G, which essentially means that they can be any functions
defined on Fp ).
One can certainly use our approach for sums with quadrinomials
reducing it to quadrilinear sums and using our Lemma 3.3 in an appro-
priate place of the argument of the proof of [25, Theorem 1.4]. Further-
more, using results of [4, 5, 17], one can consider the case of arbitrary
sparse polynomials.
The notation A ! B is equivalent to |A| ď c|B| for some constant
c, which, throughout the paper may only depend on the number of
monomials in the sparse polynomials under considerations.
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1.2. Previous results. We compare our results for trinomials (1.1) with
the estimates of Cochrane, Coffelt and Pinner [8, Equation (1.6)]
(1.2) SχpΨq !
ˆ
kℓm
maxtk, ℓ,mu
˙1{4
p7{8
which is non-trivial for mintkℓ, km, ℓmu ă p1{2 , and of Cochrane and
Pinner [10, Theorem 1.1]:
(1.3) SχpΨq ! pkℓmq1{9p5{6
which is non-trivial for kℓm ă p3{2 .
We also recall the bound of Cochrane, Coffelt and Pinner [9, Corol-
lary 1.1]
(1.4) SχpΨq ! D1{2p7{8 ` pkℓmq1{4p5{8
where D “ gcdpk, ℓ,m, p´ 1q, which is non-trivial for kℓm ă p3{2 and
D ă p1{4 .
1.3. New results. The following quantity is one of our main objects of
study.
Definition 1.1 (Collinear triples). For sets U1,U2 Ď F˚p and elements
λ1, λ2 P F˚p we define Tλ1,λ2pU1,U2q to be the number of solutions to
(1.5)
u1 ´ λ1v1
u1 ´ λ1w1 “
u2 ´ λ2v2
u2 ´ λ2w2 , ui, vi, wi P Ui, i “ 1, 2.
We also set
TpUq “ T1,1pU ,Uq.
As the relation (2.1) shows, the triples pui, vi, wiq, i “ 1, 2 satisfy-
ing (1.5) define their collinear points. Recent results on the quantity
TpUq for an arbitrary set U can be found in [24], where, in particular,
the bound
TpUq “ |U |
6
p
`O `p1{2|U |7{2˘
is given. This bound has been generalised in [22] as
(1.6) Tλ1,λ2pU1,U2q “
|U1|3|U2|3
p
`O `p1{2|U1|3{2|U2|2 ` |U1|3|U2|˘ ,
provided that |U1| ě |U2|.
Note that in (1.5), as well as in all similar expressions of this type,
we consider only the values of the variables for which these expressions
are defined (that is, ui ‰ λiwi , i “ 1, 2 in (1.5)).
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We begin by providing a new result on the number of collinear triples
in subgroups. More generally, for a multiplicative subgroup G of F˚p
we define TλpGq “ T1,λpGq which is our main object of study.
Theorem 1.2. Let G be a multiplicative subgroup of F˚p . Then for any
λ P F˚p , we have
TλpGq ´ |G|
6
p
!
$&
%
p1{2|G|7{2, if |G| ě p2{3,
|G|5p´1{2, if p2{3 ą |G| ě p1{2 log p,
|G|4 log |H|, if |G| ă p1{2 log p.
Remark 1.3. Theorem 1.2 is new only for subgroups of intermediate
size p2{3 ą |G| ą p1{2 , otherwise it is contained in [28, Proposition 1],
see also Lemma 2.6 below, or in the bound (1.6) from [22].
Remark 1.4. The method of proof of Theorem 1.2 also works without
any changes for Tλ,µpG,Hq with two multiplicative subgroups, similarly
to Lemma 2.6. However, for subgroups of significantly different sizes
the optimisation part becomes rather tedious.
We use Theorem 1.2 to obtain the following new bound on trinomial
sums.
Theorem 1.5. Let ΨpXq be a trinomial of the form (1.1) with a, b, c P
F
˚
p . Define
d “ gcdpk, p´ 1q, e “ gcdpℓ, p´ 1q, f “ gcdpm, p´ 1q
and
g “ d
gcdpd, fq , h “
e
gcdpe, fq .
Suppose f ě g ě h, then
SχpΨq !
$’&
’%
p7{8f 1{8, if h ě pp log pq1{2,
p15{16pf{hq1{8 plog pq1{16 , if g ě pp log pq1{2 ą h,
ppf{ghq1{8 plog pq1{8 , if g ă pp log pq1{2.
Note that the assumption f ě g ě h of Theorem 1.5 does not
present any additional restriction on the class of polynomials to which
it applies as the roles of k , ℓ and m are fully symmetric: if h ą g , say,
one can simply interchange g and h in the bound.
We observe that the bound of Theorem 1.5 does not directly depend
on the size of the exponents k , ℓ and m but rather on various great-
est common divisors. In particular, it is strongest for large d and e
and small greatest common divisors f , gcdpd, fq and gcdpe, fq. Fur-
thermore, it may remain nontrivial even for polynomials of very large
degrees, while the bounds (1.2), (1.3) and (1.4) all become trivial for
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trinomials of large degree. Thus it is easy to give various families of pa-
rameters where Theorem 1.5 improves the bounds (1.2), (1.3) and (1.4)
simultaneously. For example, we assume that f ą d ą e are relatively
prime positive integers with, say,
pδ ă f ă pdeq1´δ
for some fixed real δ ą 0. Then g “ d and h “ e and we also have
d ă p1{2 , e ă p1{3 . Hence, the bound of Theorem 1.5 becomes
SχpΨq ! ppf{ghq1{8`op1q “ ppf{deq1{8`op1q,
which always gives a power saving against the trivial bound. On the
other hand, choosing k , ℓ and m as large multiples of d , e and f ,
respectively, say, with k,m, ℓ ě p1{2`δ , we see that all bounds from
Section 1.2, and of course the Weil bound, are trivial.
We also give further applications of Theorem 1.2 to some additive
problems with multiplicative subgroups of F˚p in Section 4. In partic-
ular, in Corollary 4.4 we consider a modular version of the Romanoff
theorem and show that for almost all primes p, any residue class mod-
ulo p can be represented as a sum of a prime ℓ ă p and three powers
of any fixed integer g ě 2. We recall that the classical result of Ro-
manoff [26] asserts that for any fixed integer g ě 2 a positive proportion
of integers can be written in the form ℓ ` gk , with some prime ℓ and
non-negative integer k . By a result of Crocker [14], there are infinitely
many positive integers not of the form ℓ` 2k ` 2m . The case of three
powers of 2 or any other base g ą 2 is widely open.
2. Collinear Triples
2.1. Prelimaries. We require some previous results. We note that we
use Lemma 2.1 only for G “ H , however we present it and also some
other results in full generality as we believe they may find several other
applications and this deserves to be known better.
The first one is a result of Mit’kin [23, Theorem 2] extending that of
Heath-Brown and Konyagin [19, Lemma 5], see also [21,31] for further
generalisations.
Lemma 2.1. Let G and H be subgroups of F˚p and let MG and MH be
two complete sets of distinct coset representatives of G and H in F˚p .
For an arbitrary set Θ Ď MG ˆMH such that
|Θ| ď min
"
|G||H|, p
3
|G|2|H|2
*
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we haveÿ
pu,vqPΘ
|tpx, yq P G ˆH : ux` vy “ 1u| ! p|G||H||Θ|2q1{3.
Note that there is a natural bijection between MG , MH and some
subsets of the factor groups F˚p{G and F˚p{H . So, one can think of Θ
as a subset of F˚p{G ˆ F˚p{H .
Clearly, the trivial bound on the sum of Lemma 2.1 isÿ
pu,vqPΘ
|tpx, yq P G ˆH : ux` vy “ 1u| ! mint|G|, |H|u|Θ|.
Hence if, for example, G “ H , then Lemma 2.1 always significantly
improves this bound.
Given a line
ℓa,b “ tpx, yq P F2p : y “ ax` bu
for some pair pa, bq P F2p and sets A,B Ď Fp , we denote
ιA,B pℓa,bq “ |ℓa,b X pAˆ Bq| .
The following elementary identities are well-known and no doubt
have appeared, implicitly and explicitly, in a number of works.
Lemma 2.2. Let A,B Ď Fp and λ, µ P F˚p . Thenÿ
pa,bqPF2p
ιA,B pℓa,bq “
ÿ
pa,bqPF2p
ιA,B pℓλa,µbq “ p|A||B|
and ÿ
pa,bqPF2p
ιA,B pℓa,bq ιA,B pℓλa,µbq “ |A|2|B|2 ´ |A||B|2 ` p|A||B|.
Proof. The first relation is obvious as for every px, y, aq P A ˆ B ˆ Fp
there is a unique b “ y ´ ax counted in that sum.
For the second sum, we writeÿ
pa,bqPF2p
ιA,B pℓa,bq ιA,B pℓλa,µbq
“
ÿ
pu,v,x,yqPAˆBˆAˆB
ˇˇtpa, bq P F2p : v “ au` b, y “ λax` µbuˇˇ .
We now note that the |A||B| quadruples pu, v, x, yq P A ˆ B ˆ A ˆ B
with
pu, vq “ pλµ´1x, µ´1yq
define exactly p pairs pa, bq “ pa, v ´ auq P F2p as above. Furthermore,
the |A||B| p|B| ´ 1q quadruples pu, v, x, yq P A ˆ B ˆA ˆ B with u “
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λµ´1x but v ‰ µ´1y do not define any pairs pa, bq as above. The
remaining
|A|2|B|2 ´ |A||B| p|B| ´ 1q ´ |A||B| “ |A|2|B|2 ´ |A||B|2
pairs (including the one with u ‰ λµ´1x but v “ µ´1y ) define one
pair pa, bq P F2p as above each, which concludes the proof. [\
Using Lemma 2.2 with λ “ µ “ 1, we now immediately derive the
following result:
Corollary 2.3. Let A Ď Fp . Then
ÿ
pa,bqPF2p
ˆ
ιA,B pℓa,bq ´ |A||B|
p
˙2
ď p|A||B| .
We now link the number of collinear triples Tλ,µpA,Bq with the
quantities ιA,B pℓa,bq.
Lemma 2.4. Let A,B Ď Fp and λ, µ P F˚p . Then
Tλ,µpA,Bq “
ÿ
pa,bqPF2p
ιA,B pℓa,bq ιA,B pℓλa,µbq2 `Op|A|2|B|2q .
Proof. Transforming the equation (1.5) into
u1 ´ λv1
u2 ´ µv2 “
u1 ´ λw1
u2 ´ µw2 , u1, v1, w1 P A, u2, v2, w2 P B,
we introduce an error of magnitude Op|A|2|B|2q (coming from different
pairs of variables which must be distinct). Then collecting, for every
a P Fp , the solutions with
u1 ´ λv1
u2 ´ µv2 “
u1 ´ λw1
u2 ´ µw2 “ a
we derive:
u1 ´ au2 “ λv1 ´ aµv2 “ λw1 ´ aµw2.
We now denote this common value by b and observe that for any
pa, bq P F2p there are ιA,B pℓa,bq ιA,B pℓλa,µbq2 solutions to
(2.1) u1 ´ au2 “ λv1 ´ aµv2 “ λw1 ´ aµw2 “ b.
Summing over all pairs pa, bq P F2p , we obtain the result. [\
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Corollary 2.5. Let A,B Ď Fp and λ, µ P F˚p . Then
Tλ,µpA,Bq ´ |A|
3|B|3
p
“
ÿ
pa,bqPF2p
ιA,B pℓa,bq
ˆ
ιA,B pℓλa,µbq ´ |A||B|
p
˙2
`Op|A|2|B|2q .
Proof. Using the identity X2 “ pX ´ Y q2 ` 2XY ´ Y 2 with X “
ιA,B pℓλa,µbq and Y “ |A||B|{p we see thatÿ
pa,bqPF2p
ιA,B pℓa,bq ιA,B pℓλa,µbq2
“
ÿ
pa,bqPF2p
ιA,B pℓa,bq
ˆ
ιA,B pℓλa,µbq ´ |A|
2
p
˙2
`R1 ´R2,
(2.2)
where
R1 “ 2 |A||B|
p
ÿ
pa,bqPF2p
ιA,B pℓa,bq ιA,B pℓλa,µbq ,
R2 “ |A|
2|B|2
p2
ÿ
pa,bqPF2p
ιA,B pℓa,bq .
By Lemma 2.2, after simple calculations, we have
R1 ´R2 “ 2
`|A|2|B|2 ´ |A|2|B|3{p˘ ! |A|2|B|2.
Combining this with (2.2) yieldsÿ
pa,bqPF2p
ιA,B pℓa,bq ιA,B pℓλa,µbq2
“ |A|
3|B|3
p
`
ÿ
pa,bqPF2p
ιA,B pℓa,bq
ˆ
ιA,B pℓa,bq ´ |A|
2
p
˙2
`O `|A|2|B|2˘ .
Hence, using Lemma 2.4, we obtain the result. [\
Given two sets U ,V Ď Fp , we define EˆpU ,Vq to be the multiplica-
tive energy of U and V , that is, the number of solutions to
u1v1 “ u2v2, u1, u2 P U , v1, v2 P V.
For U “ V we also write
EˆpUq “ EˆpU ,Uq.
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It is easy to see that for any subgroup of G,H Ď F˚p and λ, µ P F˚p we
have
Tλ,µpG,Hq “
ÿ
pg,hqPGˆH
EˆpG ´ λg,H´ µhq `Op|G|3|H|q.
“ |G||H|EˆpG ´ λ,H ´ µq `Op|G|3|H|q,
(2.3)
where the error term Op|G|3|H|q (which is obviously negative) accounts
for zero values of the linear forms in the definition of Tλ,µpG,Hq.
Finally, we need the following bound for small subgroups, which is a
slightly simplified form of [28, Proposition 1] combined with (2.3).
Lemma 2.6. Let G be a subgroup of F˚p with |G| ě |H| and |G||H| ă p.
Then
Tλ,µpG,Hq ! |G|3|H| log |G| .
2.2. Initial reductions. The argument below follows [28, 29].
First of all, note that Lemma 2.6 implies the required result provided
|G||H| ă p while the bound (1.6) implies it for |G| ě p2{3 .
So it remains to consider the case
p2{3 ą |G| ą p1{2.
Let ∆ ě 3 be a parameter to be chosen later. Using Corollaries 2.3
and 2.5, we obtain
(2.4) TλpGq ´ |G|
6
p
! |G|4 `∆|G|2p`W ,
where
W “
ÿ
pa,bqPF2p
ιGpℓa,bqą∆
ιG pℓa,bq
ˆ
ιG pℓa,λbq ´ |G|
2
p
˙2
.
Clearly, the contribution to W from lines with ab “ 0, is at most
|G|4 as in this case ιG pℓa,bq “ 0 unless a P G or b P G , in which case
ιG pℓa,bq “ |G|. Therefore,
ÿ
pa,bqPF2p
ab“0
ιG pℓa,bq
ˆ
ιG pℓa,λbq ´ |G|
2
p
˙2
“ O `|G|4˘ .
Thus
(2.5) W “W ˚ `O `|G|4˘
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where
W ˚ “
ÿ
pa,bqPpF˚p q
2
ιGpℓa,bqą∆
ιG pℓa,bq
ˆ
ιG pℓa,λbq ´ |G|
2
p
˙2
,
which is the sum we now consider.
Returning to (1.5), we see that the quantity TλpGq is equal, up to
the error Op|G|4q, which can be absorbed in the same error term that
is already present in (2.4), to the number of solutions of the equation
pu1 ´ v1qpu2 ´ λw2q “ pu1 ´ w1qpu2 ´ λv2q ‰ 0,
ui, vi, wi P G, i “ 1, 2.(2.6)
2.3. Sets Θτ and Qτ . Let, as before, MG be a set of distinct coset
representatives of G in F˚p . Take another parameter τ ě ∆ and put
Θτ “ tpα, βq P M2G : |tpx, yq P G2 : αx` βy “ 1u| ě τu .
In other words, Θτ is the set of pα, βq PM2G for which the lines
(2.7) Lα,β “ tpx, yq P F2p : αx` βy “ 1u “ ℓ´αβ´1,β´1
have the intersection with G2 of size at least
ιG pℓ´αβ´1,β´1q ě τ.
In particular,
(2.8) Θτ “ tpα, βq PM2G : ιG pLα,βq ě τu.
By Lemma 2.1, we have |Θτ |τ ! p|G||Θτ |q2{3 provided
(2.9) |G|4|Θτ | ă p3
and
(2.10) |Θτ | ď |G|2.
We also define the set
(2.11) Qτ “ tpα, βq P
`
F
˚
p
˘2
: ιG pLα,βq ě τu.
Comparing (2.8) and (2.11), we see that we can think of Θτ as of an
union of cosets Qτ{G . Clearly, we have
(2.12) |Qτ | “ |G|2|Θτ | ! |G|4τ´3
provided the conditions (2.9) and (2.10) are satisfied.
The condition (2.10) is trivial to verify. Indeed, since |G|2 ą p, we
have
|Θτ | ď |MG |2 “ pp´ 1q2{|G|2 ď |G|2
and thus (2.10) holds.
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We now show that the condition (2.9) also holds for the following
choice
(2.13) ∆ “ c|G|3p´3{2,
with a sufficiently large constant c (recalling that |G| ą p1{2 we see
that the condition ∆ ě 3 is satisfied).
Lemma 2.7. For ∆ given by (2.13) the bound (2.9) holds.
Proof. Suppose, to the contrary, that
(2.14) |Θτ | ą p3{|G|4 .
Whence, the number of incidences between points of P “ G2 and the
lines Lα,β as above with pα, βq P Qτ is at least
(2.15) |Qτ |τ “ |G|2|Θτ |τ ą p3|G|´2∆ .
On the other hand, by a classical result which holds over any field (see,
for example [7, Corollary 5.2] or [37, Exercise 8.2.1]) the number of
incidences for any set of points P and a set of lines Qτ is at most
|Qτ |1{2|P| ` |Qτ |. Hence
(2.16) |Qτ |τ ď |Qτ |1{2|P| ` |Qτ |
and we obtain
(2.17) |Qτ |τ 2 ! |P|2 “ |G|4.
Combining (2.15) and (2.17), we derive
(2.18) p3|G|´2∆ ă |Qτ |τ ! |G|4τ´1 ď |G|4∆´1.
Recalling that |G| ě p1{2 , we see that for ∆ given by (2.13) with
a sufficiently large constant c the inequalities (2.18) are impossible,
which also shows that our assumption (2.14) is false and this concludes
the proof. [\
2.4. Concluding the proof of Theorem 1.2. We now define
Rτ “
!
pα, βq P `F˚p˘2 : max tιG pLα,βq , ιG pLα,λβqu ě τ) .
By Lemma 2.7, for the choice (2.13) of ∆ we have the desired con-
dition (2.9) for any τ ě ∆. Hence, the bound (2.12) also implies that
(2.19) |Rτ | “ |G|2|Θτ | ! |G|4τ´3.
We see from (2.7) that there is a one-to-one correspondence between
the lines ℓa,b , pa, bq P
`
F
˚
p
˘2
and the lines Lα,β , pα, βq P
`
F
˚
p
˘2
. We
now define
τj “ ej∆, j “ 0, 1, . . . , J,
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where
J “ rlogp|G|{∆qs .
Note that due to the choice of ∆ and the condition |G| ě p1{2 we have
τj ě τ0 “ ∆ " |G|3p´3{2 ě |G|2{p, j “ 0, 1, . . . , J.
Then, recalling also the bound (2.19), we conclude that the contribution
to W ˚ from the lines with τj`1 ě ιG pℓa,bq ą τj is bounded by
(2.20)
ˇˇ
Qτj
ˇˇ
τj`1
`
τj`1 ` |G|2{p
˘2 ! ˇˇQτj ˇˇ τ 3j`1 ! |G|4.
Summing up (2.20) we obtain
W ˚ ! J |G|4 ! |G|4 log |G|.
Substituting this bound in (2.5) and combining it with (2.4), we obtain
TλpGq “ |G|
6
p
`O `|G|5p´1{2 ` |G|4 log |G|˘
in the range p2{3 ě |G| ě p1{2 , which concludes the proof.
Remark 2.8. In principle, a stronger version of the classical incidence
bound which is used (2.16) may lead to improvements of Theorem 1.2.
However, the range where such improvements are known is far away
from the range which appears in our applications, see [35].
3. Trinomial sums
3.1. Preliminaries. We recall the following classical bound of bilinear
sums, see, for example, [17, Lemma 4.1].
Lemma 3.1. For any sets X ,Y Ď Fp and any α “ pαxqxPX , β “
pβyqyPY , with
max
xPX
|αx| ď 1 and max
yPY
|βy| ď 1
we have ˇˇˇ
ˇˇÿ
xPX
ÿ
yPY
αxβy eppxyq
ˇˇˇ
ˇˇ ďap|X||Y |.
Definition 3.2 (Ratios of differences). For a set U Ď F˚p , we define
DˆpUq to be the number of solutions of
pu1 ´ v1qpu2 ´ v2q “ pu3 ´ v3qpu4 ´ v4q, ui, vi P U , i “ 1, 2, 3, 4,
As before we define TpUq as the number of solutions to (1.5).
We now recall the following bound from [25, Lemma 2.7].
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Lemma 3.3. For any set U Ď F˚p with |U | “ U , we have
DˆpUq ! U2TpUq ` U6.
Combining Lemma 3.3 with Theorem 1.2 we obtain
DˆpGq ! |G|
8
p
`
$&
%
p1{2|G|11{2, if |G| ě p2{3,
|G|7p´1{2, if p2{3 ą |G| ě p1{2 log p,
|G|6 log |G|, if |G| ă p1{2 log p.
Since for |G| ě pp log pq1{2 the first term dominates, this simplifies
as
Corollary 3.4. For a multiplicative subgroup G Ď F˚p , we have
DˆpGq !
#
|G|8p´1, if |G| ě pp log pq1{2,
|G|6 log |G|, if |G| ă pp log pq1{2.
Substituting in Corollary 3.4 into the proof of [25, Theorem 1.3],
we obtain the following result for trilinear sums over subgroups, which
improves its general bound.
Lemma 3.5. For any multiplicative subgroups F ,G,H Ď F˚p of cardi-
nalities F,G,H , respectively, with F ě G ě H and weights ρ “ pρu,vq,
σ “ pσu,wq and τ “ pτv,wq with
max
pu,vqPFˆG
|ρu,v| ď 1, max
pu,wqPFˆH
|σu,w| ď 1, max
pv,wqPGˆH
|τv,w| ď 1,
for the sum
T “
ÿ
uPF
ÿ
vPG
ÿ
wPH
ρu,vσu,wτv,w eppauvwq
we have
T !
$’&
’%
F 7{8GH, if H ě pp log pq1{2,
p1{16F 7{8GH7{8 plog pq1{16 , if G ě pp log pq1{2 ą H,
p1{8F 7{8G7{8H7{8 plog pq1{8 , if G ă pp log pq1{2,
uniformly over a P F˚p .
Proof. We see from [25, Equation (3.8)] that
T 8 ! pF 7G4H4K ` F 8G8H6,
where K is the number of solutions to the equation
pu1 ´ u2qpw1 ´ w2q “ pu3 ´ u4qpw3 ´ w4q ‰ 0,
pui, wiq P G ˆH, i “ 1, 2, 3, 4.
As in the proof of [25, Theorem 1.3], expressing K via multiplica-
tive character sums and using the Cauchy inequality, we obtain K2 ď
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DˆpGqDˆpHq. Applying Corollary 3.4, instead of [25, Equation 3.9],
we now obtain
K !
$’&
’%
G4H4{p, if H ě pp log pq1{2,
G4H3p´1{2plog pq1{2, if G ě pp log pq1{2 ą H,
pGHq3 log p, if G ă pp log pq1{2.
We now deal with the three cases separately.
For H ě pp log pq1{2 we have
T 8 ! F 7G8H8 ` F 8G8H6.
Since F ă p ă H2 , the first term dominates, and we obtain
(3.1) T ! F 7{8GH.
For G ě pp log pq1{2 ą H , we have
T 8 ! p1{2F 7G8H7plog pq1{2 ` F 8G8H6
or
(3.2) T ! p1{16F 7{8GH7{8 plog pq1{16 ` FGH3{4.
The first term of (3.2) dominates for p1{2 ě F {H .
We now note that by Lemma 3.1 and the trivial bound for the sum
over H , we also have
(3.3) T ! p1{2F 1{2G1{2H.
Furthermore, since for F ą p1{2H and G ą p1{2 we have
p1{2F 1{2G1{2H “ p1{16F 7{8GH7{8
ˆ
p7{2H
F 3G4
˙1{8
ă p1{16F 7{8GH7{8
ˆ
p3
F 2G4
˙1{8
ă p1{16F 7{8GH7{8,
we see that for G ě pp log pq1{2 ą H the bound (3.2) simplifies as
(3.4) T ď p1{16F 7{8GH7{8 plog pq1{16 .
For G ă pp log pq1{2 , we have
T 8 ! pF 7G7H7 log p` F 8G8H6
or
(3.5) T ! p1{8F 7{8G7{8H7{8 plog pq1{8 ` FGH3{4.
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The first term of (3.5) dominates for pH ě FG. Otherwise, that is,
for pH ă FG, we have
p1{2F 1{2G1{2H “ p1{8F 7{8G7{8H7{8
ˆ
p3H
F 3G3
˙1{8
ă p1{8F 7{8G7{8H7{8
ˆ
1
H2
˙1{8
ď p1{8F 7{8G7{8H7{8.
Thus, using (3.3) we see that the bound (3.5) simplifies as
(3.6) T ď p1{8F 7{8G7{8H7{8 plog pq1{8 .
Combining (3.1), (3.4) and (3.6), we complete the proof. [\
Clearly, the bound of Lemma 3.5 is nontrivial when F , G and H are
all a little larger than p1{3 . More formally, for any ε ą 0 there exists
some δ ą 0 such that if F ě G ě H ě p1{3`ε then the exponential
sums of Lemma 3.5 are bounded by O
`
FGHp´δ
˘
.
3.2. Proof of Theorem 1.5. Let Gd and Ge be the subgroups of F
˚
p
formed by the elements of orders dividing d and e, respectively.
We have,
SχpΨq “ 1
de
ÿ
yPGd
ÿ
zPGe
ÿ
xPF˚p
χpxyzq eppΨpxyzqq
“ 1
de
ÿ
xPF˚p
ÿ
yPGd
ÿ
zPGe
χpxqχpyqχpzq ep
`
axkzk ` bxℓyℓ ` cxmymzm˘
“ 1
de
ÿ
xPF˚p
ÿ
zPGe
ÿ
yPGd
ρx,yσx,z ep pcxmymzmq ,
where
ρx,y “ χpxqχpyq ep
`
bxℓyℓ
˘
and σx,z “ χpzq ep
`
axkzk
˘
.
Clearly, the set X “ txm : x P F˚pu of non-zero mth powers contains
pp´ 1q{f elements, each appearing with multiplicity f . Furthermore,
direct examination shows that the sets Y “ tym : y P Gdu and
Z “ tzm : z P Geu contain g and h elements with multiplicities
gcdpd, fq and gcdpe, fq, respectively. We recall that by our assumption
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we have f ě g ě h and invoke Lemma 3.5, which gives us,
SχpΨq ! f gcdpd, fq gcdpe, fq
de
ˆ$&
%
pp{fq7{8gh, if h ě p1{2 log p,
p1{16pp{fq7{8gh7{8 plog pq1{16 , if g ě pp log pq1{2 ą h,
p1{8pp{fq7{8g7{8h7{8 plog pq1{8 , if g ă pp log pq1{2,
“
$’&
’%
p7{8f 1{8, if h ě pp log pq1{2,
p15{16f 1{8h´1{8 plog pq1{16 , if g ě pp log pq1{2 ą g,
pf 1{8g´1{8h´1{8 plog pq1{8 , if g ă pp log pq1{2.
This concludes the proof.
4. Further Applications
4.1. Additive properties of subgroups. As usual, given a rational func-
tion
RpX1, . . . , Xmq P FppX1, . . . , Xmq,
and m sets A1, . . . ,Am Ď Fp , we define the set
RpA1, . . . ,Amq
“ tRpa1, . . . , amq : pa1, . . . , amq P pA1 ˆ . . .ˆAmq zPRu,
where PR is the set of poles of R .
We note that we have used Am for the m-fold Cartesian product
rather than for the m-fold product-set of a set A as the previous
definition suggests. However neither of these notations is used in this
section.
For a scalar λ P Fp we use the notation
λA “ tλu ¨A “ tλa : a P Au,
for sets of multiples of A Ď Fp .
Applying the bound of Theorem 1.2 to cosets of G , that is, to
T pG, λGq, and using (2.3) we obtain:
Corollary 4.1. Let G be a multiplicative subgroup of F˚p . Then for any
λ P F˚p , we have
EˆpG ` λq ´ |G|
4
p
!
$&
%
p1{2|G|3{2, if |G| ě p2{3,
|G|3p´1{2, if p2{3 ą |G| ě p1{2 log p,
|G|2 log |G|, if |G| ă p1{2 log p.
Note that for |G|{?p log p Ñ 8 , Corollary 4.1 gives an asymptotic
formula for EˆpG ` λq; otherwise we only have an upper bound.
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Corollary 4.2. For a multiplicative subgroup G of F˚p and λ, µ P F˚p we
define the sets
S1 “ G ` λG ` µG and S2 “
"
u´ λ
v ´ µ : u, v P G
*
.
We have:
‚ if |G| ě p2{3 then F˚p Ď S1 and F˚p Ď GS2 ;
‚ if |G| ď pp log pq1{2 then, for i “ 1, 2,
|Si| " |G|
2
log |G| ;
‚ otherwise, for i “ 1, 2,
p´ |Si| !
$&
%
p5{2|G|´5{2, if |G| ě p2{3,
p3{2|G|´1, if p2{3 ą |G| ě p1{2 log p,
p2|G|´2 log p, if p1{2 log p ě |G| ą pp log pq1{2.
Proof. We consider the set S1 first.
First we show that S1 Ě F˚p , provided |S1| ě p2{3 . Clearly, the set
S1 satsifies the property S1G “ S1 and hence if S1 Ě F˚p , then there is
a nonzero ξ such that S1 X ξG “ H. In other words, the equation
x` λy ` zµ “ ξw , x, y, z, w P G
has no solutions. By the orthogonality property of exponential func-
tions, this means that for the sum
σ “
ÿ
aPFp
ÿ
xPG
eppaxq
ÿ
yPG
eppaλyq
ÿ
zPG
eppaµzq
ÿ
wPG
epp´aξwq
we have
σ “ 0.
Clearly, the contribution of σ corresponding to a “ 0 equals |G|4 .
Using the well-known boundˇˇˇ
ˇˇ ÿ
xPFp
eppbxkq
ˇˇˇ
ˇˇ ď pk ´ 1qp1{2, b P F˚p ,
see, for example [19, Equation (1)], combined with the identityÿ
zPG
eppbzq “ 1
k
ÿ
xPF˚p
eppbxkq,
where k “ pp´ 1q{|G|, we obtain
0 “ σ ě |G|4 ´ p
ÿ
aPF˚p
ˇˇˇ
ˇˇÿ
xPG
eppaxq
ˇˇˇ
ˇˇ
ˇˇˇ
ˇˇÿ
yPG
eppaλyq
ˇˇˇ
ˇˇ .
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By the Cauchy inequality, we get
0 ą |G|4 ´ p2|G| ě 0
and this is a contradiction which gives the result for |G| ě p2{3 .
We now consider subgroups with |G| ă p2{3 . Clearly
|S1| “ |G ` λG ` µG ` λµ| ě |pG ` λqpG ` µq|.
For a P F˚p , we let Npaq be the number of solutions to pg`λqph`µq “ a
with g, h P G . Clearly ÿ
aPFp
Npaq “ |G|2.
Hence, by the Cauchy inequality, we have
|G|4 “
˜ÿ
aPFp
Npaq
¸2
ď |pG`λqpG`µq|
ÿ
aPFp
Npaq2 “ |pG`λqpG`µq|F,
where F is the number of solutions to
pg1 ` λqph1 ` µq “ pg2 ` λqph2 ` µq, g1, g2, h1, h2 P G.
There are obviously Op|G|2q solutions when
pg1 ` λqph1 ` µq “ pg2 ` λqph2 ` µq “ 0.
For the other solutions we repeat the same argument as in the above.
That is, for every a P Fp , we first collect together solutions with the
same value
g1 ` λ
g2 ` λ “
h1 ` µ
h2 ` µ “ a.
After this, using the Cauchy inequality again, we obtain
F ď
a
EˆpG ` λqEˆpG ` µq `Op|G|2q.
Hence, putting the above inequalities together, we derive,
|S1| " |G|
4a
EˆpG ` λqEˆpG ` µq `Op|G|2q .
Hence, using Corollary 4.1, we derive the result for S1 . Indeed, let R
be the bound on |EˆpG ` λq ´ |G|4{p| given by Corollary 4.1. It is easy
to see that for G to which the upper bound on p´|Si| applies we have
|G|4
p
" R.
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Hence
EˆpG ` λqEˆpG ` µq “ |G|
8
p2
`O
ˆ |G|4
p
R`R2
˙
“ |G|
8
p2
`O
ˆ |G|4
p
R
˙
“ |G|
8
p2
ˆ
1`O
ˆ
p
|G|4R
˙˙
which, together with R " |G|2 , impliesa
EˆpG ` λqEˆpG ` µq `Op|G|2q
“ |G|
4
p
ˆ
1`O
ˆ
p
|G|4R
˙˙
`Op|G|2q “ |G|
4
p
p1`Qq ,
where
Q ! p|G|4R.
We note that by adjusting the implied constant in the upper bound on
p ´ |S1| we see that one can actually assume that |G| ě C0pp log pq1{2
for some sufficiently large absolute constant C0 , so that |Q| ď 1{2. In
this case
p1`Qq´1 “ 1`OpQq “ 1`O
ˆ
p
|G|4R
˙
and the bound on p ´ |S1| follows. For the lower bound on |S1| we
simply remark that the error term R dominates the main term |G|4{p
in Corollary 4.1, so in this case we simply writea
EˆpG ` λqEˆpG ` µq `Op|G|2q ! R
and the bound follows.
Similar arguments also lead to the same bounds on |S2|. For ex-
ample, consider the case |G| ě p2{3 (where the statement about S2 is
slightly different than that about S1 ). We denote
(4.1) Q “ GS2 “ λG ´ G
µG ´ G .
Using the orthogonality of exponential functions, for any ξ P F˚p , we
can write
|tλu1 ´ u2 “ ξpµv1 ´ v2q : ui, vi P G, i “ 1, 2u|
“ |G|
4
p
` 1
p
ÿ
aPF˚p
ÿ
uPG
eppaλuq
ÿ
vPG
eppvq
ÿ
wPG
eppaξµwq
ÿ
zPG
epp´aξzq.
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As before, we obtainˇˇˇ
ˇ|tλu1 ´ u2 “ ξpv1 ´ v2q : ui, vi P G, i “ 1, 2u| ´ |G|4p
ˇˇˇ
ˇ
ă
ÿ
aPF˚p
ˇˇˇ
ˇˇÿ
wPG
eppaξwq
ˇˇˇ
ˇˇ
2
“ p|G| ´ |G|2.
Hence, for |G| ą p2{3 we have
|tλu1 ´ u2 “ ξpv1 ´ v2q : ui, vi P G, i “ 1, 2u|
ą |G|
4
p
´ p|G| ` |G|2 ą |G|2.
Therefore, there is a solution with v1 ‰ v2 which leads to a represen-
tation ξ “ pλu1 ´ u2q{pv1 ´ v2q for every ξ P F˚p .
Proofs of the other statements about S2 are the same as those about
S1 . [\
In particular, Corollary 4.2 applies to S1 “ G ` G ` G and S1 “
G ` G ´ G .
We note that for the set Q given by (4.1) we have 0 P λG´G
µG´G
if and
only if λ P G .
Remark 4.3. Let
Q “ λG ´ G
G ´ G and R “
λG ´ 1
G ´ 1 .
Clearly,
RG “ Q and R “ 1´R.
Hence the set Q contains both RG and p1 ´ RqG and hence |Q| ě
maxt|RG|, |p1´RqG|u. Using [30, Theorem 18] and |R| " |G|2{ log |G|
one can show that there is an absolute constant c ą 0 such that |Q| "
|G|2`c for sufficiently small G (the condition |Q|2|G| ď p2 is enough).
Thus the lower bound for size of Q which follows from bounds on |S2|
in Corollary 4.2 can be improved for small subgroups.
We note that Corollary 4.2 also allows us to obtain the following
version of the Romanoff theorem modulo almost all primes p.
Corollary 4.4. For a fixed integer g with |g| ě 2, and sufficiently large
Q, for all but opQ{ logQq primes p ď Q every residue class modulo p
can be represented as ℓ` gk ` gm ` gn for a prime ℓ ă p and positive
integers k,m, n ď p´ 1.
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Proof. We recall that by a special case of a result of Indlekofer and Tim-
ofeev [20, Corollary 6], given any positive α ă 1, for all but opQ{ logQq
primes p ď Q, the multiplicative order of g modulo p is at least
p1{2 exp pplog pqαq. For each of these primes, we apply Corollary 4.2 to
the set S1 “ G ` G ` G with the group G ” xg pmod pqy (only the
first two inequalities are relevant) and use that for |G| ě p2{3 we have
p5{2|G|´5{2 ď p3{2|G|´1 . Hence we obtain
p´ |S1| ! p3{2|G|´1 ! p exp p´plog pqαq “ opp{ log pq,
and by the prime number theorem we conclude the proof. [\
We remark that a classical result of Erdo˝s and Murty [15] can also
be used in the proof of Corollary 4.4, however the bound of [20, Corol-
lary 6] used in full strength allows to get better estimates on the size of
the exceptional set. Perhaps more recent results of Ford [16] can also
be used to estimate the size of the exceptional set, however we do not
pursue this here.
4.2. Possible application to arbitrary sets. Note that some auxiliary
results established in the proofs of [18, Theorems 1 and 2] can be re-
formulated as bounds on the size of the set pA ´ AqpA ´ Aq for an
arbitrary set A Ď Fp . We also refer to [2] for more recent results
and references. Combined with the ideas of Balog [2] this may lead to
further results on additive properties of the product sets of difference
sets.
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