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We consider the structure of the solution set of a nonlinear Sturm–Liouville
boundary value problem deﬁned on a general time scale. Using global bifurca-
tion theory we show that unbounded continua of nontrivial solutions bifurcate from
the trivial solution at the eigenvalues of the linearization, and we show that cer-
tain nodal properties of the solutions are preserved along these continua. These
results extend the well-known results of Rabinowitz for the case of Sturm–Liouville
ordinary differential equations.  2002 Elsevier Science (USA)
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1. INTRODUCTION
In this paper we investigate the structure of the solution set of a nonlinear
Sturm–Liouville boundary value problem deﬁned on a closed subset of 
called a time scale (or measure chain). To state the problem precisely we
ﬁrst brieﬂy recall the basic deﬁnitions and results concerning differentiation
and integration on time scales. Further details can be found in, for example,
[8, 9]. Sturmian theory in the context of time scales has been developed in
the linear case in [1, 5].
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Let T be a closed subset of the interval 0 1, with 0 1 ∈ T . Deﬁne the
jump operators σ ρ T → T by
σt = inf	s ∈ T  s > t
 ρt = sup	s ∈ T  s < t

for any t ∈ T (here we deﬁne inf = 1 and sup = 0). A point t ∈ T
is said to be left-dense, left-scattered, right-dense, right-scattered if ρt = t,
ρt < t, σt = t, σt > t, respectively. We will assume throughout that
the following additional condition holds,
σ0 = 0 ρ1 = 1	
We endow T with the subspace topology inherited from . Now suppose
that u T → . Continuity of u is deﬁned in the usual manner. Also, u is
said to be differentiable at t ∈ T if there exists a number, denoted ut,
with the property that for any  > 0 there is a neighborhood N ⊂ T of t
(in the T topology) such that
uσt − us − utσt − s ≤ σt − s
for all s ∈ N . If u is differentiable at every t ∈ T then u is said to be
differentiable (on T ). The second derivative of u at t is deﬁned to be
ut = ut. We also deﬁne the function uσ = u ◦ σ .
We will consider the following nonlinear boundary value problem,
Lut = −ut + qtuσt = λuσt + f λ t uσt t ∈ T (1.1)
u0 = u1 = 0 (1.2)
where λ ∈ , and the functions q T →  and f   × T ×  →  are
continuous, with f λ t x = ox for x near 0, uniformly for λ in bounded
subsets of . A solution of the problem (1.1)–(1.2) is a pair λ u such that
u T →  is twice differentiable on T and satisﬁes (1.1), at each t ∈ T ,
and also satisﬁes (1.2). Clearly, under these assumptions any pair λ u
with λ ∈  and u ≡ 0 is a solution—these solutions will be called trivial
solutions. Using global bifurcation theory we will show that unbounded
continua of nontrivial solutions λ u bifurcate from the trivial solutions
at the eigenvalues of the linearization of (1.1)–(1.2), and we will show that
certain nodal properties of the solutions are preserved along these continua.
These results extend the well-known results of Rabinowitz for the case of
Sturm–Liouville ordinary differential equations.
The plan of the paper is as follows. In Section 2 we provide some pre-
liminary results and deﬁnitions regarding functions deﬁned on time scales.
These results allow us in Section 3 to discuss the solution of certain initial
and boundary value problems based on constructing appropriate Green’s
functions. In Section 4 we deﬁne what is meant by a generalized zero
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of a solution of (1.1) and prove results concerning such zeros, which are
required to obtain the nodal properties discussed later. The spectral prop-
erties of the linearization of (1.1)–(1.2) do not follow directly from standard
results and these are therefore discussed in Section 5. In particular, unlike
in the usual case where T = 0 1, the operator L as deﬁned above with the
boundary conditions (1.2) need not be self-adjoint in the standard sense;
an example is given in Section 6. Finally, in Section 7, we use global bifur-
cation theory, together with these nodal and spectral properties, to obtain
the existence and nodal structure of continua of nontrivial solutions.
2. PRELIMINARY RESULTS ON TIME SCALES
A function u T →  is said to be rd-continuous on T if it is continuous
at all right-dense points in T and has ﬁnite left-sided limits at all left-
dense points. It can easily be seen that if u is rd-continuous on T then it is
bounded. If there exists a function U  T →  such that ut = Ut, for
all t ∈ T , then U is said to be an antiderivative of u. The following basic
results will be required below and are proved in [8].
Lemma 2.1. Suppose that u v T →  and s t ∈ T . Then the following
hold:
(i) if u is differentiable at t then u is continuous at t ([8, Theorem
2.5(iii)]);
(ii) if t is right-scattered and u is continuous at t then u is differentiable
at t and ut = uσt − ut/σt − t ([8, Theorem 2.5(v)]);
(iii) if u and v are differentiable then the function uv is differentiable
with derivative uvt = uσtvt + utvt ([8, Theorem 2.6(ii)]);
(iv) if u and v are differentiable and ut ≤ vt for all t ∈ T and
if s < t then
ut − us ≤ vt − vs
([8, Theorem 3.2]);
(v) if u is rd-continuous on T then it has an antiderivative U  T → .
This antiderivative is unique up to the addition of constants. The integral of u
is deﬁned to be
∫ t
s
uττ = Ut −Us
([8, Sect. 4.3]);
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(vi) if t is right-scattered and u is rd-continuous on T then
∫ σt
t
uττ = σt − tut
(this follows readily from parts (ii) and (v)).
We now deﬁne the Banach space C0T  (respectively C0rdT ) to be the
set of continuous (respectively rd-continuous) functions u T →  together
with the norm
u0 = sup	ut  t ∈ T
	
We deﬁne the Banach space C1T  (respectively C1rdT ) to be the set of
differentiable (and hence continuous) functions u T →  for which u ∈
C0T  (respectively u ∈ C0rdT ), together with the norm
u1 = u0 + u0
and we deﬁne the spaces C2T , C2rdT , of twice differentiable functions
similarly.
Lemma 2.2. For i = 1, 2, the spaces CiT  and CirdT  are compactly
embedded in Ci−1T .
Proof. This is an extension of the Arzela–Ascoli lemma ([3, p. 5]) so we
simply sketch a proof. Suppose that un is a bounded sequence in either
C1T  or C1rdT ; that is, un1 ≤ M , n = 1 2 	 	 	  for some constant
M > 0. Deﬁning the function v T →  by vt =Mt, t ∈ T , it follows from
part (iv) of Lemma 2.1 that the set of functions 	un
 is equicontinuous on
T (see [3, p. 5] for the deﬁnition of equicontinuity). We can now follow the
proof of Ascoli’s lemma [3, p. 5] to construct a subsequence unm, which
is uniformly convergent on T ; that is, unm converges in the space C0T .
This proves the result when i = 1.
Next, suppose that un2 ≤ M , n = 1 2 	 	 	. By the result just proved
we can choose a subsequence unm such that unm converges in C0T ,
and we can choose a further subsequence unml such that unml also
converges in C0T . Hence the sequence unml converges in C1T . This
completes the proof.
Finally, in this section, we deﬁne the Banach space
D = {u ∈ C2rdT   u satisﬁes the boundary conditions 1	2}
with the norm ·2. It is clear that, under our hypotheses on f , if λ u is
a solution of (1.1)–(1.2) in the sense described in Section 1 then we must
have u ∈ D; that is, we are searching for solutions λ u ∈  ×D.
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3. INITIAL AND BOUNDARY VALUE PROBLEMS
Consider the linear eigenvalue problem
Lut = λuσt t ∈ T
u0 = u1 = 0	
(3.1)
Lemma 3.1. If qt ≥ 0, for all t ∈ T , then zero is not an eigenvalue
of (3.1).
Proof. Suppose that zero is an eigenvalue of (3.1), with corresponding
eigenfunction v. Then by part (iii) of Lemma 2.1 we see that
0 > −
∫ 1
0
vt2 t = −
∫ 1
0
vtvt t +
∫ 1
0
vσtvtt
=
∫ 1
0
qtvσt2 t ≥ 0
which is a contradiction, and so this proves the lemma.
From now on we will impose the following assumption.
Assumption 3.2. Zero is not an eigenvalue of (3.1).
By Lemma 3.1 this assumption entails no loss of generality since, if we
choose K such that qt + K > 0, for all t ∈ T , and add Kuσt to both
sides of Eq. (1.1) the resulting problem satisﬁes the assumption, after q and
λ are redeﬁned. With Assumption 3.2 we can now construct the Green’s
function for problem (3.1).
Let φt, ψt be the unique solutions of the equation Lut = 0 on T
satisfying the boundary conditions
φ0 = 0 φ0 = 1
ψ1 = 0 ψ1 = 1
(3.2)
(the existence and uniqueness of these solutions are guaranteed by Theo-
rem 2.3 in [5]).
Lemma 3.3. There exists a constant d = 0 such that d = ψtφt −
φtψt for all t ∈ T .
Proof. Deﬁne the function f t = ψtφt − φtψt. Then, by
part (iii) of Lemma 2.1,
ft = ψσtφt + ψtφt −φσtψt −φtψt = 0
using the deﬁnitions of φt and ψt. Therefore f t = d, say, for all
t ∈ T , by the uniqueness of the antiderivative. Moreover, d = ψ0 = 0,
since ψ0 = 0 would contradict Assumption 3.2.
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Deﬁnition 3.4. For t s ∈ T × T let
ξt s = −t + σs gt s =


1
d
ψtφσs if t ≥ σs,
1
d
φtψσs if t ≤ s.
We now have the following results.
Lemma 3.5. Suppose that h ∈ C0rdT .
(i) The function
ut =
∫ 1
0
gt shss t ∈ T
is the unique solution of the boundary value problem
Lut = ht t ∈ T
u0 = u1 = 0	
(3.3)
(ii) For any s ∈ T the function
vst =
∫ t
s
ξt τhττ t ∈ T
is the unique solution of the initial value problem
−vt = ht t ∈ T
vs = vs = 0	
(3.4)
Proof. (i) It can be shown by direct calculation (using parts (iii)
and (v) of Lemma 2.1) that u0 = u1 = 0 and
dut = ψt
∫ t
0
φσshss +φt
∫ 1
t
ψσshss
dut = ψσtφσtht + ψt
∫ t
0
φσshss
−φσtψσtht +φt
∫ 1
t
ψσshss
dut = −dht + ψt
∫ t
0
φσshss +φt
∫ 1
t
ψσshss
= −dht + qt
{
ψσt
∫ t
0
φσshss +φσt
∫ 1
t
ψσshss
}
	
If t is right-dense then t = σt, so by the deﬁnition of ut we see that
dut = −dht + qtdut
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as required. If t is right-scattered then by rearranging the formula for
dut we see that
dut = −dht + qtduσt
+ qt
∫ σt
t
{−ψσtφσs +φσtψσs}hss
= −dht + qtduσt
(using part (vi) of Lemma 2.1), which is again the required result.
The uniqueness of the solution to (3.3) follows immediately from
Assumption 3.2.
(ii) Again it can readily be shown by direct calculation that s satisﬁes
problem (3.4). The uniqueness of the solution follows immediately from
the uniqueness property of the antiderivative; see Lemma 2.1.
For any u ∈ C0rdT  we now deﬁne
Gut =
∫ 1
0
gt suss u ∈ C0rdT 	
It follows immediately from Lemma 3.5 that Gu ∈ D, and we have the
following result.
Corollary 3.6. The operator G C0rdT  → D is an invertible, bounded
linear operator.
Now, if we deﬁne the Banach space
E = 	u ∈ C1T   u satisﬁes the boundary conditions 1	2

then D ⊂ E, and we may regard G as a mapping into E, which we denote
by GE . We now have the following crucial result.
Lemma 3.7. The operator GE C0rdT  → E is compact.
Proof. By the above resultsG C0rdT  → D is a bounded linear operator
and, by Lemma 2.2, the space D is compactly embedded in E ⊂ C1T , so
the result follows from standard properties of compact operators.
Remark 3.8. We call g the Green’s function and G the Green’s operator
for the boundary value problem (3.3). Results similar to those in Lemma 3.5
are derived in [6] and used in [2] and [7]. However, in [6] the results are
proved for h ∈ C0T  (although they are applied to h ∈ C0rdT ). The above
construction of the function g is slightly different to that given in [6], but
is directly comparable to that used in the ordinary differential equation
setting. The compactness of a Green’s operator is used but not proved in
[7] (it is not clear what Banach space is used in [7]).
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Our ﬁnal lemma is, essentially, a uniqueness result for solutions of a
certain nonlinear initial value problem, but it does not seem to follow from
such uniqueness results in the earlier literature.
Lemma 3.9. Suppose that λ0 u0 ∈  × C2rdT  is a solution of the
problem
Lut = λuσt + f λ t uσt t ∈ T (3.5)
ut0 = ut0 = 0 (3.6)
for some t0 ∈ T . Then u0 ≡ 0.
Proof. Suppose ﬁrst that t0 > 0. If t0 is left-scattered then from Eq. (3.5)
(at the point t1 = ρt0) and the condition (3.6) we have
u0 t0 − u0 t1
t0 − t1
= −f λ0 t1 0 = 0
so that u0 t1 = 0. Hence, from (3.6), we also have u0t1 = 0. On the other
hand, if t0 is left-dense then by Lemma 3.5 we have
u0t =
∫ t
t0
ξt τ{λ− qτuσ0 τ + f (λ0 τ uσ0 τ)}τ
and, since the function ξ is bounded, it can be seen from this formula
that if we choose t1 < t0 with t1 − t0 sufﬁciently small then, letting M =
maxt1 t0∩T u0t, we have M ≤ 12M , and hence M = 0. Thus, in either
case there exists a number t1 ∈ 0 t0 ∩ T such that u0 ≡ 0 on t1 t0 ∩ T .
Now let t− be the inﬁmum of the set of such numbers. It can be seen that
u0t− = u0 t− = 0 so, by applying the preceding argument at the point
t = t−, we see that if t− > 0 then there exists a number t2 ∈ 0 t− ∩ T
such that u0 ≡ 0 on t2 t0 ∩ T . However, this contradicts the choice of t−,
so we must have t− = 0; that is, u0 ≡ 0 on 0 t0 ∩ T .
Similarly, it can be shown that if t0 < 1 then u0 ≡ 0 on t0 1 ∩ T , which
completes the proof.
4. GENERALIZED ZEROS AND NODAL PROPERTIES
In our discussion of global solution continua of (1.1)–(1.2) we will require
certain properties of the zeros of the solutions. In particular, the concept
of a zero of a function u T →  needs to be extended to deal with the
case where u changes sign between two points of T .
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Deﬁnition 4.1. Suppose that u ∈ C1T  and t ∈ T . If ut = 0 then
t is a zero of u. If ut = 0 and ut = 0 then t is a simple zero of u.
If utuσt < 0 (and hence σt > t), then we say that u has a simple
generalized zero at the point
s = tuσt − σtut
uσt − ut ∈ t σt	
Remark 4.2. The point s given by the deﬁnition of a simple generalized
zero of u does not belong to T but lies at the zero of the linear interpolant
of u through the values at t and σt. This idea of a generalized zero
is slightly different from that used in [1], where the generalized zero is
placed at the mid-point of t and σt. The reason for using the above
deﬁnition is to deal with the case where u, and hence the zeros of u, may
vary continuously.
To simplify terminology, from now we will also call simple zeros s ∈ T ,
as deﬁned above, simple generalized zeros.
Deﬁnition 4.3. For any integer k ≥ 1, let S±k denote the set of func-
tions u ∈ E such that: (i) the only zeros of u in T are simple; (ii) u has
exactly k − 1 simple generalized zeros in 0 1; (iii) ±u0 > 0. Deﬁne
Sk = S+k ∪ S−k .
Remark 4.4. In the case where T = 0 1 the sets Sk, S±k here are the
same as the sets deﬁned in [10] when dealing with Sturm–Liouville prob-
lems on the interval 0 1. In this case these sets are open in E, but for
more general T this need not be the case. Consider, for instance, the fol-
lowing example. Let T = 0 1/4 ∪ 	1/2
 ∪ 3/4 1 and, for  ≥ 0, deﬁne
the functions vt by
vt =


t1− 831− 2t t ∈ 0 14 
 t = 12 
1− t4+ t t ∈  34  1	
It is straightforward to show that vt ∈ E and that v 1/2 = 3/4 for all
 ≥ 0. Clearly then, v ∈ S1 when  > 0, but v0 ∈ S2.
The fact that the sets Sk, S
±
k need not be open in E causes some difﬁ-
culty in the proof of the main result. The following lemmas deal with this
difﬁculty. In these lemmas we suppose that λ0 u0 ∈ × E is a nontrivial
solution of (1.1)–(1.2).
Lemma 4.5. The function u0 ∈ Sk, for some k ≥ 1.
Proof. It follows from Lemma 3.9 that if u0 has a zero in T which is
not simple then u0 ≡ 0, which contradicts the assumption that λ0 u0 is
nontrivial. The result now follows from the deﬁnition of the sets Sk.
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Lemma 4.6. Suppose that u0t0 = 0 for some t0 ∈ 0 1 ∩ T . Then there
exists an open interval J ⊂  containing t0 and a number δ > 0 such that if
u ∈ E satisﬁes u− u01 < δ then u has no zeros or generalized zeros in J.
Proof. The proof follows immediately from continuity and the deﬁnition
of the norm ·1.
Lemma 4.7. There exists relatively open intervals J0, J1 ⊂ 0 1 contain-
ing 0 and 1, respectively, and a number δ > 0 such that if u ∈ E satisﬁes
u− u01 < δ then u has simple zeros at t = 0 and t = 1, and no other zeros
or generalized zeros in J0 ∪ J1.
Proof. The solution u0 has simple zeros at t = 0 and t = 1 (otherwise
u0 ≡ 0 by Lemma 3.9), hence, for δ sufﬁciently small, so does u.
Lemma 4.8. Suppose that t0 ∈ 0 1 is a simple generalized zero of u0.
Then there exists an open interval J ⊂ 0 1 containing t0 and a number
δ > 0 such that if u ∈ E satisﬁes u− u01 < δ then u has exactly one simple
generalized zero in J and no other zeros in J.
Proof. If t0 ∈ T then the result follows immediately from the deﬁnition
of a simple generalized zero (with J ∩ T =  and δ sufﬁciently small), so
we may suppose that t0 ∈ T , and hence u0t0 = 0 with u0 t0 = 0, and
without loss of generality we may suppose that u0 t0 > 0. We consider
various cases.
Suppose that t0 is isolated in T . Then it follows from the deﬁnition of
the second derivative and Eq. (1.1) that
u0 ρt0 = αu0σt0 + βu0ρt0 = 0
where αβ > 0, and hence u0ρt0u0σt0 ≤ 0. If u0ρt0u0σt0 =
0 then it follows from Lemma 3.9 that u0 ≡ 0, which contradicts the
assumption that λ0 u0 is nontrivial. Hence, u0ρt0u0σt0 < 0,
and so the result again follows immediately from the deﬁnitions (with
J = ρt0 σt0 and δ sufﬁciently small).
Now suppose that t0 is not isolated in T . We claim that we can choose t1,
t2 ∈ T with t1 < t0 < t2 such that u0t1 < 0, u0t2 > 0, and u0 t > 0 for
t ∈ t1 t2 ∩ T . If t0 is left- and right-dense then the claim follows from the
assumption that u0 t0 > 0 and by choosing t1, t2 ∈ T sufﬁciently close to
t0. If t0 is right-scattered then u

0 t0 > 0 implies that u0σt0 > 0 (see
part (ii) of Lemma 2.1) so we let t2 = σt0 and choose t1 sufﬁciently close
to t0. If t0 is left-scattered then by (1.1)
u0 ρt0 =
u0 t0 − u0 ρt0
t0 − ρt0
= 0
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and hence
−u0ρt0
t0 − ρt0
= u0 ρt0 = u0 t0 > 0
so we let t1 = ρt0 and choose t2 sufﬁciently close to t0. Thus the claim
holds in all possible cases.
Next, we can choose δ sufﬁciently small that if u ∈ C1T  satisﬁes
u − u01 < δ then ut1 < 0, ut2 > 0, and ut > 0 for all
t ∈ t1 t2 ∩ T . It follows from this and part (iv) of Lemma 2.1 that
s t ∈ t1 t2 ∩ T with s < t ⇒ us < ut	 (4.1)
Let
t3 = inf	t ∈ t1 t2 ∩ T  ut ≥ 0
	
It can be seen that t3 > t1 and t3 is either a simple zero of u or is left-
scattered. If t3 is left-scattered then ut3 > 0, uρt3 < 0 and hence there
exists a simple generalized zero of u in the interval ρt3 t3 ⊂ t1 t2.
Furthermore, it follows from (4.1) that there is exactly one such zero in the
interval J = t1 t2. This completes the proof of the lemma.
As noted above, the sets Sk, S
±
k need not be open in E; however, the
following result is an immediate consequence of Lemmas 4.6–4.8.
Lemma 4.9. If λ0 u0 ∈ ×E is a nontrivial solution to (1.1)–(1.2) then
u0 lies in the interior of Sk, for some k ≥ 1.
Remark 4.10. The above arguments also show that each eigenfunction
vk, k ≥ 1, of (3.1) lies in the interior of Sk (since (3.1) is a special case of
(1.1)–(1.2) with f ≡ 0).
5. SPECTRAL PROPERTIES OF THE LINEAR PROBLEM
In this section we brieﬂy discuss certain properties of the linear eigen-
value problem (3.1), which will be required in Section 7. This problem
is a special case of the problem studied in [1], and it is shown there that
(3.1) has a strictly increasing sequence of eigenvalues λk, k = 1 2 	 	 	, each
with geometric multiplicity one and a corresponding unique eigenfunction
vk ∈ S+k , with vk1 = 1. Let I C0rdT  → C0rdT  be the identity operator
and let ID, IE denote the restrictions of I to D and E, respectively; deﬁne
the operator Iσ  C0rdT  → C0rdT  by Iσu = uσ , for u ∈ C0rdT , and let
IσD, I
σ
E denote the restrictions of I
σ to D and E, respectively (clearly, these
operators are bounded linear operators). We also deﬁne the compact linear
operator GσE = GEIσE  E → E, where GE is deﬁned in Section 3. It follows
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from Lemma 3.5 that a function v ∈ D satisﬁes the equation Lv = λvσ if
and only if λGσEv = v. Thus the characteristic values of GσE are the eigen-
values of (3.1), and these characteristic values have geometric multiplicity
one. However, to apply the global bifurcation results of [10] it is necessary
that the characteristic values of GσE have odd algebraic multiplicity (letting
N and R denote, respectively, the null space and range of an operator,
the algebraic multiplicity of the characteristic value λk is deﬁned to be the
dimension of the subspace ∪∞j=1NIE − λkGσEj; see [10, p. 490]). We will
show that in fact the algebraic multiplicities are also one.
Deﬁne an inner product on C0rdT  by
u v =
∫ 1
0
utvtt u v ∈ C0rdT 	
It is shown in part (ii) of Lemma 2 in [1] that
Lu vσ = uσLv u v ∈ D	 (5.1)
Lemma 5.1. For each integer k ≥ 1 the characteristic value λk of the oper-
ator GσE has algebraic multiplicity one.
Proof. We will show that vk ∈ RIE − λkGσE, and hence λk must have
multiplicity one. Suppose that vk = y − λkGσEy, for some y ∈ E. Since vk
and GσEy lie in D, we have y ∈ D, so we may apply L to this equation to
yield λkv
σ
k = Ly − λkyσ . Hence, by (5.1)
λkvσk  vσk  = Ly − λkyσ vσk  = yσLvk − λkvσk  = 0
which is a contradiction since, by Assumption 3.2, λk = 0 and it is clear
that vσk  vσk  > 0. This proves the result.
Remark 5.2. In the ordinary differential equation setting considered in
[10], G is self-adjoint, in the sense that Gu v = uGv for all u v
in C0rdT  (note that since C0rdT  is not a Hilbert space the use of the
term self-adjoint is somewhat problematical here). Since the geometric and
algebraic multiplicities of a self-adjoint operator are equal the analogue of
Lemma 5.1 is not required in [10]. However, it is clear from (5.1) that L,
and hence G, are not self-adjoint in general (at least, with respect to the
inner product · ·), and the operator GσE does not seem to be self-adjoint
so the above lemma appears to be necessary (we discuss further the lack of
self-adjointness of L in the next section). On the other hand, it is of some
interest to note that the operator IσDG is in fact self-adjoint. To see this,
let u = Gx, v = Gy, where x y are arbitrary elements of C0rdT . Then, by
(5.1),
IσDGx y = uσLv = Lu vσ = x IσDGy	
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We could in fact use the operator IσDG in Section 7 (see Remark 7.2) but
since we lack the full Hilbert space theory for self-adjoint operators (since
no analogue of L2 theory has been developed here) it seems easiest to use
the Banach space setting and simply develop the requisite results ab initio.
6. A COUNTEREXAMPLE
Clearly, (5.1) is not the criterion for L to be a self-adjoint operator.
However, one might wonder whether (5.1) ensures that L possesses any of
the standard properties of a self-adjoint operator, or whether an alternative
choice of inner product could render L self-adjoint. In this section we will
show that neither of these possibilities hold in general.
One of the most crucial properties of a self-adjoint operator A is that
NA is orthogonal to RA (for instance, it is this property which ensures
the equality of the geometric and algebraic multiplicities of a self-adjoint
operator). However, the following example constructs an operator Lµ, of
the above form, for which NLµ ⊂ RLµ. We note, however, that we
should really be working in a Hilbert space rather than a Banach space
context but the construction still illustrates the point we wish to demon-
strate.
Suppose that L satisﬁes Assumption 3.2 and let Lµ = L − µIσD D →
C0rdT , µ ∈  (clearly, Lµ is of the same form as L). Suppose that there
exists a nonzero v ∈ D such that Lµv = 0. Then, by the results of [1], the
null space NLµ is spanned by v. We now describe the range of Lµ.
Lemma 6.1.
RLµ =
{
u ∈ C0rdT   u vσ = 0
}
	
Proof. Suppose that u ∈ RLµ; that is, u = L− µIσDy, for some y ∈
D. Then Gu = ID − µGIσDy, so that GRLµ = RID − µGIσD. Since
D is compactly embedded into E and GIσE  E → D is bounded, it follows
that GIσD is compact, and hence RID − µGIσD is a closed subspace of D
with codimension one. Thus, by Corollary 3.6, RLµ is a closed subspace
of C0rdT  with codimension one. Next, by (5.1),
u vσ = Lµy vσ = yσLµv = 0
so that RLµ ⊂ 	u ∈ C0rdT   u vσ = 0
, which is also a closed subspace
of C0rdT  with codimension one. Combining these two results proves the
lemma.
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We now construct an example for which v vσ = 0, and hence NLµ ⊂
RLµ. Suppose that T = 0 δ ∪ 	 14
 ∪ 1− δ 1 and
qt =
{
K for t = 1/4,
0 otherwise,
where K and δ ∈ 0 1/4 are positive constants (clearly, q T →  is
continuous and q ≥ 0 on T so Assumption 3.2 holds). It can be shown by
direct calculation that if µB, and K are chosen to be
µ = π
2
4δ2
 B = 1− µ
(
1
4
− δ
)(
3
4
− δ
)
and K = µ
(
1+ 1/4− δ
B3/4− δ
)

then a solution of the equation Lµv = 0 is given by
vδt =


sin√µt for t ∈ 0 δ,
1 for t = 1/4,
B sin√µ1− t for t ∈ 1− δ 1.
(6.1)
We will now prove the following result.
Lemma 6.2. There exists δ0 ∈ 0 1/4 such that vδ0 vσδ0 = 0.
Proof. Using part (vi) of Lemma 2.1, and recalling that
√
µδ = π/2, we
have
vδ vσδ  = 1+ B2
∫ δ
0
sin22√µtt + 1/4− δ sin√µδvδ1/4
+ 3/4− δvδ1/4B sin
√
µδ
= 1+ B2δ/2 + 1/4− δ + 3/4− δB	 (6.2)
Clearly, B → 1 and vδ vσδ  → 3/4 as δ → 1/4. Also, B → −∞ as δ →
0, so there exists δ1 ∈ 0 1/4 such that Bδ1 = −1 and so, from (6.2),
vδ1 vσδ1 = −1/2 + δ1 < 0. Hence there exists δ0 ∈ δ1 1/4 such thatvδ0 vσδ0 = 0.
7. CONTINUA OF SOLUTIONS
We can now obtain our main result.
Theorem 7.1. For each integer k ≥ 1 and each ν ∈ 	−+
, there exists
an unbounded continuum νk ⊂  × E of solutions of (1.1)–(1.2) such that
λk 0 ∈ νk and νk \ 	λk 0
 ⊂  × Sνk.
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Proof. The proof follows closely to that of Theorem 2.3 in [10]
(which deals with the standard ordinary differential equations case), using
Lemma 4.9 and Remark 4.10. See also the discussion in [4].
Deﬁning Fσ   × E → C0rdT  by Fσλ ut = f λ t uσt (Fσ is a
continuous mapping) and letting Hσ = GEFσ   × E → E, we see from
part (i) of Lemma 3.5 that ﬁnding a solution λ u ∈ ×D of the problem
(1.1)–(1.2) is equivalent to ﬁnding a solution λ u ∈ ×E of the equation
u = λGσEu+Hσλ u	 (7.1)
It follows from Lemma 3.7 and the deﬁnition of Hσ that Hσ is com-
pact and continuous. In addition, it follows from our hypothesis on f
that Hσλ u = ou for u near zero, uniformly on bounded λ inter-
vals. Hence the problem (7.1) is of the form discussed in [10]. Also, by
Lemma 5.1, for each k ≥ 1 the characteristic value λk has algebraic multi-
plicity one, so Theorem 1.3 in [10] applies to this characteristic value. This
result shows that there exists a continuum k ⊂ ×E of solutions to (7.1)
which meets λk 0 and is either unbounded in ×E or meets λk′ 0 for
some k′ = k. Furthermore, following the arguments in the proof of The-
orem 2.3 in [10] (combined with Remark 4.10) it can be shown that the
continuum k can be decomposed into two subcontinua 
±
k with
±k \ 	λk 0
 ∩ηk ⊂  × S±k (7.2)
for ηk > 0 sufﬁciently small, where η denotes a ball in  × E with
radius η, centered at λk 0. By following the method of proof of The-
orem 2.3 in [10] and using Lemma 4.9, it can be shown that in fact
±k \ 	λk 0
 ⊂  × S±k and each ±k is unbounded, which completes the
proof.
Remark 7.2. By making the substitution u = Gw, w ∈ C0rdT , it can be
seen that the problem (1.1)–(1.2) is equivalent to the equation
w = λIσDGw + FσλGw	 (7.3)
This equation could be used in the proof of Theorem 7.1 instead of (7.1)
and, as noted in Remark 5.2, would have the advantage, if the theory of
self-adjoint operators was available, that the linearization is the self-adjoint
operator IσDG.
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