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On the Affine Schur Algebra of Type A II
Dong Yang∗
Abstract
By studying certain kind of centralizer algebras of the affine Schur algebra S˜(n, r)
we show that S˜(n, r) is Noetherian and we determine its center. Assuming n ≥ r,
we show that S˜(n+ 1, r) is Morita equivalent to S˜(n, r), and the Schur functor is an
equivalence under certain conditions.
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1 Introduction
The affine (q-)Schur algebra (of type A) has been studied by [1] [3] [4] [5] [6] [7], which provide
various equivalent definitions of the algebra.
In this paper we define the affine Schur algebra S˜(n, r) (n, r ∈ N) by giving a basis and the
structure constants. We investigate certain centralizer algebras of S˜(n, r) of the form eS˜(n, r)e,
where e is an idempotent of S˜(n, r). The most interesting ones are those S˜(i)ξi,iS˜(n, r)ξi,i for
i ∈ I(n, r), and those isomorphic to S˜(n′, r) for some n′ ∈ N. As applications, we obtain the
following results. Firstly, when n ≥ r, S˜(n+ 1, r) is Morita equivalent to S˜(n, r) (Theorem 3.4).
Secondly, when n ≥ r, the Schur functor is well-defined and it is an equivalence — thus the
affine Schur algebra is Morita equivalent to the group algebra of the extended affine Weyl group
— provided the characteristic of the base field is 0 or greater than r (Theorem 3.12). These
two equivalences are affine analogues to the results in the finite case (cf. [2]). Thirdly, S˜(n, r)
is Noetherian (Theorem 3.10). Besides, we determine the center of S˜(n, r). More precisely, its
center is isomorphic to the algebra K[t1, · · · , tr−1, tr, t−1r ] where t1, · · · , tr are indeterminates
(Theorem 4.5).
This paper is organized as follows. In Section 2, we give the definition of the affine Schur
algebra and recall some basic properties. Section 3 is devoted to the study of certain centralizer
algebras. In this section we show the Morita equivalences stated above and prove that the affine
Schur algebra is Noetherian. In Section 4 we determine the center. Section 5 provides some
examples of the affine Schur algebra.
∗The author acknowledges partial support by the AsiaLink network Algebras and Representations in China and
Europe, ASI/B7-301/98/679-11, and by National Natural Science Foundation of China No.10131010.
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2 The affine Schur algebra
First let us introduce the setting.
K will be an infinite field, and n, r ∈ N. Let Σr denote the symmetric group on r letters and
Σ̂r = Σr ⋉ Z
r the extended affine Weyl group of type Ar−1.
For a set S, we denote by I(S, r) the set {i = (i1, · · · , ir) | it ∈ S, t = 1, · · · , r} of all r-tuples
of elements in S. We often omit the brackets and commas in the expression of i ∈ I(S, r) if it
does not cause confusion. Then Σr acts on the right on I(S, r) by place permutation. We will
abbreviate I({1, · · · , n}, r) to I(n, r). Σn acts on the left on I(n, r).
Σ̂r acts on I(Z, r) on the right with Σr acting by place permutation and Z
r acting by shifting,
i.e. iε = i+nε for i ∈ I(Z, r) and ε ∈ Zr, and on I(Z, r)×I(Z, r) diagonally. This action depends
on the number n. Note that a representative set for I(n, r)/Σr is also a representative set for
I(Z, r)/Σ̂r . For i ∈ I(Z, r), set Σ̂i (resp. Σi) be the stabilizer group of i in Σ̂r (resp. Σr), and
for i, j ∈ I(Z, r), set Σ̂i,j = Σ̂i ∩ Σ̂j (resp. Σi,j = Σi ∩ Σj), and so on. Note that if i ∈ I(n, r)
then Σ̂i = Σi.
To each pair (i, j) ∈ I(Z, r)× I(Z, r), we associate an element ξi,j such that ξi,j = ξk,l if and
only if (i, j) ∼Σ̂r (k, l). The affine Schur algebra S˜(n, r) is defined to be the K-algebra with basis
{ξi,j |i, j ∈ I(Z, r)} and multiplication given by
ξi,jξk,l =
∑
(p,q)∈I(Z,r)×I(Z,r)/Σ̂r
Z(i, j, k, l, p, q)ξp,q
where Z(i, j, k, l, p, q) = #{s ∈ I(Z, r)|(i, j) ∼Σ̂r (p, s), (s, q) ∼Σ̂r (k, l)}. We have
Proposition 2.1. ( [6]Proposition4.2)
(i) ξi,jξk,l = 0 unless j ∼Σ̂r k.
(ii) ξi,iξi,j = ξi,j = ξi,jξj,j, for i, j ∈ I(Z, r).
(iii)
∑
i∈I(n,r)/Σr
ξi,i is a decomposition of the identity into orthogonal idempotents.
We have another product formula, which is proved in the end of [6] Section4.
Proposition 2.2. For i, j, l ∈ I(Z, r), we have
ξi,jξj,l =
∑
δ∈Σ̂j,l\Σ̂j/Σ̂i,j
[Σ̂i,lδ : Σ̂i,j,lδ]ξi,lδ =
∑
δ∈Σ̂i,j\Σ̂j/Σ̂j,l
[Σ̂iδ,l : Σ̂iδ,j,l]ξiδ,l .
Let ¯ : Z → {1, · · · , n} be the map taking least positive remainder modulo n. It can be
extended to ¯: I(Z, r)→ I(n, r). Note that ξi,j = ξi,j+nε1 = ξi+nε2,j , where ε1 = i−in , ε2 =
j−j
n
are both in Zr. Since {(i, j + nε) | i ∈ I(n, r)/Σr, j ∈ I(n, r)/Σi, ε ∈ Zr/Σi,j} is a set of
representatives of the Σ̂r-orbits of I(Z, r) × I(Z, r), the set {ξi,j | i, j ∈ I(Z, r)} = {ξi,j | (i, j) ∈
I(Z, r)×I(Z, r)/Σ̂r} equals the set {ξi,j+nε | i, j ∈ I(n, r), ε ∈ Zr} = {ξi,j+nε | i ∈ I(n, r)/Σr , j ∈
I(n, r)/Σi, ε ∈ Zr/Σi,j}. Thus we can rewrite Proposition 2.2 as follows.
Proposition 2.3. For i, j, l ∈ I(n, r), ε, ε′ ∈ Zr, we have
ξi,j+nεξj,l+nε′ =
∑
δ∈Σj,l,ε′\Σj/Σi,j,ε
[Σi,lδ,ε′δ+ε : Σi,j,lδ,ε′δ,ε]ξi,lδ+n(ε′δ+ε)
=
∑
δ∈Σi,j,ε\Σj/Σj,l,ε′
[Σiδ,l,ε′+εδ : Σiδ,j,l,ε′,εδ]ξiδ,l+n(ε′+εδ) .
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3 Certain centralizer algebras
In this section we study centralizer algebras of the form eS˜(n, r)e, where e is an idempotent of
S˜(n, r). We show a few Morita equivalences and prove that S˜(n, r) is Noetherian.
Proposition 2.1(iii) says that
∑
i∈I(n,r)/Σr
ξi,i is a decomposition of the identity into or-
thogonal idempotents. Correspondingly ⊕i∈I(n,r)/Σr S˜(n, r)ξi,i is a decomposition of the regular
S˜(n, r)-module into a direct sum of projective modules.
Lemma 3.1. Let i, j ∈ I(n, r) with Σi ≥ Σj. Assume charK † [Σi : Σj ], then as an S˜(n, r)-
module S˜(n, r)ξi,i is a direct summand of S˜(n, r)ξj,j.
Proof . Note that under that assumption
ξi,jξj,i =
∑
δ∈Σi,j\Σj/Σi,j
[Σi,iδ : Σi,iδ,j]ξi,iδ = [Σi : Σj ]ξi,i
So φ : S˜(n, r)ξi,i → S˜(n, r)ξj,j , ξ 7→ ξξi,j, and ψ : S˜(n, r)ξj,j → S˜(n, r)ξi,i, ξ 7→ ξξj,i[Σi:Σj ] are both
homomorphisms of S˜(n, r)-modules and ψ ◦ φ = id. Consequently we get the desired result. 
For i ∈ I(n, r), denote by S˜(i) the centralizer algebra ξi,iS˜(n, r)ξi,i. The following is a
corollary of Lemma 3.1.
Lemma 3.2. Let i ∈ I(n, r) and j = σ(i) for some σ ∈ Σn. Then S˜(n, r)ξi,i and S˜(n, r)ξj,j are
isomorphic S˜(n, r)-modules. Consequently, S˜(i) and S˜(j) are isomorphic K-algebras.
Proof . The first statement follows from Lemma 3.1 since Σj = Σi. The second statement is
because isomorphic modules have isomorphic endomorphism algebras. 
The next proposition shows that some centralizer algebras are in fact affine Schur algebras
with different parameters.
Proposition 3.3. Let N be a subset of {1, · · · , n}, and ξN =
∑
i∈I(N,r)/Σr
ξi,i. Then ξN S˜(n, r)ξN ∼=
S˜(#N, r).
Proof . Let s = #N , and N0 = {1, · · · , s}. Then there exists a σ ∈ Σn such that σ induces
a bijection from I(N, r) to I(N0, r) given by i 7→ σ(i). Therefore by Lemma 3.2 S˜(n, r)ξN and
S˜(n, r)ξN0 are isomorphic S˜(n, r)-modules. As a result, their endomorphism algebras ξN S˜(n, r)ξN
and ξN0 S˜(n, r)ξN0 are isomorphic K-algebras. Finally, sending ξi,j+nε to ξi,j+sε is a K-algebra
isomorphism from ξN0 S˜(n, r)ξN0 to S˜(s, r). 
Now we are able to establish a Morita equivalence.
Theorem 3.4. Assume n ≥ r, then S˜(n+ 1, r) is Morita equivalent to S˜(n, r).
Proof . Since n ≥ r, we have that for any i ∈ I(n+ 1, r) there exists σ ∈ Σn+1 such that σ(i) ∈
I(n, r). Therefore S˜(n+1, r)ξN is a progenerator where N = {1, · · · , n}. In particular, S˜(n+1, r)
is Morita equivalent to ξN S˜(n+ 1, r)ξN , which is isomorphic to S˜(n, r) by Proposition 3.3. 
Next we will concentrate on the algebras S˜(i). We start with a special case.
3
3.1 Special case : S˜(1 · · · 1)
S˜(1 · · · 1) = K{ξ1···1,1···1+nε | ε ∈ Zr}. Following Proposition 2.3 we write down the product
formula for this algebra
ξ1···1,1···1+nεξ1···1,1···1+nε′ =
∑
δ∈Σε′\σr/Σε
[Σε′δ+ε : Σε′δ,ε]ξ1···1,1···1+n(ε′δ+ε)
=
∑
δ∈Σε\σr/Σε′
[Σεδ+ε′ : Σεδ,ε′ ]ξ1···1,1···1+n(εδ+ε′) ,
where ε, ε′ ∈ Zr . In particular S˜(1 · · · 1) is a commutative algebra. Since Σ1···1 = Σr, we see that
ξ1···1,1···1+nε = ξ1···1,1···1+nεσ for any ε ∈ Zr and σ ∈ Σr. Thus for a basis element ξ1···1,1···1+nε
we can always choose ε to be weakly decreasing. In other words, ξ1···1,1···1+nε, ε ∈ Zr weakly
decreasing, form a basis for S˜(1 · · · 1).
We denote by S˜(1 · · · 1)+ the subalgebra of S˜(1 · · · 1) with basis {ξ1···1,1···1+nε | ε = (ε1, · · · , εr) ∈
Z
r, ε1 ≥ · · · ≥ εr ≥ 0}. Then S˜(1 · · · 1)+ is a positively graded K-algebra with grading given
by deg(ξ1···1,1···1+n(ε1,··· ,εr)) = ε1 + · · · + εr. Let e1, · · · , er be the natural Z-basis for Zr. Let
εk =
∑k
i=1 e
i and tk = ξ1···1,1···1+nεk for k = 1, · · · , r.
Proposition 3.5. S˜(1 · · · 1)+ = Kξ1···1,1···1[t1, · · · , tr−1, tr] is a polynomial algebra in r indeter-
minates.
Proof . We prove in two steps: t1, · · · , tr generate S˜(1 · · · 1)+ and they are algebraically indepen-
dent. For the first step, it suffices to show basis elements ξ1···1,1···1+nε, ε ∈ Zr weakly decreasing,
are generated by them. Induct on the degree and the number of s’s with εs = 0.
If εr 6= 0, then ξ1···1,1···1+nε = ξ1···1,1···1+n(ε−εrεr)tεrr is the product of an element of less degree
and a power of tr.
Assume εk+1 = · · · = εr = 0 but εk 6= 0, then
ξ1···1,1···1+nε = ξ1···1,1···1+n(ε−εk)tk −
∑
δ
[Σεkδ+ε−εk : Σεkδ,ε−εk ]ξ1···1,1···1+n(εkδ+ε−εk)
where the sum is over a set of representatives of all non-trivial double cosets ΣεkδΣε−εk of Σr.
Note that ξ1···1,1···1+n(ε−εk) is of less degree and ε
kδ + ε − εk has less zero entries than ε. By
induction we finish this step.
Now let us prove the second step. The K-dimension of the homogeneous component of
S˜(1 · · · 1)+ of degree nm is #{ε ∈ Zr |ε1 ≥ · · · ≥ εr ≥ 0, ε1 + · · · + εr = m}. This set is in
bijection with the set {(n1, · · · , nr) ∈ Zr|n1, · · · , nr ≥ 0, n1 + 2n2 + · · · + rnr = m}, whose
cardinality equals the K-dimension of the homogeneous component of the polynomial algebra
K[x1, · · · , xr] of degree nm with deg(xk) = nk, k = 1, · · · , r. This dimension comparison shows
that t1, · · · , tr are algebraically independent. 
Let ε ∈ Zr be weakly decreasing. If εr < 0, then ξ1···1,1···1+nε = ξ1···1,1···1+n(ε−εrεr)(t−1r )−εr
is the product of an element ξ1···1,1···1+n(ε−εrεr) in S˜(1 · · · 1)+ and a power of t−1r , where t−1r =
ξ1···1,1···1+n(−εr).
Proposition 3.6. (i) As a K-algebra S˜(1 · · · 1) is isomorphic to K[t1, · · · , tr−1, tr, t−1r ], where
t1, · · · , tr are indeterminates. In particular, the affine Schur algebra S˜(1, r) is isomorphic to
K[t1, · · · , tr−1, tr, t−1r ].
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(ii) ξ1···1,1···1 is a primitive idempotent of S˜(n, r).
3.2 A commutative subalgebra of S˜(i)
Fix i ∈ I(n, r) in this subsection. Then S˜(i) = K{ξi,iw | w ∈ Σ̂r} = K{ξi,iσ+nε | σ ∈ Σr, ε ∈ Zr}.
The rest of this subsection is devoted to the study of a commutative subalgebra of S˜(i).
Let Bi = K{ξi,i+nε}. By Proposition 2.3 for ε, ε′ ∈ Zr ,
ξi,i+nεξi,i+nε′ =
∑
δ∈Σi,ε\Σi/Σi,ε′
[Σi,ε′+εδ : Σi,ε′,εδ]ξi,i+n(ε′+εδ)
=
∑
δ∈Σi,ε′\Σi/Σi,ε
[Σi,ε+ε′δ : Σi,ε,ε′δ]ξi,i+n(ε+ε′δ) .
It follows that Bi is a commutative subalgebra of S˜(i). Moreover,
Proposition 3.7. Bi is a maximal commutative subalgebra of S˜(i).
Proof . Let ξ =
∑
σ∈Σi\Σr/Σi
∑
ε∈Zr/Σi,iσ
λσ,εξi,iσ+nε ∈ S˜(i) be such that for any ε0 ∈ Zr,
ξξi,i+nε0 = ξi,i+nε0ξ ,
i.e.
∑
σ∈Σi\Σr/Σi
∑
ε∈Zr/Σi,iσ
λσ,ε
∑
δ∈Σiσ,ε0σ\Σiσ/Σiσ,i,ε
[Σi,iσ,ε+ε0σδ : Σi,iσ,ε,ε0σδ]ξi,iσ+n(ε+ε0σδ)
=
∑
σ∈Σi\Σr/Σi
∑
ε∈Zr/Σi,iσ
λσ,ε
∑
δ∈Σi,ε0\Σi/Σi,iσ,ε
[Σi,iσ,ε+ε0δ : Σi,iσ,ε,ε0δ]ξi,iσ+n(ε+ε0δ) (∗)
Take t ∈ N large enough, say, t = 10 × max{|εs|
∣∣ s = 1, · · · , r, ε : λσ,ε 6= 0 for some σ}
and take ε0 = t(1, 2, · · · , r). Then for σ ∈ Σi\Σr/Σi, ε ∈ Zr/Σi,iσ, δ ∈ Σi,ε0\Σi/Σi,iσ,ε, we
have Σε+ε0δ = 1. In particular, [Σi,iσ,ε+ε0δ : Σi,iσ,ε,ε0δ] = 1. Moreover, for σ
′ ∈ Σi\Σr/Σi,
ε′ ∈ Zr/Σi,iσ′ , δ′ ∈ Σi,ε0\Σi/Σi,iσ′,ε′ , we have ξi,iσ+n(ε+ε0δ) = ξi,iσ′+n(ε′+ε0δ′) implies (i, iσ +
n(ε+ ε0δ)) ∼Σ̂r (i, iσ′ + n(ε′ + ε0δ′)), i.e. there exists τ ∈ Σ̂r such that i = iτ, iσ = iσ′τ, ε =
ε′τ, ε0δ = ε0δ′τ . Thus τ ∈ Σi, σ′ ∈ Σiστ−1, and δ′τ = δ since Σε0 is trivial. Therefore σ = σ′,
and hence τ ∈ Σi,iσ. So ε = ε′, and then τ ∈ Σi,iσ,ε, and hence δ = δ′.
Now suppose σ ∈ Σi\Σr/Σi, ε ∈ Zr/Σi,iσ, δ ∈ Σi,ε0\Σi/Σi,iσ,ε satisfy λσ,ε 6= 0. Then by (∗)
there exist σ′ ∈ Σi\Σr/Σi, ε′ ∈ Zr/Σi,iσ′ , δ′ ∈ Σiσ,ε0σ\Σiσ/Σi,iσ,ε such that ξi,iσ′+n(ε′+ε0σ′δ′) =
ξi,iσ+n(ε+ε0δ), i.e. there exists τ ∈ Σ̂r such that i = iτ, iσ′ = iστ, ε′ = ετ, ε0σ′δ′ = ε0δτ .
Similar arguments as above show that τ ∈ Σi,iσ,ε, and σ′ = σ, ε = ε′, σδ′ = δτ . This implies
σ = (σδ′σ−1)−1δτ ∈ Σi, i.e. σ is trivial. In a word, λσ,ε 6= 0 implies σ is trivial. That is, ξ ∈ Bi.

Let λ = (λ1, · · · , λn) be the weight of i, i.e. λs = #{k | k = 1, · · · , r, ik = s}, and let α be
the number of nonzero entries of λ. Then
Proposition 3.8. Bi is a polynomial algebra in r−α indeterminates over a Laurent polynomial
algebra in α indeterminates over K. In particular, Bi is Noetherian.
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Proof . For s = 1, · · · , n, set i(s, r) = s · · · s ∈ I(n, r). We may assume i = i(1, λ1) · · · i(n, λn).
For s = 1, · · · , n, and ε ∈ Zr, set
Φs = {0}λ1+···+λs−1 × Zλs × {0}λs+1+···+λn ,
θ0s(ε) = (ελ1+···+λs−1+1, · · · , ελ1+···+λs) ∈ Zλs ,
θs(ε) = (0, · · · , 0, θ0s(ε), 0, · · · , 0) ∈ Φs .
Let Bs = K{ξi,i+nε | ε ∈ Φs}. If λs = 0 then Bs ∼= K. Otherwise ξi,i+nε 7→ ξ1···1,1···1+θ0s(ε)
defines an algebra isomorphism Bs ∼= S˜(1, λs). By Proposition 3.6 the latter algebra is a polyno-
mial algebra with λs − 1 indeterminates over a Laurent polynomial algebra in 1 indeterminates.
Now for ε ∈ Zr, we have ξi,i+nε =
∏n
s=1 ξi,i+nθs(ε). Therefore Bi
∼= B1 ⊗ · · · ⊗ Bn, and we are
done. 
3.3 S˜(n, r) is Noetherian
In this subsection we will prove that S˜(n, r) is Noetherian.
For ε ∈ Zr, let εˇ be the unique element in {εσ | σ ∈ Σr} such that εˇ1 ≥ εˇ2 ≥ · · · ≥ εˇr. For
ε, ε′ ∈ Zr, define ε > ε′ if ε1 + · · ·+ εr = ε′1 + · · ·+ ε′r and εˇ > εˇ′ according to the lexicographic
order. We way ε ∈ Zr is successive if {ε1, · · · , εr} is a set of successive integers, ε is absolutely
successive if in addition each entry is nonnegative and at least one of them equals 0.
Fix i, j ∈ I(n, r). By Proposition 2.3 the K-space M spanned by {ξi,j+nε | ε ∈ Zr} is a
Bi-module.
Proposition 3.9. The module M is generated over Bi by
{ξi,j+nε | ε is absolutely successive} .
In particular, it is finitely generated.
Proof . We prove that the basis elements ξi,j+nε is generated by the desired set. Since
ξi,j+nε = ξi,i+nt(1,··· ,1)ξi,j+n(ε−t(1,··· ,1))
for t = min{ε1, · · · , εr}, we may assume ε ≥ 0 and one of its entry is 0. Induct on the volume
ε1 + · · ·+ εr of ε.
If ε satisfies ε1 + · · ·+ εr = 0 or 1, then ε is absolutely successive. Suppose ε1 + · · ·+ εr ≥ 2.
If ε is successive, then it is absolutely successive. If ε is not successive, then there is a partition
Ω∪Ωc of {1, · · · , r} such that εk ≥ εk′ +2, ∀k ∈ Ω, k′ ∈ Ωc. Recall that e1, · · · , er is the natural
Z-basis for Zr. Set e(Ω) =
∑
k∈Ω e
k. Then
ξi,j+nε = ξi,i+neΩξi,j+n(ε−e(Ω)) −
∑
δ
µδξi,i−ntδ(1,··· ,1)ξi,j+n(ε−e(Ω)+e(Ω)δ−tδ (1,··· ,1))
where the sum is over a representative set of all nontrivial double cosets Σi,e(Ω)δΣi,ε−e(Ω),j of Σi,
µδ = [Σi,j,ε−e(Ω)+e(Ω)δ : Σi,j,ε−e(Ω),e(Ω)δ ] and tδ is the minimal entry of ε − e(Ω) + e(Ω)δ. Now
ε− e(Ω) is of less volume. If tδ = 0 then ε − e(Ω) + e(Ω)δ is of the assuming form and smaller
than ε, and if tδ > 0 then ε− e(Ω) + e(Ω)δ − tδ(1, · · · , 1) is of less volume. 
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As a consequence we have
Theorem 3.10. (i) S˜(i) is a Noetherian ring.
(ii) S˜(n, r) is a Noetherian ring.
Proof . By Proposition 3.9 both S˜(i) and S˜(n, r) are finitely generated over ⊕i∈I(n,r)/ΣrBi,
which is a Noetherian ring by Proposition 3.8. 
In fact by a more subtle discussion we can reduce the number of generators in Proposition 3.9.
We assume i = i(1, λ1) · · · i(n, λn). Then
Corollary 3.11. As a Bi-module, K{ξi,j+nε | ε ∈ Zr} is generated by
{ξi,j+nε | θ0s(ε) is absolutely successive ∀s = 1, · · · , n}
Proof . Denote by M the module under investigation. Then M = M1 ⊠ · · · ⊠ Mn, where
Ms = K{ξi,j+nε | ε ∈ Φs} is a Bs-module. By Proposition 3.9, Ms is generated by {ξi,j+nε | ε ∈
Φs, θ
0
s(ε) is absolutely successive ∀s = 1, · · · , n}. 
3.4 Special case : S˜(1 · · · r) (n ≥ r)
Assume n ≥ r. Let u = (1, · · · , r) ∈ I(n, r). Then S˜(u) = K{ξu,uw | w ∈ Σ̂r} with ξu,uwξu,uw′ =
ξu,uw′w . Note that ξu,uw = ξu,uw′ if and only if w = w
′. Therefore the set of basis elements
{ξu,uw|w ∈ Σ̂r} is closed under multiplication. In fact it is isomorphic to Σ̂r. Hence S˜(u) is
isomorphic to the group algebra KΣ̂r. We will identify these two algebras. Define the Schur
functor F : S˜(n, r)-Mod−→ KΣ̂r-Mod, W 7→ ξu,uW .
Theorem 3.12. Assume charK > r or charK = 0. Then the Schur functor F is an equivalence.
Proof . Since Σi ≥ Σu for any i ∈ I(n, r), it follows by Lemma 3.1 that each S˜(n, r)ξi,i is a
direct summand of S˜(n, r)ξu,u. Therefore S˜(n, r)ξu,u is a progenerator, and hence we have the
desired equivalence. 
3.5 Special case : S˜(112 · · ·n) (r = n + 1)
Assume r = n+ 1. Let v = 112 · · ·n.
Theorem 3.13. Assume charK > n+ 1 or charK = 0. Then S˜(n, n+ 1) is Morita equivalent
to S˜(v).
Proof . For any i ∈ I(n, n + 1) there exists σ ∈ Σn+1 such that Σiσ ≥ Σv. Therefore by
Lemma 3.1 each S˜(n, n+1)ξi,i is a direct summand of S˜(n, n+1)ξv,v. Therefore S˜(n, n+1)ξv,v
is a progenerator, and hence we have the desired Morita equivalence. 
4 The center
In this section we will study the precise structure of Z = Z(S˜(n, r)), the center of S˜(n, r).
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For ε ∈ Zr , set
cε =
∑
i∈I(n,r)/Σr
∑
σ∈Σε\Σr/Σi
ξi,i+nεσ
Then cε = cε′ if and only if ε ∼Σr ε′.
Proposition 4.1. For any ε ∈ Zr, cε ∈ Z.
Proof . Let i, j ∈ I(n, r), ε0 ∈ Zr. Then by Proposition 2.3
ξi,j+nε0cε = ξi,j+nε0(
∑
σ∈Σε\Σr/Σj
ξj,j+nεσ) =
∑
σ∈Σε\Σr/Σj
ξi,j+nε0ξj,j+nεσ
=
∑
σ∈Σε\Σr/Σj
∑
δ∈Σj,εσ\Σj/Σi,j,ε0
[Σi,j,εσδ+ε0 : Σi,j,ε0,εσδ]ξi,j+n(εσδ+ε0)
=
∑
w∈Σε\Σr/Σi,j,ε0
[Σi,j,εw+ε0 : Σi,j,ε0,εw]ξi,j+n(εw+ε0)
cεξi,j+nε0 = (
∑
σ∈Σε\Σr/Σi
ξi,i+nεσ)ξi,j+nε0 =
∑
σ∈Σε\Σr/Σi
ξi,i+nεσξi,j+nε0
=
∑
σ∈Σε\Σr/Σi
∑
δ∈Σi,εσ\Σi/Σi,j,ε0
[Σi,j,ε0+εσδ : Σi,j,εσδ,ε0 ]ξi,j+n(ε0+εσδ)
=
∑
w∈Σε\Σr/Σi,j,ε0
[Σi,j,εw+ε0 : Σi,j,ε0,εw]ξi,j+n(εw+ε0)
The last equalities in these two formulas follow from the following lemma. 
Lemma 4.2. Let G be a group, H1, H2 are two subgroups of G and H3 a subgroup of H2.
Let Σ be a representative set of H1\G/H2, and for σ ∈ Σ let η(σ) be a representative set of
(Hσ1 ∩H2)\H2/H3, where Hσ1 = σ−1H1σ. Then ∪σ∈Σση(σ) is a representative set of H1\G/H3.
Proposition 4.3. Z is spanned by {cε | ε ∈ Zr}.
Before proving this proposition, we first have a look at what form a central element should
have. Let c =
∑
i∈I(n,r)/Σr
∑
j∈I(n,r)/Σi
∑
ε∈Zr/Σi,j
λi,j,εξi,j+nε ∈ S˜(n, r) be a central element.
Then for any i ∈ I(n, r)/Σr , we have ξi,ic ∈ S˜(i). Moreover ξi,ic lies in the center of S˜(i), and
hence lies in Bi by Proposition 3.7. Therefore λi,j,ε = 0 if j 6= i. Namely c can be written as
c =
∑
i∈I(n,r)/Σr
∑
ε∈Zr/Σi
λi,εξi,i+nε
Lemma 4.4. Let i ∈ I(n, r) and assume ξ ∈ Bi satisfies ξ1···1,iξ = 0. Then ξ = 0.
Proof . Suppse ξ =
∑
ε∈Zr/Σi
λεξi,i+nε ∈ Bi. Then ξ1···1,iξ =
∑
ε∈Zr/Σi
λεξ1···1,i+nε. But for
ε, ε′ ∈ Zr/Σi, we have ξ1···1,i+nε = ξ1···1,i+nε′ if and only if ε = ε′. Therefore ξ1···1,iξ = 0 implies
λε = 0 for any ε ∈ Zr/Σi. 
Now we are ready for the
Proof of Proposition 4.3 :
Let c =
∑
i∈I(n,r)/Σr
∑
ε∈Zr/Σi
λi,εξi,i+nε ∈ S˜(n, r) be a central element. Then ξ = c −∑
ε∈Zr/Σi
λ1···1,εcε is also a central element. Moreover ξ1···1,iξξi,i = ξ1···1,iξ = ξξ1···1,i = 0 for
any i ∈ I(n, r). It follows from Lemma 4.4 that ξξi,i = 0 for any i ∈ I(n, r), and hence ξ = 0.
Therefore c =
∑
ε∈Zr/Σi
λ1···1,εcε, as desired. 
Theorem 4.5. The center Z of S˜(n, r) is isomorphic to K[t1, · · · , tr−1, tr, t−1r ], where t1, · · · , tr
are indeterminates. To be precise, Z = K[cε1 , · · · , cεr−1 , cεr , c−εr ], where ε1, · · · , εr are defined
in Section 3.1. In particular, S˜(n, r) is indecomposable.
Proof . Sending cε to cεξ1···1,1···1 defines a K-algebra isomorphism from Z to S˜(1 · · · 1). 
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5 Examples
We shall denote by Mn the algebra of n× n-matrices with entries from the field K.
Example 1. Let r = 1. Then S˜(n, 1) is isomorphic to Mn ⊗ K[t, t−1]. So S˜(n, 1) is Morita
equivalent to K[t, t−1] = KΣ̂1 with the equivalence given by the Schur functor. The center of
this algebra is 1⊗K[t, t−1].
Example 2. Let n = 1. Then by Proposition 3.6 S˜(1, r) ∼= K[t1, · · · , tr−1, tr, t−1r ], where
t1, · · · , tr are indeterminates. This is a commutative algebra.
Example 3. Let n = 2, r = 2. Then by Theorem 4.5 the center of S˜(2, 2) is Z = K[c10, c11, c
−1
11 ].
We shall classify all simple S˜(2, 2)-modules. Let M be a simple S˜(2, 2)-module, then Z acts as
scalars, say, c10 as a ∈ K, and c11 as b ∈ K×. Then the action of S˜(2, 2) on M factors through
the algebra Aa,b = S˜(2, 2)/(c10 − a, c11 − b).
Case 1 : charK 6= 2. As a Z-module, S˜(2, 2) is free with basis
ξ11,11 ξ11,12 ξ11,12γ ξ11,22
ξ12,11
2
ξ12,12+ξ12,21
2
γ
ξ12,22
2
γ′ξ12,11
2
γ′
ξ12,12−ξ12,21
2
γ′ξ12,22
2
ξ22,11 ξ22,12 ξ22,12γ ξ22,22
where
ξ12,12−ξ12,21
2 γ
′ ξ12,12+ξ12,21
2 = γ
′,
ξ12,12+ξ12,21
2 γ
ξ12,12−ξ12,21
2 = γ, γ
′γ = (c210−4c11) ξ12,12−ξ12,212
and γγ′ = (c210 − 4c11) ξ12,12+ξ12,212 . Other structure constants are easy to calculate.
When a2 − 4b = 0, the radical radAa,b of Aa,b is spanned by ξ11,12γ, γ, γ
′ξ12,11
2 , γ
′,
γ′ξ12,22
2 ,
and ξ22,12γ, and hence Aa,b/rad(Aa,b) is isomorphic to M3 ×K. When a2 − 4b 6= 0, the algebra
Aa,b is isomorphic to M4.
Therefore the isoclasses of simple S˜(2, 2)-modules are parametrized by the plane without the
x-axis and with the curve {(x, x24 ) | x 6= 0} doubled.
Case 2 : charK = 2. As a Z-module, S˜(2, 2) is free with basis
ξ11,11 ξ11,12 ξ11,12l ξ11,22
ξ12,11 ξ12,12 ξ12,21 ξ12,22
lξ12,11 l lξ12,21 lξ12,22
ξ22,11 ξ22,12 ξ22,12l ξ22,22
where ξ12,12l = lξ12,12 = l, l
2 = c10l+c11ξ12,12, ξ12,21l = lξ12,21+c10ξ12,21, ξ11,12lξ12,11 = c10ξ11,11,
ξ11,12lξ12,22 = c10ξ11,22, ξ22,12lξ12,11 = c10ξ22,11, and ξ22,12lξ22,22 = c10ξ12,22. Other structure
constants are easy to calculate.
We denote the images of these elements in Aa,b by the same notations. For simplicity we
assume K is quadratically closed. Let α = ξ12,12 + ξ12,21, β = lξ12,21 +
√
bξ12,12, then Aa,b has
the following basis
ξ11,11 ξ11,12 ξ11,12β ξ11,22
ξ12,11 ξ12,12 α ξ12,22
βξ12,11 β αβ βξ12,22
ξ22,11 ξ22,12 ξ22,12β ξ22,22
where β2 = 0, βα = αβ + a, ξ12,12βξ12,12 = β, ξi,12βξ12,j = aξi,j, ξ12,iξi,12 = α, ξi,12ξ12,j = 0. In
the above, i, j ∈ {11, 22}.
If a = 0, then the radical radA0,b of A0,b is spanned by ξ11,12, ξ11,12β, ξ12,11, α, ξ12,22, βξ12,11,
β, αβ, βξ12,22, ξ22,12, ξ22,12β. Therefore A0,b/radA0,b is isomorphic to M2 ×K. If a 6= 0, then
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the algebra Aa,b has basis
ξ11,11 ξ11,12 ξ11,12β ξ11,22
a−1βξ12,11 1 + a
−1αβ β a−1βξ12,22
a−1ξ12,11 a
−1α a−1αβ a−1ξ12,22
ξ22,11 ξ22,12 ξ22,12β ξ22,22
If we denote by Eij the element in the (i, j)-entry then EijEkl = δjkEil. In particular Aa,b is
isomorphic to M4.
Therefore the isoclasses of simple S˜(2, 2)-modules are parametrized by the plane without
x-axis and with the curve {(0, y) | y 6= 0} doubled.
References
[1] V.Ginzburg and E.Vasserot, Langlands reciprocity for affine quantum groups of type An,
Internat. Math. Res. Notices (1993) no.3, 67-85.
[2] J.A.Green, Polynomial representations of GLn, Lecture notes on Mathematics 830, 1980.
[3] R.M.Green, The affine q-Schur algebra, J. Algebra 215 (1999), no. 2, 379–411.
[4] G.Lusztig, Aperiodicity in quantum affine gln, Sir Michael Atiyah: a great mathematician
of the twentieth century. Asian J. Math. 3 (1999) no.1, 147-177.
[5] G.Lusztig, Transfer maps for quantum affine sln, Repesentations and quantizations (Shang-
hai, 1998), 341-356, China High. Educ. Press, Beijing (2000).
[6] D.Yang, On the affine Schur algebra of type A, preprint.
[7] M.Varagnolo and E.Vasserot, On the decomposition matrices of the quantized Schur algebra,
Duke Math. J. 100 (1999), no.2, 267–297.
Dong Yang
Department of Mathematical Sciences, Tsinghua University, Beijing100084, P.R.China.
Email address : yangdong98@mails.tsinghua.edu.cn.
10
