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CONVERGENCE OF SOLUTIONS FOR THE FRACTIONAL
CAHN-HILLIARD SYSTEM
GORO AKAGI, GIULIO SCHIMPERNA, AND ANTONIO SEGATTI
Abstract. This paper deals with the Cauchy-Dirichlet problem for the frac-
tional Cahn-Hilliard equation. The main results consist of global (in time) exis-
tence of weak solutions, characterization of parabolic smoothing effects (implying
under proper condition eventual boundedness of trajectories), and convergence
of each solution to a (single) equilibrium. In particular, to prove the convergence
result, a variant of the so-called  Lojasiewicz-Simon inequality is provided for the
fractional Dirichlet Laplacian and (possibly) non-analytic (but C1) nonlineari-
ties.
1. Introduction
The present paper is concerned with the long-time behavior of solutions to the
Cauchy-Dirichlet problem for a fractional version of the Cahn-Hilliard equation.
Let Ω be a bounded domain of RN with smooth boundary ∂Ω. For s, σ ∈ (0, 1),
let us consider
ut + (−∆)sw = 0 in Ω× (0,+∞), (1.1)
w = (−∆)σu+ g(u) in Ω× (0,+∞), (1.2)
u|t=0 = u0 in Ω, (1.3)
u = w = 0 in RN \ Ω, (1.4)
where (−∆)s (and (−∆)σ) is the so-called fractional Laplacian defined by
(−∆)su(x) = C(N, s) p.v.
∫
RN
u(x)− u(y)
|x− y|N+2s dy
= −C(N, s)
2
∫
RN
u(x+ h)− 2u(x) + u(x− h)
|h|N+2s dh.
Here p.v. stands for the Cauchy principal value and C(N, s) is a positive constant
determined by N and s only (see, e.g., [12]), and hereafter, it will be simply denoted
by Cs. Moreover, g is the derivative of a smooth potential ĝ : R → R (a typical
choice of ĝ is a double-well potential of the form,
ĝ(s) =
|s|m
m
− s
2
2
for s ∈ R
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and for some m ≥ 4).
Various types of nonlocal Cahn-Hilliard equation have been proposed and inten-
sively studied by many authors. Among the many contributions, we may quote
with no claim of completeness [1, 2, 3, 16, 30] (see also the references therein for
a more comprehensive bibiliography). Recent applications of the equation mostly
refer to complex (two-phase) fluids [11, 15], and stochastic models [10]. It is worth
noting that, in most of the quoted works, the nonlocal operator is obtained through
the convolution with a kernel that is (at least) summable over RN . This gives rise
to a different functional setting compared to here in view of the fact that, if the
kernel is summable, the solution loses the smoothing properties that are proper
of parabolic equations. Up to our knowledge, the only contributions where the
nonlocal operator is obtained by convolution with a singular kernel are [1] and our
former work [2], where Cahn-Hilliard equations accounting for (different types of)
fractional Laplace operators are studied.
We recall that the fractional Laplacian may be defined in different ways: in terms
of singular integrals as above; by Fourier transform setting (−∆)su = F−1 [|ξ|2sF [u]]
(where F and F−1 denote Fourier and inverse Fourier transforms, respectively); by
extension methods; using the heat semigroup; in a probabilistic way (as a generator
of Levy processes). All these definitions are equivalent to each other once one con-
siders (−∆)s on the whole space RN . On the other hand, when working, as here,
on bounded domains some more care is required. Indeed, one can formulate the
fractional Laplacian (−∆)s equipped with the solid Dirichlet boundary condition,
u = 0 in RN \ Ω (it will be referred as fractional Dirichlet Laplacian for short) in
a variational fashion by means of the weak form,
〈(−∆)su, v〉Xs0 =
Cs
2
∫∫
R2N
(u(x)− u(y)) (v(x)− v(y))
|x− y|N+2s dx dy for u, v ∈ Xs0
where Xs0 is a Hilbert space given by
Xs0 :=
{
v ∈ L2(RN) : v = 0 a.e. in RN \ Ω
and (x, y) 7→ |v(x)− v(y)|
2
|x− y|N+2s ∈ L
1(R2N)
}
(1.5)
furnished with inner product,
(u, v)Xs0 =
∫
Ω
u(x)v(x) dx+
Cs
2
∫∫
R2N
(u(x)− u(y)) (v(x)− v(y))
|x− y|N+2s dx dy
for u, v ∈ Xs0. Then, we may introduce a weak form of (−∆)s as an operator from
Xs0 to its dual space X ′s0 (to be precise, we will denote it by As instead of (−∆)s
throughout this paper). In such a setting, the fractional Cahn-Hilliard equation
(1.1) was first studied in [2], where the well-posedness of (1.1)–(1.4) and its singular
limits for s→ 0+ or σ → 0+ are treated. On the other hand, the long-time behavior
of solutions has not yet been studied so far and, in particular, the convergence of
trajectories to ω-limit sets as t → +∞ remains an open problem. Indeed, (1.1)–
(1.4) may have multiple equilibria, for the potential ĝ may be non-convex and have
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multiple (local) minimizers. So it is a delicate issue whether each solution converges
to a single equilibrium as t→ +∞, or, in other words, the ω-limit set of each orbit
is a singleton.
The problem of convergence of trajectories has been extensively studied in the
case of the classical Cahn-Hilliard system (namely, for s = σ = 1),
∂tu = ∆w, w = −∆u + g(u) in Ω× (0,+∞),
which can be combined into a single equation,
∂tu = ∆(−∆u+ g(u)) in Ω× (0,+∞).
Rybka & Hoffman [33] proved that each solution converges to a single equilibrium as
t→ +∞, provided that g(·) is a polynomial of order n and 2 ≤ n < 2∗ := 2N/(N−
2)+, using the so-called  Lojasiewicz-Simon inequality for the elliptic operator u 7→
−∆u + g(u). The  Lojasiewicz-Simon ( LS) inequality is an infinite-dimensional
extension of the  Lojasiewicz inequality, which is a gradient inequality for analytic
functions defined on an open set U ⊂ Rd (see [26, 27] and Proposition 2.3 below).
The  LS inequality was first introduced by L. Simon [35] and has been subsequently
applied to various PDEs with gradient(-like) structures by Haraux, Jendoubi, Chill
and many other authors (see, e.g., without any claim of completeness, [25, 22, 19,
14, 21, 23, 8, 24, 9, 20, 13]). A general form of the  Lojasiewicz-Simon inequality
reads as follows: Let E : X → R be a “smooth” functional defined on a Banach
space X and let φ be a critical point of E, i.e., E ′(φ) = 0 in the dual space X∗,
where E ′ : X → X∗ denotes the Fre´chet derivative of E. Then there exist constants
θ ∈ (0, 1/2] and ω, δ > 0 such that
|E(v)−E(φ)|1−θ ≤ ω‖E ′(v)‖X∗ for all v ∈ X satisfying ‖v − φ‖X < δ.
The above is, actually, a “standard” version of the inequality since there are, in-
deed, several variants with different combinations of topologies. The  Lojasiewicz
inequality (in finite dimensional spaces) essentially requires analyticity of functions.
Therefore, smoothness of the energy E is required. When moving to infinite di-
mensions and to PDE applications, however, the analiticity of the energy E turns
out to be quite demanding. For instance, parabolic equations with power like
nonlinearities with non integer exponents are ruled out of the theory. Therefore,
several authors tried to relax analyticity of the enery E. In particular, Feireisl &
Simondon [14] established a  LS inequality for a C2 functional of the form
E(u) =
1
2
∫
Ω
|∇u|2 dx+
∫
Ω
h(u(x)) dx for u ∈ X = H10 (Ω),
where h : R→ R is bounded and of class C2 over R and analytic on a subinterval
I = (0, ℓ) with a singularity at the origin (then E ′(u) coincides with −∆u+h′(u)),
and proved convergence as t → +∞ of bounded nonnegative solutions to positive
equilibria for nonlinear diffusion equations.
Now, let us turn back to the fractional case and describe the main points of
our contribution. Firstly, (1.1)–(1.4) cannot be combined into a single equation
as happens for the classical model. Indeed, the fractional Laplacian is a nonlocal
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operator. In particular, (−∆)su may have a tail at infinity even if u has compact
support. Consequently, one cannot substitute (1.2) into (1.1), since the value of
(−∆)sw(·, t) is determined from all values of w(·, t) over the whole of RN , but
equations (1.1) and (1.2) hold only on the domain Ω. Secondly, to the best of
authors’ knowledge, the  Lojasiewicz-Simon inequality has not yet been proved to
hold in the case of the fractional (Dirichlet) Laplacian, even when it is combined
with analytic nonlinearities.
In the present paper, we shall actually extend the  Lojasiewicz-Simon inequality
to the fractional (Dirichlet) Laplacian. Moreover, we shall apply it to prove conver-
gence of solutions to (1.1)–(1.4) for a (possibly) non-analytic potential ĝ. On the
other hand, proofs of the  LS inequality (for the Laplacian, see, e.g., [33] and [14])
are often based on regularity theories for the elliptic equation −∆u = f in Ω,
u|∂Ω = 0 such as Schauder theory (i.e., C2,α-regularity) and Lp-theory of Agmon-
Douglis-Nirenberg (i.e., W 2,p-regularity) as well as Hopf’s lemma. However, the
fractional (Dirichlet) Laplacian may not enjoy such regularity properties; indeed,
the solution to the elliptic equation (−∆)su = 1 in Ω, u = 0 on RN \ Ω is at most
of class Cs(Ω) (see [31, 32] for more details). In order to overcome such a difficulty,
we shall introduce a proper functional space Xσp (which takes the role of the do-
main of the fractional Laplacian seen as an unbounded linear operator on Lp(Ω)).
Though we cannot properly identify Xσp from the point of view of regularity, we
will be nevertheless able to prove that a  Lojasiewicz-Simon type inequality holds
with respect to its natural norm (see Theorem 5 below). The  Lojasiewicz-Simon in-
equality developed in the present paper can be also applied to verify convergence of
bounded solutions for the fractional Allen-Cahn equation and fractional nonlinear
diffusion equations whose solutions preserve the sign of initial data (see [14]).
Furthermore, the solution u = u(x, t) of the fractional Cahn-Hilliard system
(1.1)–(1.4) may not preserve sign of initial data (like the classical Cahn-Hilliard
system). Therefore we shall develop a  LS inequality in such a way as to cover
(possibly) sign-changing equilibria (cf. [14]) as well as potential functions ĝ(·) of
any growth (more precisely, without imposing the Sobolev (sub)critical growth,
cf. [33]). In particular, we shall address ourselves only to bounded solutions of
(1.1)–(1.4) when ĝ(·) may not satisfy any growth condition. Therefore we shall
also discuss (eventual) boundedness of solutions by observing a smoothing effect
of solutions to (1.1)–(1.4) for s, σ belonging to a proper range. In the case of
the (classical) Cahn-Hilliard equation, the problem of (eventual) boundedness of
solutions has been studied by several authors, starting from the pioneering work [7]
dealing with the (more involved) case where the equation is settled on the whole
space RN . On the other hand, when one works on a smooth bounded domain
Ω, at least for g smooth enough it is not difficult to see that the answer to the
boundedness question is generally positive, at least under the natural boundary
conditions of (homogeneous) Dirichlet or Neumann type. Actually, in that case
one can perform standard bootstrap arguments in view of the fact that (classical)
Laplace operators can actually be iterated.
FRACTIONAL CAHN-HILLIARD EQUATION 5
The organization of the present paper is as follows: Section 2 is a collection of
basic notions on function spaces, functionals and operators as well as preliminary
facts. In Section 3, we state main results of the present papers. They consist of
global existence of solutions and energy inequalities (see Theorem 1 in §3), smooth-
ing effect and boundedness of global solutions (Theorems 2–3 and Proposition 3.1),
construction of non-empty ω-limit sets (Lemma 3.1), convergence of solutions (The-
orem 4) and the fractional  Lojasiewicz-Simon inequality (Theorem 5). In Section
4, we shall briefly prove Theorems 1–3 and Proposition 3.1. Section 5 is devoted to
a proof of Lemma 3.1. In Section 6, a variant of the  Lojasiewicz-Simon inequality
will be established for the fractional Dirichlet Laplacian (−∆)σ, and then, Theorem
4 will be proved in Section 7. Appendix compensates several technical arguments
and lemmas used in the main part of the paper.
2. Preliminaries
In this section, we set up notation and recall some preliminary facts on fractional
Laplace operators.
2.1. Notation and function spaces. Let H be a Hilbert space identified with
its dual space H ′. For M ⊂ H , set
M⊥ := {f ∈ H : (f, u)H = 0 for all u ∈M} ,
where (·, ·)H is the inner product of H . For a Banach space X and its dual space
X ′, we denote by 〈·, ·〉X (or simply 〈·, ·〉) a duality pairing between X and X ′.
Let u = u(x, t) : Ω × [0,∞) → R be a function of space and time variables.
Throughout the paper, for each t ≥ 0 fixed, we simply denote by u(t) the function
u(·, t) : Ω→ R of space variable only.
Let 0 ≤ S < T ≤ +∞, p ∈ [1,∞) and let X be a Banach space. When we
simply write f ∈ Lploc(S, T ;X), it actually means that f ∈ Lp(S, T ;X) if T < ∞
and f ∈ Lploc([S,∞);X) if T = ∞. Furthermore, Cw([S, T ];X) denotes the space
of continuous functions t ∈ [S, T ] 7→ u(t) ∈ X in the weak topology of X .
For simplicity, the restriction f |Ω of f : RN → R onto Ω is also simply denoted
by f , if no confusion may arise. Moreover, for p ∈ [1,∞), the space
Lp0(R
N) :=
{
u ∈ Lp(RN) : u = 0 a.e. in RN \ Ω}
is identified with Lp(Ω), and we will use the same notation for functions in Lp(Ω)
and Lp0(R
N).
Here and henceforth, C denotes a constant independent of the elements of the
corresponding space or set, whose explicit value may vary from line to line. Let
‖ · ‖1 and ‖ · ‖2 be norms on a vector space X . We write ‖u‖1 . ‖u‖2 in the
following sense: there is a constant C ≥ 0 independent of u such that
‖u‖1 ≤ C‖u‖2 for all u ∈ X.
We also write ‖un‖1 . ‖un‖2 (for all n ∈ N) in an analogous sense (with a constant
C independent of n).
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2.2. Fractional Sobolev and Ho¨lder spaces. For any measurable set O ⊂ RN ,
s ∈ (0, 1) and p ∈ [1,∞), we recall the fractional Sobolev spaces defined by
W s,p(O) := {v ∈ Lp(O) : (x, y) 7→ |v(x)− v(y)|p/|x− y|N+sp ∈ L1(O ×O)}.
Moreover, we write Hs(RN) := W s,2(RN). Let [ · ]W s,p(O) be the Gagliardo semi-
norm of W s,p(O) given by
[v]W s,p(O) :=
(∫∫
O×O
|v(x)− v(y)|p
|x− y|N+sp dx dy
)1/p
for v ∈ W s,p(O).
Then W s,p(O) is furnished with the norm,
‖ · ‖W s,p(O) := ‖ · ‖Lp(O) + [ · ]W s,p(O).
Furthermore, Cσ(O) stands for the space of Ho¨lder continuous functions with
exponent σ ∈ (0, 1). In particular, if O is compact, then the norm ‖ · ‖Cσ(O) is
defined by
‖w‖Cσ(O) := sup
x∈O
|w(x)|+ sup
x,y∈O
x 6=y
|w(x)− w(y)|
|x− y|σ <∞. (2.1)
2.3. Basic function space setting. Set
H0 := L
2
0(R
N) =
{
v ∈ L2(RN) : v = 0 a.e. in RN \ Ω}. (2.2)
Then H0 is a closed subspace of L
2(RN ) and is endowed with its standard scalar
product,
(u, v) :=
∫
RN
u(x)v(x) dx for u, v ∈ L2(RN),
which also induces the norm of H0, i.e., ‖ · ‖2H0 = ‖ · ‖2L2(RN ) = (·, ·)L2(RN ). Hence
H0 is a Hilbert space. Moreover, L
2(Ω) can be identified with H0 by zero extension
outside Ω. Here and henceforth, we simply write L2(Ω) instead of H0.
For s ∈ (0, 1), let us recall Xs0 defined by (1.5) and furnish Xs0 with the scalar
product,
(v, z)Xs0 := (v, z) +
Cs
2
∫∫
R2N
(v(x)− v(y)) (z(x) − z(y))
|x− y|N+2s dx dy (2.3)
for v, z ∈ Xs0, and with the corresponding norm
‖v‖2 := ‖v‖2L2(Ω) +
Cs
2
∫∫
R2N
|v(x)− v(y)|2
|x− y|N+2s dx dy for v ∈ Xs0. (2.4)
Then Xs0 is a Hilbert space (i.e., the above norm is complete) and Xs0 could be
also presented in a more familiar form, namely
Xs0 =
{
v ∈ Hs(RN ) such that v = 0 a.e. in RN \ Ω}. (2.5)
Due to the Poincare´-type inequality (see Proposition A.1 in Appendix with p = 2),
‖v‖2L2(Ω) ≤ cP
∫∫
R2N
|v(x)− v(y)|2
|x− y|N+2s dx dy for all v ∈ Xs0 (2.6)
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for some constant cP depending only on s, N and the diameter of Ω, the norm ‖ · ‖
given above is equivalent to
‖v‖2Xs0 :=
Cs
2
∫∫
R2N
|v(x)− v(y)|2
|x− y|N+2s dx dy for v ∈ Xs0. (2.7)
Therefore, from now on, we will fix (2.7) to be the norm of Xs0. Since Xs0 can be
identified with a dense subspace of L2(Ω), one may consider the Hilbert triple,
Xs0 →֒ L2(Ω) ≃ L2(Ω)′ →֒ X ′s0, (2.8)
with compact and densely defined canonical injections. This relation will be fre-
quently used throughout the paper. To see this, we recall the following compact
embeddings, which might be more or less straightforward; however, a proof will be
given below for the convenience of the reader.
Proposition 2.1. Suppose that Ω is a bounded domain of RN with smooth bound-
ary. For σ > 0, the space Xσ0 is compactly embedded in L2(Ω). Moreover,
L2(Ω)′(≃ L2(Ω)) is also compactly embedded in X ′σ0.
Proof. Let (un) be a bounded sequence in Xσ0. Then it is also bounded in W σ,2(Ω)
from the definition of the norm ‖ · ‖Xσ0 and the Poincare´-type inequality (2.6).
SinceW σ,2(Ω) is compactly embedded in L2(Ω), (un|Ω) is precompact in L2(Ω), and
hence, Xσ0 is compactly embedded in L2(Ω). By Schauder’s theorem for compact
operators and their adjoint operators, L2(Ω)′ is also compactly embedded in X ′σ0.

2.4. A variational formulation of fractional Dirichlet Laplacians. For s ∈
(0, 1), let us define a linear and bounded operator As : Xs0 → X ′s0 by setting
〈Asu, v〉Xs0 =
Cs
2
∫∫
R2N
(u(x)− u(y)) (v(x)− v(y))
|x− y|N+2s dx dy
for u, v ∈ Xs0. The right-hand side is a weak form of the fractional Laplacian
(−∆)s (see [12]); hence, As can be regarded as a weak representation of (−∆)s (see
also [2]). Here we also remark that As can be regarded as the Fre´chet derivative of
the convex functional,
Qs(u) :=
Cs
4
∫∫
R2N
|u(x)− u(y)|2
|x− y|N+2s dx dy for u ∈ Xs0,
that is, As = Q
′
s. Then one can readily find that:
Proposition 2.2. As is an isomorphism from Xs0 to X ′s0.
Proof. Note that Qs(u) = (1/2)‖u‖2Xs0. By [4, Example 2, p. 53], As = Q′s turns
out to be a duality mapping between Xs0 and X ′s0. Hence in particular, As is an
isomorphism from Xs0 to X ′s0. 
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2.5. Analytic operator. We next recall the notion of (real) analyticity of an
operator T : X → Y defined on Banach spaces X, Y (see, e.g., Definition 8.8
of [36]).
Definition 2.1. Let X, Y be Banach spaces and let T : X → Y be an operator.
Then T : X → Y is said to be analytic at z ∈ X if there exist r > 0 and for each
n ∈ N also exists a symmetric bounded n-linear operator Tn(z) : Xn → Y such that
T (z + h)− T (z) =
∞∑
n=1
[Tn(z)](h, . . . , h︸ ︷︷ ︸
n times
) in Y (2.9)
for any h ∈ X satisfying ‖h‖X < r, and
sup
n∈N
‖Tn(z)‖Ln(X,Y )rn <∞. (2.10)
Let U be an open set in X. If T is analytic at each z ∈ U , then T is said to be
analytic in U .
Remark 2.1. Under (2.10), one can check that
∞∑
n=1
‖Tn(z)‖Ln(X,Y )‖h‖nX <∞ if h ∈ X, ‖h‖X < r.
2.6.  Lojasiewicz inequality. Let us finally recall a classical  Lojasiewicz gradient
inequality for analytic functions defined on finite dimensional spaces.
Proposition 2.3 ( Lojasiewicz [26, 27]). Let x0 ∈ RN and let f be a real analytic
function defined on a neighbourhood U of x0. Then there exist constants θ ∈ (0, 1/2]
and C, δ > 0 such that
|f(x0)− f(x)|1−θ ≤ C|∇f(x)| (2.11)
for all x ∈ U satisfying |x− x0| < δ.
3. Main results
This section is devoted to stating the main results of the present paper. We
assume g to satisfy at least the following basic property:
g ∈ C1(R), g(0) = 0. (3.1)
Letting ĝ ∈ C2(R) denote a primitive function of g, we define the energy functional
Eσ as follows:
Eσ(v) :=
Cσ
4
∫∫
R2N
|v(x)− v(y)|2
|x− y|N+2σ dx dy +
∫
Ω
ĝ(v(x)) dx (3.2)
for v satisfying
v ∈ Xσ0, ĝ(v)− ∈ L1(Ω), (3.3)
where (·)− denotes the negative part function.
Throughout this paper, we are concerned with solutions to the fractional Cahn-
Hilliard system (1.1)–(1.4) defined by
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Definition 3.1 (Weak solutions). Let 0 ≤ S < T ≤ ∞. Let g satisfy (3.1). We
say that (u, w) is a weak solution to the fractional Cahn-Hilliard system (1.1)–(1.4)
on the interval (S, T ) if
u ∈ Cw([S, T );Xσ0), ut ∈ L2(S, T ;X ′s0), (3.4)
w ∈ L2(S, T ;Xs0), (3.5)
g(u) ∈ L2loc(S, T ;L2(Ω)), (3.6)
and the following equations hold a.e. in (S, T ):
〈ut(t), z〉Xs0 +
Cs
2
∫∫
R2N
(w(x, t)− w(y, t)) (z(x)− z(y))
|x− y|N+2s dx dy = 0
for all z ∈ Xs0 and a.e. t ∈ (S, T ) (3.7)
and ∫
Ω
w(x, t)ζ(x) dx =
Cσ
2
∫∫
R2N
(u(x, t)− u(y, t)) (ζ(x)− ζ(y))
|x− y|N+2σ dx dy
+
∫
Ω
g(u(x, t))ζ(x) dx for all ζ ∈ Xσ0 and a.e. t ∈ (S, T ). (3.8)
Prior to exhibiting basic assumptions, we give the following
Remark 3.1. (i) Weak forms (3.7) and (3.8) can be also equivalently rewritten
as
ut + Asw = 0 in X ′s0, (3.9)
w = Aσu+ g(u) in X ′σ0. (3.10)
(ii) By (3.1) and (3.4), g(u) is measurable and vanishes identically outside Ω.
Moreover, the regularity
g(u) ∈ L2loc(S, T ;X ′σ0), (3.11)
is implicitly hidden in equation (3.10). Actually, if (3.10) holds, then (3.11)
follows from a comparison of terms thanks to (3.4)-(3.5). However, (3.6)
does not directly follow from the definition of weak solutions mentioned
above. It is worth observing that, in our existence theorem we shall need
stronger assumptions on g (see below), and correspondingly, we shall get
better regularity for g(u).
In order to ensure existence of weak solutions, we need to assume, beyond (3.1),
a couple of additional conditions, which will be referred to as λ-monotonicity, and
dissipativity, respectively:
There exists λ ≥ 0 such that g′(r) ≥ −λ for all r ∈ R, (3.12)
lim inf
|r|→∞
(
g(r)r + (λ1 − κ)r2
)
> 0 for some κ > 0, (3.13)
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where λ1 = λ1(σ) > 0 is the first eigenvalue of (−∆)σ (see [34]). Namely,
λ1 = inf
v 6=0
‖v‖2Xσ0
‖v‖2L2(Ω)
> 0.
Note that, if (3.12) holds, then, setting β(r) := g(r) + λr for r ∈ R, we find by
(3.1) that β is of class C1 and monotone and that β(0) = 0. Moreover, (3.10) can
be equivalently rewritten as
w = Aσu+ β(u)− λu in X ′σ0. (3.14)
Observe also that, if (3.13) holds, then we can easily prove that∫
Ω
ĝ(u) dx ≥ −λ1 − κ
2
‖u‖2L2(Ω) − C, (3.15)
for some C ≥ 0, whence (cf., e.g., [2]) the energy satisfies the basic coercivity
property,
Eσ(v) ≥ κ0‖v‖2Xσ0 − C for all v ∈ Xσ0, (3.16)
where κ0 := κ/(2λ1) > 0.
Let us also specify some natural assumptions on the initial datum:
u0 ∈ Xσ0, β̂(u0) ∈ L1(Ω), (3.17)
where β̂ stands for a primitive function of β (i.e., β̂ ′ = β). We remark that (3.3)
follows immediately from (3.17), and moreover, (3.17) exactly corresponds to the
finiteness of the initial energy, namely we have Eσ(u0) <∞.
The first result of this paper concerns existence of global weak solutions. The
proof will be only sketched since it essentially consists of a small modification of
the argument given in [2].
Theorem 1 (Existence and uniqueness of weak solutions). Let us assume (3.1),
(3.12) and (3.13), and let u0 satisfy (3.17). Then, there exists one and only one
weak solution (u, w) of (1.1)–(1.4) in the sense of Definition 3.1 defined over
(0,∞). Moreover, the function t 7→ Eσ(u(t)) is non-increasing and right-continuous
in [0,∞) and differentiable a.e. in (0,∞). The function t 7→ u(t) is also right-
continuous on [0,∞) in the strong topology of Xσ0. Furthermore, the following
energy inequalities hold :
‖w(t)‖2Xs0 +
d
dt
Eσ(u(t)) ≤ 0 for a.a. t ∈ (0,∞), (3.18)
〈ut(t),Aσu(t) + g(u(t))〉Xs0 ≥
d
dt
Eσ(u(t)) for a.a. t ∈ (0,∞), (3.19)∫ t
τ
‖w(r)‖2Xs0 dr + Eσ(u(t)) ≤ Eσ(u(τ)) for all 0 ≤ τ ≤ t. (3.20)
Finally, for any T > 0, there exists a constant CT > 0 such that
sup
t≥0
∫ t+T
t
‖β(u(τ))‖2L2(Ω) dτ ≤ CT . (3.21)
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Under the same conditions on g, we also find out parabolic smoothing properties
of weak solutions:
Theorem 2 (Smoothing effect). Let the assumptions of Theorem 1 hold. Then,
for any t0 > 0, we additionally have
ut ∈ L2(t0,∞;Xσ0) ∩ L∞(t0,∞;X ′s0), (3.22)
w ∈ L∞(t0,∞;Xs0). (3.23)
In some cases, we can also derive energy equalities.
Theorem 3 (Energy equalities). Let the assumptions of Theorem 1 hold and let
(u, w) be a weak solution defined over the interval (S, T ) with 0 ≤ S < T ≤ ∞ and
additionally satisfying either
u ∈ L2loc(S, T ;Xs0) (3.24)
or
ut ∈ L2loc(S, T ;L2(Ω)). (3.25)
Then, relations (3.18)-(3.20) hold with inequalities replaced by the equal sign over
the interval (S, T ).
Remark 3.2. The above is in fact a conditional result, in the sense that (3.24) and
(3.25) are hypotheses. In the sequel we shall provide a number of actual situations
where the above assumptions are satisfied. In particular this happens when σ ≥ s
(so that (3.24) follows from (3.4)) and under the conditions of Theorem 2 (when
(3.25) follows from (3.22) at least for S > 0).
The next proposition is concerned with the (eventual) boundedness of u = u(x, t):
Proposition 3.1 (Boundedness of u(x, t)). Let the assumptions of Theorem 1 hold
and let (u, w) be a weak solution of (1.1)–(1.4) on (0,∞). Then, for any t ≥ 1, it
holds that
Aσu(t) + β(u(t)) = λu(t) + w(t) ∈ Lp(Ω)
for p = s∗ := 2N
N−2s if N > 2s and for any p ∈ [1,∞) if N ≤ 2s. Moreover, if
2s+ 4σ > N, (3.26)
then there exists a constant α > 0 depending on N, s, σ such that
‖u(t)‖Cα(Ω) ≤ C for all t ≥ 1. (3.27)
We are ready to investigate the long-time behavior of solution trajectories. Let
us first discuss existence of nonempty ω-limit sets.
Lemma 3.1 (Nonempty ω-limit set). Let the assumptions of Theorem 1 hold
and let (u, w) be the unique weak solution of (1.1)–(1.4) on (0,∞) as provided
by the theorem. Then, for any sequence tn → ∞, one can take a (not relabeled)
subsequence of (tn) and φ ∈ Xσ0 such that
u(tn)→ φ strongly in Xσ0 and Eσ(u(tn))→ Eσ(φ), (3.28)
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and moreover, φ solves the stationary problem,
g(φ) ∈ L2(Ω) and Aσφ+ g(φ) = 0 in X ′σ0. (3.29)
In particular, the ω-limit set of u is nonempty and it is contained into the set of
all solutions to (3.29).
Let us now show that, under additional assumptions, the ω-limit set of any weak
solution is a singleton. This will be proved by using a variant of the so-called
 Lojasiewicz-Simon inequality suitable for fractional Dirichlet Laplace operators.
To this end, we introduce notions of real analyticity of g as follows:
(H1) (Uniform analyticity) Let 0 < a, b ≤ ∞. Assume that g ∈ C∞(−a, b),
and moreover, there exist constants C,M ≥ 0 such that, for all s ∈ (−a, b)
and n ∈ N large enough,
|g(n)(s)| ≤ CMnn!.
(H2) (Analyticity with a singularity at the origin) Let 0 < b ≤ ∞. Assume
that g ∈ C∞(0, b), and moreover, there exist constants C,M ≥ 0 such that,
for all s ∈ (0, b) and n ∈ N large enough,
|g(n)(s)| ≤ CM
nn!
|s|n .
When either a or b is infinite, we further assume the so-called Sobolev subcritical
growth condition,
(H3) There exist constants C ≥ 0 and 0 ≤ p ≤ N+2σ
(N−2σ)+
such that
|g′(s)| ≤ C(|s|p−1 + 1) for all s ∈ R. (3.30)
Remark 3.3. (i) In case (H1) is satisfied, by Taylor’s theorem, g(s) can be
uniformly expanded as follows:
g(s) =
∞∑
n=0
g(n)(s0)
n!
(s− s0)n (3.31)
converges uniformly for s0 ∈ (−a, b) and s ∈ (−a, b) ∩ (s0 − (2M)−1, s0 +
(2M)−1). Typical examples of g(s) satisfying (H1) would be polynomial
and trigonometric functions (with a = −∞ and b = ∞) and exponential
and hyperbolic functions (with finite a, b). In case (H2) is satisfied, one
cannot ensure the uniform convergence of (3.31) in (0, ε), for g(n) may have
a singularity at the origin. A typical example of the case would be power
functions g(s) = sm with noninteger m ≥ 0. In view of (3.1), m is restricted
to be not less than 1 (then g ∈ C1), and hence, the case m < 1 is beyond
the scope.
(ii) In particular, (H2) is equivalent to the condition that there exists θ ∈
(0, π/2) such that g can be extended as a (complex) analytic function on
the sector Sθ,β = {z ∈ C : |z| ∈ (0, β), Arg z ∈ (−θ, θ)} (in particular, g is
real analytic in (0, β)).
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(iii) (H3) implies that there exists a constant C ≥ 0 such that
|g(s)| ≤ C (|s|p + 1) for all s ∈ R, (3.32)
|ĝ(s)| ≤ C (|s|p+1 + 1) for all s ∈ R. (3.33)
Hence the functional
G(u) :=
∫
Ω
ĝ(u(x)) dx for u ∈ Xσ0
turns out to be of class C2 in Xσ0, since g ∈ C1(R) by (3.1) and Xσ0 →֒
Lp+1(Ω) by 1 ≤ p+ 1 ≤ 2N/(N − 2σ)+. In particular, G′ : u 7→ g(u(·)) is a
Nemytskii operator of class C1 from Xσ0 to X ′σ0.
(iv) Throughout this paper, we always focus on the behavior of g(u) around
the origin u = 0, since the homogeneous Dirichlet boundary condition is
imposed and solutions u(x, t) and equilibria φ(x) take values around zero.
Therefore we treat the cases (H1) and (H2) only. Namely, g(u) is either
uniformly analytic in an open interval including 0 or analytic in (0, ε) with
a singularity at the origin. However, one can also generalize the results of
the present paper, in particular,  LS inequality (see Theorem 5 below), to
the case where g(u) is analytic in an open interval I (and g(u) may have
singularity on the boundary of I) in an analogous way.
Our main result reads,
Theorem 4 (Convergence of solutions to equilibria). Let (3.1), (3.12) and (3.13)
hold and let (u, w) be a weak solution of (1.1)–(1.4) defined over (0,∞). Let φ ∈
Xσ0 be a solution to (3.29) satisfying (3.28) for some sequence tn →∞. In addition,
assume one of the following (i)–(iv):
(i) Assume that (H1) and (H3) hold with a = b = +∞.
(ii) Assume that (H1) holds with some a, b ∈ (0,∞) and that
‖φ‖L∞(Ω), ‖u‖L∞(Ω×(τ,∞)) < a ∧ b
for some τ > 0.
(iii) Assume that (H2) and (H3) hold with b =∞ and that φ > 0 a.e. in Ω.
(iv) Assume that (H2) holds with some b ∈ (0,∞) and that
0 < φ < b a.e. in Ω, ‖u‖L∞(Ω×(τ,∞)) < b
for some τ > 0.
Then the whole trajectory {u(t) : t ≥ 0} converges to the stationary solution, namely
u(t)→ φ strongly in Xσ0 as t→ +∞. (3.34)
Remark 3.4. If g satisfies the sign condition,
g(r) sign r > 0 for all |r| > γ (3.35)
for some γ > 0, it then follows that
ess sup
x∈Ω
|φ(x)| <∞ (3.36)
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for any equilibria (i.e., solutions to (3.29)) φ. Indeed, (3.36) can be immediately
proved by elementary maximum principle arguments. Namely, one may test the
equation in (3.29) by (φ − γ)+ and by −(φ + γ)−, where (s)± := max{±s, 0} ≥ 0
for s ∈ R.
Combining Proposition 3.1 and Theorem 4, we readily obtain
Corollary 3.1. Let u = u(x, t) be a solution of (1.1)–(1.4) on (0,∞) such that
the ω-limit set ω(u) of u contains an equilibrium φ. Taking the assumptions of
Theorem 1, together with (3.26) and (3.35), it holds that φ belongs to L∞(Ω) and
‖u(t)‖Cα(Ω) ≤ C for all t ≥ 1. Hence if either (H1) or [(H2) along with φ > 0 in Ω]
holds for some a, b > 0, then the ω-limit set of u contains the equilibrium φ only.
The following theorem will play a key role to prove Theorem 4.
Theorem 5 ( LS inequality for fractional Dirichlet Laplacian). Assume (3.1). Let
σ ∈ (0, 1) and let φ ∈ Xσ0 ∩ L∞(Ω) be a solution of the stationary problem (3.29).
(a) Suppose that either (i) or (ii) holds :
(i) (H1) and (H3) are satisfied with a = b =∞.
(ii) (H2) and (H3) hold with b =∞ and φ > 0 a.e. in Ω.
Then there exist θ ∈ (0, 1/2] and ω, δ > 0 such that
|Eσ(v)− Eσ(φ)|1−θ ≤ ω ‖Aσv + g(v)‖X ′σ0 , (3.37)
whenever v ∈ Xσ0 and ‖v − φ‖Xσ0 < δ.
(b) Let η > 0 and suppose that either (iii) or (iv) holds :
(iii) (H1) and ‖φ‖L∞ < γ are satisfied with a, b, γ > 0 satisfying γ, η <
a ∧ b <∞.
(iv) (H2) holds and 0 < φ < γ a.e. in Ω with b, γ > 0 satisfying γ, η < b <
∞.
Then there exist θ ∈ (0, 1/2] and ω, δ > 0 such that
|Eσ(v)− Eσ(φ)|1−θ ≤ ω ‖Aσv + g(v)‖X ′σ0 , (3.38)
whenever v ∈ Xσ0, ess supx∈Ω|v(x)| < η and ‖v − φ‖Xσ0 < δ.
Remark 3.5. (i) One can also treat the case where g is analytic on (−a, 0)
with a singularity at the origin (cf. (H2)) and −a < φ < 0 a.e. in Ω by
performing the transform u 7→ −u, φ 7→ −φ and g(·) 7→ g(− · ) and ap-
plying Theorem 5. Moreover, by translation, one may further generalize
the inequality to g(·) analytic on more general intervals I (which may not
include zero and may have singularity on the boundary) and φ(x) ∈ I \ ∂I
a.e. in Ω.
(ii) When φ is a regular point of Eσ (i.e., E
′
σ(φ) 6= 0), inequalities (3.37), (3.38)
follow immediately from the C1 regularity of Eσ in Xσ0. So (3.37), (3.38)
also hold true for any φ ∈ Xσ0.
(iii) Assertion (a) of Theorem 5 for the case (i) can be also proved by using the
abstract theory developed in [8].
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For the classical (Dirichlet) Laplace operator ∆ (i.e., the case σ = 1) in Lp(Ω)-
spaces (1 < p < ∞), the domain of ∆ coincides with W 2,p(Ω) ∩ H10 (Ω). Indeed,
according to the Calderon-Zygmund singular integral theory, u belongs toW 2,p(Ω)∩
H10 (Ω), provided that ∆u ∈ Lp(Ω). However, it is worth mentioning that, for
general σ ∈ (0, 1), a corresponding property may not be true. To be more precise,
even if (−∆)σu belongs to Lp(Ω), it may be false that u ∈ W 2σ,p(Ω). The domain
of (−∆)σ is still unclear in the Lp(Ω) framework. Furthermore, in contrast with
the Schauder theory, u ∈ Cσ(Ω) at most, even though (−∆)σu ∈ C∞(Ω). For more
details, we refer the reader to [32, Remarks 7.1 and 7.2] and [31]. This fact prevents
us to directly apply proofs of  LS inequalities for the classical Laplacian. Indeed,
they are based on Wm,p(Ω) or Cm(Ω) frameworks, where a linearized operator is
defined (see, e.g., [35, 14, 33]). To overcome such a difficulty, for p ∈ (1,∞), we
introduce the space
Xσp := {u ∈ Xσ0 ∩ Lp(Ω) : Aσu ∈ Lp(Ω)} .
This acts as the natural domain of the (−∆)σ seen as an unbounded linear operator
of Lp(Ω). We cannot characterize the elements of Xσp in terms of regularity. On
the other hand, as shown below, if Xσp is equipped with the graph norm
‖u‖Xσp := ‖u‖Lp(Ω) + ‖u‖Xσ0 + ‖Aσu‖Lp(Ω) for u ∈ Xσp ,
then it gains good properties and can be used as a space for the long-time analysis.
The following proposition will play a crucial role to prove not only Theorem 5
but also Proposition 3.1.
Proposition 3.2. The following (i)–(iii) hold true:
(i) Xσp is a uniformly convex Banach space.
(ii) If N
2σ
< p < ∞, then Xσp is continuously embedded in Cβ(Ω) with β =
σ ∧ (2σ − N
p
).
(iii) |u|Xσp := ‖Aσu‖Lp(Ω) is also an equivalent norm to ‖ · ‖Xσp , provided that
p ≥ 2N
N+2σ
.
Proof. We first prove (i). One can easily check that ‖ · ‖Xσp is a norm of Xσp . So
let us next check that Xσp is complete. Let (un) be a Cauchy sequence in X
σ
p .
Then un converges to u strongly in Xσ0 ∩Lp(Ω), and hence, Aσun → Aσu strongly
in X ′σ0. Moreover, since (Aσun) forms a Cauchy sequence in Lp(Ω), we find that
Aσun → Aσu strongly in Lp(Ω). Thus u ∈ Xσp and un → u strongly in Xσp .
Moreover, the uniform convexity readily follows from the definition of ‖ · ‖Xσp .
As for (ii), due to [32, Proposition 1.4], if N
2σ
< p <∞, then we see that
‖u‖Cβ(RN ) . ‖Aσu‖Lp(Ω) for u ∈ Xσp , with β = σ ∧ (2σ −N/p),
which implies (ii).
Recalling [32, Proposition 1.4] again, we deduce that, for any 1 ≤ p <∞,
‖u‖Lp(Ω) . ‖Aσu‖Lp(Ω) for u ∈ Xσp .
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Moreover, if p ≥ 2N
N+2σ
(equivalently, p′ ≤ 2N
N−2σ
), then one has
‖u‖Lp′(Ω) . ‖u‖Xσ0 for u ∈ Xσ0.
Hence it holds that, for u ∈ Xσp , i.e., Aσu ∈ Lp(Ω),
‖u‖2Xσ0 =
Cσ
2
[u]2Hσ(RN )
= 〈Aσu, u〉Xσ0 ≤ ‖Aσu‖Lp(Ω)‖u‖Lp′(Ω) . ‖Aσu‖Lp(Ω)‖u‖Xσ0,
whence follows
‖u‖Xσ0 . ‖Aσu‖Lp(Ω) for u ∈ Xσp .
Therefore | · |Xσp is equivalent to ‖ · ‖Xσp , and thus, (iii) is proved. 
Here we also remark that
Remark 3.6. For any h ∈ Lr(Ω) ⊂ X ′σ0 with r ≫ 1, the unique weak solution
u ∈ Xσ0 of
Aσu = h in X ′σ0 (3.39)
exists. Here we further note that u is also a solution of the Dirichlet problem
(−∆)σu = h in Ω, u = 0 in RN \ Ω (3.40)
in the sense of [31, 32]. Indeed, since the weak solution u belongs to Xσ0 →֒
Hσ(RN ), we find that (−∆)σ/2u ∈ L2(RN). Therefore, by the Plancherel theorem,
it follows that∫
Ω
hϕ dx = 〈Aσu, ϕ〉Xσ0
=
Cσ
2
∫∫
R2N
(u(x)− u(y)) (ϕ(x)− ϕ(y))
|x− y|N+2σ dx dy
=
∫
RN
ξ
|ξ|2σû(ξ)ϕ̂(ξ) dξ
=
∫
RN
(−∆)σ/2u (−∆)σ/2ϕ dx for any ϕ ∈ Xσ0,
which is nothing but the definition of solution of (3.40) in [31, 32]. So one can
apply the results of [31, 32] to weak solutions of (3.39) as well.
4. Existence and regularization of weak solutions
In this Section we give highlights of proofs of Theorems 1–3 and Proposition 3.1.
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4.1. Proof of Theorem 1. We first observe that all assertions of Theorem 1
except (3.6) (in Definition 3.1) and (3.21) can be proved as in [2], where (3.6) is
actually proved for a power nonlinearity g(u) = |u|p−2u−λu with p ∈ (1,∞) \ {2}.
So it remains to show (3.6) and (3.21) for general g(u) satisfying (3.1), (3.12) and
(3.13). To this aim, we first approximate β by its Yosida approximation βε for
ε > 0. Then βε is a linearly growing maximal monotone function of class C
1
(due to (3.1) and definition of Yosida approximation). Then one can verify that
gε(s) := βε(s)− λs also fulfills (3.1) and (3.12) (indeed, (3.13) is not necessary to
construct a solution on an arbitrary finite interval [0, T ]). For any T > 0 and each
ε > 0, one can construct a solution (uε, wε) on [0, T ] of (1.1)–(1.4) with g replaced
by gε and derive corresponding energy inequalities (3.18)–(3.20) as in [2], where
the power function β(s) = |s|q−2s is treated and whose existence result can be
easily extended to smooth nonlinearities with power growth. Moreover, as in [2],
one tests a (regularized) equation by βε(uε) to get
‖βε(uε(t))‖2L2(Ω)) ≤ C‖wε(t)‖2L2(Ω) + C‖uε(t)‖2L2(Ω) for a.e. t ∈ (0, T ),
where C is independent of ε. Thus βε(uε) turns out to be uniformly bounded in
L2(0, T ;L2(Ω)) with respect to ε in view of the fact that the right hand side above
is uniformly controlled due to the a-priori estimates resulting from the energy
inequality.
Therefore, as in [2], one can pass the limit as ε→ 0 and obtain a solution (u, w)
on [0, T ] of (1.1)–(1.4) with energy inequalities (3.18)–(3.20) such that β(u) ∈
L2(0, T ;L2(Ω)). In particular, we have, by (3.13) (and hence (3.16)),∫ t
0
‖w(r)‖2Xs0 dr + κ0‖u(t)‖2Xσ0 ≤ C, ∀ t ≥ 0, (4.1)
which implies w ∈ L2(0,∞;Xs0) (hence ut ∈ L2(0,∞;X ′s0) by (3.9)) and u ∈
L∞(0,∞;Xσ0). Furthermore, the right-continuity of t 7→ Eσ(u(t)) and that of
t 7→ u(t) (in the strong topology of Xσ0) can be also proved as in [2].
Now, it remains to derive (3.21) (which also implies (3.6)). We formally test
(3.10) by β(u) and integrate it over the generic interval (t, t + T ), t ≥ 0, T > 0.
Owing to the monotonicity of β (that is, 〈Aσu, β(u)〉Xσ0 ≥ 0, formally), we obtain
‖β(u)‖2L2(t,t+T ;L2(Ω))
≤
∫ t+T
t
(
w(r) + λu(r), β(u(r))
)
dr
≤ 1
2
‖β(u)‖2L2(t,t+T ;L2(Ω)) + ‖w‖2L2(t,t+T ;L2(Ω)) + λ2‖u‖2L2(t,t+T ;L2(Ω))
≤ 1
2
‖β(u)‖2L2(t,t+T ;L2(Ω)) + C‖w‖2L2(0,∞;Xs0) + CT‖u‖2L∞(0,∞;Xσ0) (4.2)
(see also Appendix §B.1 for a rigorous derivation). Thus (3.21) follows, and it also
provides in particular (3.6) and completes the proof. 
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4.2. Proof of Theorem 2. Also in this case we just give formal estimates which
can be made rigorous by approximation arguments (see Appendix §D for more
details). In view of (3.9) and (4.1), for any t0 > 0 there exists t1 ∈ (0, t0) such that
‖ut(t1)‖2X ′s0 = ‖w(t1)‖
2
Xs0 ≤ Ct−10 . (4.3)
Then, let us test (3.9) by wt. Let us also differentiate (3.10) in time and test the
result by ut. Summing the obtained relations we then get
1
2
d
dt
‖w‖2Xs0 + ‖ut‖2Xσ0 +
∫
Ω
β ′(u(x))|ut(x)|2 dx = λ‖ut‖2L2(Ω)
≤ 1
2
‖ut‖2Xσ0 + c‖ut‖2X ′s0 ≤
1
2
‖ut‖2Xσ0 + c‖w‖2Xs0, (4.4)
thanks also to Ehrling’s lemma and to the properties of As. Then, integrating over
(t1, t), and using (3.9), (4.1) and (4.3), we infer (by t0 > t1) that
‖w(t)‖2Xs0 + ‖ut(t)‖2X ′s0 +
∫ t
t0
‖ut(r)‖2Xσ0 dr ≤ C(1 + t−10 ) (4.5)
for all t ≥ t0 > 0. Here we note that C above is independent of t (and any final
time T ). This implies (3.22)-(3.23), as desired. 
4.3. Proof of Theorem 3. First, recall by (3.14) that
Aσu+ β(u) = w + λu. (4.6)
In case (3.24), we refer the reader to [2, §4.6]. In case (3.25) holds, one can apply
a standard chain-rule for subdifferential operators in Hilbert spaces (see [6]) to (an
L2-extension of) the convex part of the energy functional defined on H0,
φ(u) :=
{
1
2
‖u‖2Xσ0 +
∫
Ω
β̂(u(x)) dx if u ∈ Xσ0 and β̂(u(·)) ∈ L1(Ω),
+∞ otherwise
for u ∈ H0. Here β̂ is a primitive function of β, i.e., ∂β̂ = β, and it is lower
semicontinuous and convex. Then by means of (3.25) and ∂φ(u) = Aσu + β(u) ∈
L2(0, T ;H0) by (4.6), one deduces that t 7→ φ(u(t)) is absolutely continuous on
[0, T ] and that
(Aσu(t) + β(u(·, t)), ut(t)) = (∂φ(u(t)), ut(t)) = d
dt
φ(u(t)) for a.e. t ∈ (0, T ),
where we also used the fact that ∂φ(u) coincides with Aσu + β(u). Hence the
assertion follows immediately. 
4.4. Proof of Proposition 3.1. We shall bootstrap regularity for u by viewing
equation (3.10) as a time-dependent family of elliptic problems, i.e.,
Aσu+ β(u) = f in X ′σ0, (4.7)
where we have set f := λu + w. Then, we shall determine which is the highest
exponent p for which we can prove
‖f(t)‖Lp(Ω) ≤ C, (4.8)
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at least for large t. Correspondingly, from the fact that
‖β(u(t))‖Lp(Ω) ≤ ‖f(t)‖Lp(Ω) (4.9)
by the monotonicity of β (see Appendix §B.2), one derives that
‖u(t)‖Xσp ≤ C. (4.10)
We shall prove in fact that (4.8) and hence (4.10) hold for p = s∗, where s∗ is
given by
s∗ =
2N
N − 2s.
Let us start with considering the case when s < N/2, which is the most difficult
one (and, also, it always occurs when N ≥ 2). Then, from (3.23) and Sobolev’s
embeddings we have
‖w(t)‖Ls∗(Ω) ≤ C for all t ≥ 1. (4.11)
We shall prove that also λu has the same summability. Indeed, from (3.4) we know
that
‖u(t)‖Lσ∗(Ω) ≤ C, σ∗ :=
2N
N − 2σ , for all t ≥ 0. (4.12)
provided σ < N
2
(of course, for σ ≥ N
2
, we have better). Now, if σ∗ ≥ s∗ (or, in
other words, σ ≥ s), we reach the conclusion.
So, let us assume σ∗ < s∗ (or, equivalently, σ < s). Then, we may apply:
Lemma 4.1. Let p ∈ [2,∞) and assume (4.8). Then the solution u to (4.7)
satisfies
u ∈ W 2σp ,p(RN), ‖u‖
W
2σ
p ,p(RN )
≤ c‖f‖Lp(Ω) (4.13)
(see Appendix §B.3 for a proof). Thanks to Sobolev’s embeddings, (4.13) implies
in particular
u ∈ L NpN−2σ (RN), ‖u‖
L
Np
N−2σ (RN )
≤ c‖f‖Lp(Ω). (4.14)
Now, we may apply the above lemma starting, say, from p = p0 = 2. Then, in
accordance with (4.12), we arrive at the first step to p1 = σ
∗ := 2N
N−2σ
= N
N−2σ
p0 >
p0. We may go on until, after a finite number k of steps, pk ≥ s∗, as desired. Notice
that we cannot go on with iterations because the regularity of f has an upper
threshold in view of (4.11) (in other words, we cannot improve the summability of
w). This completes the proof.
As a consequence, we have (4.10) for p = s∗ by (iii) of Proposition 3.2. Then,
we may also apply (ii) of Proposition 3.2 with that choice of p provided that
p = s∗ > N/(2σ), which corresponds exactly to (3.26). The desired conclusion is
proved. 
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5. Proof of Lemma 3.1
This section is devoted to proving Lemma 3.1. Here an additional difficulty
resides in the lack of regularity of weak solutions (particularly from the gap be-
tween Xs0 and Xσ0 by s 6= σ, see [2] for more details), compared to the classical
Cahn-Hilliard equation. Indeed, from the definition of weak solutions, one cannot
directly deduce energy equalities (or inequalities) which could be exploited to prove
the assertion. However, such a defect is compensated by the existence-uniqueness
part (see Theorem 1 and [2]), where several energy inequalities have already been
established through a construction of weak solutions. Another difficulty lies on our
rather general choice of g. In particular, we do not impose here any growth condi-
tion on g (equivalently, on β), and hence, we need an extra argument to estimate
the nonlinear term β(u). To this end, we shall in fact employ (3.21).
First, we recall (3.20), that is,∫ t
0
‖w(r)‖2Xs0 dr + Eσ(u(t)) ≤ Eσ(u0) for all t ≥ 0.
Thanks to (3.16), we deduce that∫ ∞
0
‖w(r)‖2Xs0 dr + sup
t≥0
‖u(t)‖2Xσ0 ≤ C, (5.1)
with a constant C ≥ 0 independent of t (but depending on Eσ(u0)). From equa-
tion (3.9), using the relation (see Appendix §B.4),
‖v‖2Xs0 = ‖Asv‖2X ′s0 for all v ∈ Xs0, (5.2)
we also have ∫ ∞
0
‖ut(r)‖2X ′s0 dr ≤ C.
Now, let us fix an arbitrary sequence tn →∞. Then
an :=
∫ tn
tn−1
‖ut(r)‖2X ′s0 dr → 0,
which together with (3.21) implies
a−1n
∫ tn
tn−1
‖ut(r)‖2X ′s0 dr +
∫ tn
tn−1
‖β(u(r))‖2L2(Ω) dr ≤ C.
Then, there exists a sequence τn ∈ [tn − 1, tn) such that
a−1n ‖ut(τn)‖2X ′s0 + ‖β(u(τn))‖
2
L2(Ω) ≤ C.
Thus we infer that, up to a non-relabeled subsequence of n,
ut(τn)→ 0 strongly in X ′s0, (5.3)
β(u(τn))→ ξ weakly in L2(Ω) (5.4)
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for some function ξ ∈ L2(Ω). Then, using (5.2) with equation (3.9), we also obtain
Asw(τn)→ 0 strongly in X ′s0, (5.5)
w(τn)→ 0 strongly in Xs0. (5.6)
Moreover, since Xσ0 is compactly embedded in L2(Ω) for any σ > 0 (see Proposition
2.1), up to a subsequence, one derives from (5.1) that
u(τn)→ φ weakly in Xσ0, (5.7)
strongly in L2(Ω), (5.8)
Aσu(τn)→ Aσφ weakly in X ′σ0, (5.9)
with some φ ∈ Xσ0. Therefore one obtains ξ = β(φ) by the demiclosedness of max-
imal monotone operators (see, e.g., [6]) along with (5.4) and (5.8), and moreover,
we deduce that
lim
nր∞
(
β(u(τn)), u(τn)
)
=
(
β(φ), φ
)
. (5.10)
On the other hand, combining the fact that
Aσu(τn) + β(u(τn)) = w(τn) + λu(τn)→ λφ strongly in L2(Ω)
and (5.4) (with ξ = β(φ)) and (5.9), Aσφ+ β(φ) = λφ (in L
2(Ω)). In particular, φ
turns out to be a weak solution of the stationary problem, i.e., φ solves
φ ∈ Xσ0 and Aσφ+ g(φ) = 0 in X ′σ0. (5.11)
Moreover, we observe by (5.10) that
lim
n→∞
‖u(τn)‖2Xσ0 = limn→∞ (w(τn) + λu(τn)− β(u(τn)), u(τn))
= (−g(φ), φ) = ‖φ‖2Xσ0. (5.12)
Relation (5.12), together with (5.7) and the uniform convexity of Xσ0, implies
u(τn)→ φ strongly in Xσ0.
By definition of subdifferential and (5.8), we also find that
lim sup
n→∞
∫
Ω
β̂(u(τn)) dx ≤
∫
Ω
β̂(φ) dx+ lim
n→∞
∫
Ω
β(u(τn)) (u(τn)− φ) dx
=
∫
Ω
β̂(φ) dx,
which together with the lower semicontinuity of β̂ entails
lim
n→∞
∫
Ω
β̂(u(τn)) dx =
∫
Ω
β̂(φ) dx.
Combining all these facts, we deduce (by ĝ(s) = β̂(s)− (λ/2)s2 from (3.12)) that
Eσ(u(τn))→ Eσ(φ).
Now, let us notice that Eσ(u(·)) is nonincreasing. Hence for general tn → ∞, one
also obtains
lim
tn→∞
Eσ(u(tn)) = Eσ(φ).
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We further observe that
‖u(tn)− φ‖X ′s0 ≤
∫ tn
τn
‖∂τu(τ)‖X ′s0 dτ + ‖u(τn)− φ‖X ′s0
≤
(∫ ∞
τn
‖∂τu(τ)‖2X ′s0 dτ
)1/2√
tn − τn + ‖u(τn)− φ‖X ′s0
→ 0.
Thus u(tn) → φ strongly in X ′s0. Furthermore, since u(tn) is bounded in Xσ0, we
also find that, along a (not relabeled) subsequence, u(tn) → φ strongly in L2(Ω).
Noting that
1
2
‖u(tn)‖2Xσ0 = Eσ(u(tn))−
∫
Ω
β̂(u(tn)) dx+
λ
2
‖u(tn)‖2L2(Ω)
and recalling that u(tn)→ φ strongly in L2(Ω) and weakly in Xσ0, we see that
1
2
lim sup
n→∞
‖u(tn)‖2Xσ0 ≤ limn→∞Eσ(u(tn))− lim infn→∞
∫
Ω
β̂(u(tn)) dx+
λ
2
lim
n→∞
‖u(tn)‖2L2(Ω)
≤ Eσ(φ)−
∫
Ω
β̂(φ) dx+
λ
2
‖φ‖2L2(Ω) =
1
2
‖φ‖2Xσ0,
which along with the uniform convexity of Xσ0 yields
u(tn)→ φ strongly in Xσ0.
This completes the proof. 
6. Proof of Theorem 5
In this section, we shall give a proof of Theorem 5, which provides a  Lojasiewicz-
Simon inequality for fractional Laplacian. Due to a defect of regularity property
for the fractional Dirichlet Laplacian, one needs to modify the standard argu-
ments of proofs for  LS inequalities (see Introduction). For instance, the (classical)
Laplace operator defined over Lr(Ω) (for r ∈ (1,∞)) with the homogeneous Dirich-
let boundary condition has a regular domain, namely, D(−∆) = W 2,r(Ω)∩H10 (Ω),
and moreover, this property (particularly for r > 0 large enough) plays a crucial
role in the proof in [14] (cf. Schauder theory plays a similar role in [33]). However,
the fractional Laplace operator (−∆)s defined on Lr(Ω) ≃ Lr0(RN) may fail to fulfill
corresponding properties, e.g., D((−∆)s) = W 2s,r(Ω) ∩ Xs0 (see [31, 32] for some
counterexamples).
Concerning the cases (iii) and (iv) of Theorem 5, we replace g(·) with a function
g˜(·) ∈ C1(R) satisfying
g˜(s) = g(s) if |s| < γ ∨ η and |g˜(s)| ≤ M if |s| > (γ ∨ η) + 1 (6.1)
for some constant M large enough. Then we denote by E˜σ the energy functional
Eσ whose potential part g is replaced by the modified one g˜. Here and henceforth,
we simply write g and Eσ instead of g˜ and E˜σ, respectively, if no confusion may
arise. Let us start with the following:
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Lemma 6.1. In any of the cases (i)–(iv) of Theorem 5, Eσ is of class C
2 in Xσ0.
Proof. In the case of (i) and (ii), due to (H3), the functional
G(u) =
∫
Ω
ĝ(u(x)) dx
is of class C2 in Xσ0 (see (iii) of Remark 3.3). In the other cases, i.e., (iii) and (iv),
the modified function g˜ satisfies (3.30) (then (3.32) and (3.33) as well), and hence,
Eσ with g replaced by g˜ also has C
2 regularity. 
Remark 6.1. We shall derive a  Lojasiewicz-Simon inequality for Eσ with the
modified function g˜(·); then the modification of g(·) defined above will be needed
to guarantee the C2 regularity of the energy functional Eσ in Xσ0. On the other
hand, the difference between g(·) and g˜(·) cannot be neglected; indeed, we shall
apply the classical  Lojasiewicz inequality (see Proposition 2.3) to a function derived
from Eσ with g˜ (see (6.11) below) defined on a finite dimensional space, and then,
all constants appeared in the  Lojasiewicz inequality may depend on the modified
function g˜(·) itself in an indefinite way.
We are ready to give a proof of Theorem 5. This proof is divided into several
steps. Define the linearized operator L (φ) : Xσ0 → X ′σ0 of E′σ at an equilibrium
φ ∈ Xσ0 ∩ L∞(Ω) by
L (φ)u := E′′σ(φ)u = Aσu+ g
′(φ)u for u ∈ Xσ0.
Then since g′(φ) ∈ L∞(Ω), by Fredholm alternative, one finds that the null set
N := Ker(L (φ)) = {v ∈ Xσ0 : L (φ)v = 0}
is finite dimensional (see, e.g., [5, Theorem IX.23]). For latter use, let us consider
the linearized problem,
L (φ)u = h (6.2)
for some h ∈ Lp(Ω) and p ≥ 2 (set h = 0 for u ∈ N ).
Proposition 6.1. Let p ≥ 2 and let u ∈ Xσ0 be a solution of (6.2) with h ∈ Lp(Ω).
Then u belongs to Xσp . In particular, it follows that N ⊂ Xσp for any p ∈ [2,∞).
Proof. As in Lemma 4.1, (formally) test (6.2) by |u|p−2u to see that
ω0[u]
p
W
2σ
p ,p(Ω)
≤
∫
Ω
h|u|p−2u dx−
∫
Ω
g′(φ)|u|p dx
≤ ‖h‖Lp(Ω)‖u‖p−1Lp(Ω) + C‖u‖pLp(Ω)
≤ C‖h‖pLp(Ω) + C‖u‖pLp(Ω)
for some constant ω0 > 0. By using the compact and continuous embedding
W
2σ
p
,p(Ω) →֒ Lp(Ω) and the continuous embedding Lp(Ω) →֒ L2(Ω) (recall that
p ≥ 2) along with Ehrling’s lemma, for arbitrarily small ε > 0 one can take Cε > 0
such that
ω0
2
[u]p
W
2σ
p ,p(Ω)
≤ C‖h‖pLp(Ω) + ε‖u‖p
W
2σ
p ,p(Ω)
+ Cε‖u‖pL2(Ω),
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which together with Poincare´’s inequality (see Proposition A.1) and [12, §6] implies
u ∈ Lp∗(σ)(Ω) with p∗(σ) := Np
(N − 2σ)+ > p.
Recalling (6.2) along with (3.1) and the fact g′(φ) ∈ L∞(Ω) by assumption, we
observe that
Aσu = h− g′(φ)u ∈ Lp(Ω),
which entails u ∈ Xσp by Proposition 3.2. In particular, if h = 0, then one can
carry out the argument above for any p ∈ [2,∞). Thus we deduce that u ∈ Xσp (Ω)
for any p ∈ [2,∞). 
Let P : L2(Ω)→ N be the projection in L2(Ω) onto N . Then we claim that
Claim 6.1. L (φ) + P is a linear isomorphism (=bijective bicontinuous mapping)
from Xσ0 to X ′σ0.
Proof. We note that
A
−1
σ (L (φ) + P ) = A
−1
σ (Aσ + g
′(φ) + P )
= Id + A−1σ (g
′(φ) + P ) : Xσ0 → Xσ0,
where Id denotes the identity mapping in Xσ0 and A−1σ : X ′σ0 → Xσ0 stands for the
inverse mapping of Aσ (it is well defined by Proposition 2.2. See [2]). Set
T := −A−1σ (g′(φ) + P ) : Xσ0 → Xσ0.
Then T is bounded. We shall show that T is compact in Xσ0. Indeed, let (fn) be
a bounded sequence in Xσ0. Then by g′(φ) ∈ L∞(Ω),
‖(g′(φ) + P )fn‖L2(Ω) . ‖fn‖L2(Ω) . ‖fn‖Xσ0 ≤ C,
which implies that (g′(φ)+P )fn is precompact in X ′σ0 (see Proposition 2.1). Hence
since A−1σ is an isomorphism from X ′σ0 to Xσ0 (see Proposition 2.2), we find that
un := Tfn = −A−1σ ((g′(φ) + P )fn) is precompact in Xσ0. Thus T is compact in
Xσ0.
By the Fredholm alternative, we also observe that
Ker(Id− T ) = {0} ⇔ Rg(Id− T ) = Xσ0. (6.3)
So we shall prove that Ker(Id− T ) = {0}. Let u ∈ D(T ) = Xσ0 satisfy
(Id− T )u = 0, i.e., L (φ)u+ Pu = 0. (6.4)
Decompose the above u ∈ Xσ0 ⊂ L2(Ω) as u = u0 + u⊥ for u0 ∈ N and u⊥ ∈ N⊥.
Then it follows from (6.4) that
L (φ)u⊥ + u0 = 0. (6.5)
Test it by u0 to get (
L (φ)u⊥, u0
)
L2(Ω)
+ ‖u0‖2L2(Ω) = 0,
which together with the symmetry of L (φ) gives ‖u0‖L2(Ω) = 0. Hence by (6.5) u⊥
belongs to N . Due to the fact that u⊥ ∈ N⊥, we deduce that u⊥ = 0. Thus u = 0,
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and therefore, Ker(Id − T ) = {0}. Furthermore, (6.3) implies the surjectivity of
Id− T . The continuity of (Id− T )−1 follows from the continuity (boundedness) of
Id− T as well as Open Mapping Theorem.
Since Aσ : Xσ0 → X ′σ0 is an isomorphism, we conclude that L (φ)+P = Aσ(Id−
T ) is also an isomorphism. Thus the claim has been proved. 
We next claim that
Claim 6.2. For p ≥ 2, L (φ) + P is a linear isomorphism from Xσp to Lp(Ω).
Proof. It is sufficient to prove the surjectivity; indeed, the injectivity follows from
Claim 6.1. For h ∈ Lp(Ω) ⊂ L2(Ω), one can decompose h as h = h1 + h2 for some
h1 ∈ N⊥ and h2 ∈ N . Then since h1 ∈ N⊥ ∩ Lp(Ω) (note that h2 ∈ N ⊂ Xσp ⊂
Lp(Ω) by Claim 6.1), one can take u1 ∈ N⊥ ∩Xσp such that
L (φ)u1 = h1 (6.6)
(see Appendix §B.5). Hence
h = h1 + h2 = L (φ)u1 + Ph2
= L (φ)(u1 + h2) + P (u1 + h2) = (L (φ) + P )(u)
for u := u1 + h2 ∈ Xσp . Thus L (φ) + P is surjective from Xσp to Lp(Ω).
For any u ∈ Xσp , it holds that
‖L (φ)u+ Pu‖Lp(Ω) ≤ ‖L (φ)u‖Lp(Ω) + ‖Pu‖Lp(Ω).
Since dimN is finite, we have
‖Pu‖Lp(Ω) . ‖Pu‖L2(Ω) ≤ ‖u‖L2(Ω) . ‖u‖Lp(Ω) for all u ∈ Xσp .
Here we used equivalence of (arbitrary) norms in finite dimensional spaces, bound-
edness of P and Ho¨lder’s inequality. Moreover, it follows that
‖L (φ)u‖Lp(Ω) ≤ ‖Aσu‖Lp(Ω) + ‖g′(φ)u‖Lp(Ω) ≤ ‖u‖Xσp + C‖u‖Lp(Ω)
for all u ∈ Xσp . Thus L (φ)+P is bounded linear from Xσp to Lp(Ω). By the Open
Mapping Theorem, (L (φ) + P )−1 : Lp(Ω)→ Xσp is also bounded. 
Proposition 6.2. For p > N
σ
, the operator E′σ + P : X
σ
p → Lp is analytic in a
neighborhood of φ in Xσp .
Proof. Let us start with calculating the derivative of the map Aσ : Xσ0 → X ′σ0,
〈A′σ(v)e, w〉Xσ0 =
Cσ
2
∫∫
R2N
(e(x)− e(y))(w(x)− w(y))
|x− y|N+2σ dx dy = 〈Aσe, w〉Xσ0
for any e, v, w ∈ Xσ0. Therefore A(n)σ ≡ 0 for n ≥ 2, and particularly, Aσ is analytic
in Xσ0. Indeed, one observes that
〈Aσ(u+ e), w〉Xσ0 = 〈Aσu, w〉Xσ0 + 〈Aσe, w〉Xσ0 = 〈Aσu, w〉Xσ0 + 〈A′σ(u)e, w〉Xσ0
for any u, e, w ∈ Xσ0. Hence Aσ(u + e) = Aσu + A′σ(u)e in X ′σ0 for u, e ∈ Xσ0. In
a similar way, one can also prove that P : L2(Ω) → N is analytic in L2(Ω), and
26 GORO AKAGI, GIULIO SCHIMPERNA, AND ANTONIO SEGATTI
moreover, P (u+ e) = Pu+ P ′(u)e = Pu+ Pe and P (n) ≡ 0 for n ≥ 2. By virtue
of the embeddings Xσp ⊂ Xσ0 ⊂ L2(Ω), one can check the analyticity (in Xσp ) of
the restrictions of Aσ and P onto X
σ
p . Indeed, we have, for v, h ∈ Xσp ,
‖P ′(v)h‖Lp(Ω) = ‖Ph‖Lp(Ω) . ‖Ph‖L2(Ω) ≤ ‖h‖L2(Ω) . ‖h‖Xσp
and
‖A′σ(v)h‖Lp(Ω) = ‖Aσh‖Lp(Ω) ≤ ‖h‖Xσp ,
whence we deduce that P ′(v),A′σ(v) ∈ L(Xσp , Lp(Ω)). Moreover, we recall that
P (n) ≡ 0 and A(n)σ ≡ 0 for n ≥ 2. Thus we infer that the mapping u 7→ Aσu +
Pu from Xσp to L
p(Ω) is analytic (in Xσp ) (see §2.5). So it remains to prove the
analyticity of the map u 7→ g(u) from Xσp to Lp(Ω).
In the case of (i), let v ∈ Xσp be fixed and let h ∈ Xσp be such that ‖h‖Xσp ≤ r
for r > 0. Then recalling the embedding Xσp →֒ L∞(RN) by p > N/(2σ) (see
Proposition 3.2), we note that
‖h‖L∞(RN ) ≤ Cp,σ‖h‖Xσp ≤ Cp,σr. (6.7)
We choose r > 0 such that MCp,σr < 1, where M is the constant appearing in
(H1). Hence by Remark 3.3 and Cp,σr < M
−1, we deduce that, for every x ∈ Ω,
g(v(x) + h(x)) = g(v(x)) +
∞∑
n=1
g(n)(v(x))
n!
h(x)n,
where the series of the right-hand side is convergent uniformly in Ω. Let T : v 7→
g(v(·)) be a mapping from Xσp to Lp(Ω) and set
Tn(v)[h1, . . . , hn] :=
g(n)(v(x))
n!
h1(x) · · ·hn(x) (6.8)
for v, h1, . . . , hn ∈ Xσp . Then by (H1) with a = b =∞, we derive that
‖Tn(v)‖Ln(Xσp ,Lp(Ω)) = sup
‖hj‖Xσp =1
∥∥∥∥g(n)(v(x))n! h1(x) · · ·hn(x)
∥∥∥∥
Lp(Ω)
≤ CMn sup
‖hj‖Xσp =1
‖h1(x) · · ·hn(x)‖Lp(Ω)
≤ CMn|Ω|1/p sup
‖hj‖Xσp =1
‖h1(x)‖L∞(Ω) · · · ‖hn(x)‖L∞(Ω)
≤ CMn|Ω|1/pCnp,σ.
Thus we have
sup
n∈N
‖Tn(v)‖Ln(Xσp ,Lp(Ω))rn ≤ C|Ω|1/p sup
n∈N
(MCp,σr)
n <∞,
due to 0 < MCp,σr < 1. Thus T : X
σ
p → Lp(Ω) turns out to be analytic in Xσp ,
and therefore, so is E′σ + P .
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In the case of (ii), we let p > N/σ and take v from an ε-neighbourhood of φ in
Xσp (i.e., ‖φ − u‖Xσp < ε). Moreover, let h ∈ Xσp be such that ‖h‖Xσp < r. Then,
the positive bounded equilibrium φ(x) satisfies
φ(x) ≥ C0dist(x, ∂Ω)σ for all x ∈ Ω (6.9)
for some C0 > 0. Indeed, by [31, Theorem 1.2] along with the fact that g(φ) ∈
L∞(Ω) (see (3.1)), we assure that φ(x)/dist(x, ∂Ω)σ is continuously extended onto
Ω (and it is of class Cβ over Ω for some 0 < β < min{σ, 1 − σ}). On the other
hand, since φ is positive in Ω, it follows that φ(x)/dist(x, ∂Ω)σ > 0 for x ∈ Ω.
Moreover, we claim that φ(x)/dist(x, ∂Ω)σ is also positive for all x ∈ ∂Ω. Indeed,
we can rewrite (3.29) as
(−∆)σφ = cφ
with c := −g(φ)/φ. Then c belongs to L∞(Ω), since s 7→ g(s)/s is continuous in
(0,∞) and has a finite limit as s→ 0+ by (3.1). Thus we can apply the fractional
Hopf lemma (see [18, Lemma 1.2] and also Proposition C.1 in Appendix §C) and
verify the positivity of φ(x)/dist(x, ∂Ω)σ over ∂Ω. Combining all these facts, we
obtain (6.9). Hence by (ii) of Proposition 3.2 together with p > N/σ,
v(x) + h(x) ≥ C0dist(x, ∂Ω)σ − ‖φ− v − h‖Cσ(Ω)dist(x, ∂Ω)σ
≥ [C0 − C(‖φ− v‖Xσp + ‖h‖Xσp )]dist(x, ∂Ω)σ
≥ [C0 − C(ε+ r)]dist(x, ∂Ω)σ
=: η dist(x, ∂Ω)σ > 0 for all x ∈ Ω, (6.10)
provided that ε+ r is small enough so that η := C0 − C(ε+ r) > 0.
Due to (H2) (with b =∞) and (6.10) (with h ≡ 0), we observe that∣∣∣∣g(n)(v(x))n! h1(x) · · ·hn(x)
∣∣∣∣ ≤ CMn ∣∣∣∣h1(x) · · ·hn(x)v(x)n
∣∣∣∣
≤ CMnC˜nσ,p
∣∣∣∣‖h1‖Xσp · · · ‖hn‖Xσpηn
∣∣∣∣ for a.e. x ∈ Ω
for any n ∈ N and hj ∈ Xσp (j = 1, 2, . . . , n). Here we used the fact that
|hj(x)| ≤ ‖hj‖Cσ(Ω)dist(x, ∂Ω)σ ≤ C˜σ,p‖hj‖Xσp dist(x, ∂Ω)σ
for some constant C˜σ,p > 0 (see Proposition 3.2). This implies that
‖Tn(v)‖Ln(Xσp ,Lp(Ω)) ≤ C
Mn
ηn
C˜nσ,p,
whence follows
sup
n∈N
‖Tn(v)‖Ln(Xσp ,Lp(Ω))rn <∞,
if MrC˜σ,p/η < 1. Moreover,
g(v(x) + h(x)) = g(v(x)) +
∞∑
n=1
g(n)(v(x))
n!
h(x)n for a.e. x ∈ Ω
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is uniformly convergent over Ω, provided that MrC˜σ,p/η < 1. Therefore T : X
σ
p →
Lp(Ω) is analytic at v, and hence, so is T in the ε-neighbourhood of φ in Xσp .
In the case of (iii), let p > N/(2σ) and take v from an ε-neighbourhood of φ
in Xσp (i.e., ‖φ − v‖Xσp < ε) for ε > 0 small enough. Exploiting the embedding
Xσp →֒ L∞(RN) (by p > N/(2σ)) and choosing ε > 0 small enough, by ‖φ‖L∞(Ω) <
γ < a ∧ b, one observes that
‖v‖L∞(Ω) ≤ ‖φ‖L∞(Ω) + Cp,σε < a ∧ b.
We next let h ∈ Xσp be such that ‖h‖Xσp < r and take r > 0 small enough so that
‖v + h‖L∞(Ω) < a ∧ b, ‖h‖L∞(Ω) < M−1 and ‖h‖Xσp < M−1.
Then (H1) implies
g(v(x) + h(x)) = g(v(x)) +
∞∑
n=1
g(n)(v(x))
n!
h(x)n for a.e. x ∈ Ω
uniformly over Ω (see (i) of Remark 3.3). Repeating the same argument as in (i),
we conclude that T is analytic at v; hence T is analytic in the ε-neighbourhood of
φ in Xσp . So is Eσ + P .
In the case of (iv), we take v and h and choose ε and r small enough as in (ii).
Then, one can also check that
v(x) + h(x) < b for all x ∈ Ω
by taking ε > 0 small enough. Repeating a similar argument to those of (ii) and
(iii), one can verify that T : Xσp → Lp(Ω) is analytic at v, and hence, so is T in the
ε-neighbourhood of φ in Xσp . 
The rest of proof runs as in [14] (see also [35]). However, for the convenience of
the reader, we give a complete proof. Since E′σ + P : Xσ0 → X ′σ0 is of class C1, by
Claim 6.1, one can apply a C1 inverse function theorem to E′σ + P and ensure the
existence of an inverse mapping,
B = (E′σ + P )
−1 : U∗ → V ∗
of class C1 from a neighborhood U∗ of (E′σ+P )(φ) = Pφ in X ′σ0 to a neighborhood
V ∗ of φ in Xσ0. Furthermore, by the analytic inverse function theorem, since the
map E′σ + P : X
σ
p → Lp(Ω) is analytic (at least in a small neighbourhood of φ)
for p large enough, one can take a neighborhood Up ⊂ U∗ of Pφ in Lp(Ω) and a
neighborhood Vp ⊂ V ∗ of φ in Xσp such that
B = (E′σ + P )
−1 : Up → Vp is analytic in Up.
Define a function H : N ∩ Up → R by
H(u) := Eσ ◦B|N (u) for u ∈ N ∩ Up. (6.11)
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Here we used a proper identification N ⊂ L2(Ω) ⊂ X ′σ0. From the analyticity of
Eσ on X
σ
p (see Appendix §B.6), we deduce that H is also analytic on N ∩ Up. Let
us observe that for u ∈ N ∩ Up and v ∈ N (⊂ X ′σ0),
〈H ′(u), v〉N = 〈E′σ(Bu), B′(u)v〉Xσ0 , (6.12)
where H ′ and B′ denote the Fre´chet derivatives (i.e., gradients) ofH and B, respec-
tively (note that B′ maps from U∗ to L(X ′σ0,Xσ0); hence B′(u) ∈ L(X ′σ0,Xσ0) for
u ∈ Up ⊂ U∗). In particular, substitute u = Pφ ∈ N ∩ Up. Then since E′σ(φ) = 0,
it follows that
〈H ′(Pφ), v〉N = 〈E′σ(B ◦ Pφ), B′(Pφ)v〉Xσ0
= 〈E′σ(B ◦ (E′σ + P )φ), B′(Pφ)v〉Xσ0
= 〈E′σ(φ), B′(Pφ)v〉Xσ0 = 0 for all v ∈ N ,
whence follows H ′(Pφ) = 0 in N ′. Since N is finite dimensional, one can apply the
classical  Lojasiewicz inequality (see Proposition 2.3) to H and obtain the following:
there exist constants δ0, C > 0, θ ∈ (0, 1/2] such that for all n ∈ N ,
|H(n)−H(Pφ)|1−θ ≤ C‖H ′(n)‖N ′ (6.13)
whenever ‖n − Pφ‖N < δ0 (it also implies n ∈ Up by taking δ0 > 0 small enough
by dimN <∞). Here we also note that
H(Pφ) = Eσ(B ◦ Pφ) = Eσ(φ). (6.14)
Now, let u ∈ Xσ0 satisfy
‖u− φ‖Xσ0 < δ, (6.15)
for δ > 0. Then, it holds that
‖Pu− Pφ‖N . ‖Pu− Pφ‖L2(Ω) ≤ ‖u− φ‖L2(Ω) . ‖u− φ‖Xσ0 < δ. (6.16)
So taking δ > 0 small enough and recalling (6.11) and (6.13) with n replaced by
Pu, one finds by (6.11) and (6.14) that
|Eσ(B ◦ Pu)− Eσ(φ)|1−θ ≤ C‖H ′(Pu)‖N ′, (6.17)
whenever ‖u− φ‖Xσ0 < δ. Then we claim that
Claim 6.3. Let δ > 0 be small enough. There exists a constant C ≥ 0 such that
‖H ′(Pu)‖N ′ ≤ C‖E′σ(u)‖X ′σ0 (6.18)
for all u ∈ Xσ0 satisfying ‖u− φ‖Xσ0 < δ.
Proof. Note by (6.12) that
‖H ′(Pu)‖N ′ . ‖E′σ(B ◦ Pu)‖X ′σ0 ‖B
′(Pu)‖L(X ′σ0,Xσ0) ≤ C ‖E
′
σ(B ◦ Pu)‖X ′σ0
for all u ∈ Xσ0 satisfying ‖u− φ‖Xσ0 < δ small enough, since B′ is continuous from
U∗ to L(X ′σ0,Xσ0) (hence, in particular, B′ is bounded in a small neighbourhood
of Pφ) and ‖Pu− Pφ‖X ′σ0 . ‖u− φ‖Xσ0 < δ by dimN <∞ (see (6.16)). Then
‖H ′(Pu)‖N ′ ≤ C
(‖E′σ(u)‖X ′σ0 + ‖E′σ(B ◦ Pu)− E′σ(u)‖X ′σ0) .
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By the Mean-Value Theorem (see, e.g., [17]), one may also find that
‖E′σ(B ◦ Pu)− E′σ(u)‖X ′σ0
≤ sup
h∈γ(B◦Pu,u)
‖E′′σ(h)‖L(Xσ0,X ′σ0) ‖B ◦ Pu− u‖Xσ0
≤ C ‖B ◦ Pu−B ◦ (E′σ + P )u‖Xσ0
≤ C sup{‖B′(Pu+ h)‖L(X ′σ0,Xσ0) : h ∈ γ(0,E′σ(u))}‖E′σ(u)‖X ′σ0 ≤ C‖E′σ(u)‖X ′σ0.
Here and henceforth, γ(u, v) denotes the line segment connecting u and v. Indeed,
due to the continuity of E′′σ : Xσ0 → L(Xσ0,X ′σ0) (at φ), we note that E′′σ is bounded
in a small neighbourhood of φ (in Xσ0). Thus E′′σ(h) is bounded in L(Xσ0,X ′σ0) for
h ∈ γ(B ◦ Pu, u), since one finds that
‖B ◦ Pu− φ‖Xσ0 = ‖B ◦ Pu−B ◦ (E′σ + P )φ‖Xσ0
≤ sup{‖B′(h)‖L(X ′σ0,Xσ0) : h ∈ γ(Pu, Pφ)}‖Pu− Pφ‖X ′σ0
≤ C‖u− φ‖Xσ0
(see also (6.15)). Moreover, we also used
sup{‖B′(Pu+ h)‖L(X ′σ0,Xσ0) : h ∈ γ(0,E′σ(u))} ≤ C. (6.19)
To see this, we observe that
‖Pu+ h− Pφ‖X ′σ0 ≤ ‖Pu− Pφ‖X ′σ0 + ‖h‖X ′σ0
. ‖u− φ‖Xσ0 + ‖E′σ(u)‖X ′σ0 ≤ δ + ‖E′σ(u)‖X ′σ0
and
‖E′σ(u)‖X ′σ0 = ‖E′σ(u)− E′σ(φ)‖X ′σ0
≤ sup
v∈γ(u,φ)
‖E′′σ(v)‖L(Xσ0,X ′σ0)‖u− φ‖Xσ0 ≤ sup
v∈γ(u,φ)
‖E′′σ(v)‖L(Xσ0,X ′σ0)δ.
Therefore we observe that Pu+h lies on a small neighbourhood of Pφ in X ′σ0 (and
also Pu+ h ∈ U∗) for δ > 0 small enough. Thus (6.19) follows from the continuity
of B′ at Pφ. Hence, we finally obtain (6.18). 
We next discuss how to replace Eσ(B◦Pu) by Eσ(u) in (6.17) and how to control
an error arising from the replacement. By applying Taylor’s theorem to Eσ, one
has
|Eσ(B ◦ Pu)− Eσ(u)| ≤ ‖E′σ(u)‖X ′σ0‖B ◦ Pu− u‖Xσ0
+
1
2
‖E′′σ(h)‖L(Xσ0,X ′σ0)‖B ◦ Pu− u‖2Xσ0
for some h ∈ γ(B ◦ Pu, u). Then as in (6.19) we infer that
‖B ◦ Pu− u‖Xσ0 = ‖B ◦ Pu−B ◦ (E′σ + P )u‖Xσ0
≤ sup{‖B′(Pu+ h)‖L(X ′σ0,Xσ0) : h ∈ γ(0,E′σ(u))}‖E′σ(u)‖X ′σ0
≤ C‖E′σ(u)‖X ′σ0.
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Thus we have obtained
|Eσ(B ◦ Pu)− Eσ(u)| ≤ C‖E′σ(u)‖2X ′σ0,
whenever ‖u− φ‖Xσ0 ≤ 1.
Combining the inequality above with (6.17) and (6.18), we have
|Eσ(u)− Eσ(φ)| ≤ |Eσ(u)− Eσ(B ◦ Pu)|+ |Eσ(B ◦ Pu)− Eσ(φ)|
≤ C‖E′σ(u)‖2Xσ0 + C‖E′σ(u)‖1/(1−θ)X ′σ0
≤ C‖E′σ(u)‖1/(1−θ)X ′σ0 ,
whenever ‖u− φ‖Xσ0 < δ ≤ δ0, since 1/(1− θ) ≤ 2. Thus we have proved that
|Eσ(v)− Eσ(φ)|1−θ ≤ C ‖Aσv + g(v)‖X ′σ0 , (6.20)
whenever v ∈ Xσ0 and ‖v − φ‖Xσ0 < δ. Thus (3.37) holds (with g(·) replaced by
g˜(·) in the cases of (iii) and (iv)).
In the cases of (i) and (ii), we applied no replacement of g(·). Hence (3.37)
follows directly (for the original g(·)). In the cases of (iii) and (iv), recalling that
‖φ‖L∞(Ω) < γ and g(s) = g˜(s) if |s| < γ ∨ η
and noting that
Eσ(v) = E˜σ(v) for v ∈ Xσ0 ∩ L∞(Ω) satisfying ‖v‖L∞(Ω) < η
(here E˜σ denotes the functional Eσ with g replaced by g˜), we conclude that (3.37)
is satisfied for v ∈ Xσ0 ∩ L∞(Ω) satisfying ‖v‖L∞(Ω) < η. Indeed, since g(v) =
g˜(v) ∈ L∞(Ω), we see that
〈E˜′σ(v), w〉 = 〈Aσv, w〉+
∫
Ω
g˜(v)w dx = 〈Aσv, w〉+
∫
Ω
g(v)w dx
for any w ∈ Xσ0. This completes the proof. 
7. Proof of Theorem 4
This section provides a proof of Theorem 4. Let (u, w) be a solution of (1.1)–(1.4)
and let φ be a solution to (3.29) such that
u(tn)→ φ strongly in Xσ0 and Eσ(u(tn))ց Eσ(φ)
for some sequence tn → ∞ (hence Eσ(u(t)) ≥ Eσ(φ) for all t ≥ 0). Then φ is a
critical point of Eσ, that is, E
′
σ(φ) = 0. Assume that one of (i)–(iv) of Theorem 4
is satisfied. Then thanks to Theorem 5, there exist constants θ ∈ (0, 1/2], ω, δ > 0
such that
|Eσ(v)− Eσ(φ)|1−θ ≤ ω ‖Aσv + g(v)‖X ′σ0 (7.1)
for v ∈ Xs0 satisfying ‖v− φ‖Xσ0 < δ (and also ‖v‖L∞(Ω) < η for the cases (iii) and
(iv)). As for the cases (iii) and (iv), we suppose that ‖u‖L∞(Ω×(0,∞)) < η.
Set
H(t) := (Eσ(u(t))− Eσ(φ))θ ≥ 0,
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where θ is as in (7.1). Then we see by (7.1) that
− d
dt
H(t) = −θ (Eσ(u(t))− Eσ(φ))θ−1 d
dt
Eσ(u(t))
(3.18)
≥ θ (Eσ(u(t))− Eσ(φ))θ−1 ‖w(t)‖2Xs0
(7.1)
≥ ω−1θ ‖Aσu(t) + g(u(t))‖−1X ′σ0 ‖w(t)‖
2
Xs0
= ω−1θ ‖w(t)‖−1X ′σ0 ‖w(t)‖
2
Xs0 ,
provided that ‖u(t)− φ‖Xσ0 < δ, where δ is also given by (7.1). Here we note that
‖w(t)‖X ′σ0 ≤ C‖w(t)‖Xs0. Thus we obtain
− d
dt
H(t) ≥ ω−1θC−1‖w(t)‖Xs0 = ω−1θC−1‖Asw(t)‖X ′s0, (7.2)
provided that ‖u(t)− φ‖Xσ0 < δ.
Now, we claim that
u(t)→ φ strongly in Xσ0 as t→∞ (7.3)
without taking any subsequence. Indeed, fix any ν ∈ (0, δ) and set
sn := inf{s ≥ tn : ‖u(s)− φ‖Xσ0 ≥ ν} ∈ (tn,+∞]
for n large enough. Indeed, ‖u(tn) − φ‖Xσ0 < ν for n large enough. Hence we
deduce that tn < sn for n large enough from the right-continuity of u in the strong
topology of Xσ0 (see Theorem 1). We shall prove snν = +∞ for some nν ∈ N.
Then ‖u(s)− φ‖Xσ0 < ν for all s ≥ tnν , and hence, (7.3) is proved. We assume on
the contrary that sn is finite for all n ∈ N. Then ‖u(t) − φ‖Xσ0 < ν < δ for all
t ∈ [tn, sn), and moreover, we also remark, by the right-continuity of u(·) in the
strong topology of Xσ0, that
‖u(sn)− φ‖Xσ0 ≥ ν > 0 for all n ∈ N. (7.4)
Employing (7.2), we obtain
‖u(sn)− φ‖X ′s0 ≤
∫ sn
tn
‖∂tu(τ)‖X ′s0 dτ + ‖u(tn)− φ‖X ′s0
≤ ωθ−1C
∫ sn
tn
− d
dτ
H(τ) dτ + ‖u(tn)− φ‖X ′s0
≤ −ωθ−1C (H(sn)−H(tn)) + ‖u(tn)− φ‖X ′s0
≤ ωθ−1H(tn) + ‖u(tn)− φ‖X ′s0 → 0.
Here we employed Lebesgue’s differentiation theorem to ensure the measurability
of t 7→ (d/dt)H(t) and that∫ sn
tn
d
dτ
H(τ) dτ ≥ H(sn)−H(tn),
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since t 7→ H(t) is non-increasing and right-continuous in [0,∞) and differentiable
a.e. in (0,∞) (see Theorem 1). Thus we deduce that
u(sn)→ φ strongly in X ′s0 as n→∞.
Since u(s) is bounded in Xσ0 for all s ≥ 0 by (3.16) (see also (3.13)), one can take
a (not relabeled) subsequence of (sn) such that
u(sn)→ φ weakly in Xσ0 and strongly in L2(RN) as n→∞.
Since Eσ(u(·)) is nonincreasing, one has
Eσ(u(sn))→ Eσ(φ).
Repeating the same argument as in the proof of Lemma 3.1, one can show that
u(sn)→ φ strongly in Xσ0
by using the (weak) lower semicontinuity argument and the uniform convexity of
Xσ0. However, this is a contradiction to (7.4). Thus (7.3) follows. This completes
the proof. 
Remark 7.1 (Rate of convergence). Recalling the energy estimates for H(·), one
may also estimate the rate of convergence Eσ(u(t)) → Eσ(φ) as t 7→ ∞. Indeed,
we have obtained
− d
dt
H(t) ≥ θ [H(t)](θ−1)/θ ‖w(t)‖2Xs0 .
By Theorem 4, there exists t0 > 0 such that ‖u(t)−φ‖Xσ0 < δ for all t ≥ t0. Hence
‖w(t)‖2Xs0 ≥ C‖w(t)‖2X ′σ0 = C‖Aσu(t) + g(u(t))‖
2
X ′σ0
(7.1)
≥ C [H(t)]2(1−θ)/θ .
Thus we have
d
dt
H(t) ≤ −C [H(t)]− θ−1θ for all t ≥ t0,
whence follows
H(t) ≤ [H(t0)−(1−2θ)/θ + C(1− 2θ)θ−1(t− t0)]−θ/(1−2θ) if θ ∈ (0, 1/2)
and
H(t) ≤ H(t0)e−C(t−t0) if θ = 1
2
for all t ≥ t0.
Acknowledgements
Authors are supported by the JSPS-CNR bilateral joint research project: In-
novative Variational Methods for Evolution Equations and they would also like to
acknowledge the kind hospitality of the Erwin Schro¨dinger International Institute
for Mathematics and Physics, where a part of this research was developed under
the frame of the Thematic Program Nonlinear Flows. GA is supported by JSPS
KAKENHI Grant Number 16H03946 and by the Alexander von Humboldt Foun-
dation and by the Carl Friedrich von Siemens Foundation. The present paper also
benefits from the support of the MIUR-PRIN Grant 2010A2TFX2 “Calculus of
34 GORO AKAGI, GIULIO SCHIMPERNA, AND ANTONIO SEGATTI
Variations” for AS and GS, and of the GNAMPA (Gruppo Nazionale per l’Analisi
Matematica, la Probabilita` e le loro Applicazioni) of INdAM (Istituto Nazionale di
Alta Matematica).
Appendix A. Poincare´ type inequality
The following inequality is actually well known (it may follow from Theorem 1
in [28] and interpolation). However, for the convenience of the reader, we give a
direct and elementary proof.
Proposition A.1 (Fractional Poincare´ inequality). Let 0 < s < 1 and 1 ≤ p <∞.
Then there is a constant cP depending only on p, s, N and the diameter of Ω such
that
‖v‖pLp(Ω) ≤ cP
∫∫
R2N
|v(x)− v(y)|p
|x− y|N+ps dx dy (A.1)
for all v ∈ W s,p(RN) satisfying v = 0 a.e. in RN \ Ω.
Proof. Let v ∈ W s,p(RN ) be such that v = 0 a.e. in RN \ Ω. One can take R > 0
such that Ω is contained in the open ball BR of radius R centered at the origin.
Then, by definition of the Gagliardo-seminorm, we see that
[v]p
W s,p(RN )
≥
∫
Ωc
(∫
Ω
|v(y)|p
|x− y|N+sp dy
)
dx
≥
∫
Ω
(∫
Ωc∩BR+1
1
|x− y|N+sp dx
)
|v(y)|p dy
≥ |BR+1 \BR|
(2R + 1)N+sp
‖v‖pLp(Ω),
where Ωc stands for the complement of Ω and |BR+1 \ BR| denotes the Lebesgue
measure of the set BR+1 \BR. Note that |BR+1 \Ω| ≥ |BR+1 \BR| > 0. Thus (A.1)
follows. 
Appendix B. Some technical details
B.1. Proof of (4.2). We derive (4.2) by employing an approximation argument
(see also [2]). Let u be a solution and let βε be the Yosida approximation of β.
Test (3.10) by βε(u) instead of β(u). Here we observe that βε(u) belongs to Xσ0
due to the Lipschitz continuity of βε and u ∈ Xσ0, and hence,
〈Aσu, βε(u)〉Xσ0 =
Cσ
2
∫∫
R2N
(u(x, t)− u(y, t)) (βε(u(x, t))− βε(u(y, t)))
|x− y|N+2σ dx dy ≥ 0
by the monotonicity of βε. Thus recalling that it has already been proved that
β(u) ∈ L2(0, T ;L2(Ω)), we find that
(β(u), βε(u)) ≤ (w + λu, βε(u)) .
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Note that ‖βε(u)‖2L2(Ω) ≤ (β(u), βε(u)). Then we infer that∫ t+1
t
‖βε(u(τ))‖2L2(Ω) dτ ≤
∫ t+1
t
(w(τ) + λu(τ), βε(u(τ))) dτ.
Hence passing to the limit as ε→ 0+ and exploiting the fact that
βε(u)→ β(u) strongly in L2(t, t+ 1;L2(Ω)) for t > 0
by Lebesgue’s dominated convergence theorem (recall that |βε(r)| ≤ |β(r)| and
β(u) ∈ L2(t, t+ 1;L2(Ω))), we obtain (4.2).
B.2. Proof of (4.9). Let p ≥ 2 and set δ(s) := |β(s)|p−2β(s). Then δ is maximal
monotone in R. Denote by jδε and δε the resolvent and Yosida approximation,
respectively, of δ (more precisely, for each ε > 0, jδε is the inverse of the map
s 7→ s + εδ(s) and δε(s) := (s− jδε (s))/ε). Since jδε is non-expansive, i.e., |jδε (s)−
jδε (σ)| ≤ |s − σ| for s, σ ∈ R, we note that jδε (u) ∈ Xs0 if u ∈ Xs0, and hence, so
does δε(u). Test (4.7) by δε(u) ∈ Xσ0 to have
〈Aσu, δε(u)〉Xσ0 +
∫
Ω
β(u)δε(u) dx =
∫
Ω
fδε(u) dx. (B.1)
We then note that
β(u)δε(u) = β(u)|β(jδεu)|p−2β(jδεu) ≥ |β(jδεu)|p,
since one can write δε(s) = δ(j
δ
εs) for s ∈ R. Here we also used the fact that
β(s)β(jδεs) ≥ β(jδεs)2 for all s ∈ R,
thanks to the monotonicity of β and β(0) = 0 along with the following properties
of jδε :
0 ≤ ±jδε (s) ≤ ±s if ± s ≥ 0.
Moreover, we remark that
〈Aσu, δε(u)〉Xσ0 ≥ 0 for u ∈ Xσ0
by the monotonicity of δε. Thus combining these facts with (B.1), we obtain
‖β(jδεu)‖pLp(Ω) ≤ ‖f‖Lp(Ω)‖β(jδεu)‖p−1Lp(Ω),
which implies
‖β(jδεu)‖Lp(Ω) ≤ ‖f‖Lp(Ω).
Letting ε→ 0+, one can conclude by Fatou’s lemma that
β(u) ∈ Lp(Ω) and ‖β(u)‖Lp(Ω) ≤ ‖f‖Lp(Ω)
since jδε (s)→ s for s ∈ R.
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B.3. Proof of Lemma 4.1. Let p ≥ 2. Set γp(s) := |s|p−2s. Then γ is maximal
monotone in R. As in the last subsection, set the resolvent jpµ(s) := (1+ µγ
p)−1(s)
and the Yosida approximation γpµ(s) := (s− jpµ(s))/µ = γp(jpµ(s)) (for s ∈ R) of γ.
We further remark that γpµ(0) = j
p
µ(0) = 0. Then j
p
µv(·) and γpµ(v(·)) belong to Xσ0
if v ∈ Xσ0. Assume that u ∈ Xσ0 ∩ Lp(Ω) and test (4.7) by γpµ(u) ∈ Xσ0 to get
Cσ
2
∫∫
R2N
(u(x)− u(y)) (γpµ(u(x))− γpµ(u(y)))
|x− y|N+2σ dx dy +
∫
Ω
β(u)γpµ(u) dx
=
∫
Ω
fγpµ(u) dx ≤ ‖jpµ(u)‖p−1Lp(Ω)‖f‖Lp(Ω).
In the procedure above, we have also used that
‖γpµ(u)‖Lp′(Ω) = ‖jpµ(u)‖p−1Lp(Ω).
Here we note by β(0) = 0 that∫
Ω
β(u)γpµ(u) dx ≥ 0
and that ∫∫
R2N
(u(x)− u(y)) (γpµ(u(x))− γpµ(u(y)))
|x− y|N+2σ dx dy
≥
∫∫
R2N
(
jpµ(u(x))− jpµ(u(y))
) (
γpµ(u(x))− γpµ(u(y))
)
|x− y|N+2σ dx dy
≥ ω0
∫∫
R2N
∣∣jpµ(u(x))− jpµ(u(y))∣∣p
|x− y|N+2σ dx dy ≥ ω0[j
p
µ(u)]
p
W
2σ
p ,p(RN )
by using the well-known inequality,
ω0|a− b|p ≤ (a− b)
(|a|p−2a− |b|p−2b) for all a, b ∈ R and p ≥ 2
for some constant ω0 > 0. Combining these facts and using the monotonicity of
γpµ, we obtain
Cσ
2
ω0[j
p
µ(u)]
p
W
2σ
p ,p(RN )
≤ ‖jpµ(u)‖p−1Lp(Ω)‖f‖Lp(Ω).
Hence by virtue of the Poincare´ type inequality (see Proposition A.1 and recall
that jpµ(u) ≡ 0 in RN \ Ω), we have
[jpµ(u)]W
2σ
p ,p(RN )
≤ C‖f‖Lp(Ω).
Passing to the limit as µ → 0, since jpµu → u strongly in L2(RN), we deduce that
u ∈ W 2σp ,p(RN) and that
‖u‖
W
2σ
p ,p(RN )
≤ C‖f‖Lp(Ω). (B.2)
This completes the proof.
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B.4. Proof of (5.2). From the weak formulation,
〈Asv, z〉Xs0 =
Cs
2
∫∫
R2N
(v(x)− v(y)) (z(x)− z(y))
|x− y|N+2s dx dy
≤ ‖v‖Xs0‖z‖Xs0 for all v, z ∈ Xs0.
On the other hand, we see that
〈Asv, v〉Xs0 = ‖v‖2Xs0 for all v ∈ Xs0.
Thus
‖Asv‖X ′s0 = ‖v‖Xs0 for all v ∈ Xs0,
which is (5.2).
B.5. Proof of (6.6). From the fact that h1 ∈ N⊥ ∩ Lp(Ω) ⊂ X ′σ0, by Claim 6.1,
there exists u1 ∈ Xσ0 such that
(L(φ) + P ) (u1) = h1.
Test it by v ∈ N . Then
(L(φ)(u1), v) + (Pu1, v) = (h1, v),
which implies (Pu1, v) = 0 for all v ∈ N by h1 ∈ N⊥ and the symmetry of L(φ).
Hence Pu1 ∈ N⊥, and therefore, Pu1 = 0 (i.e., u1 ∈ N⊥) and L(φ)u1 = h1. Since
h1 ∈ Lp(Ω), one deduces that u1 ∈ Xσp by definition.
B.6. Analyticity of Eσ in Vp. We have already checked that E
′
σ : X
σ
p → Lp(Ω)
is analytic in Vp. Hence, for n ∈ N there exist a constant r > 0 and a symmetric
bounded n linear form Tn : (X
σ
p )
n → Lp(Ω) such that, for v ∈ Vp and h ∈ Xσp ,
Eσ(v + h)− Eσ(v) =
∫ 1
0
d
dt
Eσ(v + th) dt
=
∫ 1
0
〈E′σ(v + th), h〉Xσ0 dt
=
∫ 1
0
〈
h,
∞∑
n=0
tn[Tn(v)](h, . . . , h︸ ︷︷ ︸
n times
)
〉
Lp(Ω)
dt (B.3)
=
∞∑
n=0
〈
h,
1
n + 1
[Tn(v)](h, . . . , h︸ ︷︷ ︸
n times
)
〉
Lp(Ω)
provided that ‖h‖Xσp < r. Here, we note that, for all t ∈ [0, 1],
∞∑
n=0
tn
∥∥∥[Tn(v)](h, . . . , h︸ ︷︷ ︸
n times
)
∥∥∥
Lp(Ω)
≤
∞∑
n=0
‖Tn(v)‖Ln(Xσp ,Lp(Ω))‖h‖nXσp <∞,
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provided that ‖h‖Xσp < r. Hence the series (B.3) is convergent uniformly for t ∈
[0, 1], and therefore, the termwise integration is admissible. Set
T̂n(v)(h1, h2, . . . , hn) :=
1
n + 1
〈
hn, [Tn−1(v)](h1, . . . , hn−1)
〉
Lp(Ω)
.
Then, repeating the same argument, one deduces that
sup
n∈N
‖T̂n(v)‖Ln(Xσp ,Lp(Ω))rn ≤ sup
n∈N
Cr
n+ 1
‖Tn−1(v)‖Ln−1(Xσp ,Lp(Ω)) r
n−1 <∞.
Consequently, Eσ turns out to be analytic on Vp.
Appendix C. Hopf’s lemma for the fractional Laplacian
Let us state Hopf’s lemma provided in [18] with slight and straightforward mod-
ifications.
Proposition C.1 (Hopf’s lemma for the fractional Laplacian [18]). Let us assume
that Ω ⊂ RN satisfies the uniform interior ball condition, that is, there exists
r > 0 such that for all x ∈ ∂Ω one can take a ball Bx ⊂ Ω of radius r such that
∂Bx ∩ ∂Ω = {x}. Let c ∈ L∞(Ω) and let u be a lower semicontinuous function
u : RN → R satisfying
(−∆)su(x) ≥ c(x)u(x) a.e. in Ω.
If u ≥ 0 in all of RN , then either u vanishes identically in Ω or there exists δ0 > 0
such that, for any x ∈ ∂Ω,
lim inf
Bx∋z→x
u(z)
δ(z)s
≥ δ0, (C.1)
where δ(z) is given by
δ(z) := dist(z, ∂Bx) for z ∈ Bx.
Remark C.1. The conclusion of the proposition above also holds true if one as-
sumes that u ≥ 0 in RN \ Ω and c ≤ 0 in Ω (instead of u ≥ 0 in RN).
Appendix D. Justification of the proof for Theorem 3
Let T > 0, N ∈ N and set τ := T/N > 0. As in [2] (see also §4.1), we introduce
the following time-discretization of (3.9) and (3.10):
un − un−1
τ
+ Aswn = 0 in X ′s0, (D.1)
wn = Aσun + β(un)− λun−1 in X ′σ0 (D.2)
for n = 1, 2, . . . , N (here β may be replaced by βε if necessary as in §4.1). Then as
in [2], one obtains
N∑
n=1
τ‖wn‖2Xs0 +
N∑
n=1
τ
∥∥∥∥un − un−1τ
∥∥∥∥2
X ′s0
+max
n
Eσ(un) ≤ C1, (D.3)
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where C1 is a constant depending only on Eσ(u0) and the constant C of (3.16). We
next differentiate (D.2) as follows:
wn − wn−1 = Aσ(un − un−1) + β(un)− β(un−1)− λ (un−1 − un−2) . (D.4)
Test it by un − un−1. It follows that
(wn − wn−1, un − un−1) ≥ ‖un − un−1‖2Xσ0 − λ (un−1 − un−2, un − un−1) .
Moreover, the multiplication of (D.1) with wn − wn−1 implies(
un − un−1
τ
, wn − wn−1
)
+
1
2
‖wn‖2Xs0 ≤
1
2
‖wn−1‖2Xs0 .
Thus we find that
1
2
‖wn‖2Xs0 + τ
∥∥∥∥un − un−1τ
∥∥∥∥2
Xσ0
≤ 1
2
‖wn−1‖2Xs0 + λτ
(
un−1 − un−2
τ
,
un − un−1
τ
)
.
(D.5)
Furthermore, multiplying both sides by nτ , one has
1
2
nτ‖wn‖2Xs0 + nτ 2
∥∥∥∥un − un−1τ
∥∥∥∥2
Xσ0
≤ 1
2
(n− 1)τ‖wn−1‖2Xs0 +
1
2
τ‖wn−1‖2Xs0 + λnτ 2
(
un−1 − un−2
τ
,
un − un−1
τ
)
.
For any m ∈ N ∩ [2, N ], summing up from n = 2 up to m, we deduce that
1
2
mτ‖wm‖2Xs0 +
m∑
n=2
nτ 2
∥∥∥∥un − un−1τ
∥∥∥∥2
Xσ0
≤ 1
2
τ‖w1‖2Xs0 +
1
2
m∑
n=2
τ‖wn−1‖2Xs0 + λ
m∑
n=2
nτ 2
(
un−1 − un−2
τ
,
un − un−1
τ
)
.
Moreover, by Ehrling’s lemma (along with Xσ0 →֒ H0 ≃ H ′0 →֒ X ′s0 compactly), for
any ε > 0 one can take Cε ≥ 0 such that
m∑
n=2
nτ 2
(
un−1 − un−2
τ
,
un − un−1
τ
)
≤
m∑
n=2
nτ 2
(
ε
∥∥∥∥un−1 − un−2τ
∥∥∥∥2
Xσ0
+ Cε
∥∥∥∥un−1 − un−2τ
∥∥∥∥2
X ′s0
+ ε
∥∥∥∥un − un−1τ
∥∥∥∥2
Xσ0
+ Cε
∥∥∥∥un − un−1τ
∥∥∥∥2
X ′s0
)
≤ 2
m∑
n=2
(n + 1)τ 2
(
ε
∥∥∥∥un − un−1τ
∥∥∥∥2
Xσ0
+ Cε
∥∥∥∥un − un−1τ
∥∥∥∥2
X ′s0
)
+ 2ε ‖u1 − u0‖2Xσ0 + 2Cε ‖u1 − u0‖2X ′s0 .
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Therefore, combining these facts (with ε > 0 small enough so that 2(n+1)ελ ≤ n/2
for n ≥ 2), we deduce that
1
2
mτ‖wm‖2Xs0 +
1
2
m∑
n=2
nτ 2
∥∥∥∥un − un−1τ
∥∥∥∥2
Xσ0
≤
m∑
n=2
τ‖wn−1‖2Xs0 + C
(
m∑
n=2
(n+ 1)τ 2
∥∥∥∥un − un−1τ
∥∥∥∥2
X ′s0
+ ‖u1 − u0‖2Xσ0 + ‖u1 − u0‖2X ′s0
)
(D.3)
≤ C2(1 +mτ),
where we have also used (D.3) and C2 is independent of m, τ , N and T .
Now, using the above relation and (D.3) again, for any k ∈ N ∩ (2, N), one can
take nk ∈ [2, k] such that
‖wnk‖2Xs0 + nkτ
∥∥∥∥unk − unk−1τ
∥∥∥∥2
Xσ0
≤ C3
(k − 2)τ ,
where C3 := 2C2(1 + kτ) + C1. Recalling (D.5), summing up both sides from
n = nk + 1 until n = m and repeating the same argument as before, we then have
1
2
‖wm‖2Xs0 +
1
2
m∑
n=nk+1
τ
∥∥∥∥un − un−1τ
∥∥∥∥2
Xσ0
≤ 1
2
‖wnk‖2Xs0 + λCε
N∑
n=1
τ
∥∥∥∥un − un−1τ
∥∥∥∥2
X ′s0
+ λετ
∥∥∥∥unk − unk−1τ
∥∥∥∥2
Xσ0
≤ C3
(k − 2)τ + λCεC1 + λε
C3
2(k − 2)τ .
Let t0 > 0 be fixed and take k ∈ N such that (k − 1)τ < t0 ≤ kτ . Hence, it follows
by C3 = 2C2(1 + kτ) + C1 that, for any m ∈ N ∩ (k + 1, N ],
1
2
‖wm‖2Xs0 +
1
2
m∑
n=k+1
τ
∥∥∥∥un − un−1τ
∥∥∥∥2
Xσ0
≤ C3
t0 − 2τ + λCεC1 + λε
C3
2(t0 − 2τ)
≤ 4C2(1 + t0 + τ) + 2C1
t0
+ λCεC1 + λε
2C2(1 + t0 + τ) + C1
t0
for τ > 0 small enough (so that t0 − 2τ > t0/2). Here we recall again that C1, C2,
ε, Cε are independent of m, τ , N , T and t0.
Now, recall the piecewise constant and linear interpolants of (wn) and (un), in
particular,
w¯τ (t) := wn, uτ (t) :=
tn − t
τ
un−1 +
t− tn−1
τ
un for t ∈ [tn−1, tn),
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where tn := nτ , for n = 1, 2, . . . , N . Hence there exists a constant C0 ≥ 0 indepen-
dent of t0, τ , N and T such that
‖w¯τ (t)‖2Xs0+
∫ t
t0+2τ
‖∂ruτ (r)‖2Xσ0 dr ≤ C0
(
1 + t−10
)
for all t ≥ t0+2τ and t0 > 0.
Fix δ > t0. Then it follows that
w¯τ → w weakly star in L∞(δ, T ;Xs0),
∂tuτ → ∂tu weakly in L2(δ, T ;Xσ0)
as τ → 0+. From the arbitrariness of T > 0 and the fact that C0 is independent of
T , one concludes that w ∈ L∞(t0,∞;Xs0), ∂tu ∈ L2(t0,∞;Xσ0) and
‖w(t)‖2Xs0 +
∫ t
t0
‖∂ru(r)‖2Xσ0 dr ≤ C0
(
1 + t−10
)
for any t ≥ t0.
Thus (4.5) follows.
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