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1. INTRODUCTION 
Let T,, be a formally self-adjoint ordinary differential operator with constant 
coefficients, of the form: 
(ck real). 
Let 1; be a “perturbation” operator, which we assume to be symmetric 
I; = g; b,(t) (+ -g-)“. (1.2) 
Let T =:: To + Tl . In this paper, we study some spectral properties of T. 
More precisely, under suitable assumptions on the coefficients &Jr), we find 
that T has a self-adjoint “realization’ in L, , the space of square-integrable 
functions. \Ve still denote this realization by T and study the structure of its 
essential spectrum. 
The interest in such operators is motivated mainly by questions arising in 
Scattering Theory. In particular, the case of a “rapidly decreasing” perturbation 
(meaning, roughly, that J bk(t)l = O(/ t I’-‘-‘)), E ‘D 0, for / t j - a) was studied 
(in any number of dimensions) by Agmon and others (see [I] and references 
there). However, the case of a “slowly decreasing” perturbation (meaning, 
roughly, b*(t) = O(/ t I-‘), E > 0, for / t [ - co, and rapid decrease of the 
derivatives. Exact assumptions will be given in the next section) was treated 
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only for second-order operators, by Weidmann [13] in the one-dimensional 
case, and by Ikebe-Saito [7], Lavine [IO], in the multi-dimensional case. Their 
methods rely very strongly on special techniques for second-order operators and 
are not applicable to higher-order operators. 
Our main tool is a precise expression of the resolvent kernel of T “down” to 
the essential spectrum. To develop such an expression, we derive suitable 
asymptotic properties for solutions of the equation Tu = zu where x is in a 
neighborhood of the spectrum. The results obtained generalize those of 
Weidman relating to the absolutely continuous part of the spectrum. They can 
be further utilized to get a complete eigenfunction expansion theorem for the 
absolutely continuous part of the operator T, as will be done in a forthcoming 
paper. Also, the methods used in proofs here, can be carried over, with some 
modifications, to the study of systems of equations. 
The plan of the paper is as follows: Section 2 introduces the notation to be 
used in the rest of the paper, and the exact assumptions. 
In Section 3 we prove the necessary asymptotic lemmas. In a certain sense, 
these are modifications of a classical asymptotic theorem due to Levinson [l 1; 
2, pp. 92-951. This theorem cannot be applied directly in our case, because one 
of its basic assumptions (namely, the appropriate “separation” of eigenvalues) 
fails to exist. 
In Sections 4 and 5 we treat the cases in which T is defined on the whole line 
or on half-line, respectively. Combining the main assertions proved in these 
sections, we have the following result: 
THEOREM. In both cases, the essential spectrum of T is absolutely continuous, 
except for a discrete sequence of eigenvalues, G. The only possible limit-points of G 
are the critical values of the characteristic polynomial of T,, (and f co). Eigenfunc- 
tions corresponding to tigenvalues which are not critical points, are exponentially 
decreasing. 
2. PRELIMINARIES, ASSUMPTIONS AND NOTATIONS 
We assume that the operator T is defined on an interval E. We distinguish 
between two cases: 
Case I. E = R = (-00, ), the whole line. 
Case II. E = R+ = (0, cc), a half-line. 
Function spaces will be denoted by X(E), or, if no confusion may arise, simply 
by X. 
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For an operator H we denote the restriction of II to C,“(E), the space of 
compactly supported smooth functions, by g. If ri is symmetric, it is closable, 
We denote by Hmin its closure inL,(E). 
In case I, it is well-known (and easy to verify by Fourier’s Transform) that 
?;o is essentially self-adjoint [S, p. 2691 so that Ts,min is its unique self-adjoint 
extension. Therefore, we shall write T,, instead of Ts,min, for the sake of 
simplicity. The domain of T, is D( T,,) = H, , the space of L, functions having 
n La-derivatives. Let P,,(h) be its characteristic polynomial, namely 
n-1 
P,(h) = A" + c c,P. 
k=O 
(2.1) 
The spectrum of T,, , in this case, is continuous (in fact, absolutely continuous, 
see Section 4) and is given by: 
2 = {t/f = PO(n) for some n E R}. (2.2) 
In case II, it is no more true that the minimal operator To,min is self-adjoint. 
In fact, we have to impose certain conditions on P,, in order to be sure that the 
deficiency indices are equal, and hence that it is possible to get self-adjoint 
extensions. Anyhow, we shall see that if such extensions do exist, they all have 
the same essential spectrum, and, moreover, that it is always given by Z of 
(2.2). 
Consider now the perturbation Tl , given by (1.2). We set: 
E’ = E(=R) case I 
= u, a) case II 
and define Llo(E’) as the space of all functionsf(t) such that: 
.f(t> ELlW 
If(t)I --f 0 as It/-+co. 
Using this notation, our assumptions on Tl can be formulated as follows: 
(Al) The coefficients b,(t), K = O,..., 11 - 1, are locally L, and can be 
represented as: 
he(t) = ~k,l(~) + b&) k = o,..., 12 - 1 
where : 
For 0 < K < n - 1, &(t) is real, absolutely continuous, &r(t) + 0 as 
ltl--t~ and g h.lW ELlO(Jv 
For 0 < K < n - 1, &,a(t) EL~O(E’). 
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(A2) i; is symmetric in L,(E). 
In case II, we do not assume local integrability of the coefficients near t = 0. 
Instead, we shall assume the following: 
(A3) There exists z, (which may be real), such that all solutions of the 
equations Tu = z,,u, Tu = ,%,,u, are square-integrable at t = 0. 
It is very easy to see that (A3) holds if the &(t)‘s are integrable at t = 0. 
In fact, in this case, every solution of Tu = zu is continuous (together with 
itsfirst(n- 1)d erivatives) at t = 0 ([2], p. 97). 
Remark 2.1. The reality of b,,,(t) follows from the other assumptions if we 
assume that bk,j(t), 1 < k < n - 1, j = I, 2 has k&-derivatives, which vanish 
as ) t / -+ co. Indeed, by [5, p. 12851, Tf is given by: 
T; = k’b,,(tj (+ &,” + “c’ &e(t) (+ -$)” 
k=O k=O 
where 4(t), 0 < k < 1z - 1, are L, . Tl is symmetric, so that ?‘f = i; . 
Replacing Tl by $(Tl + Tf), we get the desired result. 
Remark 2.2. From the local integrability of bk(t) it follows, that we may 
assume that &(t), 0 < k < n - 1, vanish on any arbitrary (fixed) finite interval 
in E’. 
Therefore, we shall assume that these terms are everywhere “small”. 
In analogy to PO , we define the characteristic polynomial of the perturbed 
operator by: 
n-1 
Pk 4 = iin + 2 (Ck + h,,(t)) hk. 
k=O 
(2.3) 
In the complex plane C, we introduce the following notations: 
C*=(z/fImz>O} 
C*={z/&Imz>O} 
and for every subset Sz C C we set: 
f2*=fJnC-c-t &=Qn& 
and 
J2, = Q n R = {z/z E Q, Im z = O}. 
The finite subset & C L’ of critical values of PO is defined by: 
.G = {5/t E ‘2 37 s.t. PO(T) = t, PA(,) = O}. (2.4) 
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Let x,, E 2 - .ZC , and Q == {z/i x - x,, i < S} a small neighborhood of z, . 
By “small” we mean that 6 > 0 is small enough, so that the following assump- 
tions are fulfilled: 
(Ql) The solutions of P,,(o) == z, x ESZ, constitute n distinct analytic 
functions in G, which we denote as pr(z),..., &z). 
(Q2) The solutions of P(t, A) = z, z E Q, constitute, for all t E E’, 12 
distinct analytic (in z) functions, h,(t, z),..., h,(t, z), which are continuous on 
E’ x Q and satisfy: 
I, = (j/Im pj(.z) > 0, z E Q+} 
I2 = (j/Tm c~j(z) < 0, z E Q+}. 
By the reality of PO it is easy to see that Ii , I, are well-defined and I1 U 1, = 
u,..., n}. The following lemma is also obvious: 
LEMMA 2.1. We have: 
Designate: 
II = {j/Im Aj(t, x) > 0, z E .Q+, t E E’} 
I2 = { j/Im hi(t, z) < 0, z E Qf, t E E’}. 
1; = {jjj E I, , Im &zO) = 0} 
Ii = {j/j E I, , Im &~a) = O}. 
I; , I; are characterized by the following lemma, which is also a simple con- 
sequence of the reality of PO(z), P(t, z) and the univalence of /-Q(Z), &(t, x) in 9: 
LEMMA 2.2. L? can be chosen small enough, so that QR C Z:\& and the fohwing 
assertibtzs hold true: 
(a) For 
j E I; U Ii , Im ~~(2) = 0 0 z E SZR 
(b) For 
j E I; u I; ) Im hj(t, 2) = 0 -3 Z E QR 
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(c) j E 1; Q Im f.&) = 0, -L uA=uj(z) > 0, 
dcL 
XESZ, 
j E 14 Q Im pj(j(z) = 0, A- J%4u=LLj(B) < 0, 
4 
XEL?, 
(d) j E 1; * Im Xj(t, z) = 0, & w, )olA=hj(t,z) > 0, XEJ-2, 
j E 1; - Im Xi(t, z) = 0, & qt> %AjkZ) < 0, XEQR. 
In what follows, we shall always assume that in a neighborhood Q of a non- 
critical point a+, E z1, assumptions (QI), (02) and the conditions of Lemma 2.2 
are satisfied. 
Finally, we denote: 
P = #Vl) 4 = #(A) 
P’ = #K) 4’ = #W 
3. SOME PREPARATORY LEMMAS 
Let z, E Z\ZC . In this section, we indicate some asymptotic properties of 
solutions of the equation: 
Tw =zw (3.1) 
where z E Q, a small neighborhood of z, . 
The equation (3.1) can be written as a first order system of the form: 
u’ = (44 + v(t) + R(t)) u (3.2) 
where 
A(z) = 
1 0 . . . 0 
0 10 0 
. . . 0 1 
\i”(-c, + x) P-y-c,) .** -.* -ic,-, 
w = L”(--b,,l(t)) 0 i-y--b,,,(t)) a** -ib,-1,,(t) 1 
w = (iy-b&)) 0 iy--b,*,(t)) *-* 1 -ib,-&t) . 
As in [2, p. 881 the characteristic polynomials of A(z), A(z) + V(t), are given, 
respectively, by: 
FA(X) = in (PO (f A) - x) 
F”+“(A) = in (P (t, f A) - x) . 
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It follows that the eigenvalues of A(z) are i&z) with corresponding eigen- 
vectors sj( co, x) = (1, QQ ,. . ., (i~~)~-l), j = I , . . ., 72. 
Similarly, the eigenvalues of A(z) + v(t) are i&(t, a), with corresponding 
eigenvectors sj(t, 2) = (1, iAj ,..., (ihj)n-l), ,j == I,..., ?2. 
Defining S(t, z) to be the matrix with columns sj(t, a), j ~= I ,..., n (inch 
t = co), we get the following lemma, which is essentially a special case of a 
lemma used by Levinson to diagonalize systems of the form (3.2) [2, p. 921, 
[3, Ch. Iv-j. 
LEMMA 3. I. (a) S(t, z) is non singular and continuous on I? x R, and: 
A@, z) = S(t, z) (A(x) + V(t)) qt, z)-’ 
= diag{iA,(t, .a) ,..., ih,(t, .a)> (V(c0) = 0). 
(b) S(co, x) = btI,, S(t, 2) exists uniformly in Q. 
(c) For ajxed z E Q, S(t, z) is dz$erentiable as afunction oft, and there exists 
a function f (t) EL~O(I?‘) such that? 
I S’(t, z>l <f(t) Q.ZESZ 
(S-dijkrentiation with respect o t). 
Utilizing S(t, a) as a transformation, y = S(t, z) u, the system (3.2) becomes: 
where 
2 = Mt, 4 + $36 4>Y(4 4 (3.3) 
Q(t, 2) = S(t, z) R(t) qt, z)-1 + S’(t, z) qt, 25-l. 
By Lemma 3. I, there exists a function g(t) E&O(E’) such that: 
I fat, 4 G g(t) .z E sz. (3.4) 
We are interested in determining the asymptotic behaviour of solutions of (3.1). 
However, the system (3.2) does not fit into the framework of Levinson’s theo- 
rems (see [2, p. 92; 3, Ch. IV; 12, Sec. 221 or their extensions [4, 61. This is 
because, for non-real z such that Im ,ui(z) = Im pi(z), we have no “control” on 
Im(&(t, z) - hj(t, a)). Instead, we shall use the lemmas of the preceding section 
and a modification of the arguments of Levinson. The following lemmas will be 
formulated for neighborhoods of +co and -co (in brackets). Of course, in 
case II (E = I’?+-), only +co should be considered. 
For a solution w of (3.1), we shall use the notation ~5 = (zu, w’,..., w(+r)), 
where w(*) is the k-th derivative of w. 
1 For convenience. Euclidean norm is used for vectors and matrices. 
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LEMMA 3.2. There exists to > 0 such that,for every z E a+, Ep. (3.1) has a set 
Kl w OfP(d l inearly independent solutions, K1 = {&(t, z),...,#Jt, Z)} (I& = 
M4 4,.-Y A&, 4>> h aving the following properties: 
(a) For 1 < j < p (1 < j f q), &t, z) (qj(t, z)) is continuous on E x a+. 
(b) There exists a constant c such that for all t 3 t, (t < -t,) and z E&: 
(3.5) 
(c) FOY every .z E sZ+ there exists l > 0 such that for t > to (t < -to) and 
1 <j<p(l <j<q)wehave: 
(3.6) 
Proof. We prove for the system (3.3). By Lemma 3.1, the inverse trans- 
formation does not involve any difficulties. It suffices to prove for Kr . We denote 
by yj the solution of (3.3) which corresponds to dj . 
Let t, > 0 be large enough, so that the function g(t) of (3.4) satisfies: 
s “g(r) dt < &. to (3.7) 
Let B be the Banach space of all vector-functions f (t, z) which are continuous 
on [t,, , a) x a+, normed by: 
llf (4 z>ll = tz$m If (t, 41 * (3.8) 
24+ 
Define the matrix Y(t, x) by: 
Y(t, z) = exp ( Lt A(s, z) A) = !Pr + Y, 
Yj(t, a) = diag{e$,i ,..., fl,,,} j= I,2 
Bi,k=O if k#Ij. 
Let r: B -+ B be the mapping defined by: 
(3.9) 
(rf) (t, 4 = j-1 yl(t, 4 W, 4-’ Q(s, 4f (s, 4 ds 
s m 
- Y&, 4 Y(s, 4-l Q(s, 4f (s, 4 d.q t 
(3.10) 
76 MATANIA BEN-ARTZI 
The verification that rf~ B is easy. Note that the continuity in (t, z) of the 
second term on the right-hand of (3.10) is obtained by applying Lemma 2.1, 
the estimate (3.4) and the bounded convergence theorem. By (3.4) we get further 
that: 
Let ej = (8rj ,..., &) be thej-th unit vector and 
We renumber the ej’s as o1 ,. .., oP . Clearly, they are linearly independent 
elements of B of unit length. Set: 3?; = (I - F)-i uj , j = I,..., p. It is easy to 
check that {yJ~=i E B is a linearly independent set of solutions of (3.3). More- 
over: 
II Yj II G ll(I - T1 II !I aj II G 2 
which is just (3.5). 
To prove (c), let f E G+-. It follows from Lemma 2.1 that there exists an 
E > 0 such that 1 Im hj(t, ,z)I 3 E, 1 < j < 71, t E E'. Let B, be the Banach space 
of continuous vector functions defined on [to , oo), normed by: 
Define I’,: B, -+ B, by (3.10) for z = .S. To see that r, is well-defined and 
estimate its norm, we write: 
eEt(r,f) (t) = ll Ql(t, s) Q(s, 5) ecsf(s) a% - irn <P2(t, s) Q(s, 2) ecy(s) ds 
where: 
@i(t, S) = diag{d, ,..., d,} 
@a(t, S) = diag(h, ,..., h,] 
dj(t, S) = exp (It (+(X, 2) + l ) d”) i E 4 
= 0 a .i E 4 
h&, s) = 0 j E 4 
= exp (- s,‘ (iAj(X, a) + c) dx) j E I* . 
By Lemma 2.1: 
I dj(t, s)l G 1 j = l,..., n, t, < S < t 
I 5(t, s)l < 1 j=I ,..., 12, to<t<s. 
Hence, by (3.4), (3.7), I/ I’< /I < Q so that y,(t, 2) E B, , which proves (3.6). 
Q.E.D. 
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Consider now Eq. (3.1) for z E J?s . Ifj E 1; u 1; , then Re i&(t, .z) = 0 while 
Re &(t, x), k # j, does not change sign. Therefore, the asymptotic behavior of 
the solution “related” to the eigenvalue i&(t, z) can be deduced from a version 
of Levinson’s theorem [12, Section 221. As was mentioned earlier, this is not 
true any more if Re ih,(t, z) # 0. However, for real z, we can get a rather com- 
plete characterization of all solutions of (3.1) in accordance with their asymptotic 
behavior. 
Again, we formulate the next lemma for f co and prove it for + co, using 
(3.3). 
LEMMA 3.3. Let t, be the same as in Lemma 3.2. 
Dejke a partiton of (l,..., n}, by: 
Jz = I; v I, 
13 = I,\$ (13 = 4\G). 
Then, for z E Q, , (3.1) h a.s a fundamental set of solutions S+ = {ql+(t, z),..., 
Tn+(t, z)} (S- = {T1-(t, z),..., qn-(t, z)}) having the following properties: 
(a) T3.+(t, z) (Ti-(t, z)), 1 <j < n, is continuous on E x QR . 
(b) There exist E > 0, c > 0, such that every solution of the form u*(t, z) = 
CiCJ, Luivi*(t, x) (CQ constants) satisjes: 
Sup j e*%*(t, .z)l <c Sup 1 zi*(t, .z)I < co. 
to<*t<m t&kt<m 
(3.11) 
(c) Every solution of the form u*(t, z) = xiEJ, ol,vi*(t, z) is bounded, but 
vanishes at f co only in the trivial case, i.e., 
lim J*(t, X) = 0 0 iz 
t+*@Z 
I ai I = 0. 
2 
(3.12) 
(d) Every solution of the form u*(t, z) = xiGJ, qTi*(t, z) is unbounded, 
unless it is identically zero, i.e., 
we denote by &* the subset of S consisting of vi*, j E Je , i = 1, 2, 3. 
(3.13) 
Proof. We shall designate by x5 the solution of (3.3) corresponding to Q+. 
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Let Y(t, z) be defined by (3.9), and decompose Y(t, z) = Ya(t, z) + !Pd(t, x), 
where: 
and 
Ya(t, x) = diag{d, ,..., d,S 
dj(t, 2) = exp cl’ z&(T, z) d’) j E J, 
=O j E 12 ” 1s 
Ylq(t, x) = Y(t, x) - Ya(t, z). 
By Lemmas 2.1 and 2.2 there exists an c > 0 such that for t E E’, x E 9,: 
Im &(t, z) > E jc I1 
Im Aj(t, z) = 0 iE I2 (3.14) 
Im hi(t, z) < --E jgJ3. 
Let I’ be a mapping defined by: 
To construct SI+, let B, be the Banach space of continuous functions on [t,, , a~) 
x 52, with norm: 
As in the proof of Lemma 3.2(c) we get /I rl/, < 4. For ui as defined there we 
have oi E B, , j E J1, and we set: 
xj = (I - q-1 uj . 
Let u = &, ajxj . Then: 
SUP I ew, 41 e II 24 /I6 < c c I 9 I t&e j’J1 
u(tO , x) is a linear function of 01 = (~lj)~.~, . Since u is a solution of (3.3), 
u(t, , z) = 0 implies u(t, z) = 0 for all t, hence 01 = 0. Therefore, there exists a 
constant c, > 0 such that: 
Combining the last two inequalities, we get (3.11). 
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To construct Sa+, take B = B,, . Clearly, ai E B for j E ]a . We define xj , 
j E Jz , as above. If u = Cip,z oljxj, then u is bounded and: 
u = c ol,UJ + ru 
ra* 
using (3.14) we have: 
J$ Y&, z) Y(s, z)” Q(s, z) u(s, z) = 0. 
Hence, by the bounded convergence theorem, lim,,,, l% = 0. Consequently, 
u - - +t++m 0 implies CisJ, olioj - - -it+m 0, that is CjoJ, 1 ai / = 0, which is 
(3.12). 
Note that, as mentioned before, the existence of S,+ follows by a version of 
Levinson’s theorem. 
We now construct S,+. Here we may assume Re &(t, x) = 0, j = I,..., n. 
Indeed, the (vector) function 9 defined by2 
($)j = (oh exp (i [ Re Us, 4 A) 
satisfies an equation of the form (3.3), with hj replaced by Im A, and Q replaced 
by Q, where Q satisfies an estimate of the form (3.4). So, we assume the Ai’s 
to be pure imaginary without changing the notation. 
Let 
and A= min &(t, z) > 0. 
1<t<m 
ZER&jEJ3 
Let t, be so large, that 
(0 s “g(t)dt < 6 to 
For j E Js , let xj(t, a) be the solution of (3.3) satisfying the initial conditions 
txAtf3 7 z)h = &j I.2 = I,..., ?I 
so that: 
~j(t, Z) = ~j(t, Z) + St Y(t, Z) Y(s> z)-’ Q(s, Z) Xj(s, Z) ds. 
kl 
(3.15) 
Suppose that there exist constants aj , j E Js , not all zero, and a constant 
c > 0, such that: 
e We denote by (Y)~ the k-th component of the vector y. 
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and let V = SuptO~t<m 1 u(t, z)/ . From (3.19, using (i) and (3.14), we get: 
Choose t, < t, < CO such that / ~(t, , a)/ 3 $V. Then there exists K E Ja such 
that 
1 
and, without loss of generality, we may assume Re(u(t, , z))~ > (1/12n) V. 
Now, Eq. (3.3) gives: 
so that: 
$ W&) = & * R+h + Re(Qu), 
which implies 1 u(t, a)1 - - -‘t+m co, a contradiction which establishes (3.13). 
Finally, let S+ = S,+ u S’s+ u Ss+. By the above it follows immediately 
that S is a fundamental set of solutions of (3.3). Q.E.D. 
Consider now the solutions ($j>j”=l ({&}~J, obtained in Lemma 3.2, for 
x E G, . Their boundedness implies, by Lemma 3.3, that they are spanned by 
S,+ u Ss+(S,- U Sa-). In fact, as shown by the following lemma, only a subset 
of S,+ U Sa+(S,- u S,-) is needed. 
LEMMA 3.4. For z E QR , each Cj E Kl (& E K,) is a linear combination of 
vi+, j E 4 (,j-,j E 4). 
Proof. We use yj , xj , as defined in the proofs of Lemmas 3.2 and 3.3, 
respectively. As shown there, they satisfy the equations: 
Ydt, z> = uj(t, z) + i: yl(t, z) Y(S, z)-’ Q(s, X) yj(S, Z) ds 
- I OD Y2(t, z) Y(s, z)-l Q(s, 4 yj(s, ~1 ds iE4 t 
xk(t, z) = u& z) + h Y&, 4 y(s, 4-l Q(s, 4 x&v 4 ds 
- s m Y&, z) 'I+, x)-l Q(s, 4 x&v 4 ds k E J1” Jz . t 
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Consider (yj)r . The I-th diagonal elements of Y, , !P, vanish by their defini- 
tions, so that: 
lim,,, (Y~)~ = 0 and on the other hand: 
Thus, the two sets of solutions {&>j”=r , (T~+)~~~, , are equivalent for x E QR , 
and there exists a kind of complementary relation between them, namely, while 
the first set can be extended continuously to non-real z ED+, the second set has a 
definite asymptotic behavior, as is expressed by the following corollary: 
COROLLARY 3.1. For ZEQ~, we have: 
= 0 
h = o,..., n - 1 
(3.16) 
rzz 0 
k = o,..., n -. 1. 
Proof. Follows from the construction of Q* and the properties of the trans- 
formation matrix S(t, z). 
Finally, consider the Eq. (3.1) for z E a-. By the reality of P,, , P it follows 
that the roots of P,,(A) = z, P(t, A) = z, z E&, are the conjugates of the roots 
for ZE o+. Hence we get two pairs of equivalent sets of solutions, which we 
denote as 
{q..., (7, (7; *&I, 
and 
having the following properties: 
(1) 4j”, 1 <j < q and @, 1 < j < p, can be extended continuously to 
&. Their properties are analogous to those listed in Lemma 3.2. 
(2) The T:*(“, a) satisfy the analogues of (3.16). 
4. THE SPECTRUM OF T IN THE CASE OF THE WHOLE LINE 
In this section we study the structure of a,(T), the essential spectrum of T, 
when it is defined on the whole line. It was mentioned already, that in this case, 
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pa is essentially self-adjoint. By assumption (Al), T1 is relatively compact 
([8, Ch. 41) with respect to 7’” Therefore, p is essentially self-adjoint [8, Ch. 51 
and there is no ambiguity in referring to its unique self-adjoint extension also as 
T. It is known [8, Ch. 51 that both operators T and T,, possess the same domain 
of definition H, and also the same essential spectrum Z (2.2). 
Let us consider first the existence of eigenvalues imbedded in u,(T). For 
second-order operators, both roots of P,,(p) = z, z E 8, , are real. Since any 
L,-eigenfunction of T belongs to Hz and therefore vanishes at infinity, it follows, 
by Lemma 3.3(c), that there are no eigenvalues in u,(T). However, for higher- 
order operators the situation is different, as can be seen from the following 
simple example. 
Let .f(t) E C’“(R), f(t) # 0 for all t, and 
f(t) = ect tg3l 
et t < -1. 
Let q(t) = -((d4/dt4) - ,f)/J It is evident that q(t) E Csm(R) and f(t) is an 
eigenfunction of T = d4/dt4 + q, corresponding to the eigenvalue f- 1. 
Let us denote by G the set of eigenvalues in u,(T), and G’ the set of limit- 
points of G on the extended line. 
THEOREM 4.1. G is at most a sequence. The only possible limit-points of G are 
criticalpoints of PO and &CO, i.e., G’C.& u {-&CO}. 
Proof. Let z0 E Z\& and Q a small neighborhood of at,. In particular, we 
request Q, n & = JZ. Clearly, it suffices to prove that QR n G is finite. Our 
proof relies on a compactness argument, which is essentially due to Agmon [I]. 
Denote by 11 u IJn the norm in D(T) = H, . Let H,,, (6 > 0) be the subspace 
of H, normed by // u j/ll,E = 11 e1/4Elth(t)l/, . It is well known that, for every E > 0, 
the injection map of H,,, into L, is compact. Hence, any orthonormal set 
G4 CL, , which is also bounded in H,,, , is necessarily finite. Therefore, it is 
enough to prove that, for any eigenfunction u corresponding to an eigenvalue 
zcQ;2R 7 
II * I/n,e < c II 24 II0 * (4.1) 
Here c stands for a generic constant depending only on Q, . 
To prove (4.1), observe that, if u is an eigenfunction of T, u E H, , so that u 
vanishes as / t 1 - co. This implies, by Lemma 3.3, that, 
It is known that 
II 24 IL < c Q;f I WI * (*I 
21 I WI < c II u lln . (**I 
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Now, (T - i)-lis bounded from L, to H, , so that, if Tu = zu, z E Q, , we have: 
/j u jln = I x - i / //(T - i>-’ u Iln < c /I u Ilo . (***) 
(*), (**), (***) imply (4.1). Q.E.D. 
We proceed now to examine the continuous spectrum of T. As above, 
x,, E ,Z\ZC and Q is a small neighborhood of x0 . 
LEMMA 4.1. Let x E Q+. Denote by Y+(Y-) the space of all solutions of (3.1) 
which are squre-integrable on [0, co) ((--co, 01). Let KI , Kz be as in Lemma 3.2. 
Then KI is a basis for Y+ and Kz is a basis for Y-. 
Moreover, the set K = KI u K, is a fundamental set for (3.1). 
Proof. It follows from Lemma 3.2(c) that KI C Y+, K, C Y-. Suppose that K 
is not a fundamental set. Since p + q = n, it follows that there exists a function 
y E SpK, n SpK, . But Ty = zy, y EL,(R), imply that z is a non-real eigen- 
value of T. 
If Y+ $ SpK, , there exists a function y E Y+ n SpK, , from which it follows 
again that z is a non-real eigenvalue. Q.E.D. 
We now define: 
As in [5, Sec. X111.2] we introduce Lagrange’s bilinear form Ft(f, g) by: 
1-1 (T - z)f(t) g(t> dt - j-;-f(t) (T - n)g(t) dt = F,(f, g) (4.3) 
for all x and f, g E H, . The corresponding form for T, will be denoted by Ft. 
It is well-known that, for every t E R, Ft(f, g) is a non-singular form involving 
only f, g and their first (n - 1) derivatives, evaluated at t. 
LEMMA 4.2. (a) For 1 \cj, 12 < n, F,(&(t, z), p$(t, 5)) is independent of t 
and is a continuous function of z E&. 
(b) F,(tj(t, z), p$(t, 5)) = 0 for ZEL(;F if either 1 < h <p and 1 \<j <q 
orp+l<h<nandq+l<j<n. 
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Proof. (a) By (4.3), 
Fta(tj j P,*) - F,JE, , P,*) =- J 
*iz ---__ 
fl 
(7’ - z) 6,~; dt - j”’ tj(T - 2) p; dt 0. 
+I 
The continuity in z follows from Lemma 3.2. 
(b) This is a consequence of Corollary X111.3.13(c) in [5]. 
LEMMA 4.3. Let j, g be bounded, together with theirfirst (n - I) derivatives, on 
an interval (to , co). Then: 
jj$Ft(f, g) - F,O(f, g)) == o. 
PYOO~. It is enough to prove that, given a sequence (a,}, such that a,, ,-i 2: 
a, + 1, there exists a subsequence {a,?} such that: 
~+y(Fa,$h g) - F:,,,(.f, .d) == 0. 
Let 5 E C’,,% be a cutoff function, 
5(t) = 1 - t < t .< ; 
=o ItI 2; 
and denote c,(t) = ((t - a,). 
We define fn = i&f, g, = c,g. Clearly, 
the weak convergence being in H, . Hence, by the relative compactness of Tl 
Gfni - 0, %ni --) 0 in L, , for 
some subsequence. This implies that: 
lim [Jan’ (T - Ilb)f,&] dt - jan’f,>(T - T,,)g,? dt = 0. i-m -m 
Q.E.D. 
-co 
We are now in a position to prove the main result of this section. Before 
formulating it, let us recall some facts related to the concept of absolute con- 
tinuity of the spectrum (following [8, Ch. lo]). 
Let A be a self-adjoint operator in a Hilbert space H, having spectral resolu- 
tion {E,+}. H, , the continuity subspace of H with respect to A, is defined as the 
closed linear manifold which is orthogonal to all eigenvectors of A. H, can be 
further decomposed as H,, @ H,, , where H,, , the absolute continuity subspace 
SPECTRUM OF DIFFERENTIAL OPERATORS 85 
of H with respect to A, consists of those vectors u for which (E,+, u) is an 
absolutely continuous function of A, and H,, , its orthocomplement in H, , is 
the subspace of singular continuity with respect to A. 
A is said to be absolutely continuous in an interval (a, b), if E(a, b) H = 
(E(b) - E(a)) H C Ha, . For that, it is enough that (EAu, u) is absolutely con- 
tinuous in (a, b) for a dense set of vectors u E H. 
We shall also need the following well-known formula [5, p. 12021: 
((E(b) - E(a)) U, u) = -,ll:Is,n-& j” Im(R(p + ic) u, u) dp 
n 
(4.4) 
which holds for any u E H. Here R(z) = (A - zQ-~ is the resolvent of A and 
Q, b do not belong to the point-spectrum of A. 
THEOREM 4.2. The continuous spectrum of T is absolutely continuous. 
Proof. Let x,, c Z\(.& u G) and Q a small neighborhood of z,, , such that 
!Z, n (& v G) = D. It is enough to show that T is absolutely continuous in Q, . 
In a general setup, the resolvent kernel of a self-adjoint extension of a dif- 
ferential operator, defined by a set of separated boundary conditions, is given 
by Th. X111.3.1  in [5] and its corollaries. This is applicable to our case. Using 
Lemma 4.1 and the notation (4.2), it can be easily verified that the resolvent 
kernel of T is given by: 
where {Pij(s)}i<i,i<n is the inverse of the matrix (F,(&(t, z), pT(t, z))}~~~,~~~ . 
To prove the absolute continuity in s2, , it is sufficient to show that K(t, s; z) 
can be extended continuously to R x R x &. Indeed, if this is the case, it 
follows from (4.4) that, for every u E: Corn (which is dense in L,) we get 
(E(& , A) u, u) = - t ~Ajd~jw~ Im K(t, s; z) u(s) u(t) ds dt dz. 
0 
Taking into account Lemma 3.2 (and its analogue for #$, I/:) and Lemma 4.2(a), 
we are finished by proving that the matrix F(a) = {F,(&(t, z), pT(t, z))),~~,,~, 
is non-singular for z E Qs . Suppose that, for zr E QR , det F(z,) = 0. We shall 
show that x1 is an eigenvalue of T, contrary to hypothesis. 
By Lemma 4.2(b), the matrix F(z) is of the form 
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Therefore we may assume, without loss of generality, that detF,(z,) = 0. This 
implies the existence of constants ai ,..., DC~ , not all zero, such that the function 
satisfies: 
By Lemma 4.2(b), however, (4.6) is true also for 1 <j < q. The function u is 
not identically zero, since #c, . . . . $“, are linearly independent. fi ,..., [n are 
solutions of Tw = xiw. If they were linearly independent (hence a basis for 
all solutions), (4.6) would contradict the regularity of Ft . Therefore, tr(t, xi),..., 
(Jt, xi) are linearly dependent, which means that there exist constants fii ,..., pn , 
not all zero, such that, 
Next, using Lemma 3.4, we can find other constants, which we still denote by 
/3 1 ,a.., &, such that: 
; Bi%+k 4 = c PiWk 4. (4.7) 
1 &I2 
Denote by w+, w- the left and right hand sides of (4.7), respectively. w = w+ is 
a solution of (T - Z) w = 0, so that Ft(w, w) is independent of t. We now 
calculate it. 
The functions qi+(t, zi), i E 1, , together with their first (n - 1) derivatives, 
are bounded on [to, co). Applying Lemma 4.3, we get: 
We assert that, 
lim FF(yL, 77:) = 0 i1 # i2 . (4.9) t++m 
To prove (4.9), observe that Ft’-’ is a bilinear form having constant (i.e., inde- 
pendent of t) coefficients. Hence, if ir E 1,\1; , (4.9) follows from the exponential 
decrease of $ . Suppose now that i, , i2 E 1; , i, # i2 . By Corollary 3.1 it is 
clear that 
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where c(t) has constant absolute value. Since PO(~,,,(zl)) = P0(~i2(xJ) = zr , it 
follows that: 
To(exd~~i,W 9) = ZI exp(~k,(4 9 k = 1,2. 
Therefore 
does not depend on t. On the other hand exp(--ipi, t) exp(&(a,) t) y is also 
independent oft. Since @z,) f pi,( z i) we must have y = 0, thus proving (4.9). 
In order to calculate Ft(77a+, rlar+), a! ~1; , we need the explicit form of FJ’, 
which is given in [5, Sec. X111.21: 
W-l 
Ft"(f, g> = 1 4kf'W g'"'(t) 
j,k=O 
dj, = (- 1)” (+)‘+‘+l cj+k+l j + k < ?Z - 1 
= 0 j+k>n-1. 
For 01~1; , ho = &zJ, so that, 
FtO(exp(M4 6, exp(G&l) t)) 
= y (-I)” (,,jla+l cj+k+l(ipm>i (K)k 
i.k=o i 
i+kqt-1 
Combining this with (4.8), (4.9) we have finally, 
iF,(w, w) = iFi@+, w’) = c 1 t% 1’ p;(pk(+)) (4.10) 
kfl; 
and similarly, 
iFt(w, w) = iF,(w-, w-> = c 1 /?k 1’ pIi(I-Lk(zl))* 
kel; 
From Lemma 2.2(c) we now conclude: 
@k = 0 k E I; u I; . 
Hence, by Lemma 3.3 w is an eigenfunction of T corresponding to the eigen- 
value z, . Q.E.D. 
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5. THE SPECTRUM OF T IN THE CASE OF HALF-LINE 
In this section we study the case of an operator T defined on the half-line 
R* = (0, co). In addition to (Al), (A2), we assume also (A3). (A3) implies, in 
fact, the existence of n boundary values,3 which we can state as follows: 
LEMMA 5.1. Suppose (A3) holds for some x0 . Then, for every z E C, all 
solutions of Tw = zw are square-integrable near 0. 
Proof. Follows from Th. X111.6.11 in [5], if we consider T as defined on 
(0, 1). 
We consider now the possibility of defining T as a self-adjoint operator in 
L,(RT). Combining Lemmas 4.1 and 5.1 we obtain: 
LEMMA 5.2. The dejkiency indices of Tmin are (p, q). 
COROLLARY 5.1. It is possible to extend T min to a self-adjoint operator in 
L,(R-) if and only if, for every z E C +, the number p of roots of P,,(p) = z having 
positive imaginary part is equal to the number of roots having negative imaginary 
part. 
In particular, T must be of even order, n = 2~. 
Henceforth we shall assume that the condition of Corollary 5.1 holds, so that 
T min has self-adjoint extensions. Each such extension is determined by p 
boundary conditions at 0 (by the preceding section, T has no boundary values 
at +co). By Corollary X111.6.4 in [5] all such extensions possess the same 
essential spectrum, which therefore may be referred to as the essential spectrum 
of T, u,(T). 
LEMMA 5.3. CT,(T) = Z: where ,Z is given by (2.2). 
Proof. Denote by T’, T”, the restrictions of T to [l, ~ZJ) and (0, l), res- 
pectively. Both T’, T” have self-adjoint realizations (observe that T’ has defi- 
ciency indices (p,p) and T” has deficiency indices (n, n)). By Th. X111.7.4 in 
[51, 
u,(T) = a,( T’) u u,( T”). 
Since T” has a compact resolvent, a,( T”) is void. To evaluate u,( T’), note that 
the coefficients of T1 are integrable near t = 1. Therefore, Corollary X111.7.13 
in [5] can be applied to get a,( T’) = 2. Q.E.D. 
3 For the definitions of deficiency indices, boundary values and some other notions, 
and basic properties related to extensions of symmetric operators we refer the reader to 
[5, Sec. XII.4 and X111.21. 
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As in the case discussed in the preceding section, we pass now to a more 
detailed study of u,(T). We denote by T any specified self-adjoint extension 
of Tmin 9 determined by the p boundary conditions: 
B,(f) = *-* = B,(f) = 0. (5.1) 
Clearly, the restrictions of functions in D(T) to [l, co) are in H,(l) co). We 
can apply, therefore, the argument proving Theorem 4.1 to get: 
THEOREM 5.1. Let G be the set of eigenvalues in ue( T). Then G is at most a 
sequence, and its only possible limit-points are the critical points of P,, and + TX). 
Next, let z0 E Z\,(.& u G). W e would like to show that, in a neighborhood of x,, , 
the spectrum of T is absolutely continuous. In order to construct the resolvent 
kernel in a neighborhood of z, , we shall need a substitute for the characteriza- 
tion of all square-integrable solutions near 0. As above, Ft denote Lagrange’s 
bilinear form. 
LEMMA 5.4. Let Q be a small neighborhood of zO . We can find a basis 
(&(t, z),..., #Jt, z)} for all solutions of Tu = zu, z E .Q, which satisfy the boundary 
conditions (5.1), and such that: 
(a) For every t E R+, &(t, x), I < i < p, are meromorphic functions of z in 
Q (the singularities do not depend on t). 
(b) F,(h(t, 4, W, ~1) = 0, 1 < i, j d P, .Z E Q. 
Proof. Let T’ be the restriction of T to (0, 1) and let C,(f) = ... = C,(f) 
= 0 be boundary conditions at t = 1 such that, together with (5.1), determine 
T’ as a self-adjoint operator in L,(O, 1). T’ h as a compact resolvent R(z), which 
is therefore meromorphic in G’. Let {&(t, z,,),..., #Jt, x0)) be a basis for all 
solutions of Tu = zOu which satisfy (5.1). We set: 
4,4 = -(x - z,,) R(z) #i(t, 4. 
Except for the singularities of R(z), u’i , 1 < i < p, are well-defined and belong 
to D(T’), so that they satisfy (5.1). Now define 
It is obvious that & solve Tu = xu, subject to (5.1). Also, if 52 is small enough, 
they are linearly independent. 
(b) follows immediately from Corollary X111.3.13(c) in [5]. Q.E.D. 
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Let q$(t, z), $f(t, x), z E of, 1 <j ,( p, be as defined in Section 3. Wye set, 
analogously to (4.2): 
Our main result in this section is the analogue of Theorem 4.2. 
THFOREM 5.2. The continuous spectrum of T is absolutely continuous. 
Proof. The proof is basically a repetition of the proof of Theorem 4.2. The 
resolvent kernel is given now by (4.5) where q = p. We have to show that if 
zr E Sz, is not a singularity of {&(t, x)),~~~~ , then the matrix 
is non-singular, except, possibly, for the eigenvalues of T in GR . 
Indeed, let x1 E GR be such a point where det F(z,) = 0. As in the derivation 
of (4.7) we get the existence of constants /I1 ,.,., /3, and {yJic,, , not all zero, such 
that: 
;I BiW> 4 = c Yi%+(t> 4. 
iPI1 
Denote by w-, w+, the left and right hand sides of the last equality, respectively. 
By (4.10) 
iF@+, w’) = c 1 Yk I2 ph(pk(zl)) 
kEI; 
while, by Lemma 5.4(b), iF$(w-, w-) = 0. Hence yk = 0, k E 1; , so that w+ = 
w- is an eigenfunction of T. Q.E.D. 
We conclude this section by specializing the results to second-order operators: 
COROLLARY 5.2. Let T = -d2/dt2 + q(t) be defined on R+ . Assume that: 
(a) q(t) is real, q(t) = At) + q2(t), whew: 
(i) ql(t) is absolutely continuous, j ql(t)l + / q;(t)( -+ 0 as t -+ + co and 
d;(t) ELdl) 00). 
(ii) q2(t) is ZocalZy square integrable, ) q2(t)/ -+ 0 as t -+ + 03 and q.Jt) E 
J&(1, a>. 
(b) T is in the limit-circle case [2] at t = 0. 
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Then : 
The essential spectrum of T is [0, co) and it is totally alwolutely continuous. 
This result was proved by Kodaira [9] for qI(t) = I/t and by Weidmann [13] 
under the same assumptions as ours. 
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