Abstract.Świerczkowski's lemma-as it is usually formulated-asserts that if f : A n → A is an operation on a finite set A, n ≥ 4, and every operation obtained from f by identifying a pair of variables is a projection, then f is a semiprojection. We generalize this lemma in various ways. First, it is extended to B-valued functions on A instead of operations on A and to essentially at most unary functions instead of projections. Then we characterize the arity gap of functions of small arities in terms of quasi-arity, which in turn provides a further generalization ofŚwierczkowski's lemma. Moreover, we explicitly classify all pseudo-Boolean functions according to their arity gap. Finally, we present a general characterization of the arity gaps of B-valued functions on arbitrary finite sets A.
Introductioń
Swierczkowski's lemma has fundamental consequences in universal algebra (see, e.g., [9, 13, 14, 16] ). It is usually formulated as follows: given an operation f : A n → A, n ≥ 4, if every operation obtained from f by identifying a pair of variables is a projection, then f is a semiprojection, i.e., there is a t ∈ {1, . . . , n} such that f (a 1 , . . . , a n ) = a t whenever a i = a j for some 1 ≤ i < j ≤ n. The importance of this result in clone theory was made apparent in several studies, in particular in Rosenberg's classification of minimal clones [16] . This classification was extended to clones of multioperations in [13] , whereŚwierczkowski's lemma was accordingly adjusted for multiprojections in the multi-valued case.
Swierczkowski's lemma can be generalized in terms of a quasi-ordering of functions f : A n → B, the so-called simple minor relation [4, 5] : a function f is a simple minor of a function g if f can be obtained from g by permutation of variables, addition or deletion of inessential variables, and identification of variables (see Section 2). With this terminology, in Section 3 we extendŚwierczkowski's lemma to the following: if every function obtained from f : A n → B by identifying a pair of variables is essentially unary and n = 2 or n ≥ 4 (constant and n ≥ 2, respectively), then there exists an essentially unary function (a constant function, respectively) g :
, where A n = = {(a 1 , . . . , a n ) ∈ A n : a i = a j for some 1 ≤ i < j ≤ n}.
The simple minor relation plays an important role in the equational approach to function class definability. Ekin et al. [7] showed that the equationally definable classes of Boolean functions coincide with the initial segments of this quasi-ordering. This result was extended to functions defined on arbitrary, possibly infinite domains in [3] . These results motivated a study [5] of the simple minor relation where the structure of the corresponding quasi-ordered set was investigated and where the notion of arity gap had useful applications.
The arity gap of a function f : A n → B which depends on all of its variables, n ≥ 2, is defined as the minimum decrease in the number of essential variables when variables of f are identified. The arity gap of a function is obviously at least 1, and it can be as large as |A|, as shown by the following example due to Salomaa [17] . Assume that |A| = k ≥ 2, let a = (a 1 , . . . , a k ) ∈ A k be a fixed k-tuple such that a i = a j whenever i = j, and let b and c be distinct elements of A. Define the operation f : A k → A as follows:
All k variables are essential in f , and whenever any two variables are identified, the resulting function is constant, having no essential variables. Thus the arity gap of f is k. Salomaa [17] showed that the arity gap of any Boolean function is at most 2. This result was extended to functions defined on arbitrary finite domains by Willard [20] , who showed that the same upper bound holds for the arity gap of any function f : A n → B, provided that n > |A|. In fact, he showed that if the arity gap of such a function f is 2, then f is totally symmetric. In Section 4 we consider the arity gap of functions f : A n → B of small arities, namely, where n ≤ |A|. We give a characterization of such functions by introducing the notion of quasi-arity, which in turn leads to a further generalization ofŚwierczkowski's lemma.
In [4] we strengthened Salomaa's [17] result on the upper bound for the arity gap of Boolean functions by completely classifying the Boolean functions according to their arity gap. By making use of tools provided by Berman and Kisielewicz [1] and Willard [20] , we obtain in Section 5 a similar explicit classification of all pseudo-Boolean functions, i.e., functions f : {0, 1} n → B, where B is an arbitrary set. In Section 6, we present a general characterization of finite functions according to their arity gap which is given in terms of quasi-arity.
Simple variable substitutions
Throughout this paper, let A be an arbitrary finite set with |A| = k ≥ 2 elements, and let B be an arbitrary set with at least two elements. A B-valued function (of several variables) on A is a mapping f : A n → B for some positive integer n, called the arity of f . A-valued functions on A are called operations on A. Operations on {0, 1} are called Boolean functions. For an arbitrary B, we refer to B-valued functions on {0, 1} as pseudo-Boolean functions.
For each positive integer n, the n-ary projections (a 1 , . . . , a n ) → a i , 1 ≤ i ≤ n, are also called variables and denoted by x (n) i , or simply by x i when the arity is clear from the context. We say that the i-th variable x i is essential in f , or f depends on x i , if there are elements a 1 , . . . , a n , b ∈ A such that f (a 1 , . . . , a i−1 , a i , a i+1 , . . . , a n ) = f (a 1 , . . . , a i−1 , b, a i+1 , . . . , a n ).
In this case, the pair ((a 1 , . . . , a i−1 , a i , a i+1 , . . . , a n ), (a 1 , . . . , a i−1 , b, a i+1 , . . . , a n )) is called a witness of essentiality of x i in f . If a variable is not essential in f , then we say that it is inessential in f . The number of essential variables in f is called the essential arity of f , and it is denoted by ess f . If ess f = m, we say that f is essentially m-ary. Thus the only essentially nullary functions are the constant functions.
We extend the notion of essential variable to partial functions f : S → B, where S ⊆ A n . The definition is in fact the same as the one for total functions A n → B, but now the witnesses of essentiality must be in S 2 . In other words, we say that the i-th variable x i is essential in f : S → B, where S ⊆ A n , or f depends on x i , if there is a pair
called a witness of essentiality of x i in f , such that
. . , a n ).
With no risk of ambiguity, the notion of essential arity is defined for partial functions as in the case of total functions. Suppose that f : S → B is a partial function with S ⊆ A n , and ess f = m. Let us suppose without loss of generality (renaming the variables if necessary) that the essential variables are x 1 , . . . , x m . Consider the statement
Statement (1) obviously holds for total functions, i.e., when S = A n . It is not true for partial functions in general. (For a counterexample, assume that |A| ≥ 2, let S = {(a, a, . . . , a) : a ∈ A} ⊆ A n , and define f : S → A by f (a, a, . . . , a) = a for all (a, a, . . . , a) ∈ S. All variables of f are inessential, yet f is not a constant function.) However, (1) is true for partial functions whose domain has a special shape, as described below.
For n ≥ 2, define the set
. . , a n ) ∈ A n : a i = a j for some i = j}.
We define A 
. . , a n ) = h(a 1 , . . . , a m ). Proof. The case n = 1 being trivial, we may assume that n ≥ 3. If m = n, then every extension of f into a total function satisfies the required condition. Thus, we can assume that m < n. Let h(a 1 , . . . , a m ) = f (a 1 , . . . , a m , a m , . . . , a m ) for all (a 1 , . . . , a n ) ∈ A n . Then for any (a 1 , . . . , a n ) ∈ A n = we have f (a 1 , . . . , a m , a m+1 , a m+2 , a m+3 , . . . , a n−1 , a n ) = f (a 1 , . . . , a m , a m , a m+2 , a m+3 , . . . , a n−1 , a n ) (since x m+1 is inessential in f ) = f (a 1 , . . . , a m , a m , a m , a m+3 , . . . , a n−1 , a n ) (since x m+2 is inessential in f )
. . .
(Note that the n-tuples we used all belong to A n = .)
for all a ∈ A m . We say that a function f : A n → B is obtained from g : A m → B by simple variable substitution, or f is a simple minor of g, if there is a mapping σ : {1, . . . , m} → {1, . . . , n} such that From this observation it follows that the simple minor relation constitutes a quasi-order ≤ on the set of all B-valued functions of several variables on A which is given by the following rule: f ≤ g if and only if f is obtained from g by simple variable substitution. If f ≤ g and g ≤ f , we say that f and g are equivalent, denoted f ≡ g. If f ≤ g but g ≤ f , we denote f < g. It can be easily observed that if f ≤ g then ess f ≤ ess g, with equality if and only if f ≡ g. For background, extensions and variants of the simple minor relation, see, e.g., [2, 5, 8, 10, 11, 12, 19, 21] .
Quasi-arity and a generalization ofŚwierczkowski's lemma
In this section, we extendŚwierczkowski's lemma to B-valued functions on A. To this extent, we need to introduce some terminology.
Let f : A n → B, where n ≥ 2. For indices i, j ∈ {1, . . . , n}, i = j, the function f i←j : A n → B obtained from f : A n → B by the simple variable substitution
The proofs of the following two lemmas are straightforward and are left to the reader.
essentially at most unary if and only if
is called a support of f . The quasi-arity of f , denoted qa f , is defined as the minimum of the essential arities of the supports of f , i.e., qa f = min ess g, where g ranges over the set of all supports of f . If qa f = m, we say that f is quasi-m-ary. We call f a semiprojection, if there exists a projection that is a support of f , in other words, if there is a t ∈ {1, . . . , n} such that f (a 1 , . . . , a n ) = a t whenever a i = a j for some 1 ≤ i < j ≤ n. Note that according to our definition, all projections are semiprojections. Some authors do not consider projections as semiprojections (e.g., [6, 15] ). Remark 1.
(i) If n > |A|, then quasi-m-ary means the same as essentially mary, in particular, quasi-nullary and quasi-unary mean the same as constant and essentially unary, respectively.
(ii) The quasi-arity of f : A 2 → B is either 0 or 1, depending on whether the diagonal function ∆ f is constant or nonconstant, respectively. Furthermore, the two possible variable identification minors f 1←2 and f 2←1 are equivalent to ∆ f .
(iii) Among all supports of a quasi-nullary function, there is exactly one which is constant. If f : A 2 → B is quasi-unary, then it has exactly two essentially unary supports. For n ≥ 3, if f : A n → B is quasi-unary, then among all supports of f there is exactly one which is essentially unary.
The following lemma establishes the connection between the quasi-arity of f and the essential arity of the restriction f | A n = .
Lemma 4. For every function
Proof. The case when n = 1 being trivial, we may assume that n ≥ 3. Since any witness of essentiality of an essential variable
is also a witness of essentiality of x i in any support of f , every essential variable of f | A n (a 1 , . . . , a n ) ∈ A n = , f | A n = (a 1 , . . . , a n ) = h(a 1 , . . . , a m ). By introducing n − m inessential variables, we obtain the function h ′ : A n → B given by h ′ (a 1 , . . . , a n ) = h(a 1 , . . . , a m ) for all (a 1 , . . . , a n ) ∈ A n , and it is clear that ess h ′ = ess h. Then h ′ is a support of f , and since h has arity m, we have qa f ≤ ess h ′ = ess h ≤ m.
Note that Lemma 4 does not hold for n = 2. By Remark 1(ii), the quasi-arity of a binary fuction f : Proof. The statement is easily seen to hold when n < 3, so we may assume that n ≥ . . , a n ) ∈ A n = we have f (a 1 , . . . , a n ) = h(a 1 , . . . , a m ). If a variable, say x n , is inessential in f , then for any (a 1 , . . . , a n ) ∈ A n we have f (a 1 , . . . , a n−1 , a n ) = f (a 1 , . . . , a n−1 , a n−1 ) = h(a 1 , . . . , a m ). This shows that ess f ≤ m.
Ś wierczkowski [18, statement (β) in Section 2] proves the following lemma about partitions of finite sets. Here, for any partitions δ, δ ′ of a set S, we write δ < δ ′ if, for each block D of δ, there is a block D ′ of δ ′ which contains D.
Lemma 6.
If we have a fixed number n ≥ 3, S is a finite set, and to every partition δ of S in not more than n disjoint subsets corresponds a set ϕδ of that partition so that δ < δ ′ implies ϕδ < ϕδ ′ , then the intersection of all ϕδ is nonempty.
Lemma 6 forms the base of the theorem which is usually named asŚwierczkows-ki's lemma: Let f be a function of arity at least 4, such that every simple minor of f is a projection. If δ is a nontrivial partition (different from equality) of the set of variables, then identifying the variables belonging to the same block of δ, we obtain a simple minor f δ of f . Let ϕδ denote that block of δ which contains the variable to which f δ projects. Then applying Lemma 6 we find that the intersection of the sets ϕδ is not empty; thus f δ is always the same projection, i.e., f is a semiprojection. Proof. By Lemmas 2 and 3, it is not possible that f has both constant functions and essentially unary functions as minors. Thus, in light of Remark 1(ii), part (ii) for n = 2 will follow from part (i).
(i) It is clear by definition that all minors of a quasi-nullary function are constant. For the converse implication, assume that all minors of f are constant. Since ∆ f = ∆ fi←j for all i = j by Lemma 2, they must in fact be constant functions taking on the same value, say c ∈ B. Thus, f i←j (a) = c for all a ∈ A n and for all i = j, so f (a) = c for all a ∈ A n = . Hence f | A n = is a constant map, and so f is quasi-nullary.
(ii) It is again clear by definition that all minors of a quasi-unary function are essentially unary. For the converse implication, assume that n ≥ 4 and all minors of f are essentially unary. For a nontrivial partition δ of the set of variables of f , denote by f δ the simple minor of f that is obtained by identifying the variables belonging to the same block. Let ϕδ be that block of δ which contains the only essential variable of f δ . Then applying Lemma 6 we find that the intersection of the sets ϕδ is not empty; thus f δ always depends on the same essential variable, i.e., f is quasi-unary.
The last claim follows from Lemmas 2 and 3 and Remark 1(iii). This completes the proof of Theorem 7.
For A = B, Theorem 7 restricted to semiprojections entails the well-known formulation ofŚwierczkowski's lemma (see, e.g., [6, 15] ).
Lemma 8 (Świerczkowski's lemma). Let f be an n-ary operation on A and n ≥ 4.
Then f is a semiprojection if and only if every variable identification minor of f is a projection.

Arity gap and a further generalization ofŚwierczkowski's lemma
Recall that simple variable substitution induces a quasi-order on the set of Bvalued functions on A, as described in Section 2. For a function f : A n → B with at least two essential variables, we denote ess < f = max g<f ess g, and we define the arity gap of f by gap f = ess f − ess < f . It is easily observed that
where i and j range over the set of indices of essential variables of f . Since the arity gap is defined in terms of essential variables and since every Bvalued function on A is equivalent to a function whose variables are all essential, we will assume without loss of generality that the functions f : A n → B whose arity gap we consider are essentially n-ary and n ≥ 2.
The following upper bound for the arity gap was established by Willard [ This theorem leaves unsettled the arity gaps of functions with a small number of essential variables, i.e., the case that 2 ≤ n ≤ k.
Proof. Let g be an essentially m-ary support of f . The variable identification minors of f coincide with those of g, i.e., f i←j = g i←j for all i = j, and hence ess f i←j = ess g i←j ≤ ess g. Since m < n, g has an inessential variable, say x p , and therefore for any q = p we have that f p←q = g p←q = g. Thus, gap f = n − m.
In order to deal with the case that qa f = n, we will adapt Willard's proof of Theorem 9 to functions of small essential arity. The idea is that it suffices to consider the restriction of f to A n = and hence the condition n > k can be omitted. Theorem 11. Suppose f : A n → B, n > 3, depends on all of its variables. If qa f = n, then gap f ≤ 2.
Proof. Let r be the maximum of the essential arities of all f i←j , i = j. Assume on the contrary that r < n − 2. We shall find a contradiction. Claim 1. There exist u, v such that f v←u is essentially r-ary and does not depend on x u . Claim 1 was proved by Willard (Claim 1 in the proof of Lemma 1.2 in [20] ). Let u and v be as in Claim 1, and assume without loss of generality that u = n−1, v = n and the essential variables of f v←u are x 1 , . . . , x r . Then
where h depends on all of its variables.
Claim 2. For all (a 1 , . . . , a n ) ∈ A n = , f (a 1 , . . . , a n ) = h(a 1 , . . . , a r ). Claim 2 was proved by Willard (Claim 2 in the proof of Lemma 1.2 in [20] ). Claim 2 implies that for all (a 1 , . . . , a n ) ∈ A n = , f | A n = (a 1 , . . . , a n ) = h(a 1 , . . . , a r ), and hence qa f = ess f | A n = ≤ r < n, which is a contradiction.
Observe that if n > k, then Theorem 11 reduces to Theorem 9, because in this case quasi-arity means the same as essential arity.
From Proposition 10 and Theorem 11 we can now derive the following characterization of functions of arity gap at least 3. Note that in Theorem 12 the cases m = 0 and m = 1 correspond to parts (i) and (ii) of Theorem 7, respectively. Thus, Theorem 12 can be viewed as a further generalization ofŚwierczkowski's lemma.
The classification of pseudo-Boolean functions according to their arity gap
In [4] , we completely classified all Boolean functions in terms of arity gap. More precisely, we have shown that for a Boolean function f : {0, 1} n → {0, 1} with at least two essential variables, gap f = 2 if and only if f is equivalent to one of the following Boolean functions:
, where addition and multiplication are done modulo 2 and c ∈ {0, 1}. Otherwise gap f = 1.
By Theorem 9, the arity gap of a pseudo-Boolean function is either 1 or 2. Like in the case of Boolean functions, this fact asks for a complete classification of pseudo-Boolean functions in terms of arity gap. By making use of tools appearing in [1, 20] , we obtain the following characterization. • n = 2 and f is a nonconstant function satisfying f (0, 0) = f (1, 1),
where g : {0, 1} → B is injective and h : {0, 1} n → {0, 1} is a Boolean function with gap h = 2, as listed above. Otherwise gap f = 1.
In order to prove Theorem 13, we need to introduce some terminology and auxiliary results. Let P(A) denote the power set of A. For each positive integer n, define the function oddsupp : A n → P(A) by oddsupp(a) = {a i : |{j ∈ {1, . . . , n} : a j = a i }| is odd}.
A function f : A n → B is said to be determined by oddsupp if there is a function f * : P(A) → B such that f = f * • oddsupp. In [1, 20] it was shown that if f : A n → B where n > max(k, 3) and gap f = 2 then f is determined by oddsupp. This result leads to the following auxiliary lemma. Proof. For the sake of contradiction, suppose that gap f = 2. Then f is determined by oddsupp, so f = f * • oddsupp for some f * : P(A) → B. In fact, the range of oddsupp contains only subsets of A of even order or only subsets of odd order, depending on the parity of n. The number of subsets of A of even order equals the number of subsets of odd order, and this number is 2 k−1 . Then the range of f contains at most 2 k−1 elements, contradicting the hypothesis.
Proof of Theorem 13. It is easy to verify that if f : {0, 1} n → B satisfies any of the conditions mentioned in the statement of the theorem, then gap f = 2. So we need to show that there are no other functions f : {0, 1} n → B with arity gap 2. In fact, we only need to verify the case where the range of f contains at least three elements, because otherwise f is of the form f = g • h, where g : {0, 1} → B is injective and h : {0, 1} n → {0, 1} is a Boolean function, and it is clear that in this case gap f = gap g.
Unary functions cannot have arity gap 2. The case of binary functions is straightforward to verify. If n > 3, then Lemma 14 implies that gap f = 1.
If n = 3, we have two cases. Consider first the case that f (0, 0, 0) = f (1, 1, 1). For i = j, let g ij be the binary function equivalent to f i←j . We have that g ij (0, 0) = g ij (1, 1) and it is easy to see that g ij is either constant or essentially binary. Since gap f ≤ 2, the g ij cannot all be constant. Hence, there is an essentially binary g ij for some i = j, and we conclude that gap f = 1.
Consider then the case that f (0, 0, 0) = a = b = f (1, 1, 1). Let c be an element in the range of f distinct from both a and b, and let u ∈ A n be such that f (u) = c. Then u has two coinciding coordinates, say i and j. Let g ij be the binary function equivalent to f i←j . Then g ij takes on at least three distinct values, namely a, b, c, and it is clear that g ij is essentially binary, and hence gap f = 1.
General classification of functions according to their arity gap
In the previous section, we presented an explicit classification of pseudo-Boolean functions according to their arity gap. In the general case of functions f : A n → B where |A| > 2, assuming no specific algebraic structure on the underlying set A, such an explicit general description (in terms of representations, e.g., polynomial, DNF, etc.) seems unattainable. Falling short of explicitness, but achieving full generality, in this section we classify finite functions according to their arity gap in terms of quasi-arity and the notion of a function being determined by oddsupp.
Willard's proof of Theorem 2.1 in [20] immediately gives rise to the following generalization, where we have omitted the condition n > |A|. (iv) Otherwise gap f = 1.
Proof. Statements (i) and (ii) follow from Theorems 12 and 16, respectively. For (ii), the sufficiency is obvious. In order to prove the necessity, assume that f : A 3 → B has arity gap 2. Then all variable identification minors of f have essential arity at most 1 and at least one of them has essential arity 1. By Lemma 2, all of them have essential arity 1 and are actually of the form ∆ f (x ij ) for some i 1 , i 2 , i 3 ∈ {1, 2, 3}. 
