Abstract. The functional equation IV
Introduction
In [3, p . 237] we find the following theorem attributed to Vincze [6] .
Theorem A. Suppose a, a, b>0, a2 + b2 = 1, çjgR-+C, (2) cp(x) = o\/2ñcp(ax)ip(bx) forallx£R, cp"(0) exists, and ¡&<p(x)dx = 1. Then (3) cp(x) = (l/crv/27t)exp(-x2/fT2) forallx£R.
Notice that if we let f(x) = oV2ñ<p(x) for x G R then (2) is equivalent to (1) then / is called the characteristic function of the distribution function F (see [5] ). Thus a characteristic function / is, by definition, the Fourier-Stieltjes transform of a distribution function and therefore, as is well known, / is continuous, /(0) = 1 and f is positive definite in the sense of Bochner.
In [5] , Laha and Lukacs proved Theorem B. If 0 < ßj < I and y} > 0 for I <j <N, £*=1 ßfy = I, f is a characteristic function, and (1) holds for all x £ R then f is the characteristic function of a normal distribution with zero mean.
The conclusion is equivalent to asserting that f = cp where <p is defined by (3) for some a > 0. Theorem A is proved in [3] by using general results concerning certain classes of functional equations. Theorem B is deduced in [5] from a part of the theory of characteristic functions involving the Fourier transform. Our results will be based on the comparatively simple propositions of the next section.
Throughout this paper N is a given natural number and ßx, ... , ß^, y i,..., yN are given real numbers such that 0 < ß} < 1 and y¡ > 0 for 1 < j < N. We also let (*) Pi = -Inßj > 0 for 1 < j < N.
If we let p(s) = 53 _j ßpj for s £ R then p is continuous, strictly decreasing, limJ_+00 p(s) = 0, and limJ_(_0o p(s) -+oo . Hence there is a unique real number k such that (#) E^ = i-
7=1
Let Pi = ßfyj > 0 for 1 < j < N so that £?=i p}■= 1.
Notice that k = 2 in both of the above theorems. We will be mainly concerned with cases in which k is a natural number and / satisfies some regularity condition at (or near) zero.
We denote the natural numbers by N, the integers by Z, the real numbers by R, and the complex numbers by C.
Although we will eventually consider cases of ( 1 ) for functions / from R to R (or C or even a Banach algebra), we will begin by concentrating on functions / from (0, +oo) to (0, +00) ; the main ideas of our proofs are more easily understood in this setting. 
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Proof. Suppose (1) holds for all x > 0 and let y/(t) = lnf(e') for t £ R.
Then, by (1), y/(t) = ^{Y^Mißj^W) = E?=, y,-In/(*"»*'), i.e., N (6) yr(t) = Y, 7j¥(t -Pj) for all f e R.
For s £ R let y/s(t) = e~sty/(t) for t £ R. By (6) Suppose first that c = 0. Let 0 < e < 1 and choose S > 0 such that 0 < fix) < e whenever 0 < x < S. Let ß = max{/3i, ß2,... , ßN} so that 0 < /? < 1. If 0 < x < S/ß then 0 < ßjx <ßx<6 for 1 < j < N and hence N 0 < /(x) = HtfißjX)]* <ey<e 7=1 since 0 < e < 1 and y = Y,f=i 7j > ! • That is 0 < f(x) < e whenever 0 < x < o/ß . By induction, for any natural number « , 0 < f(x) < e whenever 0 < x < S/ß" from which it follows that 0 < f(x) < e for all x > 0. Since this is so for any e G (0, 1) we conclude that / = 0 if c = 0.
Suppose next that c > 0 and y = ¿~^J=l y¡ = 1 (i.e., k = 0). Since limJC_o+/(•*) > 0, it follows from (1) that f(x) > 0 for all x > 0. Let y/(t) = lnf(e') for í G R so that, by (6) for all x G R and g'(0) = -f'(0) = -c. Hence g(x) = e~cx for all x > 0.
That is f(x) -ecx for all x < 0. Thus our assertion is true in the case k = 1. Now suppose that k > 2. By assumption, there exists A > 0 such that fik~x\x) is defined for all x G (-A, A). Hence ç>(fc_1)(i) is defined for all t £ (-oo, In A) and hence, by (5) , for all (el.
It then follows from (4) Notice that ao-k\ It then follows from (5) that N (1) y/(t) = YlliV/(t-P}) for allí G R.
We also know that Hence, by (8),
By (7) and Proposition 2, ^ is constant, say if/(t) = X £ R for all í G R. That is, for all t G R,
Hence there exist real constants c2, ... , ck such that cp(t) = c2e'2t + ■■■ + cke~ki + (X/k\) for all t e R. Thus 2. In Theorem 2 it is not necessary to assume that A is commutative. Instead one could assume that f(x)f(y) -f(y)f(x) for all x, y £ R and replace A by the closed subalgebra of A generated by {/(x) : x G R} U {1} . For if this subalgebra is denoted by B then / maps R into B and B is commutative.
3. Our results were obtained by reducing (1) to (6) . Equation (6) has also been studied under a variety of conditions different from those we have assumed (see, for example, [1, 2, 4] ).
