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5Abstract
In this thesis we describe sparse principal component analysis (PCA) methods and apply
them to the analysis of short multivariate time series in order to perform both dimension-
ality reduction and variable selection. We take a functional data analysis (FDA) modelling
approach in which each time series is treated as a continuous smooth function of time or
curve.
These techniques have been applied to analyse time series data arising in the area
of metabonomics. Metabonomics studies chemical processes involving small molecule
metabolites in a cell. We use experimental data obtained from the COnsortium for MEtabo-
nomic Toxicology (COMET) project which is formed by six pharmaceutical companies and
Imperial College London, UK. In the COMET project repeated measurements of several
metabolites over time were collected which are taken from rats subjected to different drug
treatments. The aim of our study is to detect important metabolites by analysing the multi-
variate time series.
Multivariate functional PCA is an exploratory technique to describe the observed time
series. In its standard form, PCA involves linear combinations of all variables (i.e. metabo-
lite peaks) and does not perform variable selection. In order to select a subset of important
metabolites we introduce sparsity into the model. We develop a novel functional Sparse
Grouped Principal Component Analysis (SGPCA) algorithm using ideas related to Least
Absolute Shrinkage and Selection Operator (LASSO), a regularized regression technique,
with grouped variables. This SGPCA algorithm detects a sparse linear combination of
metabolites which explain a large proportion of the variance. Apart from SGPCA, we
6also propose two alternative approaches for metabolite selection. The first one is based on
thresholding the multivariate functional PCA solution, while the second method computes
the variance of each metabolite curve independently and then proceeds to these rank curves
in decreasing order of importance. To the best of our knowledge, this is the first application
of sparse functional PCA methods to the problem of modelling multivariate metabonomic
time series data and selecting a subset of metabolite peaks.
We present comprehensive experimental results using simulated data and COMET project
data for different multivariate and functional PCA variants from the literature and for SG-
PCA . Simulation results show that that the SGPCA algorithm recovers a high proportion
of truly important metabolite variables. Furthermore, in the case of SGPCA applied to the
COMET dataset we identify a small number of important metabolites independently for
two different treatment conditions. A comparison of selected metabolites in both treatment
conditions reveals that there is an overlap of over 75 percent.
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Chapter 1
Biomarker discovery in metabonomics
Metabonomics as the motivating application domain is introduced in Section 1.1. Then, in
Section 1.2 we continue with a review of common statistical tasks in metabonomics. After
that in Section 1.2.1, we look at the statistical question of biomarker discovery we aim to
approach in a novel way. More specifically, we will study the selection of metabolite fea-
tures in longitudinal metabonomic studies in Section 1.3. In particular, in Section 1.4 we
look at longitudinal data in the context of the COnsortium for MEtabonomic Toxicology
(COMET) project whose data we analyse in this report. The COMET group is formed
by six pharmaceutical companies and Imperial College London, UK. After that, we will
discuss how we model longitudinal data using univariate and multivariate functional data
analysis in Section 1.5. Finally, in Section 1.6 we will provide the outline and motivation
for the content of the consecutive chapters.
1.1 Metabonomic data
In this work we analyse metabonomic data (Raamsdonk et al., 2001; Nicholson et al., 2002;
De Iorio et al., 2008). Along with proteomic and transcriptomic data metabonomics forms
a branch of system biology to study organisms. Metabonomics is the field which investi-
gates chemical processes involving small molecule metabolites in a biological cell, tissue,
organs or organisms. These metabolites interact with macromolecules, such as proteins and
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nucleic acids and form the end product of cellular processes.
In the metabonomic application domain several replicates of animals (biological repli-
cates or synonymously subjects, individuals), such as rats, are subjected to treatments.
However, the study of replicated metabonomic datasets featuring small number of subjects
only emerged more recently due to earlier laboratory and statistical limitations.
Replicates are subjected to treatments which may impact changes in their metabolic
compositions. Metabolic compositions are unique chemical fingerprints of the current
cell physiology and functional state of the organism under toxicological stress and can be
analysed by employing high-throughput technology, such as nuclear magnetic resonance
(NMR) spectroscopy is commonly used. NMR is used to obtain spectra which cover sev-
eral thousands of chemical resonances which may be associated to hundreds of metabolites
(Nicholson and Lindon, 2008).
In snapshot (or static) studies samples are collected from n biological replicates ob-
served on M variables, such as peaks, at a single moment in time. The data format of
snapshot studies is the common data setup encountered in multivariate data analysis. In
longitudinal studies each replicate is repeatedly measured at a small number of T time-
points before, during and after drug administration. In univariate longitudinal studies repli-
cates are repeatedly measured on one variable while in multivariate longitudinal data we
look at the temporal evolution of M variables.
In metabonomics, Nuclear magnetic resonance (NMR) spectroscopy and mass spec-
trometry (MS) are the most widely applied analytical technologies because they are capa-
ble of assaying a wide range of metabolites while simultaneously yielding characteristic
structural information for each molecule (Edwards, 2006; Ebbels et al., 2007; Ebbels and
De Iorio, 2011). The sensitivity of these analytical techniques always has limits, such that
certain metabolites will be below the limit of detection. Therefore, the total number of de-
tected metabolites will not be known and may vary between different biological conditions.
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(a) 1H NMR spectrum of rat urine
(b) Segmented 1H NMR spectrum of rat urine
Figure 1.1: Figure (a) shows an example of an 1H NMR spectrum of rat urine. A NMR
spectrum illustrates the intensity (vertical axis) of the NMR signal as a function of fre-
quency (horizontal axis). In Figure (b), for statistical analysis each of these 1H NMR spec-
tra is segmented into M ′ = 8, 020 peaks by integrating signal regions of equal ’parts per
million (ppm)’ - width forming bins. In particular, bins were formed in the interval ranges
for the chemical shift δ0.20 − 4.50 ppm and δ5.98 − 10.0 ppm while ignoring spectral
artifacts in the region δ4.50− 5.98 ppm. Source: Ebbels et al. (2007)
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We focus our attention on NMR spectroscopy because the COMET dataset we analyse
in this report was derived from this analytical technology (Edwards, 2006; Ebbels et al.,
2007; Ebbels and De Iorio, 2011). In NMR spectroscopy a radio frequency pulse is applied
with respect to a nuclei, such as hydrogen-1, 1H,, within the molecules of a substance.
There are several different magnetic nuclei which are commonly used in the biological do-
main, such as 1H, 13C, 31P, 19F and 15N but hydrogen-1 NMR is most commonly applied
due to its high NMR sensitivity and common occurrence. Nuclei have a magnetic moment
and can absorb radio frequency energy in a magnetic field at nucleus-specific frequencies.
Nuclei which absorb this radio frequency energy are known to be in resonance. Due to
the fact that different nuclei resonate at different frequencies for the same magnetic field
strength the identity of each metabolite can be revealed. A NMR spectrum illustrates the
intensity (vertical axis) of the NMR signal as a function of frequency (horizontal axis). The
frequency position of a peak in NMR is known as its chemical shift. Furthermore, there is
a linear relationship between the integrated intensity of each peak to the nuclei count, i.e.
the integrated intensity is directly proportional to the metabolite concentration.
In our dataset NMR spectroscopy is applied to urine samples to obtain a continuous 1H
NMR spectrum, and measured values are understood to be noisy. This is due to inaccurate
measurement and possible technical error of the experimental procedure. In Figure 1.1 an
example of such a 1H NMR spectrum is shown (Ebbels et al., 2007). It shows that the 1H
NMR spectrum can be seen as a sequence of vertical peaks along the x-axis of the spec-
trum. For statistical analysis each of these 1H NMR spectra is segmented into M ′ = 8, 020
peaks by integrating signal regions of equal ’parts per million (ppm)’ - width forming bins.
In particular, bins were formed in the interval ranges for the chemical shift δ0.20 − 4.50
ppm and δ5.98− 10.0 ppm while ignoring spectral artifacts in the region δ4.50− 5.98 ppm
as shown in Figure 1.1.
In Figure 1.1 the metabolic responses for the segmented spectrum with M ′ peaks is
shown which is corresponding to Figure 1.1. This segmentation is applied for the purpose
of smoothing minor fluctuations in the chemical shift and to reduce data resolution. Given
the large dataset, it is also more computationally efficient to use segmentation approach in
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figure (b) than the native high resolution in Figure 1.1. To yield M ′ peaks, this spectrum
segmentation process is computed T · n times, i.e. once for each pair of rat and time point.
1.2 Statistical analysis of snapshot metabonomic data
Snapshot metabonomic experiments yield large, complex datasets which typically come in
a high number of M peaks and a relatively small number of n biological replicates (West,
2003). In these studies a metabolic profile is composed of an individual replicate associated
with its M metabolite peaks. These metabonomic datasets require sophisticated statistical
analysis because in standard parametric approaches, such as regression, there is not enough
data to estimate parameters. Furthermore, many metabolite peaks may not have a relation-
ship to a given response variable, such as class label, phenotype or treatment condition,
and, then, introduce irrelevant variation (van den Berg et al., 2006). In the context of these
challenges, the remainder of this section covers various statistical data analysis questions
which are asked and answered in the metabonomics community (Ebbels et al., 2011).
There is a need for statistical methods which can find underlying inherent data structure
and reveal important features in metabonomic data. Principal component analysis (PCA)
can be used to detect this underlying structure in the data from the perspective of major
variation in the data. In particular, PCA uses covariance information directly contained in
the metabonomic data and finds a subspace of the data with the highest amount of retained
variance. Then, in PCA a set of derived features, principal component scores, is computed
which spans the subspace that explains the majority of the variability.
PCA is an unsupervised learning technique. In unsupervised learning no dependent
variable (which is also known as outcome measure or response variable) is assigned to a
replicate and the aim is to describe associations and patterns among a set of input variables
(Hastie et al., 2009). Response variables can be continuous, such as as survival rate or
categorical, such as disease status, tumor type or drug type. In the context of unsupervised
learning PCA can be used for dimensionality reduction, data visualization, outlier detec-
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tion and explanatory data analysis (Hand et al., 2001; Weckwerth and Morgenthal, 2005;
Walsh et al., 2006; Ebbels and Cavill, 2009). However, in some learning problems which
we refer to as supervised learning we are given outcome measures for each replicate. In
these supervised learnings problems we aim to predict the outcome measure based on a set
of input variables (Hastie et al., 2009).
When applying PCA one must recall that it does not rely on any information about the
response variable. PCA optimizes explained variance without consideration of discrimina-
tory power with respect to some response variable. For example, if there is more variation
in confounding factors, such as between replicates variation, than treatment condition vari-
ation, then, those confounders may dominate the results we obtain from PCA.
Partial least squares regression (PLS) is another popular explanatory data mining tool
in metabolic profiling (Lindon et al., 2001; De Iorio et al., 2008). PLS can be interpreted as
an extension of PCA to a supervised learning setup where the continuous response variable
is taken into account. In other words, PLS is a dimension reduction approach where the
goal is to relate a set of responses to a set of input variables. PLS projects the data onto
a subspace, such that the covariance between metabonomic data and the response vari-
able is maximized. Furthermore, PLS is a popular method in chemometrics because it can
forecast a response variable based on a large number of correlated input metabolite vari-
ables (Frank and Friedman, 1993; Pe´rez-Enciso and Tenenhaus, 2003). However, in some
datasets, the response variable is categorical which we refer to as Partial Least Squares
Discriminant Analysis (PLS-DA) Nguyen and Rocke (2002a,b); Huang and Pan (2003);
Barker and Rayens (2003); Boulesteix (2004); Boulesteix and Strimmer (2007). In other
words, PLS-DA deals with binary and multiclass classification problems.
Similarly to PCA, PLS discards components which only explain a small amount of vari-
ance in the data. This regression technique can be applied to discover whether there any
important differences with respect to the response variable. Another goal is to detect those
metabolite peaks discriminate best with respect to the response variable. For example,
Cloarec et al. (2005) have used orthogonal PLS (O-PLS) to NMR metabolic profiling stud-
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ies. O-PLS is an extension of PLS which separates variation into a component orthogonal
(uncorrelated) to the response and variation correlated to the response. In particular, O-
PLS can distinguish between metabolite peaks with low variance and high correlation with
the response variable and highly variable peaks which do not discriminate well among re-
sponse categories.
Furthermore, genetic algorithms (GA) have successfully been used to select metabolites
with discriminatory power (Ramadan et al., 2006). In particular, Ramadan et al. (2006) use
GAs to identify subsets of metabolite features which improve performance in a classifica-
tion setting. In the GA feature selection approach all features are coded as binary strings
where 1 corresponds to a feature to be included in the model while 0 refers to an excluded
metabolite variable. Fitness of strings is measured by prediction error, and the new possi-
ble binary strings are formed using the crossover and mutation operator. However, GAs are
a supervised approach which assumes a scalar response variable for the replicate profiles
such as class label.
1.2.1 Unsupervised feature selection in snapshot metabonomic datasets
In this section, the statistical topic of this thesis will be discussed: Discovery of biomarkers
(Ebbels and Cavill, 2009). We define biomarkers as a linear combination of metabolite peak
variables which explain the majority of the variability in snapshot metabonomic datasets
under different experimental conditions, such as control and drug-treated group. In par-
ticular, we detect which biomarkers are shared and which ones are changed in different
experimental conditions. We approach the problem of biomarker discovery with by using
a variant of PCA to detect subsets of peaks which are biologically relevant to certain re-
sponse variables.
Parsimony is a central theme in variable selection where the simplest explanation is
preferred over a more complicate one (Bach et al., 2011, 2012a). In the first case variable
selection is motivated by interpretability of the model and prediction, i.e. we have prior
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knowledge that only a subset of variables are important and should be selected. In the
second case variable selection may not admit sparse solutions but it is used to implement
cheaper models, such that a sparse approximation will be computed which takes less com-
putational resources. In the context of metabonomics variable selection can be found in
biomarker discovery which we described in the first case. Then, the underlying rationale
for an explanatory metabonomic data analysis is that if a subset of the metabolite peaks can
explain a large part of the total variance of the integrated NMR intensities, then this subset
of peaks is considered important.
This problem is a common research question in microarray studies where it is used as
tool to find a small number of genes which explain a significant amount of the biological
processes described by the microarray dataset. However, these microarray studies employ
a variant of PCA because ’standard’ PCA has an obvious shortcoming. Principal compo-
nent scores in PCA are a linear combination of all metabolite features which makes it hard
to interpret which of the metabolite variables are most important. Furthermore, in datasets
with a large number of input variables PCA is known to perform poorly due to many irrele-
vant variables (Johnstone and Lu, 2009). In particular, in high-dimensional metabonomics
we expect only a subset of the metabolite features to be relevant for each treatment condi-
tion (Allen and Maletic´-Savatic´, 2011). Therefore, recently several sparse PCA approaches
have been developed for the microarray community to achieve variable selection in a PCA
setting with M features observed on n biological replicates (Jolliffe et al., 2003; Zou et al.,
2006; d Aspremont et al., 2007; Shen and Huang, 2008). In sparse PCA, we identify a
subset of the features, i.e. a sparse linear combination of features, as important. As stated
above, we measure importance via the proxy of variability, i.e. select a linear combina-
tion of metabolite features which explains the majority of variability in the metabonomic
dataset. Inspection of current literature suggests there is only one study which applies
sparse PCA to snapshot metabonomic data (Allen and Maletic´-Savatic´, 2011).
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Figure 1.2: Short metabonomic time series: Each subplot contains the metabolic profile
for a biological replicate. All replicates are taken from the same peak for the high-dose
treatment condition.
1.3 Longitudinal metabonomic studies 24
1.3 Longitudinal metabonomic studies
NMR spectroscopy technologies yield several thousands of noisy measurements for each
of the n biological replicate at a high number of M different spectra (or profiles) such as
resonances or masses. Data from these experiments form a longitudinal study where each
replicate is repeatedly measured for all spectra before, during and after drug administration,
such that for each spectrum we have n time-ordered sequences (time series) of measure-
ments. These spectra are highly collinear because a particular metabolite may give rise to
more than one spectral time series, i.e. several spectra may be involved in the same bio-
logical process. Spectral time series for the biological replicates are usually very short, i.e.
they are observed at a small number of up to T = 10 time points. Moreover, a subset of
these time points may be missing due to error of the measurement devices or by design, i.e.
replicates may have been killed off after a certain number of timepoints for histopathologi-
cal and clinical chemistry analysis (Ebbels et al., 2007). These relatively sparsely recorded
time series are known to be typical for biomedical longitudinal studies (Hall et al., 2006).
Longitudinal studies form a particular case of repeated measurements, such that mea-
surements can be linearly ordered along a variable whereas time is a common choice. How-
ever, in other cases repeated measurements may be distributed in several dimensions, such
as spatial applications, which cannot always be linearly ordered although the data analyst
can compute the distance of any two measurements. In these cases repeated measurements
may be clustered or nested within units, such as several tenants sharing a household.
In Figure 1.2 we see an example of these short metabonomic time series for four bio-
logical replicates for a particular peak which were subject to a high-dose drug treatment. It
is clear that that replicates 1,3 and 7 have high initial metabonomic response values which
decrease over time. However metabonomic response values of rat 10 are decreasing only
until about time 48 hour posterior treatment, and then they are increasing again to reach
half the magnitude of the pre-treatment values. This example suggests that there exists dif-
ferences between replicates. This replicate heterogeneity may be due to varying replicate
physiology and measurement error.
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Visual inspection of metabolic profiles in Figure 1.2 shows that time is a very impor-
tant factor. These metabolic profiles of the rat replicates exhibit considerable biological
variability although all rats were subjected to the same high-dose drug treatment. Ebbels
et al. (2007) also noticed that the temporal metabonomic response does not only vary with
the replicate but also with the peak and the amount or type of drug injected into the repli-
cate. This is expected because different amount of drug may calibrate for different response
strengths. Furthermore, peaks will show different responses based on its biological utility.
Given that most forms of PCA are not suitable to longitudinal data we often form cross-
sectional studies where we omit the temporal aspect which leads to a lack of insight on how
replicates change over time (Jolliffe, 2010). The emphasis in longitudinal studies is to study
the change in response over time which account for within-replicate variability and the fac-
tors which impact this change. In particular, in one type of type of cross-sectional study
we look at snapshot metabonomics data of size n replicates times M peaks, separately for
each of the T timepoints. However, statistical analysis of metabolic responses at individual
time points discards information on the longitudinal nature of the data. In particular, if
we do not model time we loose information about the ordering property of the time points
and the correlation of the integrated NMR intensities at subsequent time points which gives
rise to collinear time series. In other words, this temporal ordering property assumes that
integrated NMR intensities closer in time for a particular replicate are likely to be more
similar than measurements farther apart in time. Therefore, the data analyst is required to
study the full temporal evolution of the metabonomic drug response rather than performing
a separate statistical analysis computed at each timepoint. For example, Diggle et al. (2002)
give an example of reading ability as a function of age where children act as replicates and
the author study the question whether reading ability improves over time. The authors find
that a scatter plot of reading ability versus age cannot answer the question whether read-
ing ability improves or deteriorates with age. A longitudinal approach, on the other hand,
solved this problem.
In this report, we will adopt a multivariate time series framework where we simultane-
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ously deal with all n biological replicates on M metabolite peaks as temporal profiles. To
the best of my knowledge the sparse PCA variant for this multivariate time series frame-
work to be developed in this thesis is novel and, therefore, also the first application to
longitudinal metabonomics data. Omission of either aspect, i.e. one biological replicate
only, one metabolite peak only or one time point only, would lead to a loss of information
due to either missing between-replicate variability, between-metabolite variability or tem-
poral variance.
1.4 COMET project as longitudinal study
This metabonomic dataset which motivates this report is taken from COnsortium for MEtabo-
nomic Toxicology (COMET) (Lindon et al., 2005) whose objective is to generate 1H,NMR
spectroscopy of rodent urine and blood serum, and to build predictive tools of toxicity and
drugs prediction. These drugs and toxins are responsible for observed physiological and
behavioural effects of treatments in subjects.
In COMET the study protocol was designed to resemble experimental designs as closely
as possible to drug companies which use single dose ’7 day’ studies. In particular, urine
samples from Sprague-Dawley rats were collected at the following T = 10 time points:
16 hours prior the drug treatment, during the drug treatment and at eight further sample
time points (8,24,48,72,96,120,144,168 hours) post-treatment to cover those ’7 day’s. Four
metabolic profiles for a given peak from the high-dose treatment condition can be seen in
Figure 1.2.
In this report we use a slightly adjusted version of the COMET dataset. Firstly, for rea-
sons due to enhanced discriminatory power of selected peaks and computational tractability
of the novel feature selection algorithm we develop in this report, we decided to reduce the
number of original metabolites features from M ′ = 8, 020 to a reduced set of M = 264
metabolite peaks. In other words, the novel feature algorithm we will develop will discover
important features which are a subset of the reduced set of M = 264 metabolite peaks.
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This reduced set of features is based on a functional t-test to discriminate between control
and high-dose treatment conditions (Berk et al., 2011). Further details on this initial fea-
ture selection can be found in the appendix A.1. Secondly, although, the original COMET
dataset has missing metabonomic responses for the last five timepoints for some biological
replicates, we use the model developled in Berk et al. (2011) to impute all integrated NMR
intensities for those missing time points.
1.5 Modelling longitudinal data using FDA
1.5.1 Data representation
I represent integrated NMR intensity (metabonomic responses) of the i−th replicate for
peak j ∈ {1, . . . ,M} observed at experimental design (sample) time points t ∈ {t1, . . . , tκ}
as yji (t) for a given treatment condition. Note that in the data setting in this study we have
ten repeated measurements for all pairs of replicate and peak, i.e. ∀(i, j) : κ = 10 which
leads to very short time series. However, the methodology for fitting biological replicates
which is introduced later does not assume that all design time points are shared. In a general
data setup the design time points may be sparse and distinct among biological replicates
within some time domain τ = [t1, tκ].
In cases where we know which metabolite peak j we refer to, we deal with data ob-
served at only one peak or we use data observed on all M peaks, then, we drop the su-
perscript notation for the peak index, and write yi for some replicate i. In Figure 1.3 for a
particular peak j of the high-dose treatment condition, we plot the short time series, given
as observed ordered time-ordered sequence yji [t1 : tκ] =
[





cate i ∈ {1, . . . , 10}. In particular, plot labelled as ’Rat 1’ corresponds to replicate y1, plot
labelled as ’Rat 2’ corresponds to replicate y2 etc. The dots in these plots represent the
metabonomic responses, i.e. repeated measurements of integrated NMR intensities over
time.
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Figure 1.3: For one particular peak we show the 10 metabolic responses at the 10 design
time points. One plot for each of the short rat metabolic time series. We also plot the fitted
function corresponding to the metabolic responses. In the plot ’Fitted Mean Peak’ tempo-
ral metabolic responses for all 10 rats are shown together with the fitted mean function.
Similarly, in plot ’Fitted Rat Replicates’ we show the fitted mean function with all 10 fitted
biological replicate functions.
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1.5.2 Functional data analysis versus time series analysis
Firstly, joint analysis of all time points and their ordering is critical in metabonomic profile
data. Therefore, approaches which only perform feature selection at individual time points
are unsuitable for the analysis of metabonomic data.
Secondly, application of standard time series models to model these short time series
may not be appropriate to capture the temporal profile because these models commonly
take 50 or more time points into consideration. However, in longitudinal analysis replicates
may be observed on as few three or four measurements. The number of measurements is
commonly in the range three to ten, or more (Weiss, 2005).
I suggest to take advantage of a functional data analysis (FDA) framework (Ramsay
and Silverman, 2005; Rossi et al., 2005; Izenman, 2008; Jolliffe, 2010) which deals with
modelling information about objects which change over a continuous variable such as time.
We consider the continuously defined function yji as single unitary entity in the FDA frame-
work, i.e. we view the entire function as a single data point. This is different to the more
common notation in multivariate analysis where the fundamental unit of information is not
the entire function but it is given by each of the metabonomic response values yji (t) as ob-
served at a set of discrete time points t taken from interval τ.
In an FDA approach the functional data objects yji are generated by an underlying
smooth stochastic process. At first we need to convert the observed data of repeated mea-
surements yji (t), t ∈ {t1, . . . , tκ} for each replicate i and for each peak j into a function
f ji (t) which can be evaluated at any desired argument value t within some domain τ. In
other words, we model yji (t) as y
j




i (t). However, it is not directly possible to
manipulate the actual underlying functions on a computer due to its infinite nature. There-
fore, a computer friendly representation of functional data is required. Often, we cannot
capture these underlying functions fi but only noisy realizations yi of them in the form of
discrete repeated measurements over time.
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Figure 1.4: I illustrate the fitted basis coefficient matrix for univariate functional data using
n = 5 replicates. Row xTi ∈ Rm corresponds to the fitted basis coefficients of replicate i
and φ ∈ Rκ×m is the basis function expansion, such that we have fitted functions yi = φ·xi.
This Figure assumes that yi(t) has been evaluated on a dense grid of timepoints t ∈ τ.
1.5.3 Smoothing univariate functional data
Firstly, we study univariate longitudinal data where for each replicate a single measure-
ment, such as a peak in metabonomics, is repeatedly taken over time. In this document we
model univariate longitudinal metabonomic datasets observed on one peak using univariate
functional data analysis. Note, that in this document we use the terms curve, group and
level synonymously with peak.
A possible way to compute an approximation for univariate functional data is to model
the data semiparametrically where we compute the fit by smoothing the observed data
(Ruppert et al., 2003; Wu and Zhang, 2006). Assuming smoothness of the underlying
function, we are able to deal with noisy metabolic responses observed at a small number
T time points. This involves expressing the observed short replicate time series as a linear
combination of a set of basis functions φ, such as B-Spline, Fourier basis and wavelets.
Each of the observed biological replicate objects yi will be projected onto the common ba-
sis φ to yield a basis coefficient estimate xi ∈ Rm. We concatenate these basis coefficient
estimates in matrixX ∈ Rn×m. In this data matrixX = [xT1 , . . . , xTn ] each row corresponds
to the basis coefficient representation of one of the n replicates.
In Figure 1.3 the plots labelled from ’Rat 1’ to ’Rat 10’ show the fitted smooth functions
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which approximate the repeated metabolic response measurements for the n rats shown as
dots. Subplot labelled ’Fitted Mean Peak’ shows observed metabolic responses for all
combinations of rats and time points, and the mean function y¯ taken over all fitted repli-
cate functions is shown in bold. Finally, Figure ’Fitted Rat Replicates’ shows the fitted
replicate functions y1, . . . , y10 for all n rats with their mean function y¯. All subplots of fig-
ure 1.3 use quadratic B-Splines as basis functions systems φ for the fitted smooth functions.
This functional representation needs to be computed for each replicate as fast as possi-
ble and is readily implemented in software packages such as the R package FDA (Ramsay
et al., 2009). Then, once the observed data has been been smoothed the fitted basis coeffi-
cients are used as a new data representation for the replicates which allows us to proceed
in a multivariate way for further statistical analysis. Given that we can work directly on the
fitted basis coefficients leads to considerable less computational effort than to operate on
discretized functions of very high dimensionality.
I compute this new data representation using filtering. In filtering, a semiparametric
technique, we project the observed time series onto a finite basis system φ. In the next
Section 1.5.4, we will review details about penalized smoothing which returns a basis coef-
ficient estimate xi, independently, for each function yi corresponding to replicate i. Then,
in filtering, the resulting basis coefficients, will be utilized as new finite-dimensional data
representation for further statistical analysis.
In Figure 1.4 we show the concept of replicated data which illustrates the idea that we
observe the same peak repeatedly for n biological replicates.
1.5.4 Penalized smoothing
For each replicate i we have repeated measurement yi = [yi (t1) , . . . , yi (tκ)]
T ∈ Rκ ob-
served at κ time points which we model using basis expansion φ as yi(t) = xTi φ(t) + i(t)
where xi = [xi1, . . . , xim]T ∈ Rm is the basis coefficient representation for biological
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Figure 1.5: I illustrate the fitted basis coefficient matrix for multivariate functional data on
M = 3 curves using n = 5 replicates. Matrix element xki ∈ Rm corresponds to the fitted
basis coefficients of replicate i on curve k and φ ∈ Rκ×m is the basis function expansion,
such that we have fitted functions yki = φ · xki .
replicate i and φ(t) = (φ1(t), . . . , φm(t))T ∈ Rm is a set of m linearly independent ba-
sis functions evaluated at some time t ∈ τ where τ is the interval the basis functions are
defined on. In a more compact form for replicate i we can write
yi = fi + i = φxi + i
where xi is the basis coefficient matrix, basis function expansion φ = [φ (t1) , . . . , φ (tκ)] ∈
Rκ×m is evaluated at the κ time points, and i is an error or noise which accounts for vari-
ability not explained by the first term φxi.
The basis coefficient vector xi is found by minimizing the penalized least square er-
ror between the observed repeated measurements yi of replicate i and the basis function
approximation φ. This least square criterion can be expressed as ‖yi − φxi‖2 with basis




φTyi. Although we use the same basis φ for each fit we
fit the observed repeated measurements for each rat i and peak j independently. This fit is
penalized by a smoothing constraint to avoid overfitting of the data.
Therefore, we require a penalized residual sum of squares criterion PENSSE2(yi|xi) =
‖yi − φxi‖2 + λ · PEN2(φxi). In the PENSSE2(·) formulation λ is a smoothness pa-
rameter whose magnitude determines the trade-off between optimizing the residual sum
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of squared errors fit ‖yi − φxi‖2 and the variability of the fit as measured by the rough-
ness penalty PEN2(·). Small λ values emphasize wiggly data fits while bigger λ values
correspond to very smooth functions yi. In particular, under the assumption that the re-
spective fitted function is twice differentiable, we penalize curvature which is defined as




dt where D is the
differential operator. Then, we can express PENSSE2(yi|xi) using matrix algebra as
PENSSE2(yi|xi) = ‖yi − φxi‖2 + λ · xTi Rxi
where symmetric matrixR ∈ Rm×m is defined asR = ∫ [D2φ(t)D2φ(t)T ] dt (Ramsay









R which can be evaluated by numerical integration such as trapezoidal rule applied to a
fine mesh over domain τ.
Solving equation 1.5.4 for xi, we obtain the following standard ridge regression esti-




φTyi. Given xˆi, we can evaluate





smoothing hat matrix. I choose λ by minimizing the generalized cross-validation measure
GCV ∀λ ∈ Λ from a range of pre-selected values Λ (Ramsay and Silverman, 2005). This








]2 = n · SSE[n− df(λ)]2
where df(λ) = Tr [Sφ,λ] is the degree of freedoms for a spline smooth. I see that GCV
is a trade-off between ’sum of squared errors’ model fit SSE and model complexity df(λ).
In particular, I note that the expression for the gcv criterion can be viewed as the the un-
biased estimate of error variance V ar() = σ2 = SSE
n−df(λ) which is discounted by the ratio
n
n−df(λ) .
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1.5.5 Smoothing multivariate functional data
In this document we study multivariate longitudinal data which means that for each repli-
cate the repeated measure is itself a multivariate observation ∈ RM . In clinical tries this
multivariate observation ∈ R4 could be formed by systolic and diastolic blood pressure,
heart rate, and total cholesterol for each replicate which is measured repeatedly over time
(Weiss, 2005). In the context of longitudinal metabonomic datasets the multivariate ob-
servation is given by M metabolites which we model using multivariate functional data
analysis. In this setup each of the n replicates is observed on M temporal metabolite pro-
files. We observe multivariate functional data yi = [y1i , . . . , y
M
i ] for replicate i on M peaks.




T , . . . , (xMi )
T ] ∈ Rp (1.1)
which is a column vector of dimension p = M ·m, such that the estimates for the basis
coefficients are concatenated for all the M peaks. In other words, we concatenate the peaks
for each replicate into a single long function as given by the m estimated basis coefficients
for each of the M curves. Then, using the filtering approach from Section 1.5.4 where
we project each observed biological replicate yji on the same set of basis functions φ. In
particular, we compute basis coefficients xji ∈ Rm, independently, for each function yji
corresponding to replicate i on curve j. Then, we have the matrix of fitted basis coefficients
X = [X1, . . . , XM ] ∈ Rn×p which is composed of M groups where the j−th group is
formed by Xj ∈ Rn×m. Alternatively, as for univariate functional data each row of the
data matrix X = [x1, . . . , xn]T corresponds to the basis coefficient representation of one
of the replicates. In Figure 1.5 we show how we group the M curves for each replicate by
stringing those curves together in a long vector of dimension p according to eq. 1.1.
1.5.6 Working with the basis coefficient representation
This new representation uses basis coefficient estimates which replaces the old representa-
tion of an original underlying function as observed by repeated measurements of discrete
metabonomic response values. Operations, such as distance, scalar products and linear
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combinations, should yield approximately the same result when either applied to the origi-
nal underlying function fi or the actual noisy realizations of the function yi.
The basis φ is a finite dimensional space, thus we can just instead compute those oper-
ations on the basis coefficient vector xi for replicate i. In the appendix, Sections A.2.1, we
provide further details why this basis presentation is not just suitable to evaluate a metabo-
nomic profile at any t ∈ τ but also compute those operations reasonably well.
Thus, the use of basis coefficients reduces the problem to traditional multivariate data
analysis. However, these aforementioned operations can only be computed without distor-
tions iff φ is orthonormal. For example, the Fourier basis expansion is orthonormal while a
B-Spline basis function system is not orthonormal. There exists a distortion if some opera-
tion computed on the basis coefficients xf , xg yields a different result as if it were computed
on the original functions yf , yg. In the appendix, Section A.2.2, we show how to remove
these distortions by rescaling the basis coefficients.
1.5.7 Summary of benefits of an FDA representation
There are several benefits of an FDA basis coefficient representation over using the ob-
served repeated measurements for each replicate which form short collinear time series.
Above we showed that we can directly work on numerical basis coefficients for the basis
expansion which also leads to less computational effort. To incorporate prior knowledge
about the periodicity of FDA we select a Fourier basis for period data and B-Splines for
functions without strong cyclic variation. Projecting data onto a basis expansion is well
adapted to storing information about functions and can be expressed via matrix algebra.
Smoothing can deal with irregularly and sparsely sampled functions, i.e. when the ob-
served data is measured at non-equidistant spaced time points. Therefore, in FDA missing
values imputation techniques as in multivariate approaches are not required because we
always yield a basis coefficient vector of constant length m.
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1.6 Outline of report
This report is composed of six chapters. This section concludes the introduction to biomarker
discovery in metabonomics datasets. There are a further five chapters beyond this introduc-
tory chapter capturing roughly three parts. Each of the methodological chapters which, will
either review methods from the literature or introduce a new technique, will be presented
along with extensive experimental results for simulated and the metabonomics dataset. This
approach allows to introduce new material step by step, point out limitations of those very
models and motivate more comprehensive models which take those shortcomings into ac-
count.
In the first part we start to review multivariate PCA and functional PCA. Then, given
the properties of longitudinal studies, such as metabonomics datasets, we conclude that
we need a more involved PCA. In particular, we can only deal with cross-sectional data in
multivariate PCA where we do not take time into account, and perform a separate analysis
for each of the T time points. However, due to considerable biological variability of the
replicate time series we know that time is a critical factor for the metabonomic profiles. On
the other hand, in functional PCA, we can study the temporal evolution in metabonomic
datasets. Yet these functional models would be restricted to either one metabolite peak for
n replicates, or to multiple metabolite features observed on one replicate only. Therefore,
we review multivariate functional PCA which can deal with multivariate functional data to
model n biological replicates on M features over time.
In the second part we are concerned with variable selection. In particular, we would like
to derive a sparse variant of multivariate functional PCA to select a sparse linear combina-
tion of metabolite peaks. In other words, this sparse PCA method we propose is applied
to multivariate metabolite time series data, and not just individual time points. Given this
goal, we first review sparse multivariate methods for PCA and regression. Then, we de-
rive the novel contributions of this report. The first two novel contributions are based on a
thresholding approach for multivariate functional PCA and ranking of peaks based on intra-
peak variability. The final novel contribution integrates sparsity into multivariate functional
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PCA to select important metabolite features. After that, we test these novel contributions
to select features in multivariate and functional simulated datasets, and report performance
statistics on the correct retrieval of important peaks. Finally, we apply the novel contribu-
tion on the metabonomic dataset for two different treatment groups which returns a small
number of metabolite features in each case.
Finally, in the last part in Chapter 6, we review the content of this document, summarize




In Chapter 1 metabonomic data analysis and the motivation to select metabolite peaks was
introduced. In particular, we noted that extensions of PCA are an appropriate approach for
metabolite feature selection.
Therefore, in this section 2.1 we review technical details for PCA as applied to multi-
variate (snapshot) and univariate functional data. The univariate functional PCA (fPCA)
method based on the filtering approach (Section 1.5.4) will be covered in Section 2.2. The
estimated basis coefficients are used as new representation to reduce fPCA to multivariate
PCA. We will illustrate the eigenfunctions and principal scores in fPCA in Section 2.2.1.
For a more comprehensive overview of fPCA techniques, later in this chapter, we will
discuss the discretization in Section 2.3.1, mixed-effects model in Section 2.3.2 and local
smoothing in Section 2.3.3 as alternative approaches.
After that, in Section 2.4 we discuss how these fPCA methods could be applied to rat
replicate data which have been observed on multiple peaks. However, we discover that
fPCA application to the metabonomics dataset cannot take all frequencies into account si-
multaneously. Then, we show several ways how we could form cross-sectional data which
allow the application of fPCA to these reduced versions. However, all these options always
leads to some loss of information.
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In the first way, in Section 2.4.1 the fPCA solution is computed separately for each
spectrum while all other options rely on some type of averaging: In the first averaging
case, in Section 2.4.2 we compute the mean function across biological replicates for each
peak and pool those mean curves, in the second one, in Section 2.4.3 we ignore the spectra
information and pool replicates from all peaks, and finally in the last approach, in Section
2.4.4 we present we compute covariance matrices separately for each spectrum, and com-
pute fPCA on the pooled covariance matrix.
2.1 Multivariate PCA
Principal Component Analysis (PCA) is an established technique in the context of finite-
dimensional data (Krzanowski, 2000; Rencher, 2002; Hardle and Simar, 2007; Izenman,
2008). PCA deals with the structure of a set of n replicates observed on m features where
none of the features is designed to be dependent and no partitioning of features into data
and response. There are two main different ways to compute the PCA solution (Izenman,
2008).
2.1.1 Analysis view
The first interpretation of PCA was introduced by (Hotelling, 1933) and is known as anal-
ysis view. In this view high-dimensional data is sequentially projected on a subspace to
account for the maximum of the variability in the data in each successive step. These or-
dered projections are known as principal components (PCs). In other words, we discover
the primary modes of variation as a set of orthogonal directions (PCs) in a new space whose
projection is computed as a set of linear combination of the original scalar features. The
first PC is a linear combination with maximal variance, such that we look for derived vari-
ables in this new space where replicates are maximally separated or spread out. The second
PC is a projection with maximal variance in a direction orthogonal to the first PC, etc. Each
PC can be discussed separately from all other PCs because the projection decorrelates the
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original variables. Within this analysis view, the algorithms finds PCs v ∈ Rm which
maximizes the variance of the projected coordinates V ar(Xv) = vTXTXv where matrix
X ∈ Rn×m has n individuals withm scalar variables each. In the case of the FDA approach
discussed in this thesis each row of matrix X refers to the fitted basis coefficient represen-
tation of one functional of the replicate objects yi. The variance maximization is subject
to a normalization term given by the squared Euclidean norm ‖v‖2 = vTv1 to avoid con-
founding with respect to the magnitude of the variance. This variance-maximizing problem
can be solved by eigendecomposition as shown in Section A.3.
2.1.2 Synthesis view
The second interpretation of PCA approaches is described as synthesis view and proceeds
by using the least-squares optimality criterion to compute a decomposition with low re-
construction error of the data matrix X. The synthesis view is related to finding the best
approximation over all conformable matrices Xs with rank at most s ≤ m to data matrix
X which minimizes the square of the Frobenius norm ‖X −Xs‖2F . According to a theo-
rem by Eckard and Young (Eckart and Young, 1936; Puntanen et al., 2011), the solution











where uk, vk and dk represent the left singular vectors, right singular vectors and ordered
eigenvalues, respectively. In other words, the closest approximation Xs to X is embedded
in a subspace spanned by the eigenvector solution V = [v1, . . . , vs] ∈ Rs×m. Furthermore,
the minimum value of the least square solution is
min
Xs
‖X −Xs‖2F = d2s+1 + . . .+ d2m,
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i.e. the sum of the smallest m − s eigenvalues of the covariance matrix of X. This least-
square problem is a special case of reduced-rank regression for the case when the response
and predictor variable are identical (Izenman, 1975; Davies, 1982; Izenman, 2008).
2.1.3 Applications for PCA
In this section we describe different reasons why we might want to apply PCA. Firstly,
if we are to compute less PCs than we have original features we perform dimensionality
reduction. In this case the projected data will be in a lower-dimensional subspace than the
original data without losing too much relevant information. Furthermore, PCs can be used
as a new coordinate system to explore the underlying structure of the data. In this case PCA
can be applied as a method to detect interesting features and important patterns in multi-
variate data for explanatory analysis. Finally, PCA can also be used as a pre-processing
step where PCs will be used as input to another statistical method.
2.2 Filtering for univariate fPCA
In PCA applied to univariate functional data we are interested in temporal features of typi-
cal replicates which govern how variability of NMR intensity evolves over time. Similarly
to PCA for multivariate data, the objective of fPCA is to determine linear combinations
of the functional replicate objects which maximize explained variance. Note that here we
do not take linear combinations of original scalar variables but functional replicate objects
as given by their basis coefficient representation. In fPCA we compute the projection in a
multivariate way on the basis coefficients {x1, . . . , xn} for the functional replicates objects
{y1, . . . , yn}. Note in fPCA the biological replicates yi, i ∈ {1, . . . , n} are applicable to
one peak only as observed on n biological replicates.
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2.2.1 Eigenfunctions and principal component scores in fPCA
Let X = [x1 . . . xn]T be a n × m data matrix where each row contains the m basis co-
efficients of that particular replicate on a single frequency (Barra, 2004; Ramsay and Sil-
verman, 2005). In fPCA, we perform PCA computation based on this new space of basis
coefficient estimates X (Barra, 2004) However, in multivariate PCA we would have com-
puted the eigenvectors v of the covariance based on the metabonomic responses of the
original biological replicate data Y = [y1 . . . yn]T . In fPCA, principal component direc-
tions correspond to eigenfunctions because they are a function of a continuous variable,
such as time, and characterize important temporal variation. In particular, the computed
eigenfunctions are actually the basis coefficients of the eigenfunctions. As in multivariate
PCA, there is an eigenvalue associated with each eigenfunction, which can be used to com-
pute the explained variance by the leading PCs.
Then, in fPCA, functional replicate objects yi are projected onto these eigenfunctions
which yield coordinates in projected space known as principal component scores (PCSs).
These PCSs are ordered by decreasing explained variance as in multivariate PCA. The first
PCS is that dimension that maximally spreads out the functional replicates by maximizing
the projected variance of the data X. To find the second PCSs, we seek a linear combina-
tion of functional replicate objects with maximal variance in a direction orthogonal to the
first principal component, etc. In the next section, we show the computational details of
computing the PC solution in univariate fPCA based on the analysis view using the filtering
approach.
2.2.2 Computational details for functional PCA
Let V = [v1, . . . , vs], V ∈ Rm×s, s ≤ m be the matrix of the leading s eigenfunction basis
coefficient estimates for them×m basis coefficient data covariance matrix ς = 1
n
XTX, i.e.
the j−th column of V represents the basis coefficients for the j−th eigenfunction. Then,
the j−th eigenfunction is computed as ξj = φvj. Though technically vj, j ∈ {1, . . . , s}
only represents the basis coefficients of the j−th eigenfunction ξj ∈ RT , for notational
convenience we also refer to the j−th eigenfunction by vj. Note, that we assume here that
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basis function system φ ∈ RT×m associated with data matrix X ∈ Rn×m is orthonormal.
In the case of non-orthonormal matrices we need to re-scale the data as explained
in Sections A.2.1 A.2.2. Then, for non-orthonormal basis function system ψ define the
Choleski decomposition ψ = φφT and we res-scale the data matrix as Xφ (Ramsay and
Silverman, 2005; Rossi et al., 2005). In the j−th computed eigenfunction we remove the
re-scaling with ξjφT . The left most column of V represents the eigenfunction correspond-
ing to the greatest eigenvalue. We compute a projection of the data matrixX in the direction
of maximum variance subject to the orthonormality conditions
(vj)Tvj = 1, j ∈ {1, . . . , s},
(vj)Tvk = 0, j, k ∈ {1, . . . , s}, j 6= k








where data matrix X is of rank m. This fPCA criterion represents the analysis view we
previously introduced for multivariate PCA in Section 2.1. According to appendix A.3 we




Let vj, j ∈ {1, . . . , s} be the j−th eigenfunction corresponding to the j−th largest eigen-
value λj = Djj of the spectral decomposition of the covariance matrix ς = UDV T . Let
X be SVD-decomposed as X = UDV T ∈ Rn×m with U = [u1, . . . , um] ∈ Rn×m, V =
[v1, . . . , vm] ∈ Rm×m, andD = diag(d1, . . . , dm) with ordered scalars d1 ≥ . . . ≥ dm > 0.
Entries Dj,j, are the variance of the j−th PC. Matrices U and V are orthonormal. Infor-
mation about the basis coefficient representation of replicate xi ∈ Rm is stored in the i−th
row of data matrix X ∈ Rn×m. The projection of the i− th replicate onto s eigenfunctions
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< v1, xi >
< v2, xi >
. . .
< vs, xi >
 =< V T , xi > (2.4)
In equation 2.4 we assumed functions yi are centered around zero, otherwise the l−th,
l ≤ s, coordinate of the projection for the i−th replicate is written as fil =
∫
ξl(t) [yi(t)− y¯(t)] dt.
The functional expression
∫
ξl(t)yi(t)dt for the projection of the i−th replicate onto the
l−th eigenfunction in 2.4 reduces to the multivariate term for the inner product < vl, xi >
because we operate on the basis coefficient estimates again instead of the actual underlying
eigenfunction ξl and the fitted metabonomic response time series yi (see Section 1.5.6 for
details).
Furthermore, we denote the j−th principal component score by zj
zj = [f1j, . . . , fnj]
T ∈ Rn (2.5)
which we obtain by projecting all n replicates on the j−th eigenfunction.
2.2.3 Cumulative percentage explained variance and number of eigenfunc-
tions
The cumulative variance explained by the first s PCs with respect to the total variance
can reveal whether the data indeed lives on a s dimensional subspace. In other words,
amount of cumulative explained variance may be helpful to decide whether a subset of the
variables is sufficient to explain the variability in the data. PCSs can be used for lossy
data compression retaining as much variability as possible. The percentage of cumulative





the i−th eigenfunction explains






2.2.4 Number of eigenfunctions
A main question in PCA is to decide how many of the s ≤ m PCs to retain, which means
how many eigenfunctions we will consider. In PCA we want to project the data onto the
eigenfunctions to retain those PCs with high variances. In scree plots (Izenman, 2008), we
visualize the cumulative explained variance against number of retained principal compo-
nents to see how many PCs are required to reconstruct a reasonable summary of the data.
Given this plot, we can select the least number of eigenfunctions to capture at least a certain
percentage of cumulative variance explained. Alternatively, we can visually examine the
plot and look for a kink where the slope of the cumulative variance explained attains a low
value.
2.3 Alternative algorithms for functional PCA
The univariate fPCA approach we discussed in Section 2.2.2 projects the observed func-
tional data on a finite dimensional basis system, and then performs a standard multivariate
analysis on the basis coefficients. Therefore, the problem reduces to a multivariate problem
which requires the reader to solve an eigenequation for the covariance matrix of the (re-
scaled) basis coefficient data matrix X. This eigenequation is commonly solved by means
of a singular value decomposition (SVD). In other words, we project all the biological
replicates y1, . . . , yn for a fixed peak on a common basis expansion and then perform PCA
on the fitted basis coefficients in a multivariate way (Ramsay and Silverman, 2005). Sub-
sequently, in later chapters, we will extend this covariance-based approach to deal with
multiple peaks.
The main other approaches to fPCA for sparsely sampled data include discretization,
mixed effect models and local kernel smoother which we will describe in the next sections
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James (2011).
2.3.1 Discretization for univariate fPCA
In some cases we could employ a discretization approach of the functional data objects yi
(Rao, 1987). The time series data could have either been functionally observed replicates
which have been discretized on a regular fine grid of N equally spaced points, or the data
could have been recorded as repeated measurements over time by automated devices which
are common in application domain, such as chemometrics.
Then, fPCA can be carried out through standard multivariate PCA on a n × N data
matrix where n refers to the number of biological replicates and N corresponds to the
number of time points we have measurements for each replicate. However, a dense tem-
poral sampling, i.e. large N, of each replicate may lead to high collinearity which requires
regularization to stabilize the covariance matrix. This stability is achieved by adding a di-
agonal matrix such as a small multiple of the identity matrix (Hoerl and Kennard, 1970;
Hastie et al., 1995). This discretization approach assumes that each replicate is observed at
N time points and that the same time points are used for all replicates. However, in certain
longitudinal studies replicates may be observed at a different set of time points which leads
to discretizations with many missing values. Then, this regularization approach requires a
huge number of missing value imputations which would make this method very inaccurate.
2.3.2 Mixed effects model for univariate fPCA
The main motivation for applying the mixed effects methodology is a small number of re-
peated measurements κ for replicate i. As discussed in Section 1.5.1, in the metabonomic
data example each replicate i is observed at 10 measurements. In Section 1.5.4, we showed
an approach known as filtering where we select a finite-dimensional basis φ, and project
each replicate i separately on this basis. The estimated basis coefficients are then used as
finite dimensional representation in a multivariate setup for the functional data. However,
in some applications, such as growth data, each individual i might be observed at only
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κ ∈ {2, 3, 4}, i ∈ {1, . . . , n} time points. In this setting, smoothing (Section 1.5.4) each
replicate, separately, to yield a unique basis coefficient estimate using any reasonable basis
fails.
Although, some of these applications have replicates observed on very few number of
repeated measurements the total number of replicates might be at the magnitude of hun-
dreds or higher. Therefore, pooling information across replicates to estimate basis coeffi-
cients seems to be a promising approach. A natural methodology to further this thought
framework is to take advantage of mixed effect methodology.
We denote the response for the i−th replicate observed at time t as yi(t) ∈ R. If we





where φi(t) ∈ Rm is the basis expansion where basis expansion φi is evaluated at all κ
time points for replicate i. Furthermore, β ∈ Rm is an unknown but fixed vector of basis
coefficients, γi ∼ N(0, ς) ∈ Rm is a random term of basis coefficients, and finally the
random noise term i(t) ∼ N(0, σ2) ∈ R. Alternatively, eq. 2.3.2 can also be written in
matrix form as
yi = φiβ + φiγi + i
where the basis function matrix evaluated at κ time points is given by φi ∈ Rκ×m and the
error term is i ∼ N(0, σ2 · I) ∈ Rκ. In this setup, the fixed effect φβ reflects the mean
function for the population and random-effects term φγi characterizes individual variation
of replicate i around the mean function. Those principal variations about the mean curves
are denoted as eigenfunctions. Quantities β, ς, σ2 are estimated using the expectation max-
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imization (EM) algorithm (Dempster et al., 1977). In particular, we are interested in the
basis coefficient estimate for γi which we compute as
γˆi =
(






Given this functional mixed effects model, James et al. (2000) proceed to define the uni-
variate functional PCA approach. At first we define an additive model to estimate s eigen-
functions
yi(t) = µ(t) + f(t)
Tαi + i(t)
subject to the orthogonality constraint
∫
fjfl = δjl. Term µ(t) ∈ R denotes the overall
mean function, and f(t) = [f1(t), . . . , fs(t)] ∈ Rs composes the set of eigenfunctions
where fj, j ∈ {1, . . . , s} denotes the j−th eigenfunction. Random vector αi ∼ N(0,Σ) ∈
Rs denotes the relative weights on the eigenfunctions for replicate i. Measurement errors
are given by i(t) are uncorrelated with constant variance σ2.
If we use basis expansion φ(t) of dimension m we need to estimate m(m+1)
2
parameters
to fit Σˆ. In sparsely sampled datasets, these estimates can be highly variable. Parameters
cannot be uniquely determined because the number model parameters may exceed the finite
number of time points, i.e. the observed repeated temporal response measurements in the
short time series of the replicates. Then, the EM algorithm often will not converge to the
global maximum but to one of the multiple local minima. Therefore, certain restrictions on
the form of the mean and eigenfunctions need to be applied. To implement these restrictions
a reduced rank model is formulated which deals with this ill-posed problem by reducing the
parameter space. As before the µ(t) = φ(t)T θµ, θµ ∈ Rm and f(t) = φ(t)TΘ,Θ ∈ Rm×s
are modelled by a finite dimensional basis. In particular, basis expansion φ(t) ∈ R is
assumed to be orthogonal, such that
∫
t






Then, the mixed effect model with a rank constraint for replicate i is formulated as
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yi(t) = φi(t)
T θµ + φi(t)
TΘαi + i(t)
subject to the eigenfunction orthogonality constraint ΘTΘ = I. We need to assume a spe-
cial structure for the covariance matrix of the αi estimates because otherwise Θ and Σ will
be confounded (James et al., 2000). To resolve this identifiability problem of the covari-
ance estimates the covariance matrix ς in the estimate of αi ∼ N(0, ς) ∈ Rs is assumed to
be diagonal.
Concluding this section, we summarize that this mixed effects model approach allows
for irregularly spaced and sparse number of time points in the observed data. In this ap-
proach, replicates may have different time points for the first and last observation.
2.3.3 Local smoothing for univariate fPCA
Another way to implement univariate fPCA is given by local smoothing. Local smoothing
is another nonparametric methodology which leverages information from several repli-
cates and can deal with irregularly spaced, sparse longitudinal data (Yao et al., 2005).
This approach does not require the specification of basis functions. They make use of the
Karhunen-Loeve expansion to estimate the mean and covariance function by local kernel
smoothing. The Karhunen-Loeve expansion states that any smooth curve can be expressed
as y(t) = µ(t) +
∑∞
k=1 ξkφk(t) where ξk denotes the k−th principal component score and
φk(t) the k−th eigenfunction. Therefore, we can estimate the response yi(t) of replicate i
as




Then, to compute the fPCA solution we proceed with estimating ˆµ(t), ξˆk, ˆφk(t).
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Let yi(t) = µ(t) +Xi(t) + i(t) where µ(t) = E [Yi(t)] and the error terms have mean
zero and variance σ2.Define the covariance function ofX(t) asG(s, t) = cov[X(s), X(t)].
First, we pool responses y1(t), . . . , yn(t) and estimate µ(t) using local linear smoothing.
Then, we compute the estimate of the mean-centered covariance function Gˆi (tij, til) =(
yij − µˆtij
)
(yil − µˆtil) . We apply local smoothing to Gˆi (tij, til) with j 6= l to obtain
Gˆ(s, t). Estimate Gˆ(s, t) enables us to infer matching eigenvalues λˆk and eigenfunctions
φˆk(t) using eigenequation
Gˆ(s, t)φˆk(t) = λˆkφˆk(t) (2.8)




2dt = 1, (2.9)∫
t∈τ
φˆk(t)φˆm(t) = 0 (2.10)
for m < k. Inference of eigenvalues and -functions in equation 2.8 is solved by dis-
cretization on a fine grid. Finally, we estimate principal component scores ξˆik in equation
2.7 using an approach referred to as ’principal components analysis through conditional
expectation’ (PACE). They prove that
E [ξik|yi] = λkφTikΣ−1i [yi − µi] (2.11)
where φik, µi are vectors corresponding to eigen- and mean functions evaluated at all
κ observed repeated measurements, and (Σi)jl = G (tij, til) + σ
2δjl. Principal component
scores ξik can be either used as new representation of curves yi or used to evaluate the
response yi(t) (eq. 2.7).
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2.4 Functional PCA: Dealing with multiple frequencies
This chapter reviewed several approaches to univariate functional PCA. An important ques-
tion is in how far those approaches are capable of dealing with some of the challenges en-
countered in metabonomic datasets we outlined in Chapter 1. We will focus on filtering
based univariate fPCA which is the approach we will extend in later chapters (see Section
2.2). To recall the characteristics of metabonomic profiles, in Figure 1.3 we plotted the
observed time series data yj1, . . . , y
j
n with their fitted functions for the n = 10 rat replicates
for a fixed peak j in the high-dose setting. Filtering uses semiparametric smoothing to cal-
culate a new data representation (see appendix 1.5.4). In filtering we can model very short
longitudinal times series which may have responses at irregularly spaced time points or
even missing responses. Smoothing can also deal with heterogeneous replicates and noisy
measurements. Furthermore, given that a basis coefficient representation is more compact
than discretized functions we are also more likely to deal with a small number of replicates.
We would like to analyse the variability of longitudinal metabonomic dataset observed
on all M peaks. However, univariate fPCA can only study the variability of the biological
replicates observed on one peak based on data matrix X ∈ Rn×m. But this methodology is
not directly applicable to study the simultaneous variation of more than one peak.
Therefore, we cannot use univariate fPCA to study longitudinal metabonomics datasets
which use all frequencies to account for between replicate and between peak variability
simultaneously. However, we can form cross-sectional data which allow the application of
PCA to these reduced version. All these options always leads to some loss of information.
One way to reduce multivariate, longitudinal metabolic profiles can be implemented by a
separate application of multivariate PCA, Section 2.1, for each time point. In the next sec-
tions, we show several ways on how we could form cross-sectional data from multivariate
metabolic profiles which retain the temporal evolution. In the first case we compute the
fPCA solution independently for each peak while in the other cases we perform a fPCA
analysis on either (1) the pooled mean functions of all peaks or (2) on pooled replicates
across all peaks. In the last case M covariance matrices are computed, one for each peak.
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Then, those covariance matrices are averaged into a pooled covariance matrix which is used
to compute the fPCA solution. We will address the shortcoming of forming cross-sectional
data by introducing a fPCA variant for multivariate metabonomic in later chapters.
Another shortcoming which we will deal with in later chapters relates to peak selection.
To implement curve selection in a multivariate fPCA approach we will incorporate sparsity
into the principal component directions.
2.4.1 Separate functional PCA for each peak
Firstly, we could compute a separate functional PCA solution for each peak j ∈ {1, . . . ,M}
to obtain one eigenvalue and eigenfunction for each curve j. This approach allows to study
the temporal variation of the n biological replicates yj1, . . . , y
j
n observed on curve j around
its mean function y¯j, independently for each peak j. Let us assume we extract s eigenfunc-
tions for each peak. Then, in total, we compute sM eigenvalues Λ ∈ Rs×M . For each of the
M curves, separately, we can compute the variance for the l−th, l ∈ {1, . . . , s}, projected
coordinate f l independently for all peaks.
This approach does not allow for a joint analysis of several curves because all M peaks
are discussed independently. This technique does not consider correlation and between-
group variance for the curves. The separate fPCA analyses each peak (group) separately
such that interpeak correlation is not accounted for. In particular, this approach does not
model inter-metabolite correlations due to homeostatic control processes (Ebbels et al.,
2007). In other words, due to chemical analytic and biological reasons, several metabolite
peaks are usually highly collinear because they are involved in the same biological process.
Alternatively, one metabolite may generate more than peak (De Iorio et al., 2008).
2.4.2 Pooling mean peak curves
Alternatively, as a second option to form cross-sectional data for univariate fPCA, we could
proceed with a mean curve approach. In this metabonomic example we deal with multiple
Chapter 2. Functional PCA 53
biological replicates for each peak. In particular, each peak is observed on n biological
replicates.
We would like to reduce this setup to the case where each peak is observed on only one
replicate. For that purpose, we compute the mean function for each peak y¯j. In the bottom
right plot of Figure 1.3 we see such a mean peak function y¯j for one particular given peak
j shown as bold black line. Then, we pool those mean functions y¯1, . . . , y¯M across all M
peaks to yield a basis coefficient data matrixX ∈ RM×m. This procedure yields a reframed
functional setup with n′ = M replicates Y ′ = [y¯1, . . . , y¯M ] observed on M ′ = 1 peak.
we compute s eigenvalues Λ ∈ Rs. This methods lets us examine the temporal variability





In the mean curve approach we use all peaks simultaneously. The biological replicates
of each peak will be only represented by one function which is chosen to be the mean func-
tion of the peak in question. However, this way the variation of the biological replicates yji ,
i ∈ {1, . . . , n}, j ∈ {1, . . . ,M} around their mean curves y¯j is discarded, i.e. we cannot
make statements of peak-specific variation. In other words, this reduction leads to loss of
intra-peak variability and only works well if replicates show little variability around the
peak mean function.
For example, in the bottom right Figure 1.3 we see this assumption is violated. For the
given peak, we observe heterogeneous biological replicates showing considerable variabil-
ity around their mean function.
Berk and Montana (2009) who study a longitudinal tuberculosis microarray gene ex-
pression dataset note that the fPCA approach based on the functional mixed effect (James
et al., 2000) outlined in Section 2.3.2 is not sufficient to model multivariate functional
data because it estimates eigenfunctions directly without regard to different levels, such
as genes. Berk and Montana (2009) use a functional mixed effects technique to model
each gene separately whereas the fixed effect is given mean gene expression level µk(t) for
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gene k across all replicates and the random effect represents the replicate specific variation.
Then, the authors proceed by fitting a functional mixed effects model to each gene, extract
all mean gene expression functions µ1(t), . . . , µM(t) which are then pooled. Finally, Berk
and Montana (2009) suggest to apply the discretization approach, Section 2.3.1, on those
mean gene expression functions to detect the main patterns of between-gene variability.
2.4.3 Pooling replicates across all peaks
We pool replicates across all peaks such that in this reframed setting we observe nM repli-
cates observed on one meta-peak to yield data matrix X ∈ RMn×p. This approach can
be thought of having one meta-peak observed on nM replicates. Then, we compute the
fPCA solution. The fPCA solution yields s eigenvalues Λ ∈ Rs. However, if the peaks do
not come from the same distribution the principal component scores are calculated through
a mix of within- and between-group variability. This leads to a mixed sets of projected
coordinates that are not easy to interpret.
2.4.4 Pooling covariance matrices across peaks
We compute the covariance matrices of the M peaks, ς1, . . . , ςM , and then pool the covari-
ance matrices. We compute the fPCA solution on the pooled covariance matrix. We get s
eigenvalues Λ ∈ Rs. Although this pooling approach does not mix within- and between-
group variance it might be not a good approach unless all groups are assumed to have the
same variability. Peaks with higher variability may largely drive the directions of the pro-
jected coordinates given that fPCA is not invariant to rescalings. This pooling lead to loss





In the previous chapter, we described a few different ways on how to apply fPCA to the
frequencies metabonomic data. However, none of the approaches is fully satisfying be-
cause either of the proposed ways lead to a loss of information. The limitations of these
approaches above suggests that a more involved fPCA methodology is required to study
the simultaneous variation of M peaks in a set of n biological replicates.
This chapter is divided into two sections. The first Section 3.1 reviews techniques from
the literature which deal with bivariate in Section 3.1.1 and multivariate functional data in
subsequent sections. As part of the review of multivariate functional techniques we look at
common principal component analysis in Section 3.1.2, three-Mode PCA in Section 3.1.3
and an extension of mixed-effect models to several peaks, which is known as functional
multilevel mixed effect model in Section 3.1.4.
In the second Section 3.2 multigroup functional PCA (mfPCA) is reviewed which is
based on the filtering approach. In Section 3.2.1 we discuss computational details on how
we compute the mfPCA solution. We conclude this section by listing examples from the
literature which apply mfPCA to various datasets in Section 3.2.2.
Although, mfPCA takes all frequencies into account simultaneously it does not estimate
sparse parameter vectors. To deal with these limitations, we will propose three methodolo-
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gies for peak selection in multivariate functional data in the next chapter.
3.1 Approaches for multivariate functional data
3.1.1 Bivariate functional data
In this paragraph we give an example from the literature which deals with bivariate func-
tional data which corresponds to 2 curves observed on a set of n replicates. Huang et al.
(2009) extend standard (one-way) fPCA to two-way functional data by a regularized SVD
decomposition where the left (LSV) and right singular vectors (RSV) are penalized. The
data matrix X ∈ Rr×s where the rows and columns are structured domains such as time or
space, and the matrix entry Xij, i ∈ {1, . . . , r}, j ∈ {1, . . . , s} can be seen as discretized
value of a function evaluated at the argument pair (i, j). Then, this data matrix X is writ-
ten as product terms in a low-rank matrix approximation of product terms composed of
smooth functions LSV and RSV. An example dataset the authors describe is customer pa-
tience which is a function of the argument pair ’time of day’ and ’waiting time’.
In the next two sections we review two approaches which deal with multivariate func-
tional data: ’common principal component analysis’, ’three-mode PCA’ and ’functional
multilevel mixed effect model’.
3.1.2 Common principal component analysis
Flury (1984); Fengler et al. (2003); Hardle and Simar (2007) describe ’common principal
component analysis’ (CPCA) which studies the joint eigenstructure across curves where
the eigenvectors are identical across curves but the variance may vary with the curve. In
particular, the authors study the three dimensional dataset where implied volatilities depend
on the strike price and term structure. For that purpose, this volatility surface is sliced along
maturity dates which form the different groups. In multivariate functional PCA, which
will be discussed in Section 3.2, we encounter the reverse setup: The eigenfunctions are
different across curves to characterize different metabolite peak behaviour but these curves
all share the same eigenvalue. Within a metabonomics context it is more reasonable to
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allow for different temporal variability profiles for the replicate time series for each peak
(mfPCA view) than to assume that all peaks share the same temporal variability replicate
profile pattern (CCPCA view).
3.1.3 Three-Mode PCA
Tucker (1966); Kroonenberg (1983, 2008); Jolliffe (2010) discuss three-mode PCA which
has been adopted by the chemometrics community in the last decade. This technique is
motivated by the limitations of forming multivariate cross-sectional data in the case where
there exist three ’modes’, such as n replicates, m variables and κ different timepoints. The
idea is to apply an eigendecomposition, such that those three mode data matrices can be
approximated by low dimensional representation which uses less variables for each mode
than n,m and p, respectively. Although this approach permits non-equidistant spacing of
timepoints, this approach is not suitable for metabonomics data because there is no order
property specified for the time points and the PCA solution is invariant under permuting
the order of the timepoints.
3.1.4 Functional multilevel mixed effect model
Di et al. (2009); Di and Crainiceanu (2010) extend the functional mixed-effect model
to deal with multiple spectra simultaneously. In the functional mixed-effect model the
replicates for each metabolite spectrum could be averaged to yield a data structure as in
’Pooled Mean Peak Curves’, see Section 2.4.2. However, this way it is hard to quantify the
replicate-specific and replicate-curve variability.
Di and Crainiceanu (2010) use multilevel mixed effect model to represent a natural
hierarchy of basic units in the sleep dataset ’Sleep Heart Health Study’ (SHHS) which con-
tains two Electroencephalography (EEG), a recording of electrical activity along the scalp,
times series at two visits for each patient replicate. In this sleep dataset levels correspond
to patient visits. The grand mean function and the visit-levels form the fixed functional ef-
fects while the visit- and replicate-specific deviations are modelled as random effects. This
functional multilevel mixed effect model approach leads to a parsimonious implementa-
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tion, because it leads to less parameters then fitting separate models functional mixed effect
model for each of these levels.
In this multilevel model, the total variance is decomposed at the different levels into
between and within levels. For example, in the sleep dataset this variance is decomposed
into between-replicates variability and within-replicates variability across visit levels using
the method of moments. After that, an eigendecomposition is computed on the discretized
covariance surface.
However, the metabonomic dataset exhibits a few differences compared to the SHHS
dataset. Firstly, there are vastly more peaks in the metabonomics dataset than the M = 2
levels in the SHHS data. Secondly, metabonomics data is typically characterized by small
number of replicates and the functional data unit is observed at 10 or less time points. On
the other hand, the SHHS has 6441 participants and the functional data unit is observed at
125 times a second (measured in Hz) times 60 seconds times 60 minutes times the hours of
sleep. Given that the low number of replicates and observed time points makes the covari-
ance surface more likely to be rank deficient which leads to doubt whether the method of
moments allows for enough stability to estimate these covariance functions. Furthermore,
the focus of the analysis in this document is not to analyse the between-replicates vari-
ability in general but specifically for each level. In the case of metabonomic data analysis
levels would correspond to metabolite peaks. In particular, the goal is to select a sparse
linear combination of metabolite levels which capture most variability in the dataset.
There are two further multilevel approaches (Zhou et al., 2010; Berk and Montana,
2011) which extend the single level reduced rank fPCA model suggested by James et al.
(2000) to M > 1 levels. Berk and Montana (2011) specify a functional multilevel mixed-
effects model where the fixed effect is given the grand mean function µ, a random effect fk
which is the mean function for the peak k, random effect gki which is the replicate offset
for replicate i on the mean function for peak k, and i which is the error term specific to
replicate i. On the other hand, Zhou et al. (2010) specify their multilevel mixed effects,
such that between-replicate variability is identical for all curves which is not an realistic
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assumption given the heterogeneity of peaks in the metabonomics dataset.
In a standard mixed effects model the two random effects and the error term are inde-
pendently multivariate normally distributed with zero mean and fixed covariance matrices.
Berk and Montana (2011) performed simulation studies which suggested that preferring a
multilevel reduced fPCA model over single level mixed effects model for each peak may
improve the estimation error by a factor of about 10.
These two approaches slightly differ in their distributional assumptions: While Zhou
et al. (2010) follow the standard mixed effect model distributional assumptions Berk and
Montana (2011) modify the setup, such that the principal component scores at each peak
offset fk follow a skew-t-normal (StN) distribution. The usage of a StN distribution is mo-
tivated by the insight that metabonomic time series show a high degree of kurtosis (peaked-
ness) and may be possible skewed (asymmetry) as compared to the normal distribution. In
particular, Berk and Montana (2011) found that the fit of the peak offset fk often is poorly
estimated to be a flat line due to strong deviation of the normal assumption. However,
this change in distribution assumption requires the use of an Monte Carlo EM-algorithm
which substitutes intractable expectations in the EM algorithm with approximations based
on simulated samples drawn from a given target distribution. As a final note it is noted that
it is not clear how these two approaches can be immediately extended to yield sparsity at
the peak level.
3.2 Multigroup functional PCA
To avoid discarding information in longitudinal frequencies metabonomic dataset we are
in demand of a method which deals with M > 2 multivariate functional data. Except for
functional multilevel mixed effect model none of the suggested approaches can deal with
this data configuration. Furthermore, we require a multivariate functional PCA technique
which we can extend for peak selection later in the document. The focus of functional
multilevel mixed effect is on modelling the total variability as between- and within-unit
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variability at different levels of the data hierarchy. However, we are more interested in a
multivariate functional PCA model which we can extend to select a linear combinations
over a subset of the peaks which capture the most variability. In other words, we are inter-
ested in peak selection.
To study the simultaneous variation of M peaks observed in a set of n replicates we
adopt multigroup functional PCA (mfPCA) (Ramsay and Silverman, 2005; Berrendero
et al., 2011). In this mfPCA approach the basis coefficient estimates of the i−th repli-
cate xi are formed according to eq. 1.1.
We assume the eigenfunctions will also be multigroup. For the j−th eigenfunction
ξj we have M associated peak eigenfunctions ξj[k] ∈ RT , k ∈ {1, . . . ,M} which has been
evaluated at κ timepoints, one for each curve, which are also represented as a concatenation
of a single long vector ofM functions. But the j−th eigenfunction ξj will still be connected
to a single eigenvalue ρj. Therefore, multigroup fPCA is different to the ’separate fPCA’
approach which would have M eigenvalues ρj. This approach is more realistic than CPCA
(Flury, 1984; Fengler et al., 2003; Hardle and Simar, 2007) for metabonomic data because
we cannot expect metabolites to have all same temporal variability profile. Furthermore,
mfPCA allows to examine the within-curve variance for each curve separately, i.e. how
replicates yji from curve j vary around their mean curves y¯
j, which can also be gained from
separate fPCA computations.
In the next section the computational details of the mfPCA algorithm for functional
data are discussed as observed on M peaks in a set of n replicates.
3.2.1 Computational details for mfPCA
In mfPCA each replicate yi is composed by concatenating the basis coefficients for the M
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is a real-valued column vector of dimension p = M · m. Vector xki ∈ Rm, k ∈
{1, . . . ,M} is the basis coefficient representation for curve k on replicate i. And now the
data matrix X ∈ Rn×p is written as X = [x1, . . . , xn]T . Similarly, we string the M groups
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j
(k−1)m+1, . . . , v
j
km]
T ∈ Rm is the basis coefficient representation and
describes the variation of the k−th, k ∈ {1, . . . ,M}, curve for the j−th, j ∈ {1, . . . , s},
eigenfunction. Then, the j−th eigenfunction for the k−th curve ξj[k] can be computed as
ξj[k] = φv
j
[k] where φ is the basis function expansion evaluated at the design time points. An
inner product for multigroup eigenfunctions vj, vk, j, k ∈ {1, . . . , s}, is defined as a sum
of length M of inner products














The equivalence of the second and third expression in eq. 3.3 is due to the fact that for
orthonormal basis function systems φ we can use the basis coefficient estimate as a new
representation (see Sections 1.5.4, A.2.2 for details). In this particular case here vj[l] is the
basis coefficient estimate for the l−th peak on the j−th eigenfunction ξj[l]. The orthonor-
mality condition for the j−th and k−th eigenfunction is formulated as < vj, vk >= 0. The




∥∥∥vj[k]∥∥∥2 = 1 (3.4)
in the multigroup perspective. Note, that eq. 3.4 can be used to determine how much the
k−th curves contributes to the variance explained by the j−th eigenfunction. In particular,
if eigenfunction j explains PEVj of the variability then PEVj
∥∥∥vj[k]∥∥∥2 /∑Mk=1 ∥∥∥vj[k]∥∥∥2 =
PEVj
∥∥∥vj[k]∥∥∥2 is explained by the k−th group for the j−th eigenfunction. Furthermore,
the ratio
∥∥∥vj[k]∥∥∥2 /∑Mk=1 ∥∥∥vj[k]∥∥∥2 = ∥∥∥vj[k]∥∥∥2 can be used as a proxy for the importance as
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measured by the variability of the k−th group for the j−th eigenfunction.
The eigenequation for the first eigenfunction in multigroup functional data is

ς11 . . . ς1M
· · · · · · · · ·












where ςij ∈ Rm×m is the covariance matrix between group i and group j. The projection
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where V s[l] ∈ Rm×s is the basis coefficient matrix for the l− curve using all s eigenfunc-
tions.
Finally, we conclude the section on multivariate functional PCA by reviewing papers
which apply mfPCA to different datasets.
3.2.2 Applications for mfPCA
Current literature on multivariate functional PCA approaches based on (Ramsay and Sil-
verman, 2005) is very limited. (Ramsay and Silverman, 2005) extends the univariate fPCA
analysis view to multiple peaks. This section covers current literature which applies this
mfPCA technique. Computational details for this mfPCA methodology are introduced in
the next section.
Ramsay and Silverman (2005) examines two datasets using this mfPCA technique.
They study the simultaneous variation of bivariate data with respect to a temporal variable.
In the first case, they analyse the hip and knee angles of young children while walking to
study the development of normal walking but also to detect children whose way of walking
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strongly deviates from the mean child. In the second case, the authors present a case study
on handwriting to study bivariate variation in x and y coordinates.
Epifanio and Ventura-Campos (2011) also applies mfPCA to multivariate functional
data. In particular, the focus is on image analysis of MR scans to analyse the hippocampal
differences among subjects in three states: controls, mild cognitive impairment (MCI) and
Alzheimer’s disease (AD). For that purpose, the author study left and right hippocampal
volumes which are estimated as sum of the slice areas the brain scans are segmented into.
This setup leads to the analysis of bivariate functional data (left and right hippocampal
slices) with respect to a spatial coordinate where scans have been sliced. Finally, the au-
thors compare the mode of variability corresponding to the three different states with the
focus to detect the way the three states differ. However, the authors do not compute a tem-
poral variability profile using eigenfunctions for the three states. But they proceed with a
Kruskal-Wallis test for each spatial coordinate to judge equality of population medians in
these three states.
Berrendero et al. (2011), study the impact of certain parameters on the maintenance and
repair requirements for pavements in Madrid, Spain. In a controlled experiment, the traffic
load was simulated using heavy vehicle simulators and at certain points on the test track
more than 100 parameters were recorded. The authors select temperature profiles as curves
because they are known to impact pavement wear. In particular, they choose M = 3 daily
temperature functions measured at 3,9 and 12 cm below the surface, respectively, which
are modelled as trivariate functional data with respect to a time argument.
Finally, cluster analysis of time-course data is getting increasingly popular for univari-
ate functional data analysis (Coffey and Hinde, 2011) and may be extended to multivariate
functional data. Clustering can be used as explanatory analysis tool to detect structures
which group replicates. But clustering can also be utilized to see how much different treat-
ment groups, such as control and high-dose groups differ. Some authors cluster the fitted
basis coefficients in fPCA for each replicate using multivariate cluster algorithms, such as
k-means and hierarchical clustering. Due to the continuous nature of the FDA approach, it
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is appealing to also look at derivatives of replicate time series. Derivatives capture informa-
tion about the shape, or changing temporal patterns, and as such detects different temporal
patterns than the functions itself.
65
Chapter 4
Curve selection in multivariate
functional PCA
At first we review sparse statistical techniques for regression and PCA in Section 4.1. Then,
in the second part in Section 4.2, we propose two techniques for peak selection in multivari-
ate functional data. More specifically, we introduce thresholding of the mfPCA solution in
Section 4.2.1, and a ranking methodology which separately ranks the M curves according
to their variability in Section 4.2.2. In the third part in Section 4.3, we will derive the third
novel contribution in this report. We will show how to integrate the sparsity ideas from the
first part of this chapter into mfPCA to achieve variable selection. Finally, in the last part
we summarize the contributions of this chapter in Section 4.4.
4.1 Sparse multivariate model building
In the last chapter we reviewed multigroup fPCA techniques. However, we are interested in
integrated metabolite feature selection such that the variable selection is part of the estima-
tion procedure in fPCA. Therefore, we need to integrate sparsity into mfPCA. However, in
this chapter we first will review multivariate sparse modelling techniques for feature selec-
tion in PCA and in regression settings. Many of these approaches only constrain individual
scalar variables (features, predictors). However, in certain applications we do not only ex-
pect sparsity in scalar variables but also assume a particular structure of zero coefficients,
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which leads us to structured sparsity.
These insights into structured sparsity and knowledge about mfPCA allows us to com-
bine both techniques to derive a novel contribution for peak selection in multivariate time
series data in the next chapter. In particular, in the next chapter, we present and derive
a new sparse PCA variant of the mfPCA technique with structured variables where each
structure corresponds to the basis coefficient representation of a given peak.
4.1.1 Feature Selection
Feature selection is an important branch in statistical modelling. In particular, when the
number of peaks in a metabonomic dataset is large, it is important to identify a few peaks
which can explain a large part of the metabonomic variability. Data exploration methods
such as unsupervised learning methods are a crucial step in the statistical analysis of NMR
metabolic profiles (Ebbels and Cavill, 2009). To highlight metabolites which are explana-
tory of the data PCA is a very popular tool in metabolic profiling.
For example, PCA is used for dimensionality reduction to visualize data in the space
spanned by the first two or three principal components. Furthermore, PCA is applied for
easier interpretation of the metabolite data. One of PCA’s main limitation is that it com-
putes derived variables as linear combination of all the original variables. The weightings
in the linear combination are determined by the loadings which are the coordinates in the
eigenvectors corresponding to metabolite peaks in multivariate analysis. The loadings are
considered to yield information which linear combination of metabolite peaks is most in-
fluencing the variability. One way to yield a sparse eigenvector estimate is by pruning the
standard PCA solution and artificially setting those loading coordinates to zero which are
smaller than a specified threshold. However, this thresholding approach can be misleading
as we will discuss in section 4.2.1.
Moreover, we decide to follow a sound approach to deriving a sparse PCA approach.
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Figure 4.1: Effect of constrained OLS solution: LASSO criterion (left) and Ridge criterion
(right), Source: Figure 3.11, Hastie et al. (2009)
Feature selection via penalization (regularization) performing continuous shrinkage to yield
a sparse solution is an embedded feature selection method as it is built into the modelling
procedure, such that features which explain less variability are automatically discarded
(Guyon et al., 2006). Sparse PCA is a hybrid method for unsupervised learning because it
combines dimensionality reduction with feature selection (Ma and Huang, 2008).
4.1.2 Sparse regression
For the purpose of a integrated review, we shortly introduce sparse regression because one
of the PCA approaches we discuss later uses a synthesis view which is based on sparse
regression. In this case, each principal component is treated as a response vector and we
are regressing it on m scalar variables. In this section, we explain sparse regression meth-
ods which extend the ordinary least squares (OLS) estimate which finds β ∈ Rm such that
‖Y −Xβ‖2 is minimized. In this expression Y ∈ Rn denotes the response variable which
is approximated using them features of data matrixX ∈ Rn×m. The OLS estimate is given





XTy which is shown as black dot for a dataset with two-dimensional
features in Figure 4.1. The red ellipses show the contours of the error function. Although
OLS is the best linear estimator it is known that it does not do well in prediction and inter-
pretation to discover which features help most to explain the response well (Hastie et al.,
2009). However, if we permit some bias to improve the bias-variance trade-off, we obtain
estimators with lower mean square error than the OLS solution.
In the last decade, penalization-based feature selection methods gained lots of attention
to emphasize certain features. In these approaches, a constraint on the regression coeffi-
cients βi ∈ R is enforced to regularize the regression fit which avoids overfitting of the
data. A regularized fit is particularly important to build a predictive model with high ac-
curacy, especially when we deal with a high number of features. The penalization has
the form argminβ ‖Y −Xβ‖2 + λ · PEN (β) where λ is a regularization constant which
determines the trade-off between minimizing the squared error ‖Y −Xβ‖2 and the regu-
larization term PEN (β) .
• Ridge regression:
In ridge regression, we penalize using aL2 norm regularization constraint PEN (β) =
‖β‖2 (Hoerl and Kennard, 1970). Note that ‖β‖2 is short for ‖β‖22 =
∑m
j=1 |βj|2 .
With increasing values of λ ridge regression continuously shrinks the OLS regres-
sion coefficient estimate for features towards zero which do not explain the response
well. The ridge regression estimate is given by βˆ =
(
XTX + λ · Im
)−1
XTy. In
the right part of Figure 4.1 we show the L2 norm regularization constraint for a
two-dimensional regression coefficient vector as turquoise circle. The constrained
solution is obtained when the OLS error contours meet the circle constraint ‖β‖2 .
However, as we see in Figure 4.1 that due to the circular shape of the ridge regres-
sion penalty it is unlikely that either bivariate ridge regression estimates β1, β2 is
driven to zero unless both coefficient estimates are close to zero. Therefore, ridge
regression does not yield a parsimonious model because none of the features are ex-
plicitly set to zero and all features stay in the model. Therefore, this method does not
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comply with Occam’s razor which suggests to explain the response with the fewest
features possible.
• LASSO:
In a seminal paper (Tibshirani, 1996) proposed LASSO which is short for ’least
absolute shrinkage and selection operator’. LASSO minimizes the OLS criterion













we just obtain the OLS estimate. For example g = 0.5 ·
∥∥∥βˆ∥∥∥
1
leads to about 50
percent shrinkage on average (Hastie et al., 2009). Equivalently, we can also write
the LASSO criterion in Lagrangian form ‖Y −Xβ‖2 + λ · PEN (β) where the pe-
nalization has the form of a L1 penalty PEN (β) = ‖β‖1 .
The LASSO criterion does not only shrink features towards zero but simultaneously
sets them exactly to zero as the regularization constant λ increases. Therefore,
LASSO selects features as crucial which correspond to non-zero regression coef-
ficient estimates. Variables with non-zero estimates are also known as support vari-
ables. Selection of these support variables, i.e. subset of predictors corresponding
to non-zero coefficients, will lead to parsimony because it improves interpretation.
In particular, it shows which features have the strongest effects in predicting the re-
sponse. In LASSO, some of the regression coefficients are exactly zero because the
L1 penalty is not differentiable at zero, and some of them will be set to exactly zero
for large enough λ (small enough g).
In the left part of Figure 4.1 we see the L1 LASSO normalization constraint in
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turquoise forms a square in two-dimensional space while the L2 Ridge regression
constraint on the right side forms a circle. The red ellipses form contours of esti-
mates with the same least square error (Hastie et al., 2009; Murphy, 2012). Given
the constraint is active (i.e. the unconstrained least square estimate is outside the
constraint surface), the optimal constrained least square solution is given where the
ellipses intersect the constraint surface. From a geometric point of view a smaller
λ value relaxes the constraint, such that we grow the L1 square and L2 circle un-
til it intersects with the contours. In the case of the square constraint, it is more
likely the intersection of the ellipse occurs with one of the corners than the sides of
the squares. In other words, the corners which lie on the coordinate axes reinforce
sparse solutions. However, for the circle constraint, the ellipse is more likely to in-
tersect the circle at any point which leads to a lack of preference for a sparse solution.
The L1 constraint also makes the solutions non-linear in the responses. Therefore,
the LASSO criterion cannot be estimated in closed form and forms a quadratic pro-
gramming problem. However, LASSO can also be solved a coordinatewise gradient
descent (CGD) algorithm which optimizes one feature at a time (Kim et al., 2008).
LASSO is a very useful technique but it has a few limitations. If there are more
variables than individuals, LASSO selects a maximum number of n variables when
it saturates due to the nature of the L1 norm which is convex but not strictly convex.
However, this might be a problem for high-dimensional data when m > n variables
are required to explain the response well (Rosset and Zhu, 2007; Bach et al., 2011,
2012a; Tibshirani, 2012). Furthermore, if there is a group of predictors with pairwise
high correlations than it will choose only an arbitrary feature from this group.
• Elastic net:
The elastic net was developed to improve upon the drawbacks of the LASSO ap-
proach (Zou and Hastie, 2005). It uses a combination of the constraints for ridge re-
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gression and LASSO. We define the naive elastic net criterion as argminβ ‖Y −Xβ‖2+
λ1 · ‖β‖1 + λ2 · ‖β‖2 where λ1 · ‖β‖1 + λ2 · ‖β‖2 is the elastic net penalty. For
λ2 = 0, the elastic net reduces to the LASSO penalty. Therefore, we can interpret
the elastic net solution as a ridge regression which is LASSO regularized. We as-
sume λ2 ∈ R+ which leads to a strictly convex optimization problem. Therefore,
even when the number of variables exceeds the number of individuals the elastic net
is well-defined. Zou and Hastie (2005) showed that the elastic net criterion can be
rewritten as LASSO problem with augmented variables. The augmented LASSO
problem has more individuals (m + n) than variables m which allows to handle the
case m > n. However, the naive elastic net penalizes the OLS estimate twice. To
remove this excessive shrinkage which introduces additional bias and variance we
apply a scaling transformation of the regression coefficient estimate which maintains
the variable selection property of the elastic net.
Zou and Hastie (2005) showed that the elastic net is a good model for microarray data
which has thousands of featuers, i.e. genes, often fewer than n = 100 samples. The
elastic net has a tendency to select groups of correlated variables which is a desirable
property to resemble the way loadings for the eigenvectors in PCA are grouped. In
microarray studies, genes which share the same group, i.e. biological pathway, tend
to have high correlations and the elastic net performs grouped selection on them. In
grouped selection, the elastic net selects the whole group of genes once once of the
genes enters the model.
4.1.3 Sparse PCA
In section 2.1 we introduced the analysis and synthesis view for multivariate PCA. In this
section we review sparse PCA approaches for these two views.
• Analysis view:
This section will review two examples of sparse versions for the analysis view. In
the first example we discuss work by d Aspremont et al. (2007) which discusses
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the sparse PCA approach as a variational problem. They derive a semidefinite pro-
gramming (SDP) relaxation for the analysis view while constraining the cardinality,
i.e. the norm ‖·‖0 , of the eigenvector solution. They maximize the variance criterion
V ar(Xv) = vTXTXv subject to the confounding normalization constraint ‖v‖2 = 1
and the newly introduced sparsity constraint on cardinality such that ‖v‖0 ≤ k which
bounds the number of non-zero coefficients for eigenvector v by scalar k. However,
this problem is non-convex and NP-hard. Therefore, the authors introduce a semidef-
inite relaxation which replaces the cardinality constraint with a convex one to make
computations feasible. Eigenvectors are extracted consecutively by deflation and
each eigenvector is computed by approximating a positive semidefinite covariance
matrix by a rank-one matrix vvT .
The second and earlier approach we shortly illustrate is called ’Simplified Com-
ponent Technique-LASSO’ (SCoTLASS) and penalizes the variance maximization
criterion by a LASSO-type constraint (Jolliffe et al., 2003; Jolliffe, 2010). SCoT-
LASS maximizes the projected variance vTXTXv such that the constraint ‖v‖1 =∑m
j=1 |vj| ≤ g is satisfied. The regularization constant g ∈ R+ controls the spar-
sity, i.e. the number of non-zero coefficients, in the eigenvector v. However, this
constrained formulation introduces the requirement of numerical optimization of m
coefficient estimates, which may be quite computional expensive for largem in high-
dimensional problems. As numerical optimization routines the authors used sim-
ulated annealing and projected gradient ascent which may introduce several local
minima.
• Synthesis view:
The synthesis view is based on the regression/reconstruction error property. In this
section, we will again discuss two approaches to show how these methods estimate
sparse eigenvectors. The most straightforward technique to sparse PCA using re-
gression is to treat each principal component score zi (eq. 2.5) as a response variable
as computed by regular PCA. Then, we regress on the m loadings in the eigenvector
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such that the i−th eigenvector is found by minimizing criterion argminvi ‖zi −Xvi‖+
λ1·‖vi‖1+λ2·‖vi‖2 .However, Zou et al. (2006) show that zi depends on regular PCA
and as such is not a genuine alternative to PCA because most eigenvector solutions
are constrained to the immediate proxity of the regular PCA solution. However, sim-
ilarly to thresholding this technique could be used in a two-stage exploratory analysis
where first the regular PCA solution is computed, and then to achieve a sparse so-
lution we proceed we are either pruning of loadings in thresholding or applying the
elastic net approach.
However, a PCA regression technique which does not aim to approximate the regular
PCA solution but rather its properties is preferable, such that eigenvector matrix is
close to orthogonal and thus correlations among principal component scores is low.
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subject to ATA = Is (4.2)
argminV,A
∥∥X −XV AT∥∥2 + s∑
j=1




subject to ATA = Is (4.4)
In this equation
∥∥X −XV AT∥∥2 measures the reconstruction error. Term V Txi
projects the i−th replicate onto the leading s ≤ m eigenvectors V ∈ Rm×s to yield
the principal component score vector fi ∈ Rs (eq. 2.4). After that, we use matrix
A to project those PCS fi back to the original space. An orthogonality constraint
is enforced on A which makes V close to orthogonal. The constraint on the j − th
eigenvector resembles the elastic net penalty. The same regularization λ2 is chosen
for all eigenvector, however, different regularization constants λ1,j may be picked
for the different eigenvectors to obtain flexibility. Setting all λ1,j to zero assigns the
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regular PCA eigenvector solution to V and A (Zou et al., 2006).
Criterion in eq. 4.4 is solved by an alternating algorithm. We initialize the estimate
for A as the matrix of the first s eigenvectors, and estimate A and V in turns until
convergence. First, assume matrix A is known, then we solve s separate elastic prob-
lems, one for each of the s columns of V. However, if V is known the penalties form
constants and can be ignored. Therefore, we minimize
∥∥X −XV AT∥∥2 subject to
ATA = Is which is a rank-reduced version of the Procrustes rotation (Mardia et al.,
1979). We compute the singular value decomposition XTXV = UD (V ′)T and set
A = U (V ′)T .
The second PCA synthesis method we introduce will be the methodology we extend
later for the new contribution in this document. Shen and Huang (2008) motivate an
approach to identify sparse eigenvectors via low-rank matrix approximations of the
data matrix X via SVD. Let X be of rank m that is SVD-decomposed as
X = UDV T ∈ Rn×m (4.5)
withU = [u1, . . . , um] ∈ Rn×m, V = [v1, . . . , vm] ∈ Rm×m, andD = diag(d1, . . . , dm)
with ordered scalars d1 ≥ . . . ≥ dm > 0. Matrices U and V are orthonormal. The
best rank s ≤ m approximationXs to data matrixX wrt the squared Frobenius norm
|| · ||2F (Eckart and Young, 1936; Golub and Van Loan, 1996; Puntanen et al., 2011)
is expressed by the partial sum to s terms of the singular value decomposition of X
according to eq. 2.1. The best rank-one approximation to X is
minu˜,v˜||X − u˜v˜T ||2F (4.6)
and its SVD property implies u˜ = u1 and v˜ = d1v1. Subsequent pairs (uk, dkvk), k >
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1 offer best rank one solutions to the respective residual matrices, i.e. d2u2 (v2)
T is
the best rank one approximation toX−d1u1 (v1)T .Now assume uvT is the best rank
one approximation to X with confounding constraint, which makes it unit length,
i.e. ||v|| = 1. But to allow for direct application of a sparsity constraint, we rewrite
uvT = u˜v˜T where u˜, v˜ are re-scaled version of u, v, so that u˜ has unit length and v˜
does not have to obey any scale constraint. Then we can write a penalized version of
eq. 4.6 as
minu˜,v˜||X − u˜v˜T ||2F + Pλ(v˜) (4.7)
where we use the L1 penalty Pλ(v˜) =
∑m
j=1 2λ|vj|. We see that all loadings in the
eigenvectors are penalized by the same regularization constant λ.However, in related
research referred to as randomized LASSO, (Meinshausen and Buehlmann, 2010)
showed that this constant could be different for each scalar vj. To compute the sparse
solution to criterion 4.7 an alternating algorithm is suggested. We initialize u˜, v˜ with
the standard SVD solution to data matrix X and yield the best rank-one approxi-
mation to X. Then, we take turns to evaluate u˜ and v˜ while assuming the other one
fixed:
– Step 1: For fixed v˜ minimize criterion 4.7 to yield the optimal u˜new = Xv˜new‖Xv˜new‖ .





we define hλ as hλ(y) = sign(y)(|y| − λ)+.
Finally, we standardize v˜new to yield the desired sparse eigenvector as v = v˜
new
‖v˜new‖ .
4.1.4 Explained variance versus degree of sparsity
In sparse PCA, we are looking for a reasonable trade-off between variables that explain as
much variance in the data as possible but only has few non-zero coefficients in the eigen-
vector. Intuitively, we expect sparse PCA to capture less variance than regular PCA because
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we trade-off explained variability for interpretability (Journee et al., 2010). Interpretability
is offered by examining which variables of the eigenvector are non-zero and then to decide
whether these variables may actually be important within the application. Mathematically,
with respect to the explained variance, we know that only eigenvectors sequentially cap-
ture maximum variance (see appendix A.3). Increasingly higher regularization forces more
variables in sparse PCA to be set to zero. But increasing regularization also leads to less
explained variance as the increased sparsity of loading vectors makes for a bigger deviation
from the eigenvector solution.
Once regularization is above some threshold all coefficients of the eigenvector will
be set to zero. Therefore, regularization completely dominates the trade-off of sparsity and
low-rank matrix approximation. Furthermore, a result in matrix analysis states that a matrix
can only be diagonalized if the columns of the diagonalization matrix constitute a complete
set of eigenvectors (Meyer, 2000). Therefore, sparse eigenvectors do not diagonalize the
covariance matrix and as thus PCSs are not uncorrelated.
4.1.5 Cumulative percentage adjusted explained variance
The way standard PCA computes the explained variance (eq. 2.6) does not take into ac-
count that the eigenvectors may not be orthogonal, such that information is shared among
eigenvectors. Therefore, the calculation of explained variance as sum of individual vari-
ances may be too high if the leading s principal component scores are correlated. Shen
and Huang (2008) introduce adjusted variance as a new criterion to compute explained
variance for sparse PCA which takes into account that principal component scores are not
uncorrelated and eigenvectors are sparse. They define an orthogonal projection operator
ProjV s(X) (Meyer, 2000) which maps data X onto a subspace XV s spanned by the first s





Then the cumulative percentage of explained variance CPEV ∈ [0, 1] can be computed as





We have tr(XTvsXvs) ≤ tr(XTvs+1Xvs+1) ≤ tr(XTX). Increasing the number of leading
eigenvectors the total variance explained increases. The adjusted percentage of explained








In the previous sections we introduced approaches for sparse PCA and sparse regression.
In these problems we imposed a L1 norm penalty to achieve sparsity at the scalar variable
level regardless of its position in the eigenvector. However, in certain applications loadings
in the eigenvectors are not only expected to be sparse but also to have a certain structure.
In particular, the L1 norm disregards any structures, such as spatial and hierarchical rela-
tionships. In other situations again we may want to encode categorical variables by binary
dummy variables, such that the coefficients of the feature vector are naturally partitioned in
subsets or non-overlapping groups of variables (Bach et al., 2011). More recent work also
discussed overlapping groups and nested groups (Jenatton et al., 2011). In these grouped
settings, it is appropriate to select or discard all the grouped variables simultaneously. A
penalty which respects these structures is assumed to not just improve interpretability but
also increase predictive performance.
In this document we focus on penalties which enforce sparsity at the group level. Each
of the group corresponds to the basis coefficient estimate of a particular curve to implement
sparse PCA for multivariate functional data. Recall that in mfPCA each of the replicates
is represented by concatenating the basis coefficients of each curve to form a single vector
of functions, and then mfPCA is computed on these concatenated functions (Ramsay and
Silverman, 2005; Berrendero et al., 2011).
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Recently, different applications have emerged that utilize structured regularization (Je-
natton et al., 2011). For example, in neuroimaging functional magnetic resonance imaging
(fMRI) responses are voxels which follow specific localized 3D spatial arrangements ac-
cording to the anatomy of the brain. Then, a neuroscientists may be interested which vox-
els carry most discriminatory power for the performance of some tasks by the experimental
subjects. Furthermore, in multitask regression a subset of single nucleotide polymorphisms
(SNPs) with certain phenotypic relevance on a family of genes is sought such that genes
which share common properties are embedded in an underlying hierarchy. Similarly, in
microarray experiments variable selection at the level of the individual gene may be very
noisy. Therefore, we prefer to select predictive genes which form overlapping groups ac-
cording to their mechanisms in biological pathways, or are adjacent in protein-protein in-
teraction networks. Moreover, in face image analysis we aim to detect regions of pixels in
the grid of an image which explains most of the variability of the faces.
In the next section, we will introduce work on sparse regression with grouped variables
which motivated the extension of sparse PCA to the group sparsity level (Yuan and Lin,
2006).
4.1.7 Sparse structured regression: Group LASSO
LASSO which imposes a L1 penalty in the regression setting focuses on constraining indi-
vidual regression coefficient estimates with little predictive power to zero. However, we are
more interested to select group patterns of non-zero coefficients. Therefore, we penalize
subsets of variables with the Euclidean norm for each group, such that either all variables
are simultaneously selected or removed from the group. This leads to sparsity at the group
level rather than sparsity for individual variables because the L2 norm of a vector is only
zero if all its constituent elements are zero (Hastie et al., 2009; Bach et al., 2011, 2012a).
This group penalty is also known as mixed L1/L2 norm because it behaves like an L1 norm
for each group of coefficients. However, within each group, the L2 penalty does not en-
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force sparsity. Note that if each group consists of only one variable we recover the LASSO
formulation with the L1 norm. Combined with a square error loss function, Yuan and Lin















where λ ≥ 0 is a tuning parameter, X = [X1, . . . , XM ] ∈ Rn×p is the data matrix
forming M groups, and β = [β1, . . . , βM ] ∈ Rp are the regression coefficients. The data
matrix for the j−th group is Xj ∈ Rn×m and the coefficient vector for the same group is
βj ∈ Rm.
4.2 Peak selection in multivariate functional data
In this section we propose two ways to accomplish peak selection in longitudinal frequen-
cies metabonomic datasets. The first method is an ad-hoc approach which is based on
thresholding the basis coefficient estimate of the eigenfunctions in the mfPCA solutions.
The second technique we propose does not rely on the mfPCA solutions but computes the
between-replicate variability separately for each peak and, then, proceeds by ranking those
M curves in decreasing order of variance.
4.2.1 Thresholding in mfPCA for peak selection
From the mfPCA solution we can also compute how much a particular group contributes
to the variance explained by some principal component score. This information can be
utilized to determine which subset of groups shall be used for peak selection. Although the
j−th principal component score fij for the replicate xi is computed as linear combinations
of the multivariate replicate function xi across all peaks x1i , . . . , x
M
i with its corresponding
eigenfunctions ξj[1], . . . , ξ
j
[M ], it may be most influenced by a sparse set of peaks, i.e. by that
subset of f = M − r peaks whose eigenfunctions contributes most to the variance of the
j−th eigenfunction ξj while the other r peaks are viewed as not relevant.
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The reason we can do that for mfPCA but not for separate fPCA is because all curves
share a common eigenvalue ρj associated with the j−th eigenfunction ξj. This selection
of linear combinations of subsets of peaks can be inferred from mfPCA by thresholding
the eigenfunctions and only retaining those f = M − r peaks ξj[k] k ∈ {1, . . . ,M} whose
square of the eigenfunction norm of its basis coefficient representation
∥∥∥vj[k]∥∥∥2 is the largest.
This idea is an extension of thresholding in multivariate PCA where variables with small
scalar loading values in the eigenvector are truncated to zero (Cadima and Jolliffe, 1995;
Zou et al., 2006). The motivation for thresholding in multivariate PCA comes from the fact
that small entries in the eigenvector will only lead to a small change when computing prin-
cipal component scores (see eq. 2.4) and therefore can be discarded. Then, each principal
component score is only defined over a subset of the original eigenfunctions which support
interpretation to decide which subset of variables vary most for a given eigenvector. In
other words, in the multivariate approach we truncate small values of the loading vectors
using the L1 norm while in our new contribution for functional data we do truncate small
values of the groups vj[k] using the L2 norm.
This thresholding method where the smallest r scalar variables are truncated to zero
is the most straight-forward method to achieve sparse eigenvectors in multivariate PCA.
Therefore, this thresholding approach is frequently applied in practise. It captures similar
explained variability as the more principled sparse PCA method we introduce later in this
document.
Cadima and Jolliffe (1995) found that thresholding could be misleading in deciding
how a selected subset of variables combines for a best approximation of a principal com-
ponent score. In particular, given that thresholding is only a pruned version of PCA we
only consider the magnitude of the entries in the eigenvector to decide which subset of
variables to select in the linear combination to form the principal component scores. For
the first eigenvector, the largest values in the eigenvector correspond to variables with the
largest variances. However, for the remaining PCs no such general rule is valid and we
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have to look beyond the magnitude of the eigenfunction coefficients. In particular, those
further eigenfunctions may also strongly depend on the variance of each variable and the
correlation between the variables.
For example, in a face image reconstruction problem Sjostrand et al. (2006) note that
effects such as mouth opening, smiles are scattered in either the PCA or the thresholded
PCA reconstruction and therefore hard to interpret. Furthermore, the authors found that
principled versions of sparse PCA manages to display more or less separate effects in the
face reconstruction.
Before we introduce computational details for mfPCA in a subsequent section we dis-
cuss another approach for selecting peaks which capture high variability. We will refer
to this approach as Multigroup functional variance ranking (mfVR) which computes for
each peak j independently how much its n replicates yj1, . . . , y
j
n vary around the peak mean
function y¯j.
4.2.2 Multigroup functional variance ranking
We develop mfVR as a method that ranks the importance of curves. This approach does
not reply on computing a SVD decomposition. In mfVR, we compute the variance of each
of the M groups of curves yk, k ∈ {1, . . . ,M}, composed of n replicate functions for each
curve. Let the variance of the k−th curve be V ar [yk] where y¯k(t) is the mean curve of the
















using replicate index i = {1, . . . , n}, such that yki (t) denotes the k− th peak, and replicate
i at time t. As that can be seen in equation 4.10, the feature ranking measure can be directly
computed from the observed time series data. The variance of the M curves are ranked in
decreasing order. Those f = M − r peaks with the highest values for the criterion for the
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mfVR (eq. 4.10) are selected. Then, the r curves with the lowest ranks for this criterion are
discarded.




are suitable for high-dimensional data, because
they are computationally less expensive in general, more efficient to calculate and show
scalability (Saeys et al., 2007). For independent curves, an approach using curve ranking
may be sufficient. However, in many application domains such as metabonomics (Ebbels
et al., 2007) and genomics (Li and Xu, 2009) curves might be highly correlated. But the
mfVR curve ranking criterion ignores the correlation and dependency among curves be-
cause the mfVR criterion is independently computed for each curve.
In multivariate statistics this mfVR criterion corresponds to computing the variability
for each of the p scalar variables separately based on the data matrix X ∈ Rn×p. Then,
we would proceed by ranking those variables and selecting those f < p variables which
have the highest variability. In this case, we also do not use the correlation information
among the p variables as in multivariate PCA. In particular, unless the p original variables
are uncorrelated, we expect the f leading derived variables (principal component scores)
in multivariate PCA to capture larger variance than the top f ranking variables in a mul-
tivariate mfVR criterion. Furthermore, we do not expect the top ranking variables in the
mfVR criterion to be orthogonal as in PCA. This is because PCA explicitly decorrelates
the original p variables, such that the principal component scores are uncorrelated.
4.3 Sparse PCA with grouped variables for multivariate functional
data
Motivated by the group LASSO from the previous section, here we will introduce the
new contribution to this document. This novel contribution is a sparse PCA method with
grouped variables to select peaks in multivariate time series data (Yuan and Lin, 2006). We
will refer to this novel technique as ’Sparse Grouped PCA’ (SGPCA). We will impose a
L2 norm on the multivariate functional PCA solution to achieve group sparsity, such that
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groups of variables are shrinked and selected simultaneously. Each of the groups will be
interpreted as the basis coefficient representation of a particular curve. The derivation we
will present below extends work by Shen and Huang (2008) which we reviewed as second
approach for the synthetic PCA view. The approach derived by Shen and Huang (2008)
selects features at the individual variable level which we will extend for grouped predictors
subsequently.
4.3.1 Computational Details for Sparse Grouped PCA
As in group LASSO the data matrix X = [X1, . . . , XM ] ∈ Rn×p is segregated into M
groups of equal length m. The data matrix corresponding to the j−th, j ∈ {1, . . . ,M},
group isXj ∈ Rn×m. Similarly, eigenfunction basis coefficient estimates v = [v[1], . . . , v[M ]] ∈
Rp will be formed as a concatenation of the M curves where each eigenfunction ξ[j] is rep-
resented by m basis coefficients v[j] ∈ Rm. Let X be of rank p that is SVD-decomposed
as X = UDV T ∈ Rn×p. The best penalized rank-one approximation with respect to the
Frobenius norm to X is
minu˜,v˜||X − u˜v˜T ||2F + Pλ(v˜) (4.11)
and its SVD property implies u˜ = u1 and v˜ = d1v1. As in the sparse PCA at the
individual level in Section 4.5, we rewrite uvT = u˜v˜T where u˜, v˜ are re-scaled version of
u, v, so that u˜ has unit length and v˜ does not have to obey any scale constraint (Shen and
Huang, 2008). For the penalty we have pλ(v˜) =
∑p
j=1 2λ|vj|. However, we need to rewrite
formulation 4.11 to impose a L2 penalty on the groups of variables to obtain:
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(Xij − u˜iv˜j)2 + 2λ
∥∥v˜[k]∥∥2
 . (4.14)
In equation 4.14 we re-wrote the low rank approximation from the univariate to the




To solve the SGPCA criterion 4.14, we iterate between computing u˜ and v˜ while keep-
ing the other fixed:
• Step 1: For fixed v˜ minimize eq. 4.13 to yield the optimal u˜ with ||u˜|| = 1 as
u˜ = Xv˜||Xv˜|| . A proof is shown in 4.5.1 and is adopted from Shen and Huang (2008).
• Step 2: For fixed u˜ we require a more sophisticated approach then outlined in Shen
and Huang (2008). Therefore, we re-wrote eq. 4.13 into eq. 4.14 which we seek
to minimize to find v˜. According to section 4.5.3 finding about the optimal v˜[k] re-
duces to look for the optimal ˜v[k], which will minimizes v˜T[k]v˜[k]−2zT v˜[k] +2λ||v˜[k]||2,
zT = (XT u˜old)T[k], which we solve it by applying Lemma 4.5.4. We set α = ‖z‖−λ.
Then for α ≤ 0 we have ˆ˜v[k] = 0m and for α ≥ 0 we get αz‖z‖ .
A summary of this iterative deflation scheme for SGPCA to compute the first s eigen-
function is shown as algorithm 4.1. Before we look at tuning parameters we look at the
computational complexity of the SGPCA algorithm. In each iteration the computational
cost of algorithm 4.1 is O(Mmn) = O(np) to compute u˜ in step 1, and then to calculate
v˜ in step 2. Let δ to be the approximate number of iterations for the algorithm runs. To
extract the leading s eigenfunctions requires O(sδnp) steps. Next, we discuss the choice
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Algorithm 4.1 Sparse grouped PCA
for eigenfunction l = 1 to s do
Compute the l−th eigenfunction as vl, or with less notational burden as v :
• Initialization for the l−th eigenfunction: Apply standard SVD toX and get best
rank one approximation to X as X = du∗v∗T . Set u˜old = u∗ and v˜old = dv∗
• repeat
– Let z = (XT u˜old)[k] and α = ‖z‖ − λ. For each of the k = 1, . . . ,M
groups ˆ˜vnew[k] ∈ Rm :
ˆ˜vnew[k] =
{
0m if α ≤ 0,
αz
‖z‖ if α ≥ 0.
(4.15)
– u˜new = Xv˜new||Xv˜new||
• until condition STOP is true where the STOP condition is defined as
‖u˜new − u˜old‖ ≤  AND ‖v˜new − v˜old‖ ≤ ; if STOP condition evaluates as
false replace v˜old by v˜new, u˜old by u˜new and continue
• Deflation step: compute residual matrix X ← X − u˜new(v˜new)T
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of certain tuning parameters, which include the selection of the regularization parameter λ
to achieve a particular degree of sparsity and how to select robust groups.
4.3.2 Model selection and further computational details
In this section we will describe further details about the SGPCA model. At first, we will
describe how we choose the regularization constant to enforce a particular amount of spar-
sity, i.e. number of zero groups in the eigenfunction. Then, we think about the question
how a suitable amount of sparsity should be selected. We approach this question by visual
inspection on how much variability is retained with respect to the number of zero groups in
the eigenfunction. Furthermore, this question could also be targeted with cross-validation
of the reconstruction error definition in PCA. Finally, we suggest a proposal using stabil-
ity selection and describe how it could be used to extract more than one latent factor, i.e.
eigenfunction.
• Regularization constant:
Similarly to the thresholding approach outlined in Section 4.2.1 we extend the order
statistic approach by (Shen and Huang, 2008) to the multivariate level using the L2
norm. The goal is to achieve a particular sparsity level such that r ∈ {1, . . . ,M − 1}
groups of coefficients are set to zero and the remaining f = M−r groups of variables
are non-zero. According to update formula 4.15, we see that the k−th group will
be set to zero if α ≤ 0, i.e. ‖z‖ ≤ λ where z is defined as z = (XT u˜old)[k].
To set r of the M groups of basis coefficients in the eigenfunction ˆ˜v to zero we
compute ‖z‖ ∀k ∈M and sort them in increasing order. Then set λ, which is chosen
between the r−th and (r + 1)−th biggest sorted value for the norm of z. In other
words λ ∈ [‖z‖(r) , ‖z‖(r+1)] where ‖z‖(r) denotes the r−th order statistic of all M
computed values ‖z‖ , i.e [(XT u˜old)[1], . . . , (XT u˜old)[M ]] . Once λ > ‖z‖(M) , i.e.
λ is greater than the largest order statistic of the norm z, the eigenfunction basis
coefficient estimate v will be assigned the zero vector v = 0p such that there is no
effect of the low-rank matrix approximation and the regular aspect fully dominates.
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• Degree of sparsity for eigenfunctions: Visual inspection:
For each of the eigenfunctions we need to fix the degree of sparsity. To choose a
suitable amount of regularisation is a challenging work. We want to have r groups
to be zero and f = M − r curves to be non-zero. An ad hoc way to select the spar-
sity degree for each eigenfunction is similar to the scree plot technique. With fixed
the sparsity degrees of the first k − 1 eigenfunctions, we plot CPEVk for the k−
eigenfunction against the M−1 degrees of sparsity. We select that degree of sparsity
j0 ∈ {0, . . . ,M −1} for the k−th eigenfunction as the largest j so that CPEVk does
not drop too much (less than 5 or 10 percent) from its biggest value at sparsity degree
j = 0 (Shen and Huang, 2008).
• Degree of sparsity for eigenfunctions: Cross-validation:
A traditional way to approach sparsity degree selection is byK−fold cross-validation
(cv) (Shen and Huang, 2008; Izenman, 2008). Firstly, we fix the degree of sparsity
at r curves as cv tuning parameter for the current eigenfunction. Then at each cv
iteration, we use K − 1 batches of the data to compute the PCA solution. This PCA
solution is used to reconstruct the left-out batch . Finally, we select that degree of
sparsity with the least cross-validated reconstruction error. The number of folds K is
often set to small values as 5 or 10 because cross-validation is very computationally
expensive.
Leng et al. (2006) reports that cross-validation often selects too many variables and
shows that a regularized approach may not lead to consistent model selection. A
tuning parameter selection technique will be consistent if the probability of correctly
identifying the set of important variables goes to one asymptotically. Davis et al.
(2006); Meinshausen and Buehlmann (2010) proposed stability selection from re-
sampling. In penalization methods we often consider a regularization path (Hastie
et al., 2009) where we plot the values of the p variables as time series against the
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regularization parameter.
• Degree of sparsity for eigenfunctions: Stability selection:
In stability selection, the idea of a regularization path is replaced by a stability path
(Meinshausen and Buehlmann, 2010), where we plot the time series for the selection
probabilities of the p variables against the regularization parameter. The selection
probability of variable j with λ regularization Πλj is defined as the frequency, which
variable that j is non-zero (i.e. included in the model) after tnbPerm resamplings of
the data with size n
2
(to closely resemble bootstrap). That is why we perturb the data
many times, run a statistical procedure (e.g. PCA) and choose variables that occur in
a large fraction of the resulting selection sets.
The idea is to recover the true positive variables while bounding the error as number
of expected falsely positive selected variables E[V ]. E[V ] can also be viewed as
familywise error rate (FWER) in multiple testing where I control type I error rate,
i.e. a variable that is declared significant (alternative hypothesis) but that is actual
noise (null hypothesis). Meinshausen and Buehlmann (2010) prove an upper bound
on the number of expected false positive variables, which depends on the average
number of selected variables qλ and a threshold pithr on the selection probabilities
for the variables. That is why those variables are viewed as relevant which satisfy
Πλj ≥ pithr and form the set Sˆλtk where k runs over the number of resampled datasets
k ∈ {1, . . . , nbPerm}. Sˆλtk is selected based on the tk−th permuted sample using λ
amount of regularization. Let Λ be the set of all λ values, we run the algorithm. We




. In stability selection, we select stables
variables Sˆstable = {k : maxλ∈ΛΠˆλk ≥ pithr}. Let V to be the intersection of the
truly zero-coefficient variables and Sˆstable. It is hard to control E[V ] in general but
under certain simplifying assumptions, the authors bounded E[V ] as
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where p is the number of variables or curves. As long as tuning parameter pithr is
chosen reasonably in pithr ∈ (0.6, 0.9) its influence is small. To bound E[V ] at some
level, we set qλ accordingly.
Resampling is a way to cancel the unknown noise level from the data and make es-
timation results less sensitive to the amount of regularization. Setting λ too big will
not introduce any false positives, i.e. noise variables, but only miss some important
true positive variables. In real case studies the authors gave evidence that stability
selection reduced E[V ] dramatically compared to the cross-validated solution, while
discovering a certain fix proportion of relevant variables. Although the simplifying
assumptions for deriving the bound for E[V ] may be violated in practise, E[V ] is
remarkably well controlled at some chosen level.
4.3.3 Latent factor deflation for stability selection
Given that stability selection does not immediately apply to latent variable techniques as
PCA, we need to find a way to compute further latent factors. Stability selection cannot be
simply reproduced by setting the right amount of regularization because stability selected
variables provide a fundamentally new solution. To set the correct amount of regulariza-
tion will yield the same amount of sparsity as in stability selection but the selected relevant
variables may be different. But to compute the deflation step in algorithm 4.1 we need
those left singular eigenvectors u˜new, v˜new which have zero and non-zero coefficients for
those groups as selected through stability selection. For that purpose we compute the first
left and right singular eigenvector by standard (unpenalized) PCA on the subset of columns
of the data matrix X, which corresponds to those f selected groups by stability selection.
Then we plug this computed singular eigenvector solution into the corresponding non-zero
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entries of v˜new and deflate the matrix to move to further eigenfunctions.
Another difference from the setting described in Meinshausen and Buehlmann (2010)
is that we deal with groups of variables. We get around this problem by defining a group to
be zero, if all its member variables are zero.
4.4 Summary of contributions in this chapter
In the first part of this chapter we discussed the concept of feature selection. Then, we
reviewed techniques for sparse regression and sparse PCA for multivariate data which can
be used for feature selection. Most of the approaches we discussed use penalty operators
which penalize scalar components in the sparse estimates. However, in some applications
we expect coefficient estimates to follow a particular structure, such as spatial and hier-
archical relationships. We were particularly concerned with a penalty which implements
sparsity at the group level where groups correspond to the basis coefficient estimate for the
different peaks.
A regression approach which uses a penalty to select features at the group level is Group
LASSO which we used as motivation to develop a new regularized mfPCA variant for peak
selection. Then, we proceeded to derive this Sparse grouped PCA (SGPCA) solution, pro-
vided an algorithm to compute its solution and discussed model selection issues related to
the suitable amount of sparsity.
Moreover, we made two further novel contributions to select important peaks. The
first technique was based on thresholding the eigenfunction basis coefficient estimate we
obtained from computing the mfPCA solution. Similarly to SGPCA, peaks which have
non-zero norms for their basis coefficient estimates in the eigenfunctions are considered
important. The second approach, multigroup functional variance ranking (mfVR), does
not use the mfPCA solution. In the mfVR approach we compute the between replicate
variance separately for each peak and rank those variances in decreasing order. To achieve
curve selection in mfVR we select the top peaks which have the highest variability and
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discard all peaks which are below a chosen variance cut-off.
4.5 Appendix: Derivations for functional Sparse Grouped PCA
4.5.1 Lemma step 1, univariate case
Lemma 4.5.1 (For fixed v˜ minimize u˜) For fixed v˜ minimize u˜ with ||u˜|| = 1 as u˜ = Xv˜||Xv˜|| .
Proof For fixed v˜ minimize u˜ ∈ Rn×1 with ||u˜|| = 1. Data matrix X is of dimension
n × p. I normalize v˜ to a unit vector as v˜′ = v˜‖v˜‖ . Let v˜⊥ ∈ Rp×(p−1) be the orthogonal
complement of v˜ ∈ Rp×1 i.e. the inner product of v˜ and v˜⊥ is p − 1 dimensional zero row
vector 01×(p−1). Via the Gram-Schmidt Process I can compute a p× p matrix V˜ = [v˜′, v˜⊥].
Then as in equation 4.6 I minimize
||X − u˜v˜T ||2F =︸︷︷︸
V˜ T V˜=I
||(X − u˜v˜T ) · V ||2F = ||XV − u˜v˜TV ||2F∥∥∥∥∥∥[Xv˜′︸︷︷︸Rn×1 , Xv˜⊥︸︷︷︸Rn×(p−1)]− [u˜v˜
T v˜′︸ ︷︷ ︸
Rn×1







∥∥[Xv˜′, Xv˜⊥]− [u˜ ‖v˜‖ , 0n×(p−1)]∥∥2F
=





















‖Xv˜′ − u˜ ‖v˜‖‖2 + ‖Xv˜⊥‖2F =
∥∥∥∥X v˜‖v˜‖ − u˜ ‖v˜‖





∥∥∥∥X v˜‖v˜‖2 − u˜
∥∥∥∥2 ‖v˜‖2 + ‖Xv˜⊥‖2F (4.16)
To minimize expression 4.11 I know that for fixed v˜ the term Pλ(v˜) is constant. Expres-
sion ‖Xv˜⊥‖2F in 4.16 will also be constant. Thus I need to minimize term
∥∥∥X v˜‖v˜‖2 − u˜∥∥∥2 ‖v˜‖2
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but as v˜ is fixed I minimize
∥∥∥X v˜‖v˜‖2 − u˜∥∥∥2 wrt u˜. This last expression is minimized for
u˜ = ξ‖ξ‖ due to the norm one constraint where ξ = X
v˜
‖v˜‖2 , i.e. the minimum value is
attained at u˜ = Xv˜‖Xv˜‖ .
4.5.2 Lemma step 2, univariate case














(xij − u˜iv˜j)2 + 2λ|v˜j|
]
This shows I can optimize for each of p scalar values of v˜j separately, i.e. elements of
v˜. Using the norm constraint u˜T u˜ = 1 and expanding the squares I write:
n∑
i=1
















x2ij − 2(XT u˜)j v˜j + v˜2j + 2λ|v˜j| (4.17)
To minimize the expression 4.17 wrt v˜j I take the derivative of
(v˜j)
2 − 2(XT u˜)j v˜j + 2λ|v˜j|
(v˜j)
2 − 2tv˜j + 2λ|v˜j|
setting scalar as t = (XT u˜)j.
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4.5.3 Lemma step 2, multivariate case
From equation 4.14 I see that I can optimize for each of the k = 1, . . . ,M groups sep-
arately. I denote the expression within the bracket of equation 4.14 as g(v[k]). Using the























































− 2zT v˜[k] + v˜T[k]v˜[k] + 2λ||v˜[k]||2 (4.18)
To minimize expression 4.18 wrt v˜k I let zT = (XT u˜)T[k] where z is a m− dimensional
column vector. Thus as a function in ˜v[k] I minimize v˜T[k]v˜[k] − 2zT v˜[k] + 2λ||v˜[k]||2
4.5.4 Lemma to solve for a grouped multivariate loading vector
Lemma 4.5.2 (Solve for grouped loading vector) Let
g(b) = bT b− 2zT b+ 2c ‖b‖ (4.19)
be a vector function in variable b where b, z ∈ Rm and m ∈ N,m ≥ 2, c ∈ R+. Define
α = ‖z‖ − c. The function g attains its minimum value at position
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bˆ =
0 if α ≤ 0,αz
‖z‖ if α ≥ 0.
(4.20)





Proof As shown in section 4.5.2 for sparse PCA I optimize v˜ ∈ Rp for each of the variables
respectively. For fixed u˜ I minimize equation 4.13
(v˜j)
2 − 2(XT u˜)j v˜j + 2λ|v˜j| = (v˜j)2 − 2tv˜j + 2λ|v˜j|
Setting scalar as t = (XT u˜)j I get the soft thresholding solution:
ˆ˜vj = sign(t)[|t| − λ]+ (4.21)
To prove lemma 4.5.4 I need that vector b that minimizes equation 4.19. Thus in analogy
to the univariate case solution in equation 4.21 I distinguish cases: case 1 where 0 ≤ ‖z‖ ≤
c, or α ≤ 0, and case 2 where 0 < c ≤ ‖z‖ , or α ≥ 0. Looking at the univariate equation




‖z‖ for case 2. To motivate case 2 let
us go back to the univariate case where I try to find the optimal scalar estimate b where
b, t ∈ R, c ∈ R+ :
f(b) = b2 − 2tb+ 2c |b|
df
db
= 2b− 2t+ 2c · sign(b) (4.22)
b = t− c · sign(b) =︸︷︷︸
sign(b)=sign(t)
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To see why sign(b) = sign(t) is valid in the derivative of f given that c is positive I
write
b = t− c · sign(b) (4.24)
c · sign(b) = t− b
sign(c · sign(b)) = sign(t− b)
c · sign(b) = sign(t− b)
For b = 0 I immediately see that t = 0 from equation 4.24 and I have sign(b = 0) =
sign(t = 0) = 0. For b > 0 I have t− b > 0 and thus t > b. And for b < 0 I get t− b < 0
which means t < b. And thus I are done.
To see how I motivate the solution bˆ = αz‖z‖ for case 2 in the multivariate case I note the
univariate expression shown in equation 4.23. But in the multivariate case I used symbol z
instead of t and the absolute value turns into the norm. Recall Cauchy-Schwarz inequality
(Meyer, 2000), as ‖z‖ · ‖b‖ ≥ ∣∣zT b∣∣ which I need in what follows. In the following I deal
with these two cases:
1. Case 1: Here I assume 0 ≤ ‖z‖ ≤ c, i.e. α ≤ 0 :
g(b) = bT b− 2zT b+ 2c ‖b‖
g(b) = bT b− 2zT b+ 2c ‖b‖+ (2| ‖z‖ · ‖b‖ − 2 ‖z‖ · ‖b‖)
g(b) = bT b+ 2
(‖z‖ · ‖b‖ − zT b)+ 2 ‖b‖ (c− ‖z‖)
The purpose of these algebraic manipulations is to write g(b) as a sum of positive
definite terms. And I see that ∀b ∈ Rm the function will take non-negative values,
i.e. g(b) ≥ 0 because all three summands are non-negative: the first summand is
a quadratic form, the second one by Cauchy-Schwarz inequality and the third by




= 0 iff bˆ = 0m, and otherwise
g(b) > 0 for b 6= 0m because b 6= 0m implies bT b > 0.
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The solution of case 1 use the property that α ≤ 0 but the solution bˆ = αz‖z‖ in case 2
does not use the condition α ≥ 0 thus I substitute this solution in g. I already have

























= α2 − 2α ‖z‖+ 2c |α| (4.27)
to see that is indeed the case. And I see that for α ≤ 0 equation 4.27 is greater than




= 0 using case 1 estimate bˆ = 0m.
2. Case 2: Here I have ‖z‖ ≥ c > 0, i.e. α ≥ 0 :
g(b) = bT b− 2zT b+ 2c ‖b‖ (4.28)
g(b) =
∥∥∥∥b− αz‖z‖
∥∥∥∥2 + 2c‖z‖ · [‖z‖ · ‖b‖ − zT b]− [‖z‖ − c]2 (4.29)
Again I try to write g(b) as sum of positive definite terms as shown in eq. 4.29.
The algebraic manipulations on how to yield eq. 4.29 from eq. 4.28 is described in
section 4.5.5. In eq. 4.29 I see that the first two summands are non-negative: The first
summand is a quadratic form and the second one is positive due to Cauchy-Schwarz
inequality. I see that ∀b ∈ Rm the function values g attains are equal or greater than
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into g I get
∥∥∥∥ αz‖z‖ − αz‖z‖









− [‖z‖ − c]2
2c
‖z‖ · [|α| ‖z‖ − α ‖z‖]− [‖z‖ − c]
2





= − [‖z‖ − c]2 . A choice of b 6= bˆ makes the first summand




, ∀b 6= bˆ.
Then to get the solution 4.20 I just summarize both cases.
4.5.5 Complete the square for the functional term
I develop function g(b) = bT b − 2zT b + 2c ‖b‖ around the assumed minimum at bˆ = αz‖z‖

















bT b− 2zT b+ 2c ‖b‖ −
(








bT b− 2zT b+ 2c ‖b‖ −
(
bT b− 2b · (‖z‖ − c)z‖z‖ +









−2zT b+ 2c ‖b‖ −
(
−2zT b+ 2czT b‖z‖ +









+2c ‖b‖ − 2czT b‖z‖
]








[‖z‖ ‖b‖ − zT b]− (‖z‖ − c)2
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Chapter 5
Experimental results and an application
to real data
Sections 5.1,5.2 give an overview of the experimental setup: Section 5.1 covers what we
plan to achieve with fPCA and mfPCA in this chapter while in the Section 5.2 We describe
which datasets we use for SGPCA and in Section 5.2.2 we give details on how we measure
its performance. And then we present actual results for fPCA, mfPCA and SGPCA: In
Section 5.3 we show simulation data results while in Section 5.4 we present results on the
real metabonomic dataset.
5.1 Exemplification of fPCA and mfPCA
At first we will look at fPCA for simulated data and exemplify eigenfunctions, the func-
tional complement to eigenvectors in multivariate PCA, and the functions obtained by
adding and subtracting suitably re-scaled multiples of the eigenfunctions to the mean func-
tion of original functional dataset. We will also comment on how much of the variability in
the dataset is retained by the first two leading eigenfunctions. Furthermore, we will provide
plots which show that the principal scores for functional data are also multivariate. In the
context of the real dataset, we show the application of fPCA to a particular peak followed
by an investigation of fPCA to the pooled mean peak functions.
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The second technique we illustrate is multigroup functional PCA. We will analyse the
algorithmic behaviour for peak selection in terms of the thresholding criterion and mfVR.
In the case of mfPCA we generate simulated data with n = 50 replicates observed on
M = 4 curves. We assume 3 options for the distribution of the error term of the curves:
’low correlation’ case, ’high correlation’ case and ’mixed correlation’ case. In the low cor-
relation case any pair-wise correlation among peaks is small, in the high correlation case
all M peaks have high correlation while in the mixed case each curve has high correlation
to another curve and low correlation with the remaining two other curves. These three
scenarios demonstrate well how between-peak correlation influences the percentage of cu-
mulative variance explained by the first leading eigenfunctions. On the one hand, the reader
will see that the amount of interpeak variability has an impact on the results We obtain for
the thresholding criterion
∥∥∥vj[k]∥∥∥2 on the k−th group within the j− th eigenfunction while
on the other hand the mfVR criterion is unaffected by the between-curve correlation but
only depends on the within peak variability.
We also analyse the metabonomic dataset to elucidate the properties of the mfPCA
technique. In particular, we analyse n = 10 replicates observed on M = 4 groups. Peaks 1
and 2 are taken from the control treatment condition while curves 3 and 4 are chosen from
the high-dose treatment metabonomic dataset which yields some similarity to the mixed
correlation case of the simulated dataset. The mfVR criterion shows that peaks of control
treatment condition have much more intrapeak variability than those from the high-dose
treatment. Given that PCA is sensitive to scale changes when performed on the covari-
ance matrix (Hardle and Simar, 2007), the thresholding criterion for peaks 1 and 2
∥∥∥v1[1]∥∥∥2 ,∥∥∥v1[2]∥∥∥2 is much bigger than that for peaks 3 and 4 for the first eigenfunction. The results
also suggest medium to high inter peak correlation because the percentage of cumulative
variance explained by the first leading eigenfunctions is very high, and because the thresh-
olding criterion values
∥∥∥v2[3]∥∥∥2 , ∥∥∥v2[4]∥∥∥2 are big compared to peaks 1 and 2 for the second
eigenfunction.
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5.2 Peak selection using SGPCA
In this section we will provide a short overview of the simulation case studies and real
dataset we use to evaluate the novel contribution ’Sparse Grouped PCA’ (SGPCA). Firstly,
we describe the setup of the simulation data and the real metabonomic dataset. And, then,
we discuss which metrics we will apply to judge the performance of SGPCA.
5.2.1 Datasets
In the case of simulation data we study seven experiments: five multivariate and two func-
tional data experiments. In each experiment we generate data from sparse PCA model
whose covariance matrix is specified to have zero groups each for the first two leading
eigenvectors. To compute Monte Carlo estimates of the performance metrics discussed be-
low we created 100 datasets for each experiment.
• In the first two experiments we study the application of SGPCA to low-dimensional
multivariate data with p = 15 where we have M = 5 groups of length m = 3. Each
of the first two leading eigenvectors has 2 zero and 3 non-zero groups. The first two
experiments differ by their sample size: The first experiment has n = 30 samples
while the second experiments has a sample size of n = 300.
• The setup for experiments three to four is similar to the first two experiments. How-
ever, we look at high-dimensional datasets of dimensions p = 300 based onM = 100
groups of length m = 3. For each of the first two leading eigenvectors 10 groups are
non-zero and 90 groups are zero. In the third experiments simulations are based on
n = 30 samples in the fourth experiment we have n = 120 samples.
• However, in all these experiments we assumed the oracle properties which assumes
that the true degree of sparsity is known to the data analyst. Therefore, in the fifth
experiment we re-use the generated datasets from the fourth experiment and apply
stability selection to select a suitable degree of sparsity.
Chapter 5. Experimental results and an application to real data 101
The first five experiments are all embedded within a multivariate context. Therefore, in
the last two experiments we illustrate two multivariate functional data experiments.
• In these low-dimensional experiments we use n = 30 samples of dimension p = 42
we have M = 6 curves based on a Fourier basis which uses a representation with
m = 7 basis coefficients for each curve. In the first two leading eigenfunctions we
have two zero groups, two groups with non-zero but small basis coefficient estimates
and two non-zero groups which have larger norms of basis coefficients. Then, as-
suming the oracle property, we assume two zero groups in experiment six while in
the seventh experiments we assume four zero groups. Furthermore, we look at the
percentage of cumulative variance explained, the thresholding and mfVR criterion
for the first the two leading eigenfunctions.
Finally, we look at the metabonomics data from the COMET project for the low dose
(LD) and high dose (HD) treatment condition separately. Given that we analyse the full
metabonomics datasets using SGPCA we refer back to Section 1.4 which introduces the
COMET project. Furthermore, in Section 2.4 we summarized the properties of the metabo-
nomics dataset in the COMET project and described the characteristics of dealing with
multiple frequencies. However, by developing the SGPCA method we addressed the short-
comings of fPCA by incorporating sparsity in the mfPCA solution, such that we can analyse
all peaks simultaneously and perform curve selection. Returning to the analysis we perform
in this chapter:
• In each of the two experiments, LD and HD, we have n = 10 samples for M = 264
groups based on a B-Spline expansion with m = 11 basis coefficients. We apply
stability selection to find a linear combination of important peaks which explain a
significant part of the variability.
5.2.2 Performance evaluation
In this section we discuss metrics for sparsity recognition to measure the performance of
SGPCA in simulated datasets. We perform this analysis on eigenvector (EV1) and eigen-
vector 2 (EV 2). Firstly, we discuss the medians of the angle between the true eigenvectors
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Table 5.1: Table: Confusion matrix for sparsity recognition
- PRED. POSITIVE PRED. NEGATIVE TOTALS
POSITIVE TP FN PP = TP+FN
NEGATIVE FP TN PN = FP+TN
Totals TP+FP FN+TN TP+FN+FP+TN
based on sparse PCA model we generate data from and the extracted eigenvectors using
SGPCA. Secondly, we also compare the average true adjusted percentage of explained
variance (True PEV) with the value APEV (Pred PEV) as computed from equation 4.9.Fi-
nally, we compute performance metrics based on the average correct recognition of zero
and non-groups for the first two leading eigenvectors.
In binary classification tasks quality of prediction is measured using performance mea-
sures (Fawcett, 2006; Krzanowski, 2009). Here, we adapt this concept for recognition of
that groups which are zero (negative) and those groups which are non-zero (positive) within
sparse PCA with grouped variables. Zero groups are also known as support of the vector
(Bach et al., 2012a). However, these performance measures can only be evaluated on simu-
lation data where we know which groups are truly zero based on the simulation setup. The
groups which are predicted as zero and truly zero are denoted as true negatives (TN) while
groups which are predicted as non-zero and are truly positives are known as true positives
(TP). Then, once we have run SGPCA on the simulated dataset we examine which groups
are predicted as zero and non-zero. These groups are referred to as predicted negatives
(PN) and predicted positives (PP). In Table 5.1, we define relations between the ground
truth which forms the row of the table and the predictions which are shown as columns.
In this table FP denotes false positives which are groups that are truly negative but pre-
dicted as non-zero (positives). Furthermore, FN refers to false negatives which are groups
that are truly positives but predicted as negatives. Based on this table we will define four
performance measures we will use in the simulation experiments later.
• Positive predictive value (PPV) which is also known as precision is defined as PPV =
TP
TP+FP
. PPV is a measure for the fraction of groups predicted as positive which are
truly positive.
Chapter 5. Experimental results and an application to real data 103
• Negative predictive value (NPV) is defined as NPV = TN
TN+FN
. NPV describes the
fraction of groups predicted as negatives which are truly negative.
• Sensitivity (Sens) is also referred to as true positive rate (TPR) or recall, and is de-
fined as Sens = TP
TP+FN
. Sensitivity relates to the algorithm’s ability to identify
positive groups and measures the fraction of truly non-zero (positive) groups identi-
fied.
• Specificity (Spec) is also known as true negative rate (TNR) and is defined as Spec =
TN
TN+FP
. Specificity analyses the algorithm’s ability to detect negative groups and
measures the fraction of truly zero (negative) groups identified.
In the case of the oracle property we have that PPV equals sensitivity and NPV is the
same as specificity. We illustrate the proof for the case of PPV and sensitivity: Given that
due to the oracle property the number of positive and negative predictions are fixed there
are four cases. We swap a TP with a FN, then PPV = TP
TP+FP
and Sens = TP
TP+FN
remain
unchanged (1). Alternatively, we swap a FP with a FN, which leads to an increase of TP
by 1 and we have PPV = TP+1
(TP+1)+(FP−1) and Sens =
TP+1
(TP+1)+(FN−1) (2). Next, we swap
a TP with a TN, then we get PPV = TP−1




Finally, we swap a FP with a TN, then PPV = TP
TP+FP
and Sens = TP
TP+FN
also remain
unchanged (4). We can apply similar reasoning why NPV equals specificity if we are to




In this section we apply fPCA to a simulated example. The data setup resembles a metabo-
nomic experimental design for some treatment group with only one subject y1 which has
been observed on M = 100 peaks y11, . . . , y
M
1 . Assume that for each of these peaks we are
given integrated NMR intensities which we observed at the following κ = 7 time points
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(a) Fitted curves (b) Perturbation of mean function
(c) First two eigenfunctions (d) First two eigenfunctions rescaled
Figure 5.1: This figure shows the application of functional PCA to simulated data. Figure
(a) shows the fit for the dataset composed of 78 sine functions and 22 cosine function in
the interval t ∈ [0, 1
4
pi]. In Figure (c) we show the first and second eigenfunction while in
Figure (d) eigenfunctions are scaled by their explained variance. In Figure (b) the mean
function is plotted with the added/subtracted first two eigenfunctions as offset.
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[t1 = 0, t2 = 0.25, t3 = 0.5, t4 = 0.75, t5 = 1, t6 = 1.25, t7 = 1.5]. These simulated
short time series for each of these peaks yj1, j ∈ {1, . . . ,M} have been sampled from func-
tion yj1 = g with probability p = 0.8 and with probability 1 − p from function yj1 = h.
In other words, functions g should most heavily impact the temporal behaviour of these
time series. We consider one particular realization of this data setup where we obtained
78 g function and 22 h functions. Function g is defined as g(t) = sin(t) + g,t where





pi]. Function h is defined as h(t) = cos(t) + h where h ∼ N(µ = 0, σ = 0.05)
for t ∈ [0, 1
2
pi].
However, as we noted above fPCA can only deal with the biological replicates of one
peak at a time. Recall that in the simulation example each peak j is observed on one
replicate only. Therefore, we suggest to pool all replicates across peaks. This approach
helps us to interpret the simulated data as a univariate functional problem with n′ = M
replicates
Y ′ = [y
′
1, . . . , y
′
n′ ] (5.1)
observed on M ′ = 1 peak.
In Figure 5.1 (a) we see the pooled fitted functions. The shown functions have been
computed by optimizing the PENSSE criterion using a cubic B-Spline expansion as basis
function. In particular, cubic splines are of order 4 and we use the κ timepoints as knots to
yield a total of m = 7 + 4 − 2 = 9 basis functions. The grey shaded area in figure 5.1 (a)
also depicts the first mode of variability: From t = 0 to t = 1
4
pi variability is decreasing
while from t = 1
4
pi to t = 1
2
pi the variance is growing again. This plot also gives evidence
that the h functions have similar variability across the whole time range t ∈ [0, 1
2
pi] while
this is only true for g functions in the time range t ∈ [0, 1
4





of g functions increases with time t which introduces a second mode of variability.
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Eigenfunctions
After we simulated and fitted the data as shown in figure 5.1 (a) we apply fPCA. In figure
5.1 (c) we display the first two eigenfunctions which capture a cumulated variance ex-
plained of 95.57 percent. The first eigenfunction ξ1 explains 89.85 percent of the variance,
and the second eigenfunction ξ2 accounts for 5.72 percent of the variability. In Figure 5.1
(c) the first eigenfunction is shown as green dashed line while the second eigenfunction is
plotted as blue dotdashed line. We added arrows to the plot to make it easier for the reader
to identify the amount of variability for some t ∈ [0, 1
2
pi].
We are only interested in the absolute value the eigenfunctions attains at time t to judge
the amount of variability at this time. In particular, the basis coefficients of some eigen-
function ξj, j ∈ {1, . . . , s} are only uniquely determined up to signum of ξj. Therefore,
eigenfunctions ξj and −ξj are both solutions to the fPCA problem. The first eigenfunction
ξ1 clearly shows that variability is decreasing until time t = 1
4
pi and then increases again
until time t = 1
2
pi. The variability in the second eigenfunction ξ2 is roughly described by
the time-dependent noise term in the f functions. We see that ξ2 is greatest at times and
t ∈ 3
8




However, it may be reasonable to take the explained variance of the eigenfunctions into
account when plotting them. In Figure 5.1 (d) we plotted the first eigenfunctions re-scaled
by the eigenvalue λi which correspond to the i−th eigenfunction ξi. Eigenvalue λi can be
used to compute explained variance as shown in equation 2.6. Adding and subtracting a
scaled multiple of each eigenfunction considerably clarifies how much each eigenfunction
contributes to the total explained variance. In particular, this plot shows the re-scaled first
two eigenfunctions
√
ρ1·ξ1 and√ρ2·ξ2. This plot clearly shows that the first eigenfunctions
explains most variability. For almost the complete time range the first re-scaled eigenfunc-
tion attain higher values than the second eigenfunction.
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Figure 5.2: This figure shows the principal component scores of the simulated curves on
the first two principal component scores.
Eigenfunctions as perturbations of the mean function
Another way to visualize eigenfunctions which aids the interpretation of the functional data





using pooled replicates according to equation 5.1. In Figure 5.1 (b) we show the mean func-
tion y¯′ as black line. Then, we examine the mean function y¯′ and the functions obtained by
adding and subtracting suitable scaled multiples of the j−th eigenfunction y¯′ ± √ρj · ξj.
Actually, we plot y¯′ ± c√ρj · ξj where c is a user defined constant to make the added/-
subtracted eigenfunctions easier to see in the perturbed mean function plot. Figure 5.1 (b)
shows the first two eigenfunctions. We can see for each time point t the amount of variabil-
ity captured by a particular eigenfunction and the effect of adding and subtracting it from
the mean function.
5.3 Simulated data 108
Plotting principal component scores
Examination of principal component scores is useful aspect in a fPCA analysis. Each prin-
cipal component score vector fi ∈ Rs is associated with biological peak replicate function
y
′
i. For example, these PCSs vectors can be used to detect important substructure, outliers,
point clouds. A popular mechanism to analyse PCSs plots the first s = 2 leading PCSs
which capture the most variance against each other. In Figure 5.2 we show the princi-
pal component scores for the simulated data where the sine g functions are plotted as red
squares and the cosine h functions as black circles. Clearly, the plots shows that g and h
form separate clusters.
5.3.2 Multigroup Functional PCA
In this section we will discuss a single run of simulated data observed on M = 4 peaks for
a set of n = 50 replicates. Assume that for each of these peaks we are given integrated
NMR intensities which we observed at the following κ = 7 time points [t1 = 0, t2 =
0.25, t3 = 0.5, t4 = 0.75, t5 = 1, t6 = 1.25, t7 = 1.5]. These integrated NMR intensities










2 sin(t) + 0.252(t)
cos(t) + 0.253(t)
2 cos(t) + 0.254(t)







where the error distribution (t) is as follows























































1.3 Υ Θ Θ
Υ 0.9 Θ Θ
Θ Θ 1.2 Υ
Θ Θ Υ 1.4


We will discuss three cases of the error distribution. Curves y1, . . . , y4 are conditionally
independent given the errors. In other words, the correlation structure is embedded in the
error structure which is distributed as normal density with mean zero. In the first case (’low
correlation’ case), we simulated data such that each curve covaries only to a small amount
with any other curve and we set Υ = Θ = 0.1. In the second case (’high correlation’ case),
we let all the peaks to be very correlated with each other and define Υ = Θ = 0.9. Finally,
in the last case we let the first two curves covary a lot with each other but allow little correla-
tion with the last two curves. Similarly, we set the last two curves to have much covariance
and by symmetry little correlation with the first two curves. For this last case (’mixed cor-
relation’ case) we set Υ = 0.9 and Θ = 0.1. We can see that, individually, curve y4(t) has
the highest variability with σ244 = 1.4, followed by curve y
1(t) with σ211 = 1.3, then curve
y3(t) with σ233 = 1.2 and, finally, curve y
2(t) has the lowest variability with σ222 = 0.9.
The interested reader may have wondered why we refer to the setup with Υ = Θ = 0.9
as high-correlation case. For example the ’absolute’ correlation between curve 1 and 4 is
’only’ ρ14 = 0.9√1.3·1.4 ≈ 0.667. However, for example for Θ = 0.1 the ’relative’ correlation
is ρ14 = 0.1√1.3·1.4 ≈ 0.074 which compared to the previous case is a difference of factor 9.
Although in practise the error distribution is unknown we can estimate correlation at
each time point and integrate over its domain. This estimation for the correlation is related
to the idea we presented for multigroup functional variance ranking shown in equation 4.10.
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Table 5.2: Table: Data analysis for low correlation case
- Eigenfunction 1 Eigenfunction 2 Eigenfunction 3 Eigenfunction 4 mfVR
Peak 1 0.345 0.174 0.113 0.525 0.264
Peak 2 0.070 0.012 0.339 0.276 0.217
Peak 3 0.029 0.159 0.316 0.077 0.225
Peak 4 0.557 0.655 0.233 0.121 0.294
PEV 0.147 0.116 0.104 0.090 -
CPEV 0.147 0.263 0.367 0.457 -
Low correlation case
In Figure 5.3 (a) we plot the the replicates and mean function for each of the M = 4 peaks
within the low correlation case where we set Υ = Θ = 0.1 in the error distribution of
. In Figure 5.3 (b) we show the mean peak function as bold black line. In this plot, we
also display those functions obtained by adding and subtracting suitable scaled multiples
of the first two eigenfunctions ξ1, ξ2. The first eigenfunction is shown as green dashed line
while the second eigenfunction is plotted as blue dotdashed line. From Table 5.2 we see
that the first eigenfunction PEV1 captures 14.7 percent of the variability and the second
eigenfunction explains PEV2 11.6 percent of the variance to yield a cumulative variance
of CPEV2 = 0.263.
In Table 5.2 we also show the thresholding criterion
∥∥∥vj[k]∥∥∥2 , k ∈ {1, . . . ,M} for the
first leading eigenfunctions ξ1, . . . , ξ4 for the M = 4 peaks of the dataset. We notice, that
within the first eigenfunction ξ1 the first and fourth peak dominate with
∥∥∥v1[1]∥∥∥2 = 0.345 and∥∥∥v1[4]∥∥∥2 = 0.557. For the second eigenfunction ξ2 group 4 is even more dominant capturing∥∥∥v2[4]∥∥∥2 = 0.665, peak 2 is negligible, and peaks 1 and 3 have small values ∥∥∥v2[1]∥∥∥2 = 0.174
and
∥∥∥v2[3]∥∥∥2 = 0.159. These results can also confirmed by visual inspection of the per-
turbed eigenfunctions in Figure 5.3 (b). Notice in table 5.2 that peak 2 only starts gaining
bigger values for the thresholding criterion in eigenfunction 3 and 4 where it takes values∥∥∥v3[2]∥∥∥2 = 0.339 and ∥∥∥v4[2]∥∥∥2 = 0.276.
According to Table 5.2 for the low correlation case we see that the mfVR criterion
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(a) Fitted replicates for low correlation case
(b) Perturbation of mean function for low correlation case
Figure 5.3: Exemplification of multigroup functional PCA for the low correlation case with
Υ = Θ = 0.1. Figure (a) shows the fitted functions for the n = 50 replicates on all four
curves. Figure (b) shows the first two eigenfunctions on all curves.
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Table 5.3: Table: Data analysis for high correlation case
- Eigenfunction 1 Eigenfunction 2 Eigenfunction 3 Eigenfunction 4 mfVR
Peak 1 0.222 0.325 0.211 0.165 0.253
Peak 2 0.243 0.199 0.268 0.227 0.205
Peak 3 0.257 0.222 0.217 0.141 0.238
Peak 4 0.278 0.253 0.304 0.466 0.305
PEV 0.256 0.207 0.192 0.064 -
CPEV 0.256 0.463 0.655 0.720 -
indeed ranks the curves corresponding to the individual variances σ2kk, k ∈ {1, . . . ,M}.
And we obtain for the mfVR criterion (normalized to 1) V ar [y4] = 0.294, V ar [y1] =
0.264, V ar [y3] = 0.225 and V ar [y2] = 0.217.
High correlation case
In this second case we simulated a dataset with Υ = Θ = 0.9 to yield correlated peaks.
We omit the plot for the replicates of the M = 4 peaks because it is very similar to Figure
5.3 (a). The reason for that is that this plot does not show mutual correlation among any
two peaks yji , y
k
i , j 6= k for a given replicate i. In particular, we cannot see which plotted
function a particular replicate i corresponds to in the M = 4 peak subplots. In Figure
5.4 (a) we show again the mean peak function and those functions obtained by adding and
subtracting suitable scaled multiples of the first two eigenfunctions ξ1, ξ2.
From Table 5.3 we infer that the first eigenfunction PEV1 captures 25.6 percent of the
variability and the second eigenfunction explains PEV2 20.7 percent of the variance to
yield a cumulative variance of CPEV2 = 0.463. In particular, the cumulative explained
variance based on the first s = 4 leading eigenfunctions for the low correlation case is only
45.7 percent while in the high correlation case we retain 72.0 percent of the variability.
High correlation implies that the data is very redundant and that few principal com-
ponent scores suffice to retain a high amount of the variability in the original simulated
dataset. The high inter-peak correlation leads to a situation where principal component
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(a) Perturbation of mean function for high correlation case
(b) Perturbation of mean function for mixed correlation case
Figure 5.4: Exemplification of first two eigenfunctions of multigroup functional PCA for
the mixed correlation and high correlation case corresponding to Υ = Θ = 0.9 and Υ =
0.9,Θ = 0.1, respectively.
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scores can be formed by a balanced linear combination of each of the peak eigenfunction
basis coefficients. In particular, we observe in Table 5.3 that for the first s = 3 leading
eigenfunctions j ∈ {1, . . . , s} the thresholding criterion
∥∥∥vj[k]∥∥∥2 ∈ [0.19, 0.33] for any of
the peaks k ∈ {1, . . . ,M}. Therefore, none of the peaks attains very high values for the
first three leading eigenfunctions.
By visual inspection, in Figure 5.3 (a) we see that for each of the peaks the first two
eigenfunctions roughly capture similar variability. Given that none of the peaks takes large
values for the thresholding criterion
∥∥∥vj[k]∥∥∥2 , consequently, none of the peaks takes very
small values for the thresholding criterion either. Thus, it is not really appropriate to form a
sparse linear combination where we would discard any of the peaks in particular. However,
we could decide to pick one peak randomly from each of those eigenfunctions because the
peaks are very correlated. For example, for the first eigenfunction we might pick peak 4
and peak 1 for the second eigenfunction.
As for the low correlation case the mfVR criterion indeed ranks the curves according to
decreasing values of individual variances σ2kk, k ∈ {1, . . . ,M}. According Table 5.3, for
the normalized mfVR criterion we obtain V ar [y4] = 0.305, V ar [y1] = 0.253, V ar [y3] =
0.238 and V ar [y2] = 0.205. Although the peaks are highly correlated, we do not gain any
insight that the peaks are highly correlated and that it might suffice to pick anyone of the
peaks as representative for the dataset.
Mixed correlation case
In this third case the first two peaks are highly correlated with each other. Similarly, the last
two peaks show high mutual correlation. However, the first two peaks have little correlation
with either of peak 3 and 4. To define this case we set Υ = 0.9 and Θ = 0.1 in the error
distribution. We omit the plot of the replicates for the M = 4 peaks again for reasons dis-
cussed above. In Figure 5.4 (b) we show again the mean peak function and those functions
obtained by adding and subtracting suitable scaled multiples of the first two eigenfunctions
ξ1, ξ2.
Chapter 5. Experimental results and an application to real data 115
Table 5.4: Table: Data analysis for mixed correlation case
- Eigenfunction 1 Eigenfunction 2 Eigenfunction 3 Eigenfunction 4 mfVR
Peak 1 0.208 0.465 0.119 0.215 0.252
Peak 2 0.184 0.381 0.067 0.174 0.198
Peak 3 0.246 0.111 0.359 0.434 0.257
Peak 4 0.363 0.043 0.456 0.176 0.293
PEV 0.239 0.147 0.128 0.094 -
CPEV 0.239 0.386 0.514 0.608 -
From Table 5.4 we infer that the first eigenfunction PEV1 captures 23.9 percent of the
variability and the second eigenfunction explains PEV2 14.7 percent of the variance to
yield a cumulative variance of CPEV2 = 0.386. We see that this mixed case retains more
variability than in the low correlation case. However, it explains less variability than if all
peaks were highly correlated.
This thresholding criterion shows that the first eigenfunction picks out this peak with
the highest individual variance according to σ244 = 1.4. In particular, peak 4 takes the value∥∥∥v1[4]∥∥∥2 = 0.363 for the thresholding criterion as we observe in Table 5.4. Although, the
first peak has a higher individual variance σ211 = 1.3 than the third peak σ
2
33 = 1.2 We
have
∥∥∥v1[3]∥∥∥2 = 0.246 which is larger than ∥∥∥v1[1]∥∥∥2 = 0.208. This fact is due to the mutual
correlation peak 3 and 4.
Commonly in the first eigenfunction ξj , PCA gives highest weights v1[k] to the peak k
which has the highest individual variance σ2kk, k ∈ {1, . . . ,M} and other peaks highly
correlated with peak k. Then, in the second eigenfunction ξj peak 3 and 4 have very little
influence, and the mfPCA algorithm gives high weights to the correlated group of peak 1
and peak 2. Specifically, we observe such that
∥∥∥v2[1]∥∥∥2 = 0.465 and ∥∥∥v2[2]∥∥∥2 = 0.381. Also
note that peak 1 has a higher threshold criterion than peak 2, i.e.
∥∥∥v2[1]∥∥∥2 > ∥∥∥v2[2]∥∥∥2 which is
most likely due to the fact that its individual variance is larger, i.e. σ211 > σ
2
22. Then, in the
third eigenfunction ξ3 which captures 12.8 of the explained variability the first two peaks
have negligible values for the threshold criterion. However, peaks 3 and 4 clearly attain the
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highest threshold criterion values such that
∥∥∥v3[3]∥∥∥2 = 0.359 and ∥∥∥v3[4]∥∥∥2 = 0.456. For the
fourth eigenfunction ξ4 which explains 9.4 of the variance we do not see a clear grouping
pattern of correlated peaks.
By visual inspection of Figure 5.4 (b) we see that the first eigenfunctions ξ1[3], ξ
1
[4] cap-
tures much more variability than the second eigenfunctions ξ2[3], ξ
2
[4] for peak 3 and 4. It
appears that for peak 1 and peak 2 eigenfunctions only slightly captures more variability
than the first eigenfunction. However, Table 5.4 would suggest that for the first two peaks
eigenfunction 2 ξ2[k], k ∈ {1, 2} is even more influential compared to the first eigenfunction
ξ1[k]. To resolve this issue we have to note that we do plot eigenfunctions as offset on the
peak mean function but rather scaled multiples of the eigenfunctions. In particular, we plot
y¯k ± ρj · ξj[k]. We can see that the eigenfunctions are scaled by the eigenvalue ρj corre-
sponding to the j−th eigenfunction ξj to express the property that eigenfunctions capture
different amounts of variability. In this simulated example we have ρ1 = 5.52e − 02 and
ρ2 = 3.38e − 02 which correspond to the following explained variance of the first s = 2
leading eigenfunctions PEV1 = 0.239 and PEV2 = 0.147.
From Table 5.4 for this mixed correlation case we see that the mfVR criterion al-
most ranks the curves corresponding to the individual variances σ2kk, k ∈ {1, . . . ,M}.
And we obtain for the mfVR criterion (normalized to 1) V ar [y4] = 0.293, V ar [y3] =
0.257, V ar [y1] = 0.252 and V ar [y2] = 0.198. The mfVR algorithms wrongly swaps the
first and third peaks V ar [y1] , V ar [y3] . However, this issue is due to the fact that indi-
vidual variances σ21 = 1.3 and σ
2
33 = 1.2 are very close together. Experimentation shows
that increasing the replicate sample size removes this problem. As for the high correla-
tion case the algorithm discards the high mutual correlation of the first and last two peaks,
respectively.
5.3.3 Sparse Grouped PCA
This section evaluates the performance of SGPCA on simulated datasets. At first we test
the SGPCA algorithm on multivariate synthetic simulation setups where we do not assume
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any particular interpretation of the groups such as multivariate functional data.
Data generation from a group sparse PCA model
We generate synthetic multivariate data such that its leading s < p eigenvectors v1, . . . , vs
have a subsets of its group loadings zero. In the simulated datasets we choose the first s = 2
leading eigenvectors to have group-sparse loadings. We do not impose a sparsity constraint
on each of the remaining p − s chosen eigenvectors v∗s+1, . . . , v∗p which are sampled from
a standard uniform density as U(0, 1). Let covariance matrix Σ have positive eigenvalues
C = diag[c1, . . . , cp] sorted in decreasing order. Let V ∗ = [v1, . . . , vs, v∗s+1, . . . , v
∗
p] ∈
Rp×s. We apply the Gram-Schmidt process to V ∗ to obtain an orthogonal matrix V by
selecting matrix Q from the QR decomposition of V ∗. The orthonormality constraint on
the first q eigenvector ensures that those group-sparse eigenvectors remain unchanged. We
SVD-decompose Σ = V CV T , then sample each of the n data points as X ∈ Rn×p ∼
N(0p,Σp×p). We SVD-decompose Σ = V CV T , then sample each of the n data points as
X ∈ Rn×p ∼ N(0p,Σp×p).
Low-dimensional group datasets
In the first simulation example, we set p = 15 and have M = 5 groups of length m = 3.
In the first eigenvector, we set the second and fourth group to have zero coefficients, i.e.
indices {4, 5, 6, 10, 11, 12}. And in the second eigenvector, we choose the first and third
group to have zero coefficients with indices {1, 2, 3, 7, 8, 9}. Therefore, we set
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Table 5.5: Table: Performance measures for simulated data 1
- D5n30 D5n300 D100n30 D100n120
number groups 5 5 100 100
number samples 30 300 30 120
Median angle EV 1 (◦) 1.589 0.057 1.571 1.571
Median angle EV 2 (◦) 0.383 3.052 1.571 1.571
True PEV for EV 1 47.619 47.619 41.736 41.736
True PEV for EV 2 23.810 23.810 33.389 33.389
Pred PEV for EV 1 47.511 47.605 42.834 42.255
Pred PEV for EV 2 23.961 23.783 31.395 32.925
NPV for EV 1 0.930 1 0.963 0.99
NPV for EV 2 0.905 1 0.963 0.99
Specifity for EV 1 0.930 1 0.963 0.99
Specifity for EV 2 0.905 1 0.963 0.99
PPV for EV 1 0.953 1 0.67 0.91
PPV for EV 2 0.937 1 0.67 0.91
Sensitivity for EV 1 0.953 1 0.67 0.91














· [(0.0, 0.0, 0.0)T , (0.7, 1, 0.3)T , (0.0, 0.0, 0.0)T , (0.6, 0.3, 0.5)T , (−0.3, 0.3, 0.0)T ]T
C = diag[200, 100, 30, 20, 15, 10, 9, 8, 7, 6, 5, 4, 3, 2, 1]
We simulate 100 datasets with n = 30 samples which we refer to as ’D5n30’ and
n = 300 samples (referred to as ’D5n300’), respectively. Moreover, assuming the correct
degree of sparsity is known to the data analyst for each of the two eigenvectors, respec-
tively, we set the regularization constant λ to yield the pre-specified group sparsity of two.
Firstly, in Table 5.5 we see that the median angle between true eigenvector and extracted
eigenvector is very small for both sample sizes which suggests the computed approxima-
Chapter 5. Experimental results and an application to real data 119
tion for the eigenvectors is very good. Secondly, we see that the extracted eigenvectors









≈ 0.238 for EV 2. We note that for sample size n = 300 we obtain
perfect values for each of the performance measures.
For the case of sample size n = 30 we still obtain good results. We correctly detect
93 percent (Spec EV 1) of all zero groups for eigenvector 1 and 90.5 percent (Spec EV 2)
for eigenvector 2. Similarly, we obtain the same values for the negative predictive values
such that 93 percent of all predicted zero groups are truly zero for eigenvector 1, and 90.5
percent for eigenvector 2. The curious reader surely wonders why specifity equals the NPV
values. The reason for that is that the formulae for NPV and specifity are identical except
that FN in NPV is replaced by FP in the definition for specifity. Given that the number of
predicted zero groups is fixed at 2 the value for FP and FN increases or decreases, respec-
tively, simultaneously. Similarly, that is the reason why PPV and sensitivity attain same
values. PPV values show that we discover 95.3 percent of all non-zero groups for eigen-
vector 1 and 93.7 percent for eigenvector 2.
High-dimensional group datasets
In the second simulation example we choose to simulate a high-dimensional setup with
M = 100 groups of length m = 3 such that we obtain a concatenated data matrix X of di-
mension n×pwhere p = 300, and is either n = 30 (’D100n30’) or n = 120 (’D100n120’).




[k] = 1m ∀k ∈ {1, . . . , 10} and v˜1[k] = 0m
∀k ∈ {11, . . . , 100} such that all groups are zero except for the first 10 groups. We simu-




[k] = 0m ∀k ∈ {1, . . . , 10}, v˜2[k] = 1m ∀k ∈
{11, . . . , 20} and where v˜2[k] = 0m ∀k ∈ {21, . . . , 100} such that all groups are zero ex-
cept for groups 11-20. The eigenvalue matrix is given byC = diag[500, 400, 1p−2] ∈ Rp×p.
From Table 5.5 we see that the median angle is small and the mean explained variance
is close to the true simulated variability for the high-dimensional Monte Carlo simulation
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Table 5.6: Table: Performance measures for simulated data 2
- D100n120Stab D6n30F2 D6n30F4
number groups 100 6 6
number samples 120 30 30
Median angle EV 1 (◦) 1.736 3.007 2.895
Median angle EV 2 (◦) 1.552 0.545 2.888
True PEV for EV 1 41.736 67.568 67.568
True PEV for EV 2 33.389 27.027 27.027
Pred PEV for EV 1 34.605 68.326 64.517
Pred PEV for EV 2 32.051 26.220 29.918
NPV for EV 1 0.977 0.955 0.985
NPV for EV 2 0.991 0.950 0.985
Specifity for EV 1 0.992 0.955 0.985
Specifity for EV 2 0.990 0.950 0.985
PPV for EV 1 0.897 0.978 0.970
PPV for EV 2 0.902 0.975 0.970
Sensitivity for EV 1 0.780 0.978 0.970
Sensitivity for EV 2 0.916 0.975 0.970
studies ’D100n30’ and ’D100n120’. Given that we select the regularization parameter such
that exactly 90 groups are zero for the first and second eigenvector we increase or decrease
FP and FN simultaneously again. Therefore, as before NPV will be equal to the values for
specificity, and PPV will be identical to sensitivity. Let us first discuss the low sample case
’D100n30’. We detected 96.3 percent of all zero groups for eigenvector 1 and 2. Note that
given that we set 90 groups to zero the worst (least) specificity possibly is 100 · 90
90+10
= 90
percent. On average we recognize 67 percent of all non-zero groups for both eigenvectors.
Now, we proceed to consider the high sample case ’D100n120’. An additional 90 samples
increases the NPV from 0.963 to 0.99 for both eigenvectors, and PPV from 0.67 to 0.91,
which is a huge impact.
High-dimensional group datasets with stability selection
However, the previous simulation setups are not very applicable in a real data mining con-
text because in practise the true degree of sparsity is rarely known. For a fair comparison
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with simulation case study ’D100n120’ we use exactly the same n = 120 samples X
of dimension p = 300 but apply stability selection to it. We refer to this approach as
’D100n120Stab’. Stability selection is utilized to choose a suitable amount of sparsity
such that on average we obtained 8.5 non-zero groups for eigenvector 1, and 10.1 groups
for eigenvector 2. We set the threshold for the selection probabilities pithr to the second
largest value of the matrix of computed selection probabilities Πλj . In other words, we en-
force a high probability for the selection threshold, such that only a few groups will be
support groups. As before median angles are small. However, for the first eigenvector
’D100n120Stab’ we retain only 34.605 percent of the variance which is about 8 percent
less than for ’D100n120’. The fraction of groups predicted as zero which are truly zero is
0.977 for eigenvector 1 and 0.991 for eigenvector 2.
The stability supported SGPCA algorithms detects 99.2 per cent of all negatives for
eigenvector 1 and 99.0 per cent for eigenvector 2. The algorithm detects 78 percent of all
non-zero groups for eigenvector 1, and 91.6 per cent for eigenvector 2. Of those groups
predicted as non-zero 89.7 are truly non-zero for eigenvector 1, and 90.1 per for eigenvector
2. Most of the performance measures such NPV, PPV, Spec and Sens for ’D100n120Stab’
are very close to those ones for ’D100n120’. However, the sensitivity for eigenvector 1 is
markedly lower at 78 per cent for ’D100n120Stab’ than for ’D100n120’ which attains 91
per cent. Therefore, for the first eigenvector the algorithm detects about 13 per cent less of
all truly non-zero (positive) groups.
Low-dimensional group datasets for multivariate functional data
In this section we illustrate the SGPCA algorithm where we use the FDA interpretation
for the groups to model multivariate functional data. Although, as noted in the intro-
duction section to the simulation data experiments, there is no conceptual difference if
we are motivated by a functional view for the groups. Before we define the basis coeffi-
cient vector for the true leading two eigenfunctions we introduce the notation rep(a, b) =[a, . . . , a]︸ ︷︷ ︸
b times
T = ab which denotess a column vector which contains b repeats of symbol
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· [rep(0.2,m), rep(0.2,m), rep(0.8,m), rep(0.8,m), rep(0.0,m), rep(0.0,m)]T
C = diag[500, 400, 1p−2]
of a functional dataset with M = 6 peaks with group length m = 7. The definition of
the first two eigenfunctions suggests that peaks 5 and 6 are zero groups. Furthermore, for
eigenfunction 1 peaks 1 and 2 are important while peaks 3 and 4 have little impact. Finally,
for eigenfunction 2 we have the reverse case where peaks 3 and 4 are important while peaks
1 and 2 have little relevance. Both eigenfunctions are dominant where the first eigenfunc-
tion explains 100 D[1]
Tr(D)




In this simulation example we use a Fourier basis which utilizes a set of m = 7 linearly
independent basis functions
φ(t) = [φ1(t), . . . , φm(t)]
T
= [1, sin(ωt), cos(ωt), sin(2ωt), cos(2ωt), sin(3ωt), cos(3ωt)]T ∈ Rm, m = 7
which can be evaluated at some time t ∈ τ where we define τ = [0, 1]. Parameter
ω = 2pi
P
defines the period P of oscillation for the first sine/cosine terms and we set P = τ
here. Based on this setup we sample data matrices X ∈ Rn×p (see Section 5.3.3) where
each row forms the concatenated basis coefficient estimates for some of the n = 30 repli-
cates. In Figure 5.5 we show the n replicates for each of the M = 6 peaks.
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Figure 5.5: Fitted functions for the n = 30 replicates for each of the six simulated peaks.
The functions in this dataset use a Fourier basis expansion with seven basis functions. We
use this dataset for experiments D6n30F2 and D6n30F4 where we use SGPCA to select 2
or 4 curves, respectively.
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Figure 5.6: These figures show the first two eigenfunctions for each of the six peaks for
case D6n30F2. The functions drawn as green-dashed line represent the first eigenfunction
while the second eigenfunction is shown as blue-dashed line.
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Figure 5.7: These figures show the first two eigenfunctions for each of the six peaks for
case D6n30F4. The functions drawn as green-dashed line represent the first eigenfunction
while the second eigenfunction is shown as blue-dashed line.
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We decided to look at 2 variants. Given that peaks 5 and 6 are zero for the first two
eigenfunctions, in the first case, we set the regularization parameter such that 2 groups are
set to zero (case ’D6n30F2’). In particular, we assume curve 5,6 each to be the zero groups
for eigenfunction 1 and 2. Furthermore, given that for eigenfunction 1, we have two peaks
(peak 1 and 2) which are important, and for eigenfunction 2 there are also 2 important
peaks (peaks 3 and 4), in the second case we choose the regularization parameter to set
4 groups to zero (case ’D6n30F4’). Specifically, we assume that the true zero groups for
eigenfunction 1 are curves 3-6 while for eigenfunction 2 we assume groups 1,2 and 5,6 to
be the zero groups.
As we see in Table 5.6 the SGPCA algorithm works well for all evaluation criteria
in this Monte Carlo experiment which is based on 100 simulated datasets. In particular
the median angles are small and the explained variability is at the same level as the true
variance. Furthermore, all performance measures attain values equal or beyond the 95 per
cent level which is very good. In Figure 5.6 we illustrate the perturbed mean functions for
the first simulated dataset of case D6n30F2. As before, we see the mean function for the
six simulated peaks as bold black line, and those functions obtained by adding and sub-
tracting suitable scaled multiples of the first two eigenfunctions are also shown. The first
eigenfunction is shown as green dashed line while the second eigenfunction is plotted as
blue dotdashed line. As expected from the definition of the eigenvectors, the first two peaks
have the strongest temporal variability profile for eigenfunction 1 while peaks 3 and 4 dom-
inate eigenfunction 2. Moreover, for peak 1 and 2 eigenfunction 2 is very small; and for
peak 3 and 4 eigenfunction 1 is very small. Based on the zero basis coefficients peak 5 and
6, we see that those eigenfunctions are indeed zero for either of the first two eigenfunctions.
In Figure 5.7, we see the same plot for the first simulated dataset of case ’D6n30F4’.
Here, we see that for the first eigenfunction peaks 3 to 6 are driven to zero while for eigen-
function 2 peaks 1,2,5 and 6 are driven to zero. Eigenfunction 1 is has non-zero groups for
peaks 1 and 2; and eigenfunction 2 has non-zero curves for peak 3 and 4.
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Table 5.7: Table: Low-dimensional group datasets for multivariate functional data
- Eigenfunction 1 Eigenfunction 2 mfVR
Peak 1 0.4811 0.0128 0.3513
Peak 2 0.4879 0.0174 0.3542
Peak 3 0.0159 0.4875 0.1369
Peak 4 0.0142 0.4807 0.1353
Peak 5 0.0002 0.0002 0.0096
Peak 6 0.0007 0.0013 0.0128
PEV 0.7004 0.2389 -
CPEV 0.7004 0.9394 -
Before we study Table 5.6 we recall that case ’D6n30F2’ is assumed to have 2 zero and
4 non-zero groups while case ’D6n30F4’ is assumed to have 4 zero groups and 2 non-zero
groups. The table suggests that it is slightly harder to get all zero groups correct (NPV and
Specifity criteria) if there are less for them as we see for case ’D6n30F2’. Furthermore, it
is slightly harder to recognize all non-zero groups correctly (PPV and Sensitivity criteria)
if there are less non-zero group as it is the case for ’D6n30F4’.
In Table 5.7 we also show the mfPCA thresholding criterion and results for the mfVR
analysis. The analysis shows that the first two leading eigenfunctions cumulatively explain
100 · CPEV2 = 94 percent of the variability: the first eigenfunctions captures 70 percent
while the second eigenfunctions explains the other 24 percent. Looking at the normalized
mfVR criterion we see that the first two curves capture around 35 percent of the variability
each, peaks 3 and 4 account for 14 percent each, and peaks 5 and 6 can be clearly discarded.
The thresholding criterion for peaks 1 and 2
∥∥∥v1[1]∥∥∥2 ,∥∥∥v1[2]∥∥∥2 suggests their dominance for
eigenfunction 1 while
∥∥∥v2[3]∥∥∥2 ,∥∥∥v2[4]∥∥∥2 describes the dominance of peaks 3 and 4 for eigen-
function 2. The grouping of peaks 1 and 2, and peaks 3 and 4, makes it likely that those
peaks are correlated.
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5.4 Metabonomic data
5.4.1 Separate fPCA for each peak
We will discuss this analysis for the particular peak (peak j = 5 in the dataset) of the high-
dose treatment condition in the metabonomics dataset. This peak is shown in Figure 1.3
in Section 1.5. In the bottom right of this Figure we see the plot of the n = 10 high-dose
biological replicates and the mean function for this plot. Figure 5.8 (a) resembles Figure
1.3 but we add the fitted control replicates for this peak to the plot with the joint high-
dose and control mean function. We see that biological replicates of both treatment group
show a clearly different temporal evolution beyond the drug treatment administration. In
particular, controls show little change in intensity whereas most high-dose rat replicates
show a decline in intensity. The observed difference between both treatment groups does
not come at a surprise because the reduced peak-dataset we examine only considers those
peaks whose two treatment groups are most different according to a functional t-test (Berk
et al., 2011).
In Figure 5.8 (b) we observe the mean function of the current peak and the functions
obtained by adding and subtracting suitable scaled multiples of the first s = 2 eigenfunc-
tions. The first eigenfunction dominates the datasets and accounts for 95.5 percent of the
variability whereas the second eigenfunction is comparably negligible explaining 4.2 per-
cent of variance. The first eigenfunction increases from pre-treatment levels to roughly 72
hours post-treatment and then stays roughly constant. The plot of the first two principal
component scores in Figure 5.9 shows that except for one high-dose rat the first principal
component score is sufficient to separate both treatment groups.
5.4.2 Pooling mean peak curves using fPCA
In Figure 5.10 (a) we see the pooled mean functions Y ′ = [y¯1, . . . , y¯M ] for the high-dose




is shown as bold black line. Similarly, in Figure 5.10 (b) we see the pooled mean functions
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(a) Fitted biological replicates and mean function
(b) Perturbation of mean function
Figure 5.8: This figure shows the application of separate functional PCA computations for
each peak. Figure (a) shows the dataset composed of high-dose and control metabonomic
data on peak 5. In Figure (b) we show the first two eigenfunctions for this dataset.
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Figure 5.9: Principal component scores for high-dose and control metabonomic data for
peak 5. Most points cluster according to treatment condition. However, there are two
outliers for each of the treatment conditions.
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(a) Fitted mean peak functions for high-dose
metabonomic data
(b) Fitted mean peak functions for control
metabonomic data
(c) Fitted mean peak functions for joint metabo-
nomic data
(d) Perturbation of mean function for joint
metabonomic data
Figure 5.10: This Figure shows the application of pooled functional PCA to the dataset
composed of high-dose and control metabonomic data on peak five.
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Figure 5.11: Principal component scores applied to the pooled application of functional
PCA to the dataset composed of high-dose and control metabonomic data on peak five.
Y ′ and grand mean function Y ′′ for the control metabonomic dataset. In Figure 5.10 (c),
we combine mean peak functions for high-dose and control metabonomic data. Although,
Figure 5.10 (c) does not reveal which of the high-dose mean peak function is associated
with a particular control mean peak function, it appears there is some clustering according
to treatment group.
In Figure 5.10 (d) we examine the mean function y¯′ and the functions obtained by
adding and subtracting suitable scaled multiples of the first two eigenfunctions. We see
that the first eigenfunction is dominant and explains 88.8 percent of the variability while the
second eigenfunctions captures 7.5 percent of the variance. This perturbed mean function
plot shows that the values of the first eigenfunction are increasing from pre-treatment to
time t = 48. Then, the variability is roughly constant until time t = 168. The second
eigenfunction captures the spread, i.e. the separation of mean peak functions, which is
strongest at pre-treatment times and declines until time t = 48, and then stays low until
time t = 168. In Figure 5.11 we see the first two principal component scores for high-dose
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Table 5.8: Table: Data analysis for control and high-dose metabonomic data
- Eigenfunction 1 Eigenfunction 2 Eigenfunction 3 Eigenfunction 4 mfVR
Peak 1 0.537 0.028 0.027 0.435 0.453
Peak 2 0.441 0.008 0.038 0.410 0.376
Peak 3 0.012 0.453 0.510 0.064 0.087
Peak 4 0.010 0.511 0.426 0.093 0.085
PEV 0.825 0.093 0.066 0.010 -
CPEV 0.825 0.918 0.984 0.994 -
and control metabonomic dataset. We notice that peak mean curves cluster according to
their treatment group although there is some overlap. Therefore, we infer that the first two
leading principal component scores are not sufficient to perfectly separate both treatment
groups.
5.4.3 Multigroup Functional PCA
In this section we illustrate the mfPCA algorithm for the metabonomic dataset. For that
purpose, we selected the first two peaks from the control and high-dose treatment condi-
tion to yield a joint dataset with n replicates observed on M = 4 peaks each. In this joint
dataset peaks 1 and 2 refer to the control treatment condition while peaks 3 and 4 corre-
spond to the high-dose treatment condition. In Figure 5.12 (a) we see the fitted mean peak
functions as bold black line. The fitted replicate functions for the control condition are
plotted as green lines while the high-dose condition replicates are shown as red lines.
By visual inspection of Figure 5.12 (a), we confirm the results of the mfVR criterion
analysis which yields that the first peak has the highest variability with V ar [y1] = 0.453
followed by the second peak V ar [y2] = 0.375. Peaks 3 and 4 both take similarly small
negligible values V ar [y3] = 0.087 and V ar [y4] = 0.085 according to Table 5.8.
In Figure 5.12 (b) we show again the mean peak function and those functions obtained
by adding and subtracting suitable scaled multiples of the first two eigenfunctions ξ1[k], ξ
2
[k]
for all peaks k ∈ {1, . . . ,M}. From Table 5.8 we see the first eigenfunctions explains a
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(a) Fitted replicates for metabonomic data
(b) Perturbation of mean function for metabonomic data
Figure 5.12: Exemplification of multivariate functional PCA for the joint metabonomic
data. The first two peaks are given by curves from the control condition while the last
two peaks are taken from the high-dose treatment condition. Figure (a) shows the fitted
functions while in Figure (b) we can see the first two eigenfunctions for this dataset.
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large amount of the variability PEV1 with 82.4 percent, and the second eigenfunctions
captures PEV2 9.3 percent of the variance to yield a cumulative variance CPEV2 of 91.7
percent of the variance. Table 5.8 also shows that four eigenfunctions are sufficient to ex-
plain almost the whole variance of the joint metabonomic dataset.
From Table 5.8, we infer that for the first eigenfunction ξ1 the first two peaks have the
highest values for the thresholding criterion such that
∥∥∥v1[1]∥∥∥2 = 0.537 and ∥∥∥v1[2]∥∥∥2 = 0.441
while for peak 3 and peak 4 the threshold criterion values are almost zero. Then, in the
second eigenfunction ξ2 and the third eigenfunction ξ3 the last two peaks are dominant
attaining values
∥∥∥v2[3]∥∥∥2 = 0.453 and ∥∥∥v2[4]∥∥∥2 = 0.511 for the second eigenfunction, and∥∥∥v3[3]∥∥∥2 = 0.510 and ∥∥∥v3[4]∥∥∥2 = 0.426 for the third eigenfunction. For both, the second
and third eigenfunction the thresholding criterion yields very small values for peaks 1 and
2. Then, in the fourth eigenfunction the first two peaks are dominant again taking values∥∥∥v4[1]∥∥∥2 = 0.435 and ∥∥∥v4[2]∥∥∥2 = 0.408.
By visual inspection of Figure 5.12 (b), we see that for the first two peaks the first
eigenfunctions are dominant while for peaks 3 and 4 the second eigenfunction captures
more variability. We also see that for the first two peaks the variance is increasing with
time for the first eigenfunction, and for the last two peaks the variability is also increasing
with time as measured by the second eigenfunction.
5.4.4 Sparse functional PCA with grouped variables
In this section we apply the sparse functional PCA algorithm with grouped variables to the
motivating metabonomics dataset which has M = 264 peaks. At first, we analyse those
rats which have been treated with high drug dosis, and then, in the second part, we select a
linear combination of peaks which capture high variability for the low dosis treatment. In
neither of the treatment groups we are given the true degree of sparsity. Therefore, we apply
the SGPCA algorithm with stability selection. Although, (Meinshausen and Buehlmann,
2010) suggests to take subsets of n
2
to most closely resemble bootstrap, we do not think
this is suitable for the two metabonomic datasets which only have n = 10 samples each.
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Therefore, we decided to pick subsets of size 7 from the 10 rat replicates. In each of the
two treatment groups we set the cutoff threshold pithr for stable groups such that a small
number of peaks is selected.
For the high-dosis treatment group we identify a linear combination of 17 peaks which
explain the majority of variability for the first eigenfunction while we discover 19 peaks
for the low-dosis metabonomics treatment. The cardinality of the intersection of identified
groups between both treatments is 15. In other words, 15 of the peaks are identical and
shared for high-dose and lose-dose treatment. Actual peak indices of the selected metabo-
lite peaks are given in the appendix A.4.
SGPCA: High dose metabonomics data
In this experiment we analyse the dataset for the high dose metabonomics treatment group.
The adjusted percentage of explained variance for the first eigenfunction is APEV1 = 46.6
per cent compared to 65.4 per cent explained variance if we were to use all 264 peaks. The
second eigenfunction is negligible and explains APEV2 = 1.7 per cent of the variance
compared to 3 per cent using all peaks. We set pithr = 0.8 to obtain 17 non-zero peaks
for the first eigenfunction. In Figure 5.13 we show 6 from the 17 selected peaks while in
Figure 5.14 6 peaks are shown for comparison which have not been selected by the SGPCA
algorithm.
In these figures each of the subplots shows one particular peak. We use grey lines to plot
the n = 10 biological replicates and a bold black line to display the corresponding mean
for the biological replicates. The two green lines (triangle with base at bottom) show a
multiple (dependent on retained variability) of the first eigenfunction added and substracted
from the mean curve for the peak. Similarly, the second eigenfunction is shown as blue line
(triangle with base at top). The abscissa shows the time while the ordinate describes the
metabonomic response.
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(a) Selected Peak 28 (b) Selected Peak 34
(c) Selected Peak 46 (d) Selected Peak 47
(e) Selected Peak 49 (f) Selected Peak 50
Figure 5.13: Figures shows six selected peaks from the high dose metabonomics data. In
particular, we show the mean function and the effect of adding and subtracting the first two
scaled eigenfunctions as offset.
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(a) Random Peak 16 (b) Random Peak 38
(c) Random Peak 77 (d) Random Peak 78
(e) Random Peak 83 (f) Random Peak 27
Figure 5.14: Figures shows six non-selected peaks from the high dose metabonomics data.
In particular, we show the mean function and the effect of adding and subtracting the first
two scaled eigenfunctions as offset.
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SGPCA: Low dose metabonomics data
This section discusses the dataset for the low dose metabonomics treatment group. The
adjusted percentage of explained variance for the first eigenfunction is APEV1 = 31.6 per
cent compared to 36.6 per cent explained variance if we were to use all 264 peaks. The
variability of the second eigenfunction is small and explains APEV2 = 4.5 per cent of the
variance compared to 5.9 per cent using all peaks. We set pithr = 0.6 to obtain 19 non-zero
peaks for the first eigenfunction.
In Figures 5.15 we show 6 from the 19 selected peaks while in Figure 5.16 6 peaks are
shown for comparison which have not been selected by the SGPCA algorithm. In these
Figures each of the subplots show one particular peak.
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(a) Selected Peak 28 (b) Selected Peak 34
(c) Selected Peak 45 (d) Selected Peak 46
(e) Selected Peak 47 (f) Selected Peak 49
Figure 5.15: Figures shows six selected peaks from the low dose metabonomics data. In
particular, we show the mean function and the effect of adding and subtracting the first two
scaled eigenfunctions as offset.
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(a) Random Peak 16 (b) Random Peak 38
(c) Random Peak 83 (d) Random Peak 90
(e) Random Peak 124 (f) Random Peak 128
Figure 5.16: Figures shows six non-selected peaks from the low dose metabonomics data.
In particular, we show the mean function and the effect of adding and subtracting the first
two scaled eigenfunctions as offset.
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Chapter 6
Conclusions and future work
In section 6.1 we will review the content of the previous chapters and finally we outline
pointers to further work in Section 6.2.
6.1 Chapters review
In this summary we review the content for all the previous chapters.
6.1.1 Chapter 1
The first chapter is an introduction to biomarker discovery in metabonomics data. In the
first section metabonomic data introduced and then we proceeded to discuss common statis-
tical methods to analyse metabonomic data at a single point in time. Then we emphasized
the topic of unsupervised learning as statistical technique for feature selection in snapshot
metabonomic datasets. After that we covered the concept of longitudinal metabonomic
studies and presented the longitudinal COMET project as a case study which we use as
real motivating NMR dataset in this thesis. In the next part we showed how univariate and
multivariate time series data can be modelled using functional data analysis. Furthermore,
we explained the benefits of filtering where the estimated basis coefficients are used as new
data representation. Finally, we outlined the further chapters in this thesis.
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6.1.2 Chapter 2
The second chapters covered functional PCA which can deal with univariate, longitudinal
metabonomics data. We provided a brief review of multivariate PCA and discussed the two
main approaches to compute the PCA solution: The analysis view based on maximizing
the variance and the synthesis view based on a low-rank matrix approximation. Then, we
continued to review univariate fPCA looking at the concept of eigenfunctions and explained
variance. Finally, we presented computational details for fPCA. After that we presented
three alternative approaches to fPCA which are based on discretization of the functional
data, application of a mixed effects model and local smoothing. Thereon, we revisited the
main characteristics of longitudinal metabonomics data and investigated the question on
how to analyse multiple frequencies simultaneously. We noted that this joint analysis of
all peaks is not possible using fPCA. However, we presented different ways to form cross-
sectional data by discarding certain aspects of the multivariate functional data structure
and showed that all these data reductions lead to some of form of information loss. Data
reductions included multivariate PCA analysis at each single timepoint, fPCA analysis for
each peak separately and different ways of applying fPCA to pooled data, such as from
pooled replicates or covariance matrices.
6.1.3 Chapter 3
In the third chapter we dealt with PCA approaches which takes as input longitudinal
metabonomic data observed on two or more peaks. We reviewed different approaches for
multivariate, longitudinal data. Firstly, we discussed an approach for bivariate functional
data based on regularizing the left and right singular vectors. After that, we covered com-
mon principal component analysis which assumes shared eigenvectors across curves which
we judged to be an unrealistic assumption due to high between-peak heterogeneity. After
that we studied three-mode PCA which is an extension of PCA to 3-dimensional variable
arrays which could model time as third variable. However, there is no ordering property
defined for either replicates, variables or timepoints in three-mode PCA. Next we reviewed
an extension to the mixed effects model for fPCA to multiple peaks. Then, we covered
multigroup functional PCA which is based on the filtering methodology and extends the
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fPCA approach to multivariate functional. Finally, we provided computational details for
mfPCA and looked at different applications for mfPCA from the literature.
6.1.4 Chapter 4
The fourth chapter addresses the topic of variable selection. In the first part we started with
a review of sparse multivariate approaches to regression and PCA, noted that an increased
level of sparsity leads to less explained variance in PCA and discussed an adjusted ap-
proach to compute explained variance because sparse eigenvector may not be orthogonal,
such that information is shared among eigenvectors. After that, we introduced the concept
of structured sparsity in multivariate data analysis which states that in some applications
the sparsity pattern has a particular structure. Therefore, penalties which operate on the
scalar variable level are not sufficient but more sophisticated regularizations are required
which can handle spatial and hierarchical relationships among others. Then, we discussed
group LASSO which penalizes factors formed by consecutive scalar variables. This group
LASSO approach was the motivation to incorporate a group sparsity pattern into the mf-
PCA algorithm to perform peak selection in multivariate, longitudinal time series data.
In the second part of this chapter we described the first two new contributions for peak
selection in multivariate functional data. The first novel contribution relies on thresholding
the mfPCA solution while the second technique, multigroup functional variance ranking,
does not use the mfPCA solution but computes the variance of each peak, separately, and
ranks those peaks by their variance.
In the third part of this chapter we derived the third novel contribution for peak selec-
tion in multivariate functional data. In particular, we developed the Sparse Grouped PCA
algorithm which incorporates group sparsity into the mfPCA algorithm. In particular, we
derived the SGPCA solution and provided an algorithm as summary of the computational
details. Finally, with respect to SGPCA the third part
1. covers the selection of the regularization parameter that controls the amount of spar-
sity. In this respect, we compare cross-validation with stability selection to fix the
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degree of sparsity and to select those variables which are supposed to be relevant in
terms of PCA because those variables capture the majority of the variability in the
dataset.
2. suggests how to choose the number of eigenfunctions and allows for a discussion of
its computational complexity.
3. shows how to deflate the data matrix to compute more than one eigenvector in the
case of stability selection.
As discussed in section 3.2.2, so far mfPCA has either only been applied to datasets
with number of curves up to M = 3, or in the case of high-dimensional curves peak selec-
tion has not been the focus of attention. However, in this report the focus is on explanatory
functional data analysis of high-dimensionality and low sample size (HDLSS), such as
metabonomics data. Given, that many groups in those very high dimensional datasets are
of little value or just noise, peak selection is essential. Therefore, we combined multivariate
functional data analysis with the field of sparsity to detect relevant peaks.
Finally, as last part we gave a summary of contributions in this fourth chapter.
6.1.5 Chapter 5
In the fifth chapter we looked at experimental results for the different PCA variants using
simulated data and metabonomics data from the COMET project. With regard to fPCA
and mfPCA we exemplified the concept of eigenfunctions and principal component scores
for functional data. For mfPCA we also studied peak selection using the thresholding and
mfVR criteria whereas in the case of simulation data we looked at three different cases of
between-peak variability. After that we studied the performance of SGPCA using seven
simulation datasets and the real metabonomics dataset. The seven simulation datasets were
generated from a sparse PCA model whose covariance has two leading sparse eigenvec-
tors. The first five simulation datasets were used in the context of sparse multivariate peak
selection whereas the last two simulation datasets illustrated the concept for peak selection
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in multivariate functional data. We studied the performance of SGPCA for the simula-
tion data using different performance measures: Median angle between true and predicted
eigenvectors, average true versus average predicted adjusted percentage of explained vari-
ance, and, finally, different metrics for the success of the sparsity recognition based on the
average correct recognition of zero and non-groups for the first two leading eigenvectors.
For the real NMR dataset we performed peak selection for the high and lose dose treatment
condition and discovered a small of peaks which explain a significant part of the variability.
6.1.6 Chapter 6
In the sixth chapter we review the contents of the previous chapters and give pointers to
future work. In particular, a new way is suggested to deflate the data matrix in PCA and
several supervised ideas are presented for variable selection.
6.2 Future work
In this section we describe several ideas on how to extend the current sparse grouped PCA
work with regard to deflation schemes, PCA variants that utilize discriminatory power and
sparse partial least square variants that could deal with multivariate functional data.
In this thesis we selected a sparse linear combination of peaks which capture a large
part of the variability. To retain more variance when computing more than one eigenvector
a good idea is to look at further latent variable deflation techniques Mackey (2009).
The three variable selection techniques we developed in this thesis are all unsupervised.
A natural extension will be to include a response, such as a class label, because variables
which maximize variance may not always best explain the dependent variable in a super-
vised setting (Nguyen and Rocke, 2002b; Dai et al., 2006).
One way to improve upon discriminatory power is to use hypothesis testing to select
eigenvectors consecutively. Aguilera et al. (2006) apply a forward stepwise method based
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on the conditional likelihood-ratio test (Hardle and Simar, 2007) to select which further
eigenvector should be added at each step using the minimum p−value as criterion.
Similar to the approach used in this document an initial variable selection could be
implemented before a PCA analysis is performed. For example, in Superivised Principal
Component Analysis we do not perform PCA on all variables but only those variables with
the strongest correlation with the response, i.e. the choice for the variable subset is super-
vised Eric et al. (2006).
To accomplish feature selection in multivariate functional data we may compare the
SGPCA algorithm with a recent algorithm referred to as structured sparse principal com-
ponent analysis (SSPCA) (Jenatton et al., 2011, 2010; Bach et al., 2012b). SSPCA in is an
extension of sparse PCA where the authors enforce regularization on a prespecified set of
shapes to achieve structured variable selection.
A fully supervised approach could be done via Partial Least Squares (PLS) which can
successfully deal with HDLSS datasets and correlated variables, i.e. multicollinearity. The
goal is to develop an extension of PLS which can deal with sparse estimation in multivariate
functional data. Current literature review reveals that there are PLS approaches which
compute sparse parameter estimates fo regression and multicategory discrimination Chun
and Keles (2010); Chung et al. (2010). Furthermore, Reiss and Ogden (2007); Kraemer
et al. (2008) developed functional PLS models where the idea of dimensionality reduction is
combined with regularization, i.e. modelling the data with penalized B-Splines to improve
model settings that deal with observations which are not measured at equidistant time points
or noisy data. However, so far none of the models deals with sparsity and multivariate
functional data. Le Cao et al. (2008) implement a sparse PLS regression technique based
on sparse singular value decomposition using an L1 penalty suggested by Shen and Huang
(2008). Therefore, the approach of Le Cao et al. (2008) might be extended to group sparsity
similarly to the approach implemented in SGPCA where groups will have a basis coefficient




A.1 Initial feature choice in metabonomic dataset
In the initial step, we reduce the number of features in the original COMET metabonomic
dataset, Section 1.4, from M ′ = 8020 to M = 264 peaks using the approach described
in Berk et al. (2011). Then, the novel algorithm we introduce in Section 4.3 we compute
a linear combination of ≤ M features which best explain the variability in the dataset to
further reduce the feature set of M variables.
In particular, we review three approaches for this initial feature selection: Montana
et al. (2011); Berk et al. (2011) study a multivariate longitudinal metabonomics dataset as
outlined in Section 1.4. This aim is to detect those peaks which are most different between
control and drug-treated conditions. On the other hand, Berk et al. (2012) look at longitudi-
nal microarray gene expression experiments which investigate the children host response to
the BCG vaccine in the event of the infectious Tuberculosis disease. In this setup, there are
two conditions, such that each child provided a BCG treated and a BCG negative control
time series, and the aim is to detect those genes which are most different between those
two conditions.
Montana et al. (2011); Berk et al. (2011, 2012) fit a functional mixed effects model as
outlined in Section 2.3.2 for each curve (peak or gene) and condition using a smoothing
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spline to the original metabonomic dataset with M ′ = 8020 features. In particular, this
modeling framework may deal with heterogeneous replicate profiles and is fitted indepen-
dently for each metabolite feature and treatment condition. This independent optimization
avoids overfitted of the functional mixed effects model. The goal of this initial feature
selection is to discriminate between temporal profiles of control and high-dose treatment
condition. To compare treatment conditions for a given peak we extract the mean func-
tions, µ1(t) for control and µ2(t) for the drug-treated group at time t, which are estimated
from the functional mixed effect model. To test for the null hypothesis of no treatment
effect over the whole temporal range given by µ1(t) = µ2(t)∀t ∈ τ , Montana et al. (2011);
Berk et al. (2012) use L2 dissimilarity D =
∫
τ
[µ1(t) − µ2(t)]2dt as test statistic. The test
statistics is computed for all curves and a correction for multiple testing is used to control
the false discovery rate (Benjamini and Hochberg, 1995).
Montana et al. (2011) compare this mixed effect model approach with a univariate snap-
shot approach, such that a standard t-test is applied at each time point, and then choosing the
corresponding minimum p-value over the whole time period. These M ′ = 8020 p-values
were again corrected for multiple testing. Montana et al. (2011) find that the univariate
t-test yields M = 7421 significant peaks which includes a large number of false positives.
On the other hand, the functional t-test offered M = 158 significant peaks which contained
many metabolite peaks previously identified in the literature.
In Berk et al. (2011) this treatment condition discrimination is computed by applying
a functional t-test which compares the functional L2 distance of the control and high-dose
mean function evaluated over a dense mesh of timepoints. To compute this test statistic for
a particular curve the functional L2 distance is normalized by the functional standard error
computed from the replicates, as represented by the random effect term in the mixed effect
model, for both treatment conditions. Therefore, the model borrows strength to increase test
power. The motivation to rescale the L2 distance is to judge the relative difference of both
treatment conditions because peaks may be observed on different scales. Furthermore, the
standard error is moderated by a small regularization term which accounts for a low number
of biological replicates in metabonomic datasets. Finally, to adjust for issues in hypothesis
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testing across multiple features a false discovery rate correction is applied (Benjamini and
Hochberg, 1995).
A.2 Basis function representation
Let f, g be smooth curves and ck(f), ck(g) be the k−th coordinate of their basis coefficient
representation. Similarly d(f), d(g) are the basis coefficient ck(f), ck(g) once they have
been rescaled by the lower triangular matrix of the cholesky-decomposition of ψ.
A.2.1 Operation comparison between functions and basis coefficients
Here we show that some of the operations such as distance, scalar products and linear com-
binations can only be done without distortions iff the basis function matrix is orthonormal.
Linear operations as combinations of functions do not pose problems and can be expressed
as sum of their respective basis coefficients. Given scalars δ, γ the new k−th coordinate of
the basis coefficients for a linear combination of functions f and g is
ck(δf + γg) = δck(f) + γck(g).
But inner products and norms of function differences lead to problems if basis φ is not
orthonormal, i.e. ψ = φTφ 6= I. For the inner product < f, g > we have





ck(f)cl(g) < φk, φl >= c(f)
Tψc(g)
where c(f), c(g) ∈ Rp,with c(f) = [c1(f)], . . . , cp(f)]T and c(g) = [c1(g)], . . . , cp(g)]T .
Matrix ψ has entries ψkl =< φk, φl >=
∫
V
φk(t)φl(t)dt which can be integrated numeri-
cally, e.g. quadrature methods (Ramsay and Silverman, 2005). Similarly for the norm of
the difference between two functions we have
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‖c(f)− c(g)‖2 = [c(f)− c(g)]T [c(f)− c(g)] (A.1)
‖f − g‖2 = [c(f)− c(g)]Tψ[c(f)− c(g)] (A.2)
and see that A.1 and A.2 are different if ψ 6= I. In this case just operating on the basis
coefficients c(f), c(g) is not equivalent to using the functions f, g.
A.2.2 Operations on basis coefficients for non-orthonormal bases
Some basis function expansions as B-Splines are not orthonormal. To perform operations
without distortions for these type of basis function expansions we re-scale the basis coeffi-
cients. We Cholesky-decompose ψ = UTU which removes the distortion. Then we rescale
the basis coordinates of some functions f and g as d(f) = U · c(f), d(g) = U · c(g),
respectively. Linearity still applies for basis coefficients d as it did for coordinates c. For








ck(f) < U,U > ck(g) =
p∑
k=1
ck(f)ck(g)ψ =< f, g >
(A.3)
From the linearity and equation A.3 we see that operations in Rp with its inner product
on the coordinates d(f) is exactly equivalent to applying the same operations in the inner
product space ψ. Thus we can pre-multiply the basis coefficient vectors all n replicates in
the dataset and work with this representation in a multivariate way. In the end, after possi-
ble further statistical analysis such as fPCA, we pre-multiply the re-scaled basis coefficients
of computed statistical objects such as eigenfunctions with the inverse of U to remove the
re-scaling and to recover the actual basis coefficients.
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A.3 Maximizing the quadratic form given a constraint
LetA ∈ Rp×p be a symmetric matrix and x ∈ Rp be a column vector. We want to maximize
the quadratic constraint in eq. A.3.
maxxT x=1 x
TAx
Let λ1 ≥ λ2 ≥ . . . ≥ λp be the eigenvalues of A and vi the corresponding eigenvectors
with unit norm. Let V be the matrix whose columns are the eigenvectors vi and D =
diag(λ1, . . . , λp). Then we have A = V DV T with orthonormal V, i.e. V TV = V V T = Ip.
In equation A.3 set x = V y and the constraint on x evaluates to xTx = yTV TV y = yTy =
1. Therefore, we solve the maximization problem
maxyT y=1 y
TDy
using theorem A.3. According to this theorem we set y = (1, 0, . . . , 0)T , i.e. x is
the first column of V∗1 = v1. Extending this argument we get all the other eigenvectors
of A as solutions for successive optimization problems. The j−th eigenvector vj solves
the problem maxxT x=1 xTAx in equation A.3 with the additional constraint that x is
orthogonal to all previous solutions, i.e. xTv1 = xTv2 = . . . = xTvj−1 = 0. Set x = vj to
get xTAx = λjvTj vj = λj. Here we give a lemma from Section 2.3 of Hardle and Simar
(2007) to maximize a quadratic form:
Theorem A.3.1 (Maximizing the quadratic form given a constraint) IfB andW are sym-
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where λ1, λ2, . . . , λp denote the eigenvalues of Q = W−1B. The eigendecomposition
of Q is ADAT where D is the diagonal matrix of eigenvalues and A has the eigenvectors
as column vectors. The i−th eigenvalue Dii corresponds to the i−th column of A, i.e.
ai = A1:p,i where ai, i ∈ {1, . . . , p} is of dimension p × 1. The matrices Q,W,B all have
real-valued entries of dimension p × p. The vector which maximizes (minimizes) aTBa
aTWa
is
the eigenvector of W−1B which corresponds to the largest (smallest) eigenvalue of Q =
W−1B. If aTWa = 1, we get
max
x
aTBa = λ1 ≥ λ2 ≥ . . . ≥ λp = min
x
aTBa.
A.4 Selected peak indices for metabonomics data analysis
We perform feature selection using the SGPCA method for the first eigenfunction on the
264 pre-selected peaks. Berk et al. (2011) selected these 264 metabolite peaks using a func-
tional t-test from a total set of 8020 original metabolite peaks. In the high-dose treatment
group 17 peaks are selected which correspond to the following pre-selected peak indices
28, 34, 45, 46, 47, 49, 50, 56, 62, 63, 68, 69, 70, 71, 75, 76,
and to original peak indices
4584, 5068, 5472, 5473, 5482, 5504, 5505, 6073, 6256,
6257, 6268, 6269, 6270, 6271, 6281, 6282.
Similarly, the SGPCA algorithm discovered a linear combination of 19 peaks which
capture the majority of variability for the first eigenfunction in the low-dose metabonomics
case. The detected pre-selected peak indices are
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28, 34, 45, 46, 47, 49, 50, 55, 56, 60, 61, 63, 64, 68, 69, 70, 71, 75, 76
which corresponds to the following original peak indices
4584, 5068, 5472, 5473, 5482, 5504, 5505, 6072, 6073, 6109,
6110, 6257, 6258, 6268, 6269, 6270, 6271, 6281, 6282.
The cardinality of the intersection of selected metabolite peaks for both treatment groups
is 15. The following pre-selected peak indices are shared for high-dose and lose-dose treat-
ment
28, 34, 45, 46, 47, 49, 50, 56, 63, 68, 69, 70, 71, 75, 76
which corresponds to the following original peak indices
4584, 5068, 5472, 5473, 5482, 5504, 5505, 6073, 6257,
6268, 6269, 6270, 6271, 6281, 6282.
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