This study examines the short-and the long-run relationship between electricity demand and its determinants in the Iranian residential sector. The study employs unit root tests, cointegration and error-correction models on annual time series for the period, 1967-2009. The results show that electricity price is insignificant and income elasticity is lower than unity. The most influential factor influencing household electricity demand is cooling degree days. The number of electrified villages (an indicator of economic progress) is statistically significant, showing that economic progress has a positive impact on electricity demand. Electricity demand is forecast until 2020. The results show that under the most probable projection, electricity consumption in the residential sector will grow at an annual rate of 29% and 80% by 2014 and 2020, respectively. 
Introduction
Electricity generation and distribution are controlled by both the private and government sectors in Iran, predominantly the state. Electricity in Iran is subsidized. In order to support and encourage private contribution, electricity generated by the private sector is bought by the state and distributed to final consumers. Currently, the retail electricity price is set by the government and the electricity price at all levels of consumption, is below its production cost (Bureau of Electricity and Energy Planning, 2010, BEEP) . The real price of electricity for the residential sector during the sample period experienced over a 95% decrease from 1967 to 2009 (Figure 1) 1 .
[ Figure 1 , about here]
Major concerns of Iranian energy policy makers relate to the high growth rate of domestic demand and inefficient use of electricity. Per capita electricity consumption tripled in the last two decades and the average growth of per capita electricity consumption in Iran (7.9%) was over two times higher than the global average (3.3%) (TAVANIR Deputy of Human Resources and Research, 2008, TAVANIR) . 2 These statistics show that if the current growth rate remains unchanged, electricity consumption will double within one decade.
Therefore, investigating the issue of electricity demand in Iran is of crucial importance. Table 1 presents historical data for the per capita electricity consumption growth rate from 1975 to 2010.
As can be seen the growth rate has been very volatile between 1.5 in 1980 and 15.1 in 1983. 1 The reason for such a large decline in real electricity price is the considerable increase in the consumer price index (CPI) after the Islamic revelation. In 2009, the CPI was 586 times higher than that of 1967 and rose from 0.98 to 575.12 (base year 1997).
2 TAVANIR denotes the Management Organization of Iranian Electricity Generation, Transmission, and Distribution.
[ Table 1 , about here]
Households in many countries account for a large proportion of electricity consumption.
The residential sector is the major electricity end user in Iran accounting for 33.2% of total electricity consumption (IIES, 2010) . The equivalent figure for the world and other regions is much lower than that of Iran (BEEP, 2011 and this figure for the world reached 2,782 kWh (IEA, 2010) . The large volume of electricity consumption by households is mainly due to the inefficient utilisation of electric appliances (BEEP, 2008) . Therefore an investigation of the behaviour of residential end users is essential for policy makers to establish energy policies aimed at persuading consumers toward more efficient utilization of energy.
This paper makes several significant contributions to the analysis of residential electricity demand of the Iranian economy. This is the first study to examine several variables for modelling electricity demand in Iran taking into account features specific to the Iranian power industry such as weather conditions and economic progress. This study forecasts electricity demand (until 2020). Moreover, preveious Iranian studies on residential demand have not employed the Autoregressive Distributed Lag (ARDL) approach, which is consistent with the properties of a small sample (Mah, 2000) , or examined the data for structural breaks. This study 3 The residential sector share for the world is 27.4% and for Asia and Oceania, Central and South America, Eurasia and Africa are 20. 6%, 26.5%, 26.2%, 31.4% respectively. employs the multiple structural break tests of Lee and Strazicich (2003) and Narayan and Popp (2010) .
The rest of this paper is structured as follows. Section 2 reviews the literature. Section 3 presents the theoretical framework. Section 4 details the data and methodology. Section 5 discusses the empirical results; Section 6 forecasts electricity demand until 2020 and Section 7 concludes.
Literature review
The literature on residential electricity consumption has employed diverse methodologies. See for example, the studies of Flaig (1990) for Germany, Filippini (1999) for Switzerland, Kamerschen and Porter (2004) for the US, Atakhanova and Howie (2007) for Kazakhstan, Narayan et al. (2007) for the G7 countries and Nakajima (2010) for Japan (see Table 2 for a summary of studies). The present study employs unit root tests allowing for multiple structural breaks and the ARDL method. Studies using the time series methods are discussed below. Flaig (1990) and Narayan et al. (2007) find that income and price elasticities are lower than unity in the short-run suggesting that electricity consumption is inelastic with respect to changes in income and price. Long-run elasticities in the former are lower than unity suggesting that consumers are not responsive to changes in income and electricity price. But in the latter, price elasticity is -1.45 indicating that electricity demand would decrease by 1.45% if electricity price increases by 1%. Flaig considers fuel oil and Narayan et al. (2007) gas as substitutes for electricity. In both studies, the coefficients of the considered fuel are positive which confirms the complementarity with electricity. Filippini (1999) , Kamerschen and Porter (2004), Atakhanova and Howie (2007) , and Nakajima (2010) present long-run price and income elasticities. The first two studies show that price and income elasticities are lower than unity. The study of Atakhanova and Howie (2007) shows that price elasticity depending on the method used, varies between -0.22 and -1.10 and income elasticity between 0.12 and 0.59. Nakajima (2010) finds that price elasticity varies between -1.20 and -1.13 and income elasticity between 0.60 and 0.65.
The number of households and size of household are two significant variables affecting the electricity demand of Swiss households in the study of Filippini (1999) Narayan (2004) . 4 They show that residential electricity demand has a low sensitivity to price and income changes in the short-run. SJ and NS find that income and price elasticities in the long-run are lower than unity, whereas the studies of DT and HJ find elasticities of -1.60 and 1.04 for price and income respectively. DT and SJ show the coefficients for weather conditions to be statistically significant but lower than unity in the short and long run for the US. HJ finds only cooling degree days to be significant in the short-run for Taiwan. Conversely, NS finds that residential electricity demand within Australia is sensitive to weather conditions in the long-run with an elasticity of 1.69. Both SJ and DT find fuel oil to be a replacement for US residential electricity. HJ incorporate the world price of oil into the model and find that oil is a good alternative for residential electricity in Taiwan. NS consider natural gas. Their results show that natural gas is not a substitute for electricity.
4 Narayan (2004) computed critical values (CVs) for the ARDL approach for sample sizes ranging from 30 to 80, and found that the CVs in Pesaran et al. (2001) are 35% lower than those found in his research. HJ (2004) argues that electricity modelling for developing countries could be different to industrialized countries, and introduces a general model for the residential sector. They use the degree of urbanization as a proxy for technological change in the stock of electrical appliances.
The results show that urbanization elasticity in the short-and long-run are 1.61 and 3.91, respectively. DT use the occupied stock of houses as a proxy for the stock of electrical appliances. The coefficient for the stock of occupied houses is 1.50 implying a strong impact on the electricity use of households.
The literature on residential electricity demand for developing countries, including Iran is limited. The only investigations of residential electricity demand for Iran have been conducted
by Amini Fard and Estedlal (2003) and Askari (2002) which use the Johansen and Juselius (1990) and generalized least squares methods, respectively. In addition to price and income, the latter includes the rate of power outage and the former, dummy variables for the quality of electricity supply and the Iran-Iraq war. The impact of these variables on residential electricity consumption are negative. The short-and long-run price elasticities in the former study are -0.97 and -1.36 while the latter presents own price elasticities of 0 and -0.59 respectively, suggesting that households are not responsive to price. The short-and long-run elasticities for income in the Askari study are 0.11 and 0.16, while in Amini Fard and Estedlal, they are 0 and 0.24. That is, household electricity demand is not sensitive to changing household income.
Iranian studies have applied the ADF tests, however, they have not taken into account the presence of structural breaks. In the presence of structural breaks, the results from unit root tests can be misleading in terms of the non-stationarity of time series data (Perron, 1989) . In addition, the use of traditional cointegration methods on small samples can lead to small sample size bias and the results obtained from these studies could be unreliable. Therefore the present study corrects for this by taking into account structural breaks.
As seen in Table 2 all studies have investigated the impacts of price and income on electricity demand of households. Few studies have considered the effect of weather conditions and the price of substitute energy for electricity. In a limited number of studies electricity and income have elasticities higher than unity (see the studies of Beenstock et al. (1999), Holtedahl and Joutz (2004) and Zachariadis & Pashourtidou (2007) ). The majority of studies have found electricity demand inelastic with respect to income and electricity price.
[ Table 2 , about here]
Theoretical framework
The theoretical foundation of studies on residential electricity demand, are mainly based on theories of consumer behaviour. 5 Here, electricity is a good which has direct effects on consumer utility. Maximization of consumer utility subject to a budget constraint, taking the first derivative and solving the system of equations will yield the demand for electricity and other commodities.
If the demand function is characterised by a constant elasticity of demand, then the total electricity demand of all consumers at time t will be a function of price of electricity, substitute 5 The theoretical foundation also can be based on a household production function which presents electricity as a good which is purchased by households in the market and combined with a capital stock of appliances to produce an electric composite commodity (Dubin, 1985; Flaig, 1990) . Electricity impacts consumer utility indirectly and through electric composite goods. Electricity demand is derived as a function of the price of composite goods produced by households (such as food), the price of electrical appliances, energy price, income, price of substitute energy. Due to the lack of data for the price of composite goods the majority of studies analyse residential electricity demand in the context of consumer behaviour theory. 
where e and w represent economic progress and weather conditions. Other variable definitions are the same as for Equation (1). The series used in the study are residential electricity demand (cr), residential electricity price (epr), residential natural gas price (gp), final fixed expenditure of households (hco), number of electrified villages (nv) and cooling degree days (cd). The data are collected from TAVANIR, the Ministry of Petroleum and the climate factors from the Iranian Meteorological
Data and Econometric Methodology
Organization and the Iranian Central Bank. The nominal data have been deflated using CPI with 1997 as the base year. All data series are converted into logarithmic form for the empirical analysis.
Dickey and Fuller developed a unit root test (1981, ADF) to study the time series
properties of the data. Perron (1989) showed that the ADF test may be biased in favour of non-7 Initially, income was considered in the model, but the estimated coefficient was negative, which might have been due to unreliability and low accuracy of data for household income. This is possibly because, households do not express their real income due to safety issues. Therefore, final fixed expenditure is used. Additionally, a theoretical justification for this can be found in the Permanent Income Hypothesis which suggests that consumption is a good measure of expected permanent income.
rejection of the null hypothesis of a unit root when the series has a structural break. Lee and consequently the microeconomic data including the applied series used in this research.
Therefore, it seems important to check the time series for stationarity and structural breaks. In this research the stationarity of the applied series are examined using the ADF, LS and NP tests.
The ADF test is based on the following regression:
where y is the time series being tested for a unit root at time t and T is the number of observations. x t is the exogenous variable (a constant or a constant and trend). ∆ denotes the first difference operator and u t is an i.i.d error term. Following Engle and Yoo (1987) the Akaike information criterion (AIC) is used to determine the optimal lags.
The LS test statistic is the t-statistic of α in Equation (4):
Where Z t is a vector of exogenous variables, δ' is the corresponding parameters of the vector. LS Schmidt and Phillips (1992) ). δ  are the coefficients in the regression of ∆y t on ∆Z t . ∆ỹ t-i corrects for the presence of autocorrelated disturbances. The optimal lag length is selected by applying the general-to-specific method proposed by Ng and Perron (1995) .
As was mentioned LS (2001; argued that the results of the ADF-type unit root tests, in the presence of a break may be biased. Narayan and Popp (2010) solved this problem and introduced models M1 and M2 which allow two breaks in the level and two breaks in the level and trend. The NP test is based on the following equations:
where The Autoregressive Distributed Lags (ARDL) method is suited for a small sample such as the current research. This approach can be used for a mix of I(1) and I(0) regressors along with the structural break elements in the model. Following Pesaran and Pesaran's (2001) approach, this study estimates an unrestricted error correction model applying the OLS method: 
where i is the number of the optimal lag. The maximum number of lags for yearly data is two lags (Pesaran & Shin, 1999) . DUM is the vector of deterministic components of structural breaks (j=1,2). In the ARDL method the null hypothesis is that there is no long-run relationship 
Considering that the determinants of residential electricity demand are microeconomic data, which theoretically do not play a significant role for each other, we do not expect to detect more than one cointegrating relationship. Although, Inder (1993) argues that the endogeneity bias in the ARDL models is minimal, in this study to examine the endogeneity of the regressors the Hausman (1978) test is used. The short-run model is constructed on the error correction term (ecm) 9 derived from the long-run model as follow: 
Results and Discussion
The results of unit root tests show that only cooling degree days is I(0) based on the ADF test while, the results of the LS unit root test 10 show that all series are I(0) except electricity price.
This could be due to a large change in the real price of residential electricity (over 95% declines)
during the sample period (see Figure 1) . Based on the NP test, residential electricity demand, number of villages and cooling degree days are I(0) (see Table 3 ). The ADF and NP tests do not reject the null hypothesis of unit root for five and three series respectively, while the LS test does not reject the null hypothesis only for one series. These contradictory results among different unit root tests can be due to the tendency of the ADF-type tests not to reject the null hypothesis of a unit root as argued by Perron (1989) . The LS and NP tests detect two breaks for all series of interest. However, the break dates reported by the tests are identical in a few cases (shown in bold). Considering the possibility of under rejection of the null hypothesis by the NP test, the LS test will be considered for estimation of the models of electricity demand. The breaks for electricity consumption occurred in 1980 and 1990 based on the LS test. The former break is the start of the Iran-Iraq war and the latter date the post-war reconstruction period.
[ Table 3 , about here]
As seen, the variables under consideration are of order I(0) and I(1). This confirms that the ARDL approach, which applies I(1) and I(0) series in the models, is an appropriate technique in the case of this research. In addition, the LS unit root test finds that residential electricity demand has two significant breaks and this is another reason for using the ARDL method.
However this variable is stationary which confirms that the transitory impacts of the breaks should be examined when modelling electricity demand. The ARDL method allows for inclusion of two dummy variables relevant to the break dates, to take into account the impacts of structural breaks on the system.
The computed F-statistic is 3.92 which is greater than the upper bound value at the 10% significance level suggesting that there is a long-run relationship between the series of interest.
11 Table 4 presents the results of the long-run equation.
[ Table 4 , about here]
The insignificant variables are price of electricity and natural gas. Long-run price and income elasticities are zero and 0.58, respectively, which implies that households are not responsive to changes in income. This result is expected because electricity is a basic commodity for households. Moreover, the low price of electricity may be another reason for the insensitivity of household electricity consumption to changes in electricity price.
The most influential factor on residential sector electricity demand is cooling degree days indicating that the amount of electricity used for cooling buildings is considerable. Another factor impacting electricity demand is the number of electrified villages, an indicator of 11 Evidence shows that electricity consumption from many years ago does not impact the demand for electricity in the current year. Therefore, Pesaran et al. (1999) recommend a maximum number of two lags for annual data. The SBC and AIC were used to define the order of the ARDL model but the results presented by the AIC gave a better estimation.
economic progress. 12 This implies that there is a positive and statistically significant relationship between residential electricity consumption and economic progress.
The results show that natural gas is not a substitute for electricity in the residential sector.
This inference is not unexpected because electricity is mainly used for lighting, air conditioning, and electrical appliances and none of the other fuels can be used for these purposes. 13 The relevant dummy variables have no explanatory power and have unfavourable impacts on the diagnostic tests, and so were omitted from the model. This is not an unexpected result as the inferences of the LS and NP unit root tests show that residential electricity demand is I(0). That is, the impacts of shocks on this variable are transitory.
14
The short-run model for residential electricity demand is given in Table 5 .
[ Table 5 , about here]
Consumption of residential electricity in the short-run is mainly impacted by the growth rate of household expenditure and weather conditions. The short-run elasticities of price and income are insignificant. These results are reasonable given the contradictory results in unit root tests.
12 Urbanization and literacy rates were used in the model as proxies for economic development, but the model including the number of electrified villages gave a better result. An issue arises regarding the direction of causality which can run from electricity demand to the number of electrified villages, as growth in electricity demand could be assumed to be a determining factor of the extent to which rural electrification projects are carried out. This is examined by applying the Durbin-Wu-Hausman exogeneity test (Table 7 ). The result shows that the causal relationship is not from electricity consumption to the number of electrified villages. Moreover, considering the fact that providing infrastructure such as electricity mainly depends on government funding resources, therefore, it is not expected that electricity demand impacts the number of electrified villages. 13 Kerosene and liquid gas were tested as the substitutes for electricity but no relationship was detected. 14 Fisher & Keysen (1962) argued that the stock of electrical appliances is another factor that could be considered in electricity demand modelling. In this study total annual final expenditure on home durable goods was examined in the model as a proxy for this variable. The applied proxy did not demonstrate the expected results and reduced the reliability of the estimated model; thus, it was omitted from the model. Additionally, households take time to respond to changes in electricity price and income, changes in preferences and habits, and replace old electrical appliances with more modern and electricity efficient ones. The coefficient on the error correction term is -0.21 suggesting that 21% of any disequilibrium is adjusted each year. That is, the full convergence process to its equilibrium occurs after about 4.8 years.
The long-and short-run equations pass the standard diagnostic tests for autocorrelation (Durbin and Watson 1950; 1951) , functional form (Ramsey 1969) , normality (Jarque and Bera, 1980) and heteroskedasticity (Koenker 1981) at the 5% level. The cumulative sum (CUSUM), the cumulative sum of squares (CUSUMSQ) and Quandt-Andrews (Andrews 1993; Hansen 1993; Quandt 1960 ) tests are applied to determine whether the functions are stable over time. As seen in Figure 2 the CUSUM and CUSUMSQ tests reveal that the coefficients of the models during the sample period of the study are stable, with the two statistics falling within the 5% critical bounds. The results of the Quandt-Andrews test confirm the stability of the parameters.
As seen in Table 6 the null hypothesis of no breakpoints within trimmed data cannot be rejected by any of the statistics.
[ Figure 2 , about here]
[ Table 6 , about here]
The estimated long-run model is examined for the presence of endogeneity. The results of the Wu-Hausman statistic tests show that the null hypothesis of exogeneity cannot be rejected for any of the regressors (See Table 7 ). The Wu-Haushman statistic is the F-statistic which is 1.62.
As seen in the table the t-ratio of all exogenous variables suggest that the hypothesis of exogeneity cannot be rejected.
[ Table 7 , about here]
Residential Electricity Demand Outlook

2010-2014
Prior to using the models to forecast electricity demand the performance of the estimated equation is evaluated through the one-step-ahead predictor and an in-sample forecast. Under the former, electricity consumption during the sample period is forecast using the estimated model.
The forecast and comparison is conducted for the whole sample period rather than what usually is done for the last 5 years of the sample period. Under the latter method, the model is examined with respect to a change in one of the determinants during the sample period. Figure 3 part (a) shows that the forecast moves closely to the actual data and part (b) shows that a 30% increase in household expenditure results in an increase in electricity demand of the residential sector with changes in accordance with economic theory. Therefore, the model can be used to estimate future residential electricity demand.
[ The growth rate of the price of natural gas is based on the assumption that the price will be equal to the generation cost by 2014 (70% per year). (343) are added. In 2014 the number of total electrified villages is unchanged, as all villages will have access to electricity by 2013. Figure 4 summarises the forecast assumptions for the annual 15 Details concerning the removal of energy subsidies can be found in the Targeting of Subsidies Plan approved by the Iranian parliament in January 2010. 16 6% (Low case) is the average growth rate of household expenditure within the sample of this study ).
9% and 12% are the highest growth rates of household expenditure during the last two decades (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) . 17 The nominal price of the natural gas price in 2010 remained unchanged from 2009. 18 Data for these variables are not available for 2010 and 2011. 19 The total number of villages with fewer than 20 households was 14,100 in 2009 (TAVANIR, 2011a) . 20 This figure is the average of the number of electrified villages during the last decade (2001-2010). growth rates of the variables. Scenario LL in the graph corresponds to the low case for electricity price and the low case for household expenditure.
[ Figure 4 about here] Electricity demand from residential households can be forecast using the model for the residential sector and the scenarios described above. Figure 5 shows that electricity demand continues to rise during the forecast period under most scenarios. However, in some graphs the slope of electricity demand seems to be zero or very close to zero. Table 8 confirms the negative trend of electricity demand in 2014 under most scenarios. In scenarios ML, HL and HM, residential electricity use will decline by 1%, 2% and 1% by 2014 respectively, while under other scenarios it will rise by 2% to 3%. Two scenarios, LL and MM, cause a zero growth rate of electricity demand by the end of the forecast period.
The demand projections show that residential electricity demand in 2014 varies between 64,749 (in the HL scenario) and 77,982 GWh (in the LH scenario). Low-cost electricity does not change electricity demand in the sector significantly, so it is not appropriate from an energy conservation standpoint. In this case there is an increase of 19% to 34% in residential electricity demand compared to 2009. Inefficient electricity demand by residential users and a high discrepancy between electricity price and production cost results in higher electricity demand.
The high electricity price case seems unrealistic, as it gives a very high annual growth in household electricity price (66%). Therefore, the moderate case for electricity price seems the most plausible.
In the case of household expenditure, it is expected that the removal of the energy subsidy and economic sanctions will escalate household expenses significantly. That is, the high electricity price case for household expenditure appears to be the most plausible case. Therefore, the most viable scenario is that of MH. Under these demand projections, electricity use increases from 58,101 GWh in 2009 to 74,849 in 2014, the annual growth rate is cut from 8% to 2% in 2014, and the electricity demand of households rises by 29% compared with 2009.
[ Figure 5 and Table 8 about here]
2015-2020
Applying the most probable scenario (MH) and models estimated in this study, the residential electricity demand outlook during the period 2015 to 2020 is estimated. The assumptions for electricity price for the period 2015 to 2020 is that it increases until it reaches the production cost level (non-subsidised fuel for power plants), remaining fixed thereafter. Table 9 illustrates the forecast of residential electricity demand estimated by this study and during 2010 and 2020. The actual residential electricity demand in 2010 was 62,525 GWh (TAVANIR, 2011b), which is very close to the forecast of this study. The results show that residential electricity demand will increase by 80% compared to 2009 and will reach 104,548 GWh by 2020.
[ Table 9 about here]
Conclusions
The estimated model illustrates the influential factors which may be used to assist policy makers in devising appropriate energy policies for Iran. Temperature has the strongest effect on electricity demand in the residential sector. Weather proofing buildings and replacing old coolers with modern air conditioners would be feasible solutions for reducing power consumption considerably. The state could offer financial incentives such as interest rate discounted loans to families. The significance of household income shows that electricity taxation can be used to manage electricity demand. Given the large number of low income households, taxation should be applied with caution. The number of electrified villages is another factor influencing residential electricity demand. This shows that it is necessary to provide rural electricity through solar systems rather than through power plants, so that the state can play an important role in assisting rural households to install solar systems. The zero price elasticity of electricity confirms the inefficiency of previous electricity pricing and the importance of modifying pricing policy.
Due to the high level of electricity consumption by rich households the suggestion is that the electricity price for high usage electricity consumers is set significantly higher than the electricity price for low electricity usage consumers.
The results of forecasts revealed that electricity demand in the residential sector will continue rising until 2020 under the most probable scenario. If the government relies only on the implementation of the Fifth Plan they need to expand the current capacity by 80% compared to 2009 to cover electricity demand of households by 2020. This shows the necessity of long-run planning of capacities expansion to cover electricity demand of households and efficient and effective energy policy making along with the implementation of the Fifth Five-Year Economic, Social and Cultural Plan to be able to meet future demand. Plans are underway to increase the role of the private sector in electricity distribution and generation which might ease the problem to some extent. This however, will take time. The relationship between electricity demand and capital stock plays a significant role in the estimated model. Higher prices of market services lead to a growing rate of household production and higher income and lower prices of durables cause a substitution of energy for labour. Lower elasticities compared to previous studies. There was little room to persuade consumers to decrease electricity demand using a price rise.
22 Johansen and Juselius (1990) 23 N denotes that the elasticity has not been estimated by the study. 24 (Engle and Granger, 1987) . The impact of an income shock on electricity demand is bigger than the effect of an electricity-price shock. The reason for the low price elasticity is the small proportion of an electricity bill in household expenditure. Low income elasticity shows that electricity is a necessary good for households.
-Adjustment speed to long-run mean:-0. The positive coefficient on the urbanization rate a sign of Taiwan Power industry requirement to serve clients, but also a sign of a tendency of urban consumers to use more electricity compared to rural end users.
-Adjustment speed to long-run equilibrium: -0.11 Kamerschen & Porter (2004 ) US 1973 -1998 Contrary to previous studies on Japanese electricity demand, prices are elastic. Higher incomes do not result in a substantial rise in electricity demand because most consumers already have many household electric appliances. Note: *,**,*** denote significance at the 1%, 5%, and 10% level. Critical values are tabulated in Lee and Strazicich (2001, Table 1) . Critical values at the 1 and 5, and 10% for AA model . For models with one break the critical values tabulated in Lee and Strazicich (2003, Table 2 ). The critical values for model C depending on the location of the break change from -5.05 , respectively. TB1 and TB2 are the break dates, k is number of optimal lagged length and maximum lag is four. Numbers in parentheses are the tstatistics for the estimated coefficients. c) NP test with two breaks (level) 
