We present a flux-limited sample of z ∼ 0.3 Lyα emitters (LAEs) from Galaxy Evolution Explorer (GALEX ) grism spectroscopic data. The published GALEX z ∼ 0.3 LAE sample is pre-selected from continuum-bright objects and thus is biased against high equivalent width (EW) LAEs. We remove this continuum pre-selection and compute the EW distribution and the luminosity function of the Lyα emission line directly from our sample. We examine the evolution of these quantities from z ∼ 0.3 to 2.2 and find that the EW distribution shows little evidence for evolution over this redshift range. As shown by previous studies, the Lyα luminosity density from star-forming galaxies declines rapidly with declining redshift. However, we find that the decline in Lyα luminosity density from z = 2.2 to z = 0.3 may simply mirror the decline seen in the Hα luminosity density from z = 2.2 to z = 0.4, implying little change in the volumetric Lyα escape fraction. Finally, we show that the observed Lyα luminosity density from AGNs is comparable to the observed Lyα luminosity density from star-forming galaxies at z = 0.3. We suggest that this significant contribution from AGNs to the total observed Lyα luminosity density persists out to z ∼ 2.2.
INTRODUCTION
Observational surveys of Lyα emitters (LAEs) have proven to be an efficient method to identify and study large numbers of galaxies over a wide redshift range.
To understand what types of galaxies are selected in surveys -and how this evolves with redshift -it is important to establish a lowredshift reference sample that can be directly compared to high-redshift samples. While z ∼ 0 LAE studies have provided insight into the physical conditions that facilitate strong Lyα emission (e.g., Hayes et al. 2013; Östlin et al. 2014; Rivera-Thorsen et al. 2015; Alexandroff et al. 2015; Henry et al. 2015; Izotov et al. 2016) , it is very difficult to make statistical comparisons to high-redshift LAE populations because -unlike the high-redshift samples -the z ∼ 0 studies have not been selected based solely on their Lyα emission. There is not currently a survey instrument capable of observing a large number of z ∼ 0 LAEs. Thus, local LAEs are typically pre-selected from identified high equivalent width Hα emitters, compact [OIII] emitters, or ultravioletluminous galaxies and subsequently observed with the Hubble Space Telescope (HST) to investigate the existence of Lyα emission.
The lowest redshift where a direct LAE survey is presently possible is at a redshift of z ∼ 0.3 via the Galaxy Evolution Explorer (GALEX ) Far Ultraviolet (FUV) (1344 − 1786Å) grism data. By examining the GALEX pipeline spectra for emission line objects, a sample of about 50 z ∼ 0.3 LAE galaxies was discovered (Deharveng et al. 2008; Cowie et al. 2010) . The advent of this low-redshift LAE sample has been very exciting, and many follow-up papers have been written (e.g., Finkelstein et al. 2009a Finkelstein et al. ,b, 2011 Atek et al. 2009; Scarlata et al. 2009; Cowie et al. 2011) . Furthermore, using this z ∼ 0.3 sample as an anchor point, studies of the evolution of LAE samples have suggested that at low redshifts high equivalent width (EW) LAEs become less prevalent and that the amount of escaping Lyα emission declines rapidly (e.g., Hayes et al. 2011; Blanc et al. 2011; Zheng et al. 2014; Konno et al. 2016) . A number of explanations for these trends have been suggested including increasing dust content, increasing neutral gas column density, and/or increasing metallicity of star-forming galaxies at lower redshifts. However, the GALEX pipeline sample is biased against continuumfaint objects. It is therefore of interest to determine the effect of this bias on the evolutionary trends listed above. The GALEX pipeline only extracts sources with a bright Near Ultraviolet continuum counterpart (NUV < 22). Thus, the LAE pipeline sample is analogous to locating LAEs in the high-redshift Lyman break galaxy (LBG) population (which is continuum selected) via spectroscopy (e.g., Shapley et al. 2003) . This results in a sample that is biased against high-EW LAEs -objects with detectable emission lines but continuum magnitudes that fall below the pipeline's threshold. In the pipeline sample, no LAE galaxies are found with a rest-frame EW(Lyα)>120Å (Cowie et al. 2010, Section 5.4 ). Beyond having an unbiased LAE sample, searching for these extreme EW LAEs is of interest given the recent studies suggesting that high-EW LAEs may be efficient emitters of ionizing photons and potential analogs of reionization-era galaxies (e.g., Jaskot & Oey 2014; Erb et al. 2016; Trainor et al. 2016) .
In this paper, we apply our data cube reduction technique (Barger et al. 2012; Wold et al. 2014 ) on the deepest archival GALEX FUV grism data to remove the continuum pre-selection and investigate whether high-EW LAEs exist in the low-redshift universe. While previous studies have attempted to account for these missing LAEs when computing the z ∼ 0.3 luminosity function (LF), these corrections rely on ad-hoc assumptions and the two independently computed pipeline LFs are offset by an overall multiplicative factor of ∼ 5 (Deharveng et al. 2008; Cowie et al. 2010) . By removing the continuum selection and obtaining a sample that is limited by Lyα emission line flux, we avoid these problems and increase the sample size of known z ∼ 0.3 LAEs to better measure the Lyα EW distribution and LF. Unless otherwise noted, we give all magnitudes in the AB magnitude system (m AB = 23.9 − 2.5log 10 f ν with f ν in units of µJy) and EWs are given in the rest-frame. We use a standard H 0 = 70 km s −1 Mpc −1 , Ω M = 0.3, and Ω Λ = 0.7 cosmology.
CHOICE OF FIELDS AND EXISTING ANCILLARY DATA
Our data cube reconstruction of the GALEX grism data requires fields observed with hundreds of rotation angles (see Section 3.1 and Barger et al. 2012, for details) . This limits our study to the four deepest FUV grism observations: Chandra Deep Field South, Groth, the North Galactic Pole Deep Wide Survey, and the Cosmic Evolution Survey (archival tilename: CDFS-00, GROTH-00, NGPDWS-00, and COSMOS-00). These fields are some of the most heavily studied extra-galactic fields and contain ancillary data which has greatly aided this work. We note that the GALEX fields are large (∼ 1 deg 2 ), and with the exception of the archival ground-based imaging, the existing ancillary surveys only cover subregions of the fields.
These ancillary data include archival optical spectra and redshifts which were used to verify the redshifts derived from the candidate Lyα emission.
We used cataloged redshifts in CDFS (Cooper et al. 2012; Cardamone et al. 2010; Mao et al. 2012; Le Fèvre et al. 2013) , GROTH (Matthews et al. 2013; Flesch 2015) , NGPDWS (Kochanek et al. 2012) , and COSMOS (Prescott et al. 2006; Lilly et al. 2007; Adelman-McCarthy & et al. 2009; Adams et al. 2011; Knobel et al. 2012) , and we used the CDFS and COS-MOS optical spectra published by Le Fèvre et al. (2013) ; Lilly et al. (2007) , respectively. The 7 Ms Chandra image (Luo et al. 2017 ) of the CDFS (Giacconi et al. 2002; Luo et al. 2008 ) region, along with shallower Xray observations in the Extended CDFS (Lehmer et al. 2005; Virani et al. 2006) , COSMOS (Civano et al. 2016; Elvis et al. 2009 ), GROTH (Laird et al. 2009 ), and NG-PDWS (Kenter et al. 2005 ) fields, were used to identify AGNs. We also used data from the Wide-field Infrared Survey Explorer (WISE ) to identify AGNs via the color cut prescribed by Assef et al. (2013) .
GALEX FUV LAES

Data Cube Catalog Extraction
In Barger et al. (2012) , we describe in detail our method to convert multiple GALEX low-resolution slitless spectroscopic images into a three-dimensional (two spatial axes and one wavelength axis) data cube. Here, we provide a brief overview of this process. For each of our four fields, we begin our data cube construction with archival 1.25 degree diameter FUV grism intensity maps. For each intensity map, we know the wavelength dispersion and the dispersion direction, and this allows us to extract a spectrum for each spatial position thus forming an initial data cube. A data cube constructed from a single slitless spectroscopic image will suffer from overlapping spectra caused by neighboring objects that are oriented in-line with the dispersion direction. However, the spectral dispersion direction can be altered from one exposure to the next by changing the grism rotation angle, and objects that overlap in one rotation angle are unlikely to overlap in another rotation angle. Thus, we are able to disentangle overlaps by requiring our selected fields to have hundreds of exposures with a corresponding number of rotation angles.
For each field, we construct hundreds of data cubesone for each exposure -and then combine these initial data cubes applying a 5σ cut to remove contamination from overlapping sources. This results in an intermediate data cube that has a wavelength step of 2.5Å and a wavelength range of 1345 to 1795Å. We resample this intermediate cube to form wavelength slices with a 10 A wavelength extent sampled every 5Å. We designed the wavelength slices to have a wavelength extent that matches the spectral resolution of GALEX. To account for emission line objects that would otherwise be split into two adjacent wavelength slices, we decided to make wavelength slices every 5Å interval. For each slice, we subtracted the average of independent slices on either side of the primary slice, N. We used slices N-10, N-8, N-6 and slices N+6, N+8, and N+10 to form this average. This procedure subtracts most of the background residual structure and most of the continuum from objects within the data cube.
The final background subtracted FUV data cubes have a 50
′ diameter field of view and cover a wavelength range of 1395 to 1745Å or a Lyα redshift range of z = 0.15 to 0.44. For each wavelength slice, we used SExtractor (Bertin & Arnouts 1996) to identify all 4σ sources within the cube and then visually inspected each source and its spectrum (1-D and 2-D) to eliminate objects that were artifacts. During this visual inspection, we assigned a confidence category (1 = good, 2 = fair, 3 = uncertain) reflecting our confidence that the identified candidate is real and not an artifact. We applied this data cube search method and found 62 CDFS, 51 GROTH, 22 NGPDWS, and 38 COSMOS candidate LAEs (see Table 1 ). In Figure 1 (a), (b), and (c), we show extracted 1D spectra for all confidence categories to illustrate the quality of our GALEX spectra. We estimate spectral noise by examining regions above and below the object's two-dimensional spectrum. In general, spectral noise will increase as contamination from neighboring sources increases and as the spectral response falls off toward the edges of the spectral window. As in Barger et al. (2012) and Wold et al. (2014) , we use our modified version of the GALEX pipeline software to extract two and onedimensional spectra rather than extracting spectra directly from our data cubes. Our modified method uses Fig. 1.-(Top row) Examples of LAE UV spectra with the full range of assigned confidence classes (1=good, 2=marginal, 3=poor) indicated by superscripts to the listed Lyα redshifts. The Lyα redshift and the Lyα flux are measured from the Gaussian fit (red profile). We indicate the 1σ noise array with the blue line. Each UV spectrum consists of the GALEX FUV spectral band, a band gap, and the GALEX NUV spectral band. We examine the UV spectra for high-excitation lines like CIV to help identify AGNs. (Bottom row) Below each UV spectrum, we show the corresponding optical spectrum. The three example LAEs were also selected to illustrate the quality of the optical spectra obtained from different telescopes/instruments. The archival VLT/VIMOS spectrum is from zCOSMOS (Lilly et al. 2007 ). We use these optical spectra to confirm our LAE candidates and to help identify AGNs via the BPT diagnostic diagram. (A color version of this figure is available in the online journal.)
profile-weighted spectral extraction (Horne 1986 ) which provides modest improvement to the spectral signal to noise. Additionally, our modified extraction method, which is optimized to extract a single spectrum, provides a check on our LAE candidate sample which is selected based on a search of our four data cubes.
Optical Spectroscopic Follow-up
We used optical spectroscopic follow-up to confirm the veracity of our candidate LAEs and to identify optical AGNs. For our sample of 173 candidate LAEs, we obtained optical spectroscopic information for 171. To populate our optical spectroscopic target list, we visually identified the closest optical counterpart to the LAE candidate's position in the FUV image which has a spatial resolution of ∼ 5 ′′ . Follow-up spectroscopic observations were primarily obtained with the Hydra fiber spectrograph on the Wisconsin-Indiana-Yale-NOAO (WIYN) telescope. Each WIYN target was observed for a total of ∼ 3 hours in a series of runs from January to March 2016. We configured the spectrograph using the "red" fiber bundle and the 316@7.0 grating at first order with the GG-420 filter to provide a spectral window of ∼4500-9500Å with a pixel scale of 2.6Å per pixel. The Hydra "red" fibers are 2 ′′ diameter and have a positional accuracy of 0.3 ′′ , which ensured that the majority of light from our target galaxies was observed with little contamination from the sky and neighboring sources. We employed the IRAF task dohydra in the reduction of our spectra. This task is specifically designed for reduction of data from the Hydra spectrograph and includes steps for dark and bias subtraction, flat fielding, dispersion calibration, and sky subtraction. In Figure 1 (f), we show an example of a WIYN/HYDRA obtained spectrum.
We also targeted a subset of LAE candidates with the DEep Imaging Multi-Object Spectrograph (DEIMOS; Faber et al. 2003) on Keck II. The observations were made with the ZD600 line mm −1 grating blazed at 7500 A. This gives a resolution of ∼ 5Å with a 1 ′′ slit and a wavelength coverage of 5300Å. Each ∼30 minute exposure was broken into three subsets, with the objects stepped along the slit by 1.5 ′′ in each direction. The raw two-dimensional spectra were reduced and extracted using the procedure described in Cowie et al. (1996) . In Figure 1 (d), we show an example of a Keck/DEIMOS spectrum.
Our optical follow-up with WIYN and Keck was designed to have sufficient signal-to-noise to place our sources on the BPT diagnostic diagram (Baldwin et al. 1981 , see Section 3.6). Thus, our optical spectra typically displayed easily identifiable Hα and [OIII] emission lines. In all cases, at least two spectroscopic lines were required to measure the optical redshift. From our observed Keck spectra, we find that our LAEs have a median Hα line flux of 9 × 10 −16 erg s −1 cm −2 giving an uncorrectedfor-dust SFR of 2 M ⊙ yr −1 at z = 0.3. From our shallower WIYN spectra, we estimate any Hα line with a flux greater than 2 × 10 −16 erg s −1 cm −2 will be detected at the 5σ level. Thus, we do not expect any significant confirmation bias to be introduced by optically following-up our candidates with two different telescopes. In Section 3.5, we show that the vast majority of LAE candidates without a recovered optical redshift are assigned the lowest confidence category, and we argue that as a general rule increasing the depth of our optical spectra would only serve to further follow-up spurious LAE candidates.
When a LAE candidate's optical counterpart was found to have an existing archival optical redshift, we relied on the archival data to confirm our proposed Lyα based redshift. This practice reduces the need for telescope time and should not impose a significant sample selection bias since (in all but two cases) we have targeted the non-archival sources with WIYN or Keck. We used archival VLT/VIMOS redshifts and spectra from the zCOSMOS survey (for COSMOS; Lilly et al. 2007) and from the VIMOS VLT Deep Survey (for CDFS; Le Fèvre et al. 2013) . In Figure 1 (e), we show an example of the archival VLT/VIMOS spectra. For 23 LAE candidates, their published optical redshifts lack accompanying optical spectra. These optical redshifts allow us to confirm the veracity of 19 candidates and falsify 4 candidates, but we are unable to examine their optical spectra for AGN features. In one case, GALEX033150-280811, there is a published optical spectroscopic AGN classification (Mao et al. 2012 ), and we use this classification in our study. They find that this object has emission line ratios typical of AGN activity, which is broadly consistent with one of our optical AGN classes. In Section 3.6, we discuss our AGN classification scheme in more detail.
Catalog Completeness
To determine the limitations of our multi-field catalogs and to compute the LAE galaxy LF, we measured our ability to recover fake emitters as a function of flux. For each field, we added 1000 simulated emitters uniformly within the field's data cube. We did not model morphology or size difference, since nearly all emitters are unresolved at the spatial (∼ 5 ′′ ) and spectral resolution (∼ 10 Fig. 2. -Fraction of simulated Lyα emitters recovered as a function of the emission-line flux. The red, orange, green, and blue curves show recovered fractions from the CDFS, GROTH, NG-PDWS, and COSMOS fields, respectively (also see Table 1 ). The histogram shows the number of LAE candidates as a function of flux for all four GALEX fields. (A color version of this figure is available in the online journal.)
A) of the GALEX grism data. We then ran our standard selection procedure and found the number of recovered objects. We independently performed the above procedure ten times, giving a total of 10,000 input sources. In Table 1 , we list the flux threshold above which each field is greater than 50% complete. As expected, the completeness limit scales as the inverse square root of the exposure time. In Figure 2 , we show the completeness as a function of the emission-line flux. The black histogram displays the Lyα flux distribution of our 173 LAE candidates. In Tables 4-7 , we list all of the LAE candidates in the CDFS (Table 4) , GROTH (Table 5) , NGPDWS (Table  6) , and COSMOS (Table 7) fields ordered by right ascension. We measured FUV and NUV AB magnitudes from the archival GALEX background subtracted intensity maps (Morrissey et al. 2007 ). We first determined the magnitudes within 8 ′′ diameter apertures centered on each of the emitter positions. To correct for flux that falls outside our apertures, we measured the offset between 8
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′′ aperture magnitudes and GALEX pipeline total magnitudes for all bright cataloged objects (20-23 mag range) within our fields. We determined the median offset for each field (typically ∼ 0.5 mag) and applied these to our aperture magnitudes. For extended sources we adopt the GALEX cataloged magnitude which uses SExtractor's AUTO aperture. We list these magnitudes in Tables 4-7 .
We corrected our one-dimensional FUV spectra for Galactic extinction assuming a Fitzpatrick (1999) reddening law with R V =3.1. We obtained A V values from the Schlafly & Finkbeiner (2011) recalibration of the Cardelli et al. (1989) extinction map as listed in the NASA/IPAC Extragalactic Database (NED). Galactic extinction increases the Lyα flux by ∼11% for the COS-MOS LAEs, ∼4% for the GROTH LAEs, and ∼6% for the CDFS and NGPDWS LAEs.
From these extinction corrected spectra, we measured the redshifts, the Lyα fluxes, and the line widths using a two step process. First, we fit a 140Å rest-frame region around the Lyα line with a Gaussian and a sloped continuum (e.g., see Figure 1 (a), (b), and (c)). A downhill simplex optimization routine was used to χ 2 fit the five free parameters (continuum level and slope plus Gaussian center, width, and area). We used the results of this fitting process to subtract the continuum and as a starting point for the second step. In the second step, we used the IDL MPFIT procedures of Markwardt (2009) to χ 2 fit the remaining three Gaussian parameters. We found that this two step procedure rather than a 5 parameter MPFIT solution resulted better χ 2 fits. With the best-fit redshifts and Lyα fluxes, we calculated Lyα luminosities. When available, we used the more precise optical redshift rather than the Lyα redshift to calculate the Lyα luminosities. We list the Lyα redshifts and luminosities in Tables 4-7. During the initial visual inspection of the 1-D and 2-D spectra, we classified our LAE candidates into three qualitative categories (1 =good, 2 =fair, 3 =uncertain) reflecting our confidence that the identified candidate is real and not an artifact. Our LAE detection confidence is given in Tables 4-7 as superscripts to the Lyα redshift.
The rest-frame EW r (Lyα) measured on the spectra are quite uncertain due to the very faint UV continuum. We obtained a more accurate rest-frame EW by dividing the measured Lyα flux by the continuum flux measured from the broadband FUV image (corrected for the emissionline contribution). We computed the EW uncertainty by propagating the 1σ error from our FUV and Lyα flux measurements. It is these rest-frame EWs with 1σ errors that are listed in Tables 4-7. In Section 4, we use these measurements to construct the z ∼ 0.3 rest-frame EW distribution for star-forming LAEs.
Candidate X-ray counterparts were identified by matching all X-ray sources within a 6 ′′ radius from the data cube position. We then manually inspected the matches to reject false counterparts caused by X-ray sources with an optical counterpart neighboring but not associated with the LAE in question. We list the Chandra X-ray luminosity of each identified counterpart in Tables 4-7. LAE candidates within the X-ray footprint that lack detections were given X-ray luminosities of '-999'. At our survey's redshift of z ∼ 0.3, the X-ray imaging depth (f 2−8,10,10 keV ∼ 6.7, 3.8, 8.9×10
−16 erg cm −2 s −1 ) corresponds to an X-ray luminosity of ∼ 10 41 erg s −1 for our CDFS, GROTH and COSMOS fields (Lehmer et al. 2005; Laird et al. 2009; Civano et al. 2016) . The Xray imaging depth for the NGPDWS field (f 2−7 keV ∼ 1.5 × 10 −16 erg cm −2 s −1 ) corresponds to an X-ray luminosity of ∼ 10 42 erg s −1 (Kenter et al. 2005) . For the central 484.2 arcmin 2 of the CDFS, we use a deeper X-ray imaging survey that has a sensitivity limit (f 2−7 keV ∼ 2.7 × 10 −17 erg cm −2 s −1 ) that corresponds to an X-ray luminosity of ∼ 10 40 erg s −1 (Luo et al. 2017 ). In the final column of Tables 4-7, we give an AGN classification. Our AGN classification scheme is described in Section 3.6.
Spurious LAE Candidates
We obtained optical redshifts and spectra from archival sources and combined this with our own optical spectra from Keck-DEIMOS and WIYN-Hydra (see Section 3.2). For our sample of 173 candidate LAEs, we have optical spectroscopic information for 171. Using these data, we found that 27 LAE candidates are spurious. These spurious sources have optical redshifts that are not consistent with the redshifts derived from the candidate Lyα emission line (z UV ) or have no viable optical counterpart. Specifically, we consider any source with an optical redshift outside of z UV ± 0.03 to be spurious. We found that two of our spurious LAE candidates are known Xray bright stars. Both stars are relatively high confidence candidates (given 1 and 2 confidence classifications) and were selected based on emission at an observed wavelength of 1550Å indicating C IV λ1549 emission. We are confident that these are C IV λ1549 selected because both stars display Mg II λ2798 emission in their GALEX NUV spectrum. We also found two O VI λ1035 selected AGNs (GALEX142010+524029 and 143554+351910) at z ∼ 0.55. For these two high-redshift interlopers, Lyα emission falls in the gap between the GALEX FUV and NUV bands. For both sources, strong C IV λ1549 emission is observed in the NUV spectrum. Overall, our optical spectroscopic follow up indicates that our data cube search selects real emission line objects (Lyα, C IV, and O VI emitters) 87% of the time or 148 confirmed sources out of a total of 171 candidates. For the purposes of this study, we consider any non-Lyα selected source to be spurious.
In Tables 4-7 , we indicate spurious objects with optical redshifts not consistent with their Lyα redshifts by showing their optical redshift in parentheses. We indicate stars by setting their optical redshift to 'star' in Column 14. Additionally, we targeted 8 candidate LAEs with WIYN but did not recover an optical redshift. We indicate these objects by setting their optical redshifts to 'no z' in Column 14. All spurious LAE candidates are given blank entries for the Lyα luminosity and the rest-frame EW r (Lyα) fields in Columns 8 and 9.
Given the ∼ 5 ′′ spatial resolution of GALEX, it is possible that some of the spurious LAE candidates result from closely paired systems in which we have inadvertently targeted the wrong optical counterpart. To investigate this possibility, we examine the available optical images and find that the majority (55%) of candidates have alternative optical counterparts within 5 ′′ . However, the centroid of the GALEX source can typically be determined with an accuracy much less than 5 ′′ , and we know that 87% of our candidates are confirmed with optical spectra. Thus, we suspect that the importance of inadvertently targeting the wrong optical counterpart can be better assessed by computing our confirmation rate of high confidence candidates. As discussed in Section 3.1, during our initial data cube search we visually inspected each GALEX spectrum (1-D and 2-D) and assigned a confidence category (1 = good, 2 = fair, 3 = uncertain) reflecting our confidence that the identified candidate is real and not an artifact. Candidates with higher confidence measures (1 or 2) are optically confirmed 98% percent of the time, or 116 out of a total of 118. On the other hand, candidates with low confidence measures (3) are optically confirmed 60% percent of the time, or 32 out of a total of 53. Applying the high confidence percentage Fig. 3 .-BPT diagram for our LAE sample with narrow emission line optical spectra. The black curve shows the theoretical separation between AGNs and star-forming galaxies proposed by Kewley et al. (2001) . The red curve shows the empirical separation between SDSS AGNs and star-forming galaxies proposed by Kauffmann et al. (2003) . For the purposes of our study we require BPT AGNs to lie to the upper-right of both curves (see Section 3.6 for details). We show narrow-line X-ray AGNs which are LAEs with X-ray luminosities greater than 10 42 erg s −1 (red squares). We also indicate a WISE AGN which is identified via the color cut prescribed by Assef et al. (2013, green square) . The black contours show the distribution of SDSS sources on a log scale. (A color version of this figure is available in the online journal.) to our total sample size, we estimate that ∼ 3 spurious LAE candidates could result from closely paired systems in which we have inadvertently targeted the wrong optical counterpart. Given this low estimate, we make no attempt to correct for this effect, and we simply exclude all spurious candidates from further analysis.
AGN -Galaxy Identification
We made a classification of whether an emitter was an AGN based on: X-ray imaging, UV spectra, optical spectra, and infrared imaging. We classified objects as X-ray AGNs (denoted by 'x' in Tables 4-7 Column 15) if their X-ray luminosity exceeded 10 42 erg s −1 (e.g., see Hornschemeier et al. 2001; Barger et al. 2002; Szokoly et al. 2004) . We note that archival X-ray imaging is available for 75% percent of our survey area, and deep X-ray imaging that has a depth better than 1 × 10 −15 erg cm −2 s −1 is available for 49% percent of our survey area. We classified objects as UV AGNs (denoted by 'u' in Tables 4-7 Column 15) by examining the GALEX spectra for high-excitation lines such as C IV λ1549 (for details on this procedure see Cowie et al. 2010 Cowie et al. , 2011 . We note that this does not provide a uniform AGN diagnostic because in some cases the gap between the FUV and NUV bands prevents the observation of potential high excitation UV lines (e.g., see Figure 1 (a)). We classified objects as WISE AGNs (denoted by 'w' in Tables 4-7 Column 15) via the color cut as prescribed by Assef et al. (2013) . Finally, we classified objects as optical AGNs based on emission line ratios via the BPT diagnostic diagram (Baldwin et al. 1981) or the presence of broad emission lines ( 1000 km s −1 denoted by 'n' or 'b', respectively in Tables 4-7 Column 15).
In Figure 3 , we show a BPT diagram of [OIII]λ5007/Hβ versus [NII]λ6584/Hα for our sample of LAEs with narrow emission line optical spectra. The BPT diagram uses the ratio of neighboring emission lines which are insensitive to flux calibration and reddening effects to separate star-forming (SF) galaxies from AGNs. The red curve shows the empirical separation between SDSS AGNs and SFs proposed by Kauffmann et al. (2003) . The black curve shows the theoretical separation between AGNs and SFs proposed by Kewley et al. (2001) . Objects that lie in between these two curves are generally classified as intermediate objects with both AGN and SF contributions. For our study, we require a BPT AGN to be positioned above or to the right of both curves. As a reference we show contours representing the distribution of sources from the Sloan Digital Sky Survey (SDSS; York et al. 2000) on a log scale. We have taken emission line measurements from the MPA-JHU catalog for SDSS DR7.
We restricted our BPT sample to sources with either Hα or [OIII]λ5007 detected with a signal-to-noise above 4. Objects with [NII]λ6584 or Hβ detected with a signalto-noise below 1, have their flux values set to 1σ and are displayed as upper or lower limits, respectively. In Figure 3 , the 13 LAEs identified as BPT AGNs are outlined in black. Two of these BPT AGNs are also identified as X-ray AGNs (red outlined symbols). We find one WISE AGN that is not identified as a BPT AGN (green outlined symbol). For our sample of LAEs, all UV AGNs are also found to be broad-line AGNs (BLAGNs; note only narrow-emission line objects are shown in Figure  3 ). Overall, we find that 37 out of our 146 non-spurious LAEs are classified as AGNs by some means. As described in the next section, we classify optical absorber LAEs as AGNs, and we include these objects in our total AGN count of 37.
Previous z = 0.3 studies based on the GALEX pipeline . From left to right, we show a 1480Å data cube slice with a width of 10Å, the GALEX FUV band (∆λ = 1344-1786Å), the GALEX NUV band (∆λ = 1771-2831 A), and a CFHT u-band (∆λ = 3400-4100Å) image with a 5σ depth of ∼ 26.5 AB magnitude. The extended LAE has a major axis of about 23 ′′ based on the FUV broad band image or ∼80 kpc at z = 0.218. It has a ∼22 AB FUV counterpart but is very faint in the NUV and u-band. We highlight a nearby LAE, GALEX033150-281120, with z U V ∼ zopt = 0.213 (red r = 10 ′′ circle), five sources with known optical redshifts at z ∼ 0.215 (magenta r = 5 ′′ circles), and a background source with an optical redshift of z = 0.387 (blue r = 5 ′′ circle). We note that the wavelength range of FUV broadband image encompasses the wavelength of the proposed extended Lyα emission. In the FUV image, we indicate the angular size of 1 ′ . (A color version of this figure is available in the online journal.)
Fig. 6.-The GALEX spectrum of the extended LAE candidate GALEX033145-281038. As in Figure 1 , we show our Gaussian fit from which we measure the Lyα redshift and the Lyα flux (red profile). This source was not discovered in previous GALEX studies because of their requirement for all objects to have a bright NUV continuum (NUV< 22). (A color version of this figure is available in the online journal.)
reductions have estimated a wide range AGN contribution to the FUV LAE sample. These AGN fraction estimates have ranged from approximately 15 to 45% (Finkelstein et al. 2009b; Cowie et al. 2011 ). Our AGN contribution estimate for our EW > 20Å LAE sample is 26 ± 5%, or 22 ± 5 % if absorber LAEs are not included in the AGN count. We apply the EW cut to be consistent with high-redshift LAEs samples which typically use this constraint to remove low-redshift interlopers such as [OII] emitters. If we limit our sample to EW > 20Å LAEs previously discovered in the GALEX pipeline reductions, then we find an AGN fraction of ∼ 34%. We note that the AGN fraction is not an invariant property of LAE samples. As previously pointed out by Nilsson & Møller (2011 ), Wold et al. (2014 , and discussed in Section 5, the AGN fraction is strongly dependent on the sample's Lyα luminosity range, such that -holding everything else constant -samples probing more luminous LAEs will have higher AGN fractions. In Figure 4 , we show how the AGN fraction increases with Lyα luminosity in both the z = 0.3 and z = 0.9 EW > 20Å LAE samples. For this Figure, we have counted the z = 0.3 absorber LAEs as AGNs. In all observed 0.5 dex Lyα luminosity bins, we find AGN fractions that are ∼ 20% or greater. At a given Lyα luminosity the z = 0.3 sample has a higher AGN fraction. This can be attributed to the strong luminosity boost from z = 0.3 to 0.9 observed in the typical LAE galaxy (discussed further in Section 6).
Previous studies have shown that in order to achieve a complete consensus of AGNs, multi-wavelength datasets are required (e.g., Hickox et al. 2009 ). Thus, our primary reason for using X-ray imaging, UV spectra, optical spectra, and infrared imaging to identify AGNs is to increase the completeness of our AGN sample. The other reason we use multiple identification methods is because we lack uniform coverage for any one method. We lack deep X-ray imaging for 49% of our survey. Depending on the LAE's redshift, the GALEX band gap between FUV and NUV bands may prevent us from observing high-excitation lines in the UV spectrum. While we have optical redshifts for all but two of our LAEs, we only have optical spectra for 86% of our LAE sample (archival redshifts are more readily available than archival spectra). We have infrared imaging for all fields via the all sky WISE survey, but the depth of this survey depends strongly on ecliptic latitude. By using our multiwavelength data, we ensure that every LAE is classified by at least two methods. While utilizing all methods clearly provides advantages, we may also be reducing the reliability of our AGN sample. For example, Assef et al. (2013) estimate that their prescribed WISE color selection reliably identifies AGNs 90% of the time.
We assess the importance of these completeness and purity concerns by limiting our survey to regions with deep X-ray imaging. X-ray selection provides a robust AGN identification which is often used as the base-line truth in studies that compare AGN classification methods (e.g., Trouille & Barger 2010) . Furthermore, by limiting our survey to regions with deep X-ray imaging, we ensure that every LAE is classified by at least three methods. We compare results derived from our full sample to results computed from our X-ray covered sample to assess any significant incompleteness in our AGN sample. -Optical spectra for three LAEs with weak optical emission lines, referred to as absorber LAEs. Lyα emission requires a source of relatively hard ionizing radiation and, as discussed in Section 3.7, we suspect that these objects are obscured AGNs with favorable geometry and/or kinematics that allows for the escape of Lyα photons.
Additionally, within the deep X-ray fields, we find that all UV and WISE AGNs are independently classified as X-ray AGNs. Falsely identified AGN in one method are unlikely to be falsely identified in another method. Thus, concerns about the purity of the WISE and UV selected AGNs should be eased. We note that within the deep X-ray fields 8 optically identified AGN are not identified as X-ray AGN. Three of these eight are 10 41 erg s −1 X-ray sources, perhaps indicating that our straight 10 42 erg s −1 luminosity cut is missing some X-ray faint AGN. The remaining 5 optical only AGNs are composed of two 'absorbers' (see 3.7) and three BPT AGNs. These could indicate falsely identified optical AGNs or represent a population of heavily obscured AGNs.
While the comparison of our full sample to our X-ray deep sample does not completely alleviate all completeness and purity concerns, it does significantly improve our AGN classification and allows us to assess any effect on our main results. Furthermore, in Section 5, we consider a method to measure the LAE luminosity function without AGN identification. Here we simultaneously fit the combined SF+AGN LF with a Schechter + powerlaw function. This bypasses AGN identification concerns at the expense of having to assume a functional form to the AGN luminosity function. In Section 5, we show that restricting the survey's area to deep X-ray fields or simultaneously fitting the combined SF+AGN LF does not significantly change our LAE luminosity function results.
Extended and Absorber LAE Candidates
We found one highly extended Lyα source, LAE candidate GALEX033145-281038 with z UV = 0.218. In Figure  5 , we show this candidate in a 1480A data cube slice with a width of 10A, the GALEX FUV band (∆λ = 1344-1786Å), the GALEX NUV band (∆λ = 1771-2831Å), and a CFHT u-band (∆λ = 3400-4100Å) image with a 5σ depth of ∼26.5 AB magnitude. In Figure 6 , we show our exacted 1-D GALEX spectrum for this object. With a measured FUV major axis of 0.37 ′ or 80 kpc at z = 0.218 and a Lyα luminosity of 7.8 × 10 41 erg s −1 , this extended source falls below the typical high-redshift Lyα blob physical extent (∼ 100 kpc) and Lyα luminosity (∼ 10 43 erg s −1 ). It has a 22 AB FUV counterpart but is very faint in the NUV and u-band. In Figure 5 , we highlight a nearby LAE, GALEX033150-281120, with z UV ∼ z opt = 0.213 (red r = 10 ′′ circle), five sources with known optical redshifts at z ∼ 0.215 (magenta r = 5 ′′ circles), and a background source with an optical redshift of z = 0.387 (blue r = 5 ′′ circle). The closest object with known matching redshift (z = 0.216) is about 60 kpc away from the centroid of the extended source (magenta circle to the south-east or lower-left relative to the extended LAE). The ECDFS X-ray field lies to the north of this source, and we lack X-ray data for this source or any of the potential counterparts.
While more data is needed to study this extended object, we note some similarities with more extensively studied spatially extended LAEs. In particular, the lack of a clear optical counterpart and the apparent overdensity of nearby z ∼ 0.215 sources is consistent with the properties of the Nilsson et al. (2006) Lyα nebula at z = 3.157. The Nilsson et al. Lyα nebula has recently been re-examined by Prescott et al. (2015) with data from the Hubble Space Telescope and the Herschel Space Observatory. This object exists within a local overdensity of galaxies and has no continuum source located within the nebula. Prescott et al. conclude that the Lyα nebula is likely powered by an obscured AGN located ∼30 kpc away. We also note that the only probable candidate found for the Barger et al. (2012) low-redshift (z = 0.977) Lyα nebula was an AGN located 170 kpc away (Barger et al. 2012) . Further advancing an AGN power source, Schirmer et al. (2016) have suggested that SDSS galaxies selected for their strong [OIII] emission lines and for their large spatial extent (Green Beans) are likely ionized by AGNs. Green Beans are estimated to be extremely rare (∼ 3.3 Gpc −3 ) and to have very high From left to right, we show a 1465Å data cube slice with a width of 10Å, the GALEX FUV band (∆λ = 1344-1786Å), the GALEX NUV band (∆λ = 1771-2831Å), and a KPNO Mayall 4m telescope/MOSAIC r-band (∆λ = 5700-7000Å) image with a 5σ depth of ∼ 26 AB magnitude. We obtained an optical spectrum with WIYN/HYDRA. We indicate the r = 1 ′′ WIYN/HYDRA fiber position with a red circle. The resulting spectrum is shown in Figure 7 (b). We argue that the source targeted by WIYN is the only viable target and this suggests that -at least in some cases -our absorber LAEs are not closely paired systems in which we have inadvertently targeted the wrong optical counterpart. In the FUV image, we indicate the angular size of 30 ′′ . (A color version of this figure is available in the online journal.)
Lyα luminosities (∼ 10
43 erg s −1 ), so it is not clear that these objects are directly related to our relatively faint extended object found in a survey volume of ∼ 0.90×10 6 Mpc 3 . In Figure 7 , we show 3 of the 6 LAEs with very weak optical emission lines. We refer to these LAEs as absorbers, and they are denoted with an 'a' in Column 15 in Tables 4-7 . Given the poor resolution of GALEX, it is possible that absorbers are closely paired systems in which we have inadvertently targeted the wrong optical counterpart. In this scenario, the real LAE counterpart could still have an emission line optical spectrum. However, in Figure 8 , we present our strongest case against this interpretation being true for all cases. For this LAE, the Lyα emission seen in the data cube slice has only one viable FUV counterpart which we targeted with WIYN/HYDRA (red circle indicates HY-DRA's r = 1 ′′ fiber location). The resulting optical spectra is shown in Figure 7 (b). As might be expected from an absorber spectrum, the r-band morphology appears to be spheroidal. This LAE is within an X-ray imaging survey (Kenter et al. 2005) but is not detected. Based on the hard X-ray band detection limit, this absorber has an X-ray luminosity upper limit of ∼ 2 × 10 42 erg s −1 . Four of the other absorbers, GALEX033145-274615, 033213-280405, 033251-280305, and 100010+015453, are also within X-ray surveys and are not detected in the hard X-ray band. This places an upper limit on their X-ray luminosities of 5 × 10 39 , 2 × 10 41 , 1 × 10 41 , and 2 × 10 41 erg s −1 , respectively. We find that absorber GALEX033251-280305 is a soft X-ray source with a luminosity of 1 × 10 41 erg s −1 (Lehmer et al. 2005 ). Another plausible explanation for an absorber LAE is that a faint star-forming galaxy responsible for the Lyα emission is out-shined in the optical by a superimposed absorber galaxy at the same redshift. In this scenario, even if we followup the correct optical counterpart, we would not recover the LAE's uncontaminated optical spectrum.
We note that 4 out of 6 absorbers have blue FUV to NUV colors (FUV-NUV< 0 ) and very large rest-frame EWs (> 200Å). While these objects lack a clear SF or AGN signature, we suggest that these objects are likely obscured AGNs with favorable geometry and/or kinematics that allows for the escape of Lyα photons.
Further evidence that heavily obscured AGNs can be strong Lyα emitters is demonstrated by our newly discovered data cube LAE GALEX095910+020732. This object was the focus of a multi-wavelength study that concluded that its nuclear emission must be suppressed by a N H 10 25 cm −2 column density (Lanzuisi et al. 2015) . Unlike our absorber LAEs, this obscured object has strong optical emission lines including Hα. With our data cube search, we now know that this object is also a very luminous LAE with L Lyα = 10 42.7 erg s −1 . While this object did not meet our X-ray or infrared AGN criteria, we classified this object as a UV AGN based on a strong C IV emission line. For all six of our absorber LAEs, we find that C IV is not observable with the GALEX grism data because the emission line feature falls between the FUV and NUV bandpasses.
Throughout our subsequent analysis we classify these 6 absorber LAEs as AGNs. Furthermore, we exclude the extended LAE GALEX033145-281038 from both SF and AGN categories.
Comparison of the GALEX Data Cube Sample
with the GALEX Pipeline Sample In Figure 9 , we compare our data cube sample (blue squares) to the pipeline sample (red squares) as presented in Cowie et al. (2010) and Cowie et al. (2011) for GALEX fields CDFS, GROTH, NGPDWS, and COS-MOS constrained to the data cubes' 50 ′ diameter FOVs. We require the sources to have optical redshifts in agreement with their Lyα based redshifts, and we limit our sample in this comparison to LAEs with z > 0.195 to be consistent with the pipeline sample. The dashed vertical lines indicate the pipeline's NUV continuum thresholds. As expected, the pipeline begins to miss objects fainter than the pipeline's extraction threshold of ∼22 AB magnitude. In Figure 9 (a), we show that within the same FOV our sample contains 135 LAEs, while the pipeline sample contains 58 LAEs. We note that there are three low-EW LAEs detected in the pipeline but not found with our data cube search. These objects have relatively low Lyα flux measurements (ranging from 8×10 −16 to 4 × 10 −15 erg cm −2 s −1 ). We find that our recovered Cowie et al. (2010 Cowie et al. ( , 2011 constrained to the data cubes' 50 ′ diameter FOVs. Blue squares show our data cube LAEs constrained to the pipeline's redshift range (z = 0.195 − 0.44). The dashed red, orange, green, and blue line shows the maximum NUV magnitude found in the pipeline sample for the CDFS, GROTH, NGPDWS, and COSMOS field, respectively. This roughly corresponds to the GALEX pipeline's magnitude limit of NUV∼ 22. (b) The same as Figure 9 (a), but with all AGNs removed. We note that many of the most luminous sources are removed by this cut. (c) The same as Figure 9 (b), but with all EWr(Lyα)< 20Å objects removed. We note that the final sample contains 25 pipeline LAEs. The data cube sample recovers all 25 of these objects plus 57 previously unidentified LAEs. In all panels, we indicate the number of data cube LAEs or blue squares (N B ), the number of pipeline LAEs or red squares (N R ), and the total number of LAEs (N T ). (A color version of this figure is available in the online journal.) fraction of fake sources falls below ∼90% at 4×10 −15 erg cm −2 s −1 and then quickly declines with a ∼30% recovery at 1 × 10 −15 erg cm −2 s −1 . Thus, we suspect that the missed pipeline LAE are accounted for by the data cube's flux limit. Regardless, the missed sources have low EWs (< 20Å) and are thus excluded from our final sample used to compute the Lyα EW distribution and LF. In Figure 9 (b), we remove all AGNs (see Section 3.6 for AGN classification) and show that our sample contains 101 SF LAEs, while the pipeline sample contains 42 SF LAEs. In Figure 9 (c), we show that the data cube sample finds all pipeline EW(Lyα)>20Å star-forming LAEs plus an additional 57 LAEs that fall below the pipeline's continuum detection threshold.
EW and LF Sample Definition
For the 146 non-spurious sources, we have 144 (125) optical redshifts (spectra) that agree with our Lyα redshifts. We note that 19 LAEs with optical redshifts were obtained from archival sources (see Tables 4-7) that lacked published spectra. For our final SF LAE sample, we start from these 146 LAEs and require sources to not be identified as an AGN in any way, have EW(Lyα) ≥ 20Å, have z > 0.195, and be detected above the 50% flux completeness threshold as determined from our Monte Carlo simulations. We require our LAEs to have z > 0.195 to be consistent with previous studies (Cowie et al. 2010 (Cowie et al. , 2011 ). This removes 6 LAEs with 0.15 < z < 0.195 from our final sample. Our final SF sample which is used to derive the Lyα LF and EW distribution has a size of 83 objects. Of these 83 LAEs, we have optical redshifts (spectra) for 81 (71) objects. The two LAEs in our final sample without optical followup (GALEX033108-274214 and 033346-274736) are assigned a high LAE confidence classification of 2 and 1, respectively. We include these optically un-targeted LAEs because targeted high confidence (1 and 2) candidates are optically confirmed 98% percent of the time.
We emphasize that previous z ∼ 0.3 samples used to compute the Lyα LF were biased against high-EW objects and had a smaller sample size of SF LAEs (Deharveng et al. 2008; Cowie et al. 2010) . For example, Cowie et al. (2010) derived the z ∼ 0.3 LF from 41 star-forming LAEs with EW(Lyα)>20Å in nine GALEX fields. With only four fields we have obtained a sample of 83 SF LAEs. Most importantly, our sample is not pre-selected from continuum bright objects, which facilitates the comparison of our LAE sample to high-redshift samples.
EQUIVALENT WIDTH DISTRIBUTION
The Lyα EW in the rest frame is the ratio of Lyα flux relative to the continuum flux density divided by (1 + z). Galaxies with extremely high Lyα EWs are proposed sites of low metallicity starbursts (Schaerer 2003; Tumlinson et al. 2003) , and these extreme emitters may play an increasingly dominant role at higher redshifts. In line with these expectations, there are studies that find a shift toward lower EW objects at lower redshifts (e.g., Ciardullo et al. 2012; Zheng et al. 2014) . However, these studies lack an unbiased low-redshift constraint. Previously, the z ∼ 0.3 EW distribution was derived from the GALEX pipeline reductions and thus was bi- Zheng et al. (2014) . In contrast to these previously suggested evolutionary trends, our new z = 0.3 result plus our recent z = 0.9 result favors a relatively constant EW scale length from z = 0.3 -3. (A color version of this figure is available in the online journal.) ased against high-EW objects (as described in Section 5.4 of Cowie et al. 2010 ). With our data cube sample we remove this bias and make a valid comparison to highredshift EW distributions.
In Figure 10 (a), we show our z ∼ 0.3 rest-frame EW distribution for all LAEs in our SF sample. To compare our EW distribution to previous studies, we fit it with an exponential and find a scale length of 62 ± 8 A. We compute a maximum likelihood estimate of the scale length and compute the 1σ error using the parameterized bootstrap method. In Figure 10 (b), we show our z ∼ 0.3 rest-frame EW distribution for all LAEs in our SF sample that have available deep X-ray data. The deep X-ray data have a depth of ∼ 10 41 erg s −1 at z ∼ 0.3 and provide a uniform AGN diagnostic. We find that the computed scale length is not significantly altered by the requirement of a more strict AGN diagnostic.
In Figure 11 , we show the redshift evolution of the EW scale length. The dashed blue and solid red curves indicate the empirical EW scale length evolution with and without IGM absorption to the Lyα line flux, respectively, proposed by Zheng et al. (2014) . In contrast to these previously suggested evolutionary trends, our new z = 0.3 result plus our recent z = 0.9 result (Wold et al. 2014 ) favors a relatively constant EW scale length from z = 0.3 -3, or roughly 8 Gyrs. Our measured large scale length is in sharp contrast to the biased z ∼ 0.3 GALEX pipeline LAE sample, which has an EW scale length of 23.7Å (Cowie et al. 2010) . We note that Cowie et al. (2010) corrected their EW distribution for the pipeline sample's incompleteness and found their corrected distribution to be well described by a EW scale length of 75 A. This estimate is within 2σ of our result.
In the pipeline sample, no LAE galaxies are found with an EW(Lyα)>120Å. In our final SF sample, we find 16 of these extreme EW LAEs. These extreme EW LAEs are of interest given the recent studies suggesting that high-EW LAEs are efficient emitters of ionizing photons and potential analogs of reionization-era galaxies (e.g., Erb et al. 2016; Trainor et al. 2016) .
In Figure 12 (a), we color-code our BPT diagram data (Figure 3 ) to show our Lyα EW measurements. We find that star-forming LAEs have a wide range of [NII] to Hα and [OIII] to Hβ line ratios, most likely indicating a wide range of ISM conditions. However, we note that LAEs with EW > 80Å are only found in the upper left corner of the BPT diagram. This region is thought to be dominated by galaxies with lower metallicities, higher ionization parameters, and higher electron densities. To illustrate this trend more clearly, in Figure 12 (b), we show the average star-former [NII] to Hα and [OIII] to Hβ line ratios for each of our adopted EW bins. The error bars show the standard deviation of the data points. We note that our observed trend, where high-EW LAEs preferentially occupy the upper left corner of the BPT diagram, is consistent with earlier z = 0.3 results (Cowie et al. 2011; and see Trainor et al. 2016 for z = 2.5 results). Cowie et al. compared LAEs to UV-selected galaxies (Lyα EW ∼ 0Å) and found that their z ∼ 0.3 UVselected galaxies were preferentially located in the lower right of the BPT diagram, roughly corresponding to our highest SDSS density contour shown in Figure 12 , while their z ∼ 0.3 LAEs were preferentially found in the upper left of the BPT diagram. Our results indicate that higher EW LAEs at z = 0.3 on average probe galaxies with more extreme ISM properties and may offer promise as local analogs to high-redshift galaxies. We will further investigate the emission properties of the z ∼ 0.3 LAE sample in a follow-up paper.
LUMINOSITY FUNCTION
For the combined CDFS, GROTH, NGPDWS, and COSMOS fields, we compute the Lyα LF in the redshift range z = 0.195 − 0.44 using the 1/V technique (Felten 1976 ). The total area covered by our survey is 7423 arcmin 2 which indicates a Lyα survey volume of 0.90 × 10 6 Mpc 3 . This is comparable to the largest LAE survey at z = 2.2 which has a survey volume of 1.32 × 10 6 Mpc 3 (Konno et al. 2016 ) and is about 10 times smaller than the GALEX NUV LAE survey at z = 0.67 − 1.16 which has a survey volume of 9.25 × 10 6 Mpc 3 (Wold et al. 2014 ). In Figure 13 (a), we show our raw EW(Lyα) 20Å star-forming Lyα LF with black open diamonds. We show the LF corrected for incompleteness using the results from our Monte Carlo simulations with solid symbols. Error bars are ±1σ Poisson errors. We fit a Schechter function (Schechter 1976 ) to the SF Lyα LF, where
For the Schechter function fit, we assume a fixed faintend slope of α = −1.75, which is the best-fit z = 2.2 value found by Konno et al. (2016) . This assumption is required because our z ∼ 0.3 data lack the faint luminosity range necessary to constrain α. In Figure 13 (b), we restrict our fields to regions with deep X-ray data and re-derive the star-forming Lyα LF. This removes the NGPDWS field and restricts the area of the remaining GALEX fields but ensures a uniform means of AGN classification (See Section 3.6). The X-ray imaging depth for our restricted field is ∼ 10 41 erg s −1 at z ∼ 0.3, which is well below the 10 42 erg s −1 threshold typically used to identify AGN. Comparing this LF to the LF computed from the full LAE galaxy sample, we find that all star-forming LF points are consistent within 1σ error bars. We find that requiring a more robust AGN classification does not significantly alter our results derived from our full sample.
In both panels of Figure 13 , we compare our z ∼ 0.3 LF to the results of two z ∼ 0.3 Lyα LFs derived from GALEX pipeline data (Deharveng et al. 2008; Cowie et al. 2010 , blue data and red data, respectively). Cowie et al. (2010) pointed out that all of their z ∼ 0.3 raw Lyα LF measurements are comparable to the previously published raw LF determined by Deharveng et al. (2008) . It is only after corrections for incompleteness are applied that the their results differ. Unlike the previous pipeline samples, our data cube LAE sample is not preselected from continuum bright objects and this greatly simplifies the estimation of corrections for incompleteness. With our larger and less biased sample, we find that our LF data points fall in between these two previous z ∼ 0.3 LFs with best fit Schechter parameters summarized in Table 2 .
Having identified the AGNs within our LAE sample, we may also compute the LF for Lyα emitting AGNs. In Figure 14 Note. -a Upper integration limit set to the maximum observered z = 0.3 Lyα luminosity of log L = 43.7.
stars-raw data; solid stars-corrected for the effects of incompleteness using the results from our Monte Carlo simulations). The black line indicates the best-fit powerlaw to the AGN data with the functional form:
The best-fit parameters are listed in Table 2 .
To assess the amount of Lyα light emitted by starformers and AGNs we calculate the observed Lyα luminosity density:
and find log ρ obs Lyα,SF = 38.3 ± 0.1 (integrating over the luminosity range of log L = 41.2 to infinity) and log ρ obs Lyα,AGN = 38.1 ± 0.1 erg s −1 Mpc −3 (integrating over the survey's luminosity range of log L = 41.2 to 43.7). This result indicates that AGNs are responsible for ∼ 39% of the observed Lyα light at z ∼ 0.3. We emphasize that this result is dependent on our survey's luminosities limits. To estimate a lower limit to the AGN contribution, we integrate the SF LF from zero to infinity and compare this value to the ρ obs Lyα,AGN . With these integration limits the luminosity density is simply
where Γ is the Gamma function. Integrating down to zero makes our calculation more sensitive to the poorly constrained faint-end slope, but assuming reasonable α values we do not expect our total SF luminosity density calculations to be altered by more than a factor of 2. We find a total SF luminosity density of log ρ total Lyα,SF = 38.8 ± 0.1 erg s −1 Mpc −3 which gives a lowerlimit z ∼ 0.3 AGN contribution of 17%. This significant AGN contribution emphasizes the need for caution when interpreting higher redshift LAE samples with limited or no AGN identification. We note that the assumed form of the AGN LF results in an AGN luminosity density that is very sensitive to the assumed upper integration limit. The assumed power-law LF is merely the simplest functional form given the observed Lyα luminosity range. This is also true for the assumed Schechter function since the SF LF must turn over at lower luminosities to prevent the total number of galaxies from diverging (for α ≤ −1). 20Å(open stars-raw data; solid stars-corrected for the effects of incompleteness using the results from our Monte Carlo simulations). The black line indicates the best-fit power-law to the AGN data. Integrating over the observed luminosity range, we calculate the observed AGN Lyα luminosity density and find log ρ obs Lyα,AGN = 38.1 ± 0.1 erg s −1 Mpc −3 (from log L = 41.2 to 43.7) which is only 0.2 dex less than the observed SF Lyα luminosity density. We show our SF Lyα LF from Figure  13 (a) for comparison.
At higher redshifts the LAEs that make up the brightend tail of the Lyα LF are typically (but not always e.g., Matthee et al. 2015; Hu et al. 2016 ) attributed to AGNs due to their bright counterparts in X-ray, UV and/or radio imaging data (e.g., Ouchi et al. 2008; Konno et al. 2016 ). However, high-redshift LAEs with faint luminosities are generally assumed to be star-formers. With our low-redshift survey that has identified AGNs in multiple ways (see Section 3.6), we have shown that AGNs are also present at lower Lyα luminosities. With this in mind, we developed a procedure that does not require AGN identification -yet can accurately recover the SF luminosity density -by simultaneously fitting the SF and AGN Lyα LFs. In Section 6, we use this procedure to help avoid potential systematic errors in the study of the evolution of the SF luminosity density.
In Figure 15 (a) and (b), we show the combined z ∼ 0.3 SF+AGN Lyα LF (here the LF is computed for all LAEs regardless of their SF or AGN classification). In Figure 15(a) , we simultaneously fit a Schechter function and power-law and find log ρ obs Lyα,SF = 38.3 ± 0.1 (integrating over the luminosity range of log L = 41.2 to infinity) and log ρ obs Lyα,AGN = 38.2±0.2 erg s −1 Mpc −3 (integrating over the survey's luminosity range of log L = 41.2 to 43.7) which is consistent with our best estimate based on the isolated SF and AGN Lyα LFs. We have fixed the powerlaw slope to the best-fit value of −2.0 (see Row 3 of Table  2 ) because the AGN LF is hard to constrain at the faint end where the SF+AGN Lyα LF is dominated by starforming galaxies. We find that allowing the power-law slope to be a free parameter (grey curves) does not alter our luminosity density measurements beyond our 1σ error bars (see Table 2 ).
Observational and theoretical studies (e.g., Gunawardhana et al. 2015; Salim & Lee 2012) , have suggested that LFs of SFR tracers are better fit by a Saunders function (Saunders et al. 1990 ):
(5) This function is similar to a Schechter function, except beyond L ⋆ the function declines in a Gaussian manner rather than exponentially. The increased occurrence of AGNs at higher Lyα luminosities makes the exact shape of the Lyα SF LF beyond L ⋆ difficult to constrain, and we fit our combined SF+AGN LF data points with a Saunders function to access any effect on our computed luminosity densities. In Figure 15(b) , we simultaneously fit a Saunders function and power-law and find log ρ obs Lyα,SF = 38.4 ± 0.2 and log ρ obs Lyα,AGN = 38.1 ± 0.3 erg s −1 Mpc −3 . We find that the measured luminosity densities are not significantly altered by the choice of Schechter or Saunders function.
The agreement between isolated SF LF fits (see Figure 13 ) and simultaneous SF+AGN fits (see Figure 15 ) suggests that we can accurately recover SF luminosity densities even without AGN classification. The best-fit LF parameters and observed Lyα luminosity densities are summarized in Table 2 .
LYα LF EVOLUTION
In Figure 16 , we show the evolution of the SF + AGN Lyα LF for z ∼ 0.3, 0.9, and 2.2 (black, cyan, and red data points, respectively). The z = 2.2 data are from the deep Subaru narrowband survey presented by Konno et al. (2016) . This sample contains a total of 3,137 LAEs covering a Lyα luminosity range of log L Lyα = 41.7 -44.4 erg s −1 . The z ∼ 0.9 data are from the archival GALEX NUV LAE survey presented by Wold et al. (2014) . This sample contains 60 SF LAEs covering a Lyα luminosity range of log L Lyα = 42.5 -43.4 erg s −1 and a redshift range of z = 0.67 − 1.16. For the z ∼ 0.3 and 2.2 data, we apply our fitting technique developed in the previous section to obtain self-consistently measured luminosity densities. In this section, we are most interested in a direct comparison of our results to Konno et al. (2016) . Thus, for the luminosity density calculations we adopt Konno et al.'s lower integration limit of log L = 41.41 erg s −1 that corresponds to (0.03)L ⋆ Lyα,z=3 (Ouchi et al. 2008) . For the ρ obs Lyα,AGN computations, we set the upper integration limit to the survey's maximum observed Lyα luminosity. For the z = 0.3 and z = 2.2 survey, this corresponds to log L =43.7 and 44.4 erg s −1 , respectively . In Figure 16 (a), we simultaneously fit a Schechter function + a fixed slope power-law (listed as fPL in Table 3 ) to the z = 0.3 and z = 2.2 data. It is not clear that our fixed-slope assumption is accurate but given the limited luminosity range over which AGN density dominates over SF galaxies, we adopt this convention. We find that allowing the AGN power-law slope to be a free parameter does not significantly alter our results (see Table 3 ). Using this simultaneous fitting method, we find a factor of 30 increase in the SF luminosity density from z ∼ 0.3 to z = 2.2. Over the same redshift range, Konno et al. (2016) found a more dramatic factor of ∼ 100 increase in SF luminosity density. a), but with the data fit by a Saunders function + power-law. Computing luminosity densities for both Schechter and Saunders fits, we find that the results agree within 1σ errors. In both Figures, we also show the effect of allowing the power law slope to be a free parameter (grey dashed and solid curves). We find that this alteration does not significantly alter our computed luminosity densities. All results are summarized in Table 2 . Note. -a Upper integration limit set to the maximum observered z = 0.3 Lyα luminosity of log L = 43.7. b Identified AGN removed prior to Schechter function fit (see Wold et al. 2014 for details). c Best fit Schechter function as listed in Table 5 of Konno et al. (2016) , symmetric errors estimated from same table. d Upper integration limit set to the maximum observered z = 2.2 Lyα luminosity of log L = 44.4.
We find a z = 2.2 log ρ Given the number of assumptions in our fitting method, we do not consider our L ⋆ and φ ⋆ results to supersede the results of Konno et al. However, if z = 2.2 AGNs contribute to the overall LAE population in a manner similar to our low-redshift sample, then these proposed offsets may prove to be real.
Comparing our computed z = 2.2 SF and AGN luminosity densities, we estimate an AGN contribution of ∼ 40% to the total observed Lyα luminosity density with a lower-limit estimate of ∼ 20% . These results are comparable to our previously computed z ∼ 0.3 AGN contribution estimates of 39% with a lower-limit estimate of 17% (See Section 5). Even if all the low-luminosity AGNs found in our z = 0.3 sample disappear at z = 2.2, a significant AGN contribution to the total luminosity density is still expected. For example, integrating the bright-end tail of the AGN LF from (2.5)L ⋆ Lyα (z = 2.2) = 10 42.8 to the observed maximum Lyα luminosity of 10 44.4 erg s −1 , we find that ρ Lyα,AGN =39.1 erg s −1 Mpc −3 which corresponds to an AGN contribution of ∼ 20% to the total observed Lyα luminosity density. These results suggest tentatively that the SF and AGN luminosity densities coevolve from z = 0.3 to 2.2 such that star-forming galaxies and AGNs contribute roughly equally to the observed Lyα light.
As in Section 5 and Figure 15 , we also consider a Saunders function fit to the data. In Figure16(b) , we simultaneously fit a Saunders function + power-law to the z = 0.3 and z = 2.2 data. We find that this alteration does not significantly change the measured luminosity densities. Our results are summarized in Table 3 . Our main conclusion from these results is that the drop in SF luminosity density from z = 2.2 to 0.3 is not as large as some studies have previously claimed (though still very large). Additionally, the contribution of AGNs to the total observed Lyα luminosity density at z ∼ 0.3 is comparable to the contribution from SF galaxies and this trend appears to continue out to z = 2.2.
Although the z ∼ 0.9 data lack sufficient luminosity range to allow us to simultaneously fit the z ∼ 0.9 SF+AGN LF, in Figure 17 we reproduce the z ∼ 0.9 SF LF from Wold et al. (2014, cyan curve) to show how the z ∼ 0.3 and z = 2.2 SF LFs compare, solid black and red curves, respectively. Taken at face value, the intersection of the best-fit z ∼ 0.9 Schechter function with the best-fit z = 2.2 Schechter function implies that SF LAEs more luminous than ∼ 2 × 10 43 erg s −1 are more common at z ∼ 0.9 than at z = 2.2. Over the same redshift range, a similar behavior is not observed in Hα LFs (Sobral et al. 2013) , and a discordant Hα / Lyα LF evolution is not naively expected because to first order Lyα emitting galaxies will be a subset drawn from Hα emitting galaxies modulo the escape fraction.
We note that the rate of decline of the Lyα SF LF at high luminosities is difficult to measure due to the increasing AGN contribution, and we suspect that the inferred Lyα LF evolution can be explained by a nonexponential decline in the the bright end of the LF coupled with the attempted Schechter function fit to a very limited and bright z ∼ 0.9 Lyα luminosity range. As shown in Figure 17 , the z ∼ 0.9 SF LF data-points (cyan diamonds with Poisson error bars) are relatively flat, and they are not well fit by an exponentially declining function. However, we find that our best-fit z ∼ 0.3 Saunders function with an L ⋆ boost of 0.45 dex (black dotted curve) or our best-fit z = 2.2 Saunders function with a φ ⋆ decline by 0.8 dex (red dotted curve) provide a reasonable fit to the z ∼ 0.9 SF LF. This implies a z ∼ 0.9 log ρ Lyα,SF of approximately 38.9 erg s −1 Mpc −3 which is 0.5 dex higher than the SF luminosity density computed from the best-fit Schechter function (see Table 3 ). We suggest the the previous estimate for ρ Lyα,SF at z ∼ 0.9 is likely biased low, but we cannot completely rule out alternative explanations such as discordant Hα / Lyα LF evolution or undiagnosed AGNs in the z ∼ 0.9 LAE sample.
LUMINOSITY DENSITY AND LYα ESCAPE FRACTION EVOLUTION
In Figure 18 (a), we show the observed and intrinsic Lyα luminosity density evolution from z = 0.3 to 2.2. The observed Lyα luminosity densities are computed from the best-fit Schechter function parameters reported in our Table 3 . The intrinsic Lyα luminosity densities are Fig. 18.-(a) The evolution of the observed (black symbols) and intrinsic (red symbols) Lyα luminosity densities from 0.3 < z < 2.2. Partial luminosity densities are shown with square symbols, while total luminosity densities are shown with star symbols. The red shaded region maps out the intrinsic Lyα luminosity density evolution implied by our fixed α = −1.6 fits to Sobral et al.'s Hα LFs. The grey region shows this same region offset by -1.3 dex indicating a Lyα escape fraction of 5%. The open shaded square and star symbols show partial and total intrinsic Lyα luminosity densities computed from alternative dust-corrected Hα LFs (Ly et al. 2007 (Ly et al. , 2011 Shioya et al. 2008; Lee et al. 2012; Drake et al. 2013; Stroe & Sobral 2015 and total luminosity densities from Sobral et al. 2013) . (b) The volumetric Lyα escape fraction computed from the ratio of the observed and intrinsic Lyα luminosity densities. The black star and square symbols show our measured Lyα escape fractions with full and partial integration limits, respectively. The red and blue data points show escape fractions computed from the Lyα studies of Cowie et al. (2010) and Deharveng et al. (2008) , respectively. The solid, dashed, and dotted black curves are from Hayes et al. (2011 , and Konno et al. (2016) , respectively, and show their best fit power law to fesc(Lyα) data. The lower gray curve shows the best fit transition curve from Blanc et al. (2011) . The gray horizontal line shows a constant escape fraction of 5%. The calculated points and the selected curves have not been corrected for IGM absorption, which should be small for all presented z < 2.2 data. The z = 0.9 Lyα luminosity density and escape fraction error bars are dashed because these data points are less secure as discussed in Section 6 and Figure 17 . (A color version of this figure is available in the online journal.)
computed from dust-corrected Hα LFs from the Highredshift(Z) Emission Line Survey (HiZELS; Sobral et al. 2013) . HiZELS is a series of narrow-band surveys that produced self-consistent Hα LFs at z = 0.4, 0.84, 1.47, and 2.23. A constant A Hα = 1 magnitude of dust extinction correction is applied for all four redshifts, where
For consistency with our study, we chose to independently fit the dust-corrected Hα LF data (Sobral et al.' s Table 4 ) with Schechter functions rather than directly using Sobral et al.'s best-fit parameters. Sobral et al. found the faint-end slope of the Hα luminosity function to be α = −1.60 ± 0.08 with no significant evolution from z = 0.4 to 2.2. Thus, we assume a constant α = −1.6 for our Schechter functions fits. We find that altering the faint-end to a constant α = −1.75, which is consistent with our Lyα LF fits, does not significantly change our results. As prescribed by Sobral et al., we make a 10 to 15% correction to our Hα luminosity densities to account for any AGN contribution (see their Section 4.1). To convert from Hα to intrinsic Lyα luminosity, we assume the typical case B recombination ratio of 8.7.
In Figure 18 (a), we also show intrinsic Lyα luminosity densities from other dust-corrected Hα LFs obtained from the literature. For consistency across both Hα and Lyα surveys, we estimate the luminosity density errors by adding in quadrature the reported 1σ errors in the best fit Schechter function parameters L ⋆ and φ ⋆ . As in the previous section, for the Lyα luminosity density calculations we adopt Konno et al.'s lower integration limit of L = 10 41.41 erg s −1 which corresponds to 10% of our best fit L ⋆ Lyα at z = 2.2 (see Table 3 ). We adopt a consistent Hα lower integration limit of (0.10)L 41.41 erg s −1 (see Table 3 ) to infinity. While our adopted lower integration limits are roughly consistent with the values used by previous studies (e.g., see Hayes et al. 2011; Blanc et al. 2011; Konno et al. 2016) , these values are somewhat arbitrary and a source of systematic uncertainty. In particular, we find that the convention of fixing the lower integration limit to a percentage of L ⋆ at high-redshift can contribute to large variations in the computed luminosity densities at lowredshift. Moving from z = 2.2 to 0, L ⋆ declines rapidly and if the chosen integration limit approaches L ⋆ , then relatively small differences in the best-fit L ⋆ between studies can result in very different luminosity density measures. Integrating down to zero removes this effect but makes our calculation more sensitive to the assumed faint-end slope, but given reasonable α values we do not expect our total luminosity density calculations to be altered by more than a factor of 2. Consistent with this expectation, we find that the variation seen between Hα studies in partial luminosity densities (red square symbols) is significantly larger than the variation in total luminosity densities (red star symbols). Given these issues, we consider our total luminosity density measurements to be more reliable when evaluating evolutionary trends, and unless otherwise noted, we use total luminosity densities in the following discussion.
In Figure 18 (a), the red shaded region maps out the intrinsic Lyα luminosity density evolution. The grey region shows this same region offset by -1.3 dex, which corresponds to a Lyα escape fraction of 5%. We find that the decline in observed Lyα luminosity density from z = 2.2 to z = 0.3 may simply mirror the decline seen in the intrinsic Lyα luminosity density and hence the Hα luminosity density. At z = 0.9, the observed Lyα luminosity density may dip relative to the intrinsic Lyα luminosity density, but this data point is less secure because the luminosity data covers a smaller dynamical range and is limited to the bright end of the LF (see Figure 16) .
The volumetric Lyα escape fraction is a measure of the fraction of Lyα photons that escape from the survey volume. It is defined as the ratio of the observed and intrinsic Lyα luminosity densities:
Many groups have studied the redshift evolution of this quantity and concluded that the volumetric Lyα escape fraction increases rapidly with redshift until z = 7 at which point the escape fraction drops, which is typically attributed to the increasing opacity of the IGM and the onset of reionization (Hayes et al. 2011; Blanc et al. 2011; Konno et al. 2016) . For this study, we are concerned with the previously claimed rapid decline in f Lyα esc at low redshifts where the intervening IGM will have a negligible effect. Various explanations for the lowredshift decline have been proposed including increasing dust content and increasing neutral column density of star-forming galaxies. We can now better constrain the escape fraction by including our robust low-redshift constraint and by making a more direct comparison to Hα results that are now self-consistently measured out to a redshift of z = 2.23. Beyond this redshift, Hα surveys are not currently available and the intrinsic Lyα luminosities must be estimated from the dust-corrected UV luminosity functions, which require large corrections for extinction and are dependent on the assumed initial mass function, metallicity, and star formation history. We also have the advantage of obtaining all of our Hα constraints from a single study (Sobral et al. 2013 ). This ensures consistency in the employed data reduction and LF incompleteness corrections. We have also assumed the same standard H 0 = 70 km s −1 Mpc −1 , Ω M = 0.3, and Ω Λ = 0.7 cosmology.
In Figure 18 (b), we show the evolution of the volumetric Lyα escape fraction inferred from the intrinsic and observed Lyα luminosity densities presented in Figure 18 (a) . Comparing our computed z = 0.3 and z = 2.2 Lyα escape fractions, we find results that are consistent with a relatively constant f or ∼ 5%. The z = 0.9 data-point may suggest a dip in the escape fraction, but as discussed in Section 6 this data point is less secure. Although our 1σ error bars are quite large, we find that the existing low-redshift observational constraints do not provide convincing evidence for rapidly declining f Lyα esc with decreasing redshift at 0.3 < z < 2.2. We emphasize that our results are not inconsistent with an evolving f Lyα esc at z > 2. For example, Blanc et al. (2011) found that the overall 0.3 < z < 7.7 evolution of f Lyα esc can be described by a function that levels off at both low-redshift (with f Lyα esc (z = 0.3) ∼ 0.01) and high-redshift (with f Lyα esc (z ∼ 6) ∼ 0.80) with a transition between these two extremes at z ∼ 4. This transitional function was motivated by the observed evolution of dust extinction derived from the UV slope of continuum selected galaxies (Bouwens et al. 2009 ). Blanc et al.'s best-fit transitional function is shown as a grey curve in Figure 18 (b). While our study favors a higher normalization at low redshifts, the relatively constant f Lyα esc from z = 0.3 to z = 2.2 is consistent with our results.
We find that the difference between our study and previous results (e.g., Hayes et al. 2011; Konno et al. 2016) suggesting a factor of 10 decline in f Lyα esc from z = 2.2−0.3 cannot be solely attributed to the numerator, our new z = 0.3 Lyα LF measurement. Our LF when compared to Cowie et al.' s Lyα LF can only account for a factor of 3 boost to the f Lyα esc (z = 0.3). To investigate whether the denominator, our ρ int Lyα,SF (z = 0.3) measure, is reliable, we compiled measurements from low-redshift dustcorrected Hα LFs from the literature (see Figure 18 (a) ). Overall, we find that our utilized intrinsic luminosity density is not an outlier when compared to other measurements. If we adopt the highest ρ 40.48 erg s −1 Mpc −3 estimate, which is roughly consistent with the UV derived value used by Konno et al. (2016) , we can reduce our f Lyα esc (z = 0.3) measure by an additional factor of 2. We find that other small differences between f Lyα esc studies are explained by the assumed integration limits, Lyα EW cuts, and best-fit Schechter parameters.
Overall we consider our results that show a relatively constant f Lyα esc = 0.05 from z = 0.3 − 2.2 to be more reliable because our study has the advantage of a robust ρ A constant f Lyα esc = 0.05 measurement is roughly consistent with expectations given the assumed constant A Hα = 1 magnitude of dust extinction. Sobral et al. (2013) argue that past Hα studies typically find A Hα = 1±0.2 with no clear redshift evolution. For these reasons, a simple 1 magnitude of Hα extinction is corrected for in Sobral et al. and in this study. Assuming a Calzetti et al. (2000) dust law and R V = 4.1, a magnitude of dust extinction at λ6563 implies A Lyα = 3.53 mag. In Figure  19 , we show the intrinsic Lyα LFs at z = 0.4, 0.8, and 2.2 with a constant 3.53 magnitudes of extinction applied. This is equivalent to multiplying the intrinsic Lyα L ⋆ values by a factor of 0.04 and is consistent with our proposed constant ∼ 5% Lyα escape fraction. Given this very simple assumption the agreement between observed Lyα LFs and intrinsic Lyα LFs with extinction applied is encouraging. Particularly, the agreement is notable for the two narrow-band z = 2.2 LFs where the brightend AGN tail becomes dominant at L Lyα 2 × 10 43 erg s −1 in both cases. This scenario implies that within the LAE population the average Lyα photon encounters the same amount of dust opacity as Hα photons. This has been previously suggested by studies that examined the relation between the Lyα escape fraction and the dust extinction for samples of LAEs (e.g., Cowie et al. 2011; Blanc et al. 2011) . If dust extinction is the main driver of Lyα escape, then this may also help to explain the non-evolution of the Lyα EW scale length since similar to the Lyα escape fraction the EW is also governed by HI scattering and dust absorption, but complicating the interpretation, EWs will also depend on the star formation history and metallicity of the host galaxy. While more complex scenarios cannot be ruled out, we find that the simplest explanation for the lack of evolution observed in the Lyα escape fraction (and perhaps the EW scale length) from z = 0.3 to 2.2 is a relatively constant dust extinction over this same redshift range.
SUMMARY
Previous studies have suggested that at low redshifts high-EW LAEs become less prevalent and that the amount of Lyα emission able to escape (as measured by f Lyα esc ) declines rapidly. A number of explanations for these trends have been suggested including increasing dust content, increasing neutral column density, and/or increasing metallicity of star-forming galaxies at lower redshifts. In this paper we presented the first local sample of LAEs selected based solely on their Lyα emission and showed that the dramatic decline previously suggested in the Lyα EW distribution scale length and volumetric Lyα escape fraction from z = 2.2 to 0.3 becomes less convincing when local LAEs are selected in manner similar to high-redshift LAEs. Our results are consistent with these quantities not evolving, despite the intrinsic Lyα luminosity (as probed by L ⋆ Hα ) plummeting by an order of magnitude from z = 2.2 to 0.4 (Sobral et al. 2013 ). This may imply that the physical conditions that allow strong Lyα emission are present at both low and high redshifts, or that changing conditions conspire make no apparent evolutionary trend. We show that the current Lyα and Hα LFs are surprisingly consistent with a simple scenario in which dust extinction is relatively constant and is the main driver of Lyα escape. Finally, our work finds that AGNs contribute significantly to the total Lyα luminosity density, and we find evidence that this holds true out to a redshift of z = 2.2. We emphasize that larger and more sensitive LAE surveys are needed to further constrain the evolution of the EW distribution scale length and volumetric Lyα escape fraction. The limited facilities currently available in the ultraviolet prevent significant improvement below a redshift of z ∼ 2. However, the HETDEX survey which will detect close to one million LAEs will resolve whether these quantities evolve from a redshift of z = 2 − 3.5.
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