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Abstract. We introduce the notion of a self-similar action of a groupoid G on a finite
higher-rank graph. To these actions we associate a compactly aligned product system
of Hilbert bimodules, and we show that the corresponding Nica–Toeplitz and Cuntz–
Pimsner algebras are universal for generators and relations. We consider natural actions
of the real numbers on both algebras and study the KMS states of the associated dy-
namics. For large inverse temperatures, we describe the simplex of KMS states on the
Nica–Toeplitz algebra in terms of traces on the full C∗-algebra of G. To study the KMS
structure of the Cuntz–Pimsner algebra, we restrict to strongly-connected finite higher-
rank graphs and a preferred dynamics. We generalise the G-periodicity group of Li and
Yang, which is built to encode the periodicity of the underlying graph in the presence
of the action of G. We prove that the KMS states of the Cuntz–Pimsner algebra are
parametrised by states on the C∗-algebra of the G-periodicity group, and we show that
if the graph is G-aperiodic and the action satisfies a finite-state condition, then there
is at most one KMS state on the Cuntz–Pimsner algebra. We illustrate our results by
introducing the notion of a coloured-graph automaton, which we use to construct exam-
ples of self-similar actions. We compute the unique KMS states of the Cuntz–Pimsner
algebra for some concrete examples.
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1. Introduction
Many interesting groups are self-similar. Perhaps the most famous among them is the
Grigorchuk group, which first appeared in [8], and was the first known finitely generated
group of intermediate growth. Since the appearance of [8], the theory of self-similar
groups, or self-similarity more generally, has grown rapidly through the contributions of
many authors, and it is now a major area of research within the broader field geometric
group theory. Recent applications of self-similarity include Nekrashevych’s [25], in which
he produces the first finitely generated simple group with intermediate growth, and the
work of Belk, Bleak, and Matucci [3], in which they use graph automata to prove that all
Gromov hyperbolic groups embed into the asynchronous rational group of [9].
There is now a rich interplay between self-similar groups and operator algebras, pio-
neered by Nekrashevych’s construction in [24] of a Cuntz–Pimsner algebra from a self-
similar action. The work in [24] was revisited by the last two named authors, along with
Laca and Raeburn, in [18], where they also studied the Toeplitz extension. Motivated by
operator algebraic considerations, Exel and Pardo introduced the notion of a self-similar
action of a group on the path space of a directed graph [6], and used this new notion
of self-similarity to produce a class of C∗-algebras which unified Nekrashevych’s Cuntz–
Pimsner algebras from [24] and the Katsura algebras from [14]. Working in parallel to [6],
the authors of [18] produced a follow-up [19] in which they defined a self-similar groupoid
action on the path space of a directed graph, and associated Toeplitz and Cuntz–Pimsner
algebras to these new self-similar actions.
The successful jump to actions on graphs in [6] and [19] begs the question of whether
the theory can be extended to actions on higher-rank graphs. This has been successfully
achieved on the group-action side through the work of Li and Yang in [20, 21, 22], thus
giving a higher-rank analogue of [6]. The first main goal of this paper is to build a
higher-rank analogue of [19] by constructing a theory of self-similar groupoid actions on
higher-rank graphs. For this we consider finite higher-rank graphs (or k-graphs) Λ. We
view Λ as a forest of rooted trees whose set of roots is Λ0. We define a partial isomorphism
g to be a degree-preserving isomorphism between two trees with the extra property that
g(λe) ∈ g(λ)Λ for all λ ∈ vΛ and edges e ∈ s(λ)Λ. The set of partial isomorphisms of
Λ is a groupoid under the natural structure maps. We say a groupoid G with unit space
Λ0 acts self-similarly on Λ if there is an embedding of G into the groupoid of partial
isomorphisms of Λ with the property that for every g ∈ G and edge e ∈ dom(g)Λ, there
exists h ∈ G satisfying g · (eλ) = (g · e)(h · λ) for all λ ∈ s(e)Λ. (Here, we are viewing g
as a partial isomorphism, and writing g · µ for the image of µ ∈ Λ under g.)
To each self-similar action of a groupoid G on a higher-rank graph Λ we associate
both a Nica–Toeplitz algebra T (G,Λ) and a Cuntz–Pimsner algebra O(G,Λ), which we
do by first constructing a product system of Hilbert bimodules. This product system
generalises the construction in [19] in which the Toeplitz and Cuntz–Pimsner algebras
of a single Hilbert bimodule are considered. We describe our C∗-algebras T (G,Λ) and
O(G,Λ) as universal for generators and relations encoding the self-similarity of the action.
Following the work in [18, 19] (see also [4]), as well as [21] for group actions on k-
graphs, we devote the majority of this paper to calculating the equilibrium states of our
C∗-algebras T (G,Λ) and O(G,Λ) under a natural time evolution lifted from a gauge
action. Our work generalises the results in [18, 19], and it has a number of advantages
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over the work in [21]. Firstly, we give a description of the equilibrium states of the Nica–
Toeplitz algebra, which has a richer KMS structure than its Cuntz–Pimsner quotient.
More importantly, we do not assume that our actions are pseudo free, in the sense of [21,
Definition 2.3(i)]. The presence of psuedo freeness in [21] is very restrictive, and means
that their results do not apply to many of the interesting classical self-similar group actions
such as the Grigorchuk group, and the basilica group. Pseudo freeness is a hypothesis in
[21] (see also [6, 21]) because it ensures that the groupoid model for the Cuntz–Pimsner
algebra is Hausdorff. This allows them, for example, to use groupoid results to prove
the surjectivity of the isomorphism in [21, Theorem 6.12], whereas the surjectivity in
our analogous result Theorem 14.1 is proved by constructing KMS states directly using
Perron–Frobenius theory. Moreover, this property makes characterising and computation
of KMS states significantly easier. In particular, imposing pseudo freeness means that
[20, Theorem 6.3] gives only those KMS1-states coming from the underlying higher-rank
graph algebra, and the group action plays no part in the KMS structure.
For the Toeplitz algebra of a Hilbert bimodule there is general machinery in [16] which
characterises the KMS states in terms of the traces of the coefficient algebra satisfying
a subinvariance relation. The first-named author, along with Larsen and Neshveyev,
recently generalised this result to the Nica–Toeplitz algebra of a product system of Hilbert
bimoduules [2] (see also [13]). In the last decade, operator algebraists have shown interest
in reproducing the results of [16] via a direct approach. This direct approach has a
number of advantages, including that it provides concrete solutions to the subinvariant
relations of [16, 2]; for each trace on the coefficient algebra, it gives an explicit formula
for the corresponding KMS state on the Toeplitz algebras, leading to KMS states that
are computable; and it reveals many interesting properties of both the underling objects
and the corresponding C∗-algebras. We follow this trend by taking a direct approach
to studying the KMS states of T (G,Λ). For the dynamics, we fix a vector r ∈ [0,∞)k
and compose the embedding t 7→ eirt of R into Tk with the gauge action. Then for β
greater than a standard critical inverse temperature, our first main theorem shows that
the simplex of the KMSβ-states for T (G,Λ) is isomorphic to the simplex of tracial states
of the full groupoid C∗-algebra C∗(G). Our Theorem 8.1 indicates that all tracial states
on C∗(G) satisfy the subinvariance relation of [2, Theorem 2.1 and Theorem 3.1].
In general, a Cuntz–Pimsner type algebra has a dry landscape of KMS states, admitting
them in a few dynamics which are usually very difficult to compute. Our Cuntz–Pimsner
algebra O(G,Λ) is no exception due to fact that each KMS state of O(G,Λ) restricts to a
KMS state of C∗(Λ) via the natural embedding C∗(Λ) →֒ O(G,Λ), ensuring that O(G,Λ)
has even less KMS states than C∗(Λ). The results in [11, 21] make it clear that we should
consider self-similar groupoid actions on strongly connected finite k-graphs, and that
only the preferred dynamics will admit KMS states. Recall that the preferred dynamics
is given by taking r := (ln(ρ(B1), . . . , ln(ρ(Bk))), where each ρ(Bi) is the spectral radius
of the Bi adjacency matrix of Λ. We note that the KMS states of T (G,Λ) may not
factor through O(G,Λ) for general strongly connected Λ; this happens only for a small
family of graphs that are coordinatewise strongly connected and that have rationally
independent ln(ρ(Bi))s. This means we need to study KMS states of O(G,Λ) using a
different approach.
Motivated by [11, 21], we associate to (G,Λ) the G-periodicity group Per(G,Λ), which
is a subgroup of Zk that measures the periodicity of Λ in the presence of the self-similar
action of G. Given p− q ∈ Per(G,Λ), we introduce a bijection θp,q that maps Λp onto Λq;
4 ZAHRA AFSAR, NATHAN BROWNLOWE, JACQUI RAMAGGE, AND MIKE WHITTAKER
and a function hp,q from Λ
p into G. The bijections θ reduce to those of [11] when there is
no groupoid action around. The h functions reflect the effects of the groupoid action on
the G-periodicity of the graph. These functions play crucial roles in our analysis of the
KMS states of O(G,Λ), so we take our time to study their proprieties in Lemmas 9.2 and
9.3. We then use them to represent the full group C∗-algebra C∗(Per(G,Λ)) in O(G,Λ)
via a central representation V in Proposition 10.1. This gives a homomorphism πV of the
space of tracial states of C∗(Per(G,Λ)) into the simplex of KMS1-states of O(G,Λ). We
then focus on proving that πV is an isomorphism. We first observe that if the unimodular
Perron–Frobenius eigenvector xΛ of the k-graph is not invariant under the action of G,
then there is no KMS1-state for O(G,Λ). So to prove the surjectivity of πV , we need to
assume that xΛ is invariant. Then given a tracial state τ of C
∗(Per(G,Λ)), we use the
Perron–Frobenius measure M of [11] to construct a KMS1-state directly. The process is
very involved and requires a careful study of the effects of the groupoid action on M .
In particular, we need to compute the measure of the cylinder sets Z(λ, g, µ) of (11.3).
Theorem 14.2 shows that this effect will be captured by numbers cd(λ),d(µ),λ(g). These
numbers have appeared before in a much simpler form in the self-similar actions on 1-
graphs [18, 19] when the underling graph automatically has trivial G-periodicity group. In
our setting, having a nontrivial Per(G,Λ) adds extra levels of difficulty to computing these
numbers. Interestingly, as Theorem 12.1 shows, these numbers are crucial in characterising
of the KMS1-states of O(G,Λ) and consequently the injectivity of the homomorphism πV
in Theorem 14.1. In our last main theorem, Theorem 14.2, we characterise the uniqueness
of the KMS1-state for O(G,Λ). We show that a self-similar action with G-invariant
unimodular eigenvector and with a finite-state condition has a unique KMS1-state if and
only if the k-graph is G-aperiodic.
All of the theory described above is supported by examples. In particular, we introduce
the notion of a k-coloured graph automaton, and we use them to build examples of self-
similar groupoid actions on k-graphs. In Section 4 we focus on some particular examples
coming from automata. The first example is an automaton on a 2-coloured graph with
a single vertex, which gives rise to a self-similar group action on a 2-graph that is not
pseudo free. We also construct a version of the basilica group acting on a 2-coloured
graph, and obtain a self-similar groupoid action on a 2-graph. In both examples, the
unimodular eigenvectors are invariant for the groupoid actions, and the G-periodicity
groups are trivial, meaning that there is a unique KMS1-state. In Section 15 we then
compute the unique KMS1-states.
2. Preliminaries
2.1. Groupoids. A groupoid G is a small category with a partially-defined product in
which every morphism is invertible. We write G0 for the set of objects (which we usually
call the unit space of G), and G2 := {(g, h) : dom(g) = c(h)} for the set of composable
pairs. We write cod, dom : G→ G(0) for the range and source maps of G. Following [19],
a unitary representation of G in a C∗-algebra B is a set of partial isometries {Ug : g ∈
G} ⊆ B such that
(U1) {Uv : v ∈ G0} is a set of mutually orthogonal projections;
(U2) U∗g = Ug−1 for all g ∈ G; and
(U3) UgUh = δdom(g),cod(h)Ugh for all g, h ∈ G.
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The set {ig : g ∈ G} of point masses is a unitary representation of G in the C∗-algebra
C∗(G) described in [5]. By [19, Proposition 4.1], the pair (C∗(G), i) is universal for the
unitary representation of G.
2.2. k-graphs. Let 1 ≤ k ∈ N, and Λ be a k-graph as in [15]. We write Λ0 for the vertex
set, r and s for the range and source maps, and d for the degree map. We say Λ is finite if
Λp := d−1(p) is finite for al p ∈ Nk. We denote the standard generators of Nk by e1, . . . , ek,
and we say λ ∈ Λ is an edge if d(λ) = ei for some 1 ≤ i ≤ k. Given v, w ∈ Λ0, vΛpw
denotes the set {λ ∈ Λp : r(λ) = v and s(λ) = w}. We say Λ has no sources if vΛp 6= ∅ for
every v ∈ Λ0 and p ∈ Nk. We denote by B1, . . . , Bk ∈MΛ0 [0,∞) the coordinate adjacency
matrices of Λ, in the sense that Bi(v, w) =: |vΛeiw| for all 1 ≤ i ≤ k and v, w ∈ Λ0. We
write ρ(Bi) for the spectral radius of Bi. For λ, µ,∈ Λ, we write
AToeplitz–Cuntz–Krieger Λ-family in a C∗-algebra B is a set of partial isometries {Tλ :
λ ∈ Λ} ⊆ B such that
(TCK1) {Tv : v ∈ Λ0} is a set of mutually orthogonal projections;
(TCK2) TλTµ = Tλµ whenever s(λ) = r(µ); and
(TCK3) T ∗λTµ =
∑
(η,ζ)∈Λmin(λ,µ) TηT
∗
ζ for all λ, µ ∈ Λ.
We interpret empty sums as 0. A Toeplitz–Cuntz–Krieger Λ-family {Tλ : λ ∈ Λ} is a
Cuntz–Krieger Λ-family if we also have
(CK) Tv =
∑
λ∈vΛp TλT
∗
λ for all v ∈ Λ
0 and p ∈ Nk.
Recall that Ωk := {(p, q) : p, q ∈ Nk, p ≤ q} is the k-graph with structure maps
(p, q)(q, n) = (p, n), r(p, q) = (p, p), s(p, q) = (q, q), and d(p, q) = q − p. For Λ a k-
graph, we denote by Λ∞ the set of all degree-preserving functors from Ωk to Λ. We call
Λ∞ the infinite path space of Λ. We write σ : Λ∞ → Λ∞ for the shift map defined by
σn(x)(p, q) = x(p− n, q − n).
2.3. Product system of Hilbert bimodules. Let A be a C∗-algebra. A right Hilbert
A-bimodule is a right Hilbert A-module M with a left action of A defined by a homomor-
phism ϕ : A → L(M) from A into the C∗-algebra L(M) of adjointable operators on M .
We write AAA for the standard bimodule with the inner product defined by 〈a, b〉 = ab∗,
and the actions given by multiplication of A. For x, y ∈ M , let Θx,y be the rank-one
opeartor on M defined by Θx,y(z) = x · 〈y, z〉. Then K(M) := span{Θx,y : x, y ∈ M}
is the algebra of compact operators on M . Provided that A is a unital C∗-algebra, M is
called essential if ϕ(1A)x = x for all x ∈M .
Given two right Hilbert A-bimodules M and N , let M ⊙ N be the algebraic tensor
product of M and N , and let M ⊙A N be the quotient of M ⊙N by the subspace
{(x · a)⊙ y − x⊙ (a · y) : x ∈M, y ∈ N, a ∈ A}.(2.1)
There is a well-defined right action of A on M ⊙A N such that (x ⊙A y) · a = x ⊙A y · a
for x ⊙A y ∈ X ⊙A N and a ∈ A. We can equip M ⊙A N with the right A-valued inner
product 〈
x⊙A y, x
′ ⊙A y′
〉
=
〈
y, ϕN(〈x, x
′〉)y′
〉
for x⊙A y, x
′ ⊙A y′ ∈M ⊙A N.(2.2)
WritingM⊗AN for the completion ofM⊙AN in the inner product (2.2), [29, Lemma 2.16]
implies that (2.2) extends to a right A-valued inner product on M ⊗A N . Since for each
S ∈ L(M) there is an adjointable operator S ⊗ 1N such that S ⊗ 1N(x ⊗ y) = S(x) ⊗ y
for x ⊗ y ∈ M ⊗A N , the map a 7→ ϕM(a)⊗ 1N defines a left action of A by adjointable
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operators on M ⊗A N . Thus M ⊗A N becomes a right Hilbert A–A bimodule called the
balanced tensor product of M and N . We denote elements of M ⊙N by x⊙ y, and write
x⊗ y for elements of both M ⊙A N and M ⊗A N .
Let P be a semigroup with identity e, and let A be a C∗-algebra. For each p ∈ P let
Mp be a right Hilbert A-bimodule and let ϕp : A → L(Mp) be the homomorphism that
determines the left action of A onMp. A product system of right Hilbert A-bimodules over
P is the disjoint union M :=
⊔
p∈P Mp such that
(P1) Me is equal to the standard bimodule AAA;
(P2) M is a semigroup, and for each p, q ∈ P \{e} the map (x, y) 7→ xy : Mp×Mq → Mpq
descends to an isomorphism πp,q :Mp ⊗A Mq → Mp∨q; and
(P3) the multiplications Me ×Xp → Mp and Mp ×Me →Mp satisfy
ax = ϕp(a)z, xa = x · a for a ∈Me and x ∈Mp.
Each bimodule is called a fiber. If each fiber is essential, then (P2) also holds for p, q = e.
The product systems of interest to us have essential fibers, and so we consider (P2) for
all p ∈ P .
If P is a subsemigroup of a group G with P ∩ P−1 = {e}, then p ≤ q ⇔ p−1q ∈ P is a
partial order on G. The pair (G,P ) is called a quasi-lattice ordered group if for each pair
p, q ∈ G with a common upper bound in P there is a least upper bound p ∨ q in P . If
p, q ∈ G have no common upper bound, we write p ∨ q =∞.
Given a quasi-lattice ordered group (G,P ) and elements p, q ∈ P , the isomorphism πp,q
gives rise to an isomorphism S 7→ Sp∨qp := πp,q ◦ (S⊗1Mp)◦π
−1
p,q : L(Mp)→ L(Mp∨q) given
by
Sp∨qp (x⊗ y) = S(x)y for all x⊗ y ∈Mp ⊗M(p∨q)−p.(2.3)
A product system of right Hilbert A-bimodules over P is called compactly aligned, if for
all p, q ∈ P with p ∨ q <∞, S ∈ K(Xp) and T ∈ K(Xq), we have Sp∨qp T
p∨q
q ∈ K(Xp∨q).
2.4. C∗-algebras of product systems of Hilbert bimodules. Let P be a semigroup
with identity e, andM be a product system of right Hilbert A-bimodules over P . Suppose
that ψ is a function from M to a C∗-algebra B, and write ψp for the restriction of ψ to
Xp. Then we say ψ is a Toeplitz representation of M if
(T1) ψe : A→ B is a homomorphism, and ψp : Xp → B is linear for each p ∈ P \ {e};
(T2) ψp(x)
∗ψp(y) = ψe(〈x, y〉) for p ∈ P , and x, y ∈Mp;
(T3) ψpq(xy) = ψp(x)ψq(y) for p, q ∈ P , x ∈ Xp, and y ∈Mq.
Conditions (T1) and (T2) imply that (ψp, ψe) is a representation of the Hilbert A-bimodule
Mp. We know from [26] that there is a homomorphism ψ
(p) : K(Mp) → B such that
ψ(p)(Θx,y) = ψp(x)ψp(y)
∗.
Recall from [7] that a Toeplitz representation ψ of a compactly aligned product system
M in a C∗-algebra B is Nica covariant if and only if for every p, q ∈ P , S ∈ K(Mp), and
T ∈ K(Mq), we have
ψ(p)(S)ψ(q)(T ) =
{
ψ(p∨q)
(
Sp∨qp T
p∨q
q
)
if p ∨ q <∞
0 otherwise.
The Nica-Toeplitz algebra NT (M) is the C∗-algebra generated by a universal Nica co-
variant representation of M . We write ψ
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Recall from [7] that a Toeplitz representation T of M is Cuntz–Pimsner covariant if
Te(a) = T
(p)(ϕp(a)) for all p ∈ P, a ∈ ϕ
−1
p (K(Mp)).(2.4)
The Cuntz–Pimsner algebra O(X) is generated by a universal Cuntz–Pimsner covariant
representation of M . If the Cuntz–Pimsner covariance implies Nica covariance, then by
[1, Lemma 2.2] O(M) is the quotient of NT (M) by the ideal〈
ψ(a)− ψ(p)(ϕp(a)) : p ∈ P, a ∈ ϕ
−1
p (K(Mp))
〉
.(2.5)
3. Self-similar groupoid actions on k-graphs
In this section we introduce the notion of a self-similar action of a groupoid on a k-graph.
We start with the definition of a partial isomorphism of a k-graph.
Definition 3.1. Let Λ be a k-graph. A partial isomorphism of Λ consists of vertices
v, w ∈ Λ0 and a bijection g : vΛ→ wΛ satisfying
(1) for all p ∈ Nk, the restriction g|vΛp is a bijection of vΛ
p onto wΛp; and
(2) g(λe) ∈ g(λ)Λ for all λ ∈ vΛ and edges e ∈ s(λ)Λ.
We write PIso(Λ) for the set of all partial isomorphisms of Λ.
For each v ∈ Λ0, the identity map idv : vΛ → vΛ is a partial isomorphism. We define
domain and codomain maps dom, cod: PIso(Λ)→ Λ0 by
dom(g) := v and cod(g) := w, for g : vΛ→ wΛ.
Lemma 3.2. Let Λ be a k-graph. Then PIso(Λ) is a groupoid, with unit space Λ0; range
map cod and source map dom; and composition and inverse given by composition and
inverse of functions, respectively.
Proof. A similar argument to the one found in the proof of [19, Proposition 3.2] shows
that PIso(Λ) is a category and we have idcod(g) g = g = g iddom(g) for each g. Since
g : dom(g)Λ → cod(g)Λ is a bijection satisfying Definition 3.1(1), the inverse function
g−1 : cod(g)Λ → dom(g)Λ also satisfies Definition 3.1(1). To check Definition 3.1(2) for
g−1, let µ ∈ cod(g)Λ and e ∈ s(µ)Λ. Let λ = g−1(µe). Since d(g−1(µe)) = d(µe), we can
factor λ = λ′λ′′ such that d(λ′′) = d(e). Now since g satisfies Definition 3.1(2), we have
g−1(µe) = λ′λ′′ =⇒ µe = g(λ′λ′′) ∈ g(λ′)λd(λ
′′).
By the factorisation property, g(λ′) = µ and hence λ′ = g−1(µ). Thus g−1(µe) ∈ g−1(µ)Λ
giving Definition 3.1(2). Hence PIso(Λ) is a category with inverses and hence is a groupoid.

Let Λ be a k-graph and let G be a groupoid with unit space G(0) = Λ0. An action of
G on Λ is a groupoid homomorphism ϕ : G→ PIso(Λ). Identifying idv with v for v ∈ Λ
0,
we see that ϕ is unit preserving. We say ϕ is faithful if it is injective. When it is not
ambiguous to do so, we write g · µ for ϕg(µ).
Definition 3.3. A self-similar groupoid action (G,Λ) consists of a k-graph Λ, a groupoid
G with unit space Λ0, and a faithful action of G on Λ such that for every g ∈ G and edge
e ∈ dom(g)Λ, there exists h ∈ G satisfying
(3.1) g · (eλ) = (g · e)(h · λ) for all λ ∈ s(e)Λ.
Since the action is faithful, there is a unique h satisfying (3.1), and we write g|e := h.
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Let p ∈ Nk, λ ∈ dom(g)Λp, and let λ1λ2 . . . λl and λ′1λ
′
2 . . . λ
′
l be different factorisations
of λ into edges in Λ. Then for every µ ∈ s(λ)Λ, we have
(g · λ)((· · · (g|λ1)|λ2) · · · )|λl) · µ = g · (λµ) = (g · λ)((· · · (g|λ′1)|λ′2) · · · )|λ′l) · µ
The factorisation property now implies that
((· · · (g|λ1)|λ2) · · · )|λl) · µ = ((· · · (g|λ′1)|λ′2) · · · )|λ′l) · µ,
and since the action is faithful, we have
((· · · (g|λ1)|λ2) · · · )|λl) = ((· · · (g|λ′1)|λ′2) · · · )|λ′l).
We then define
(3.2) g|λ := (· · · (g|λ1)|λ2) · · · )|λl.
The following lemma shows some properties of a self-similar groupoid action.
Lemma 3.4. Let (G,Λ) be a self-similar groupoid action. Then for g, h ∈ G with
dom(h) = cod(g), λ ∈ dom(g)Λ, and µ ∈ s(λ)Λ we have
(S1) g · (λµ) = (g · λ)(g|λ · µ);
(S2) g|λµ = (g|λ)|µ;
(S3) dom(g|λ) = s(λ) and cod(g|λ) = s(g · λ);
(S4) r(g · λ) = g · r(λ) and s(g · λ) = g|λ · s(λ);
(S5) idr(λ) |λ = ids(λ);
(S6) (gh)|λ = g|h·λh|λ;
(S7) g−1|λ =
(
g|g−1·λ
)−1
; and
(S8) g|dom(g) = g.
Proof. Parts (S1) and (S2) follow from iterated applications of the Definition 3.3 and
(3.2). With our (S1) in mind, a similar argument to [19, Lemma 3.4] gives (S3)–(S6).
Also using (S5)–(S6) in the proof of [19, Proposition 3.5 (4)] we can prove (S7). For (S8),
take λ ∈ dom(g)Λ. Applying (S3) in the second, we have
r(g|dom(g) · λ) = cod(g|dom(g)) = s(g · dom(g)) = s(cod(g)) = cod(g).
Therefore
g · λ = g · (dom(g)λ) = g · dom(g)(g|dom(g) · λ) = cod(g)(g|dom(g) · λ) = g|dom(g) · λ
for all λ ∈ dom(g)Λ. Since the action is faithful, we have g|dom(g) = g. 
Example 3.5. In [20], the authors introduce the notion of a self-similar action of a group
F on a k-graph Λ. For such an action, let F × Λ0 be the transformation groupoid
with structure maps dom(f, v) = v, cod(f, v) = f · v, (f, f ′ · v)(f ′, v) = (ff ′, v) and
(f, v)−1 = (f−1, k · v). For each (f, v) ∈ F × Λ0, define
(3.3) ϕ(f,v)(λ) := f · λ, for λ ∈ vΛ.
Then by [20, Definition 3.1], ϕ(f,v) : dom(f, v)Λ → cod(f, v)Λ is a bijection. Also for
λ ∈ vΛ and an edge e ∈ s(λ)Λ, we have
ϕ(f,v)(λe) = f · (λe) = (f · λ)(f |λ · e) = ϕ(f,v)(λ)(f |λ) · e ∈ ϕ(f,v)(λ)Λ.
Hence F ×Λ0 acts on Λ by partial isomorphisms. If the action (3.3) is faithful, then it is
self-similar with restriction map (f, v)|λ := (f |λ, s(λ)), for λ ∈ vΛ.
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4. Coloured-graph automata
In this section we introduce the notion of a coloured-graph automaton, and we show
how a coloured-graph automaton gives rise to a self-similar groupoid action on a k-graph.
We begin with a subsection devoted to a recap on the basics of coloured graphs from [10].
4.1. k-coloured graphs and their k-graphs. Fix k ∈ N \ {0}, and let Fk be the free
semigroup generated by {c1, . . . , ck}. A k-coloured graph (or just coloured graph) is a
directed graph E together with a function c : E1 → {c1, . . . , ck}. We call c a colour map.
We can extend c to a functor c : E∗ → Fk. We define ω : Fk → Nk by ω(ci) = ei. Given
two k-coloured graphs E, F with colour maps cE, cF , a coloured-graph morphism θ consists
of functions θ0 : E
0 → F 0 and θ1 : E1 → F 1 such that rF ◦ θ1 = θ0 ◦ rE, sF ◦ θ1 = θ0 ◦ sE,
and cF ◦ θ1 = cE .
Let p ∈ (N ∪ {∞})k, and let p + v1, . . . , p + vk be formal symbols. Recall from [10,
Example 3.1] the k-coloured graph Ek,p, where
E0k,p := {q ∈ N
k : 0 ≤ q ≤ p} and E1k,p := {q + vi : q, q + ei ∈ E
0
k,p};
r(q + vi) := q; s(q + vi) := q + ei; and c(q + vi) := ci.
Given a k-coloured graph E and distinct i, j ∈ {1, . . . , k}, a square in E is a coloured-
graph morphism θ : Ek,ei+ej → E. Given a coloured-graph morphism λ : Ek,p → E and
a square θ in E, we say θ occurs in λ if there exists q ∈ Nk such that θ(x) = λ(x + q)
for all x ∈ Ek,ei+ej . A complete collection of squares is a collection C of squares in E
such that, for each x ∈ E∗ with c(x) = cicj and i 6= j, there is a unique θ ∈ C such
that x = θ(vi)θ(ei + vj). For such a θ, we will write θ(vi)θ(ei + vj) ∼ θ(vj)θ(ej + vi). In
other words, for each cicj-coloured path x ∈ E∗, there is a unique cjci-coloured path y
such that x ∼ y. A coloured-graph morphism λ : Ek,p → E is C-compatible if each square
occurring in λ belongs to C. A complete collection of squares is C-associative if for every
path xyz in E such that x, y, z are edges of distinct colour, the edges x1, x2, y1, y2, z1, z2
and x1, x2, y1, y2, z1, z2 determined by
xy ∼ x1y1, x1z ∼ z1x2 and y1z1 ∼ z2y2
yz ∼ z1y1, xz1 ∼ y2x1 and x1y1 ∼ x2y2
satisfy x2 = x
2, y2 = y
2 and z2 = z
2.
Let E be a k-coloured graph, and C be an associative complete collection of squares in
E. We now recall from [10, Theorems 4.4 and 4.5] that this data gives rise to a unique
k-graph ΛE,C. For each p ∈ Nk, let Λ
p
E,C be the set of all C-compatible coloured-graph
morphisms λ : Ek,p → E. Define
d(λ) := p, r(λ) := λ(0), and s(λ) := λ(p).
In [10, Theorem 4.4] it is proved that if λ : Ek,p → E and µ : Ek,q → E are C-compatible
coloured-graph morphisms such that s(λ) = r(µ), then there exists a unique C-compatible
coloured-graph morphism µν : Ek,p+q → E that restricts to be λ and µ. Under this
composition, and the structure maps above,
ΛE,C :=
⋃
p∈Nk
ΛpE,C(4.1)
is a k-graph.
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Given E, C and a C-compatible coloured-graph morphism λ : Ek,p → E, we say x ∈ E∗
traverses λ if ω(c(x)) = p and λ(ω(c(x1 . . . xl−1)) + vc(xl)) = xl for all 0 < l ≤ |p|. When
p = 0, then x ∈ E0 and we say x traverses λ if x = λ(0). In particular, for each
coloured-graph morphism λ ∈ ΛpE,C, and every decomposition d(λ) = ej1 + ej2 + · · ·+ ejl
the path x := λ(0+ vj1)λ(ej1 + vj2)λ((d(λ)− ej1) + vj1) in E
∗ traverses λ. Conversely, for
every x ∈ E∗ there is a unique coloured-graph morphism λx : Ek,ω(c(x)) → E such that x
traverses λx see [10, Proposition 4.7]. Moreover by [10, Remark 4.12] we have
λxλy = λx,y whenever x, y ∈ E
∗ and r(y) = s(x).(4.2)
4.2. Automata associated to coloured graphs. In this subsection we introduce the
notion of a coloured-graph automaton, and we construct a self-similar groupoid action on
a k-graph from a coloured-graph automaton.
Definition 4.1. Let E be a k-coloured graph with colour map c, and let C be an associa-
tive complete collection of squares in E. An (E, C)-automaton is a finite set A containing
E0, together with functions rA, sA : A→ E0 such that rA(v) = v = sA(v) if v ∈ E0 ⊆ A,
and a function
(4.3) A ×sA rE E
1 ∋ (a, e) 7→ (a · e, a|e) ∈ E
1 ×sE rA A
such that for all a ∈ A we have
(A1) e 7→ a · e is a bijection of sA(a)E1 onto rA(a)E1;
(A2) c(a · e) = c(e) for all e ∈ sA(a)E
1;
(A3) sA(a|e) = sE(e) for all e ∈ sA(a)E1;
(A4) rE(e) · e = e and rE(e)|e = sE(e) for all e ∈ E1;
(A5) for each λ ∈ C with λ := ef ∼ f ′e′ we have (a · e)(a|e · f) ∼ (a · f ′)(a|f ′ · e′); and
(A6) for each λ ∈ C with λ := ef ∼ f ′e′ we have (a|e)|f = (a|f ′)|e′.
We find the following diagram a helpful illustration of properties (A5) and (A6), where
a ∈ A maps the top commuting square to the bottom via the vertical arrows.
e
a.e
a
a|e
f ′ f
(a|e)|f = (a|f ′)|e′
a|f ′
e′
a|f ′.e′a.f ′
a|e.f
Definition 4.2. For a ∈ A, and x1 · · ·xl ∈ sA(a)E∗ we define
(4.4) a|x1···xl := (· · · ((a|x1)|x2) · · · )|xl
and
(4.5) a · (x1 · · ·xl) := (a · x1)(a|x1 · x2) · · · (a|x1···xl−1 · xl).
For simplicity, we write r, s for the range and source maps of k-coloured graphs and
their corresponding k-graphs as in (4.1).
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Lemma 4.3. Let A be an (E, C)-automaton.
(1) For all x ∈ sA(a)E∗ and y ∈ s(x)E∗ we have a · (xy) = (a · x)(a|x · y).
(2) For all a ∈ A and l ∈ N, the map x 7→ a ·x is a bijection of sA(a)El onto rA(a)El.
Proof. Part (1) follows from (4.4) and (4.5). We prove (2) by induction on l. The base
case l = 1 is precisely (A1). Now suppose that the claim is true for l. To prove the case
l+1, note that x 7→ a · x is a colour preserving map from sA(a)E
l+1 to rA(a)E
l+1. To see
that this map is injective, let x, x′ ∈ sA(a)El+1 such that a · x = a · x′. Write x = ey and
x′ = e′y′, where e, e′ ∈ E1 and y, y′ ∈ El. Then by part (1), we have
(a · e)(a|e · y) = a · x = a · x
′ = (a · e′)(a|e′ · y′).
It follows that a · e = a · e′ and a|e · y = a|e′ · y′. The relation (A1) implies that e = e′ and
hence a|e = a|e′. Now applying the inductive hypothesis with a|e · y = a|e · y′ shows that
y = y′ and hence x = x′.
For surjectivity, let x ∈ rA(a)E
l+1. Write x = ey where e ∈ rA(a)E
1 and y ∈ s(e)El.
By (A1), there is an e′ ∈ sA(a)E1 such that e = a ·e′ and rA(a|e′) = s(a ·e′) = s(e) = r(y).
Therefore y ∈ rA(a|e′)El and applying the inductive hypothesis gives y′ ∈ sA(a|e′)El such
that y = a · y′. Applying (A3) gives r(y′) = sA(a|e′) = s(e′). Part (1) now implies that
a · (e′y′) = (a · e′)(a|e′ · y′) = ey = x, giving surjectivity. 
Definition 4.4. We say two paths x = x1 · · ·xl and y = y1 · · · yl in E∗ differ by a square
if there is an 1 ≤ i ≤ l − 1 such that xixi+1 ∼ yiyi+1 and xj = yj for all j 6= i, i+ 1.
Lemma 4.5. Let A be an (E, C)-automaton. If x1 · · ·xl, y1 · · · yl ∈ E∗ differ by a square,
then
(1) a|x1···xl = a|y1···yl, and
(2) a · (x1 · · ·xl) and a · (y1 · · · yl) differ by a square.
Proof. Let α, β ∈ E∗ such that x1 · · ·xl = αxixi+1β and y1 · · · yl = αyiyi+1β. For (1), let
b := a|α. Then (A6) gives
a|x1...xl =
(
b|xixi+1
)
|β =
(
b|yiyi+1
)
|β = a|y1...yl .
For (2), first note that αxixi+1 and αyiyi+1 differ by a square, and hence by (1) we have
a|αxixi+1 · β = a|αyiyi+1 · β. Using this identity gives
a · (x1 · · ·xl) = (a · α)(a|α · xi)(a|αxi · xi+1)(a|αxixi+1 · β)
= (a · α)(a|α · xi)(a|αxi · xi+1)(a|αyiyi+1 · β).
Since we know from (A5) that (a|α · xi)(a|αxi · xi+1) ∼ (a|α · yi)(a|αyi · yi+1), we see that
a · (x1 · · ·xl) differs from
a · (y1 · · · yl) = (a · α)(a|α · yi)(a|αyi · yi+1)(a|αyiyi+1 · β)
by a square. 
Proposition 4.6. Let A be an (E, C)-automaton, and let Λ := ΛE,C be the associated
k-graph constructed in (4.1). For a ∈ A, and x, y ∈ E∗ traversing the same element of
sA(a)Λ, we have λa·x = λa·y. For each p ∈ Nk we then have a bijection ga,p : sA(a)Λp →
rA(a)Λ
p given by
(4.6) ga,p(µ) = λa·x, where x ∈ E∗ traverses µ.
Moreover, ga := {ga,p : p ∈ Nk} is a partial isomorphism of sA(a)Λ onto rA(a)Λ so that
dom(ga) = sA(a), cod(ga) = rA(a).
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Proof. We first note that if ef ∼ f ′g′, then we have λef = λf ′e′ . Hence if x, y ∈ E∗ differ
by a square, then there are α, β ∈ E∗ with x = αxixi+1β, y = αyiyi+1β, and
λx = λαλxixi+1λβ = λαλyiyi+1λβ = λy.
Now let a ∈ A, µ ∈ sA(a)Λ, and x, y ∈ E∗ that both traverse µ. Then there exists a finite
sequence {αj : 1 ≤ j ≤ l} of paths in E∗ such that α1 = x, αl = y, and αj and αj+1 differ
by a square for all 1 ≤ j ≤ l − 1. It now follows from Lemma 4.5(2) that
λa·x = λa·α1 = λa·α2 = · · · = λa·αl = λa·y.
For each a ∈ A and p ∈ Nk, the formula ga,p(µ) := λa·x does not depend on the choice
of path x ∈ E∗ that traverses µ, and hence we get a well-defined function ga,p : sA(a)Λp →
rA(a)Λ
p.
We now prove that ga,p is bijective for each p ∈ Nk. For injectivity, we argue by
induction on |p| :=
∑k
i=1 pi. The base case |p| = 1 follows from (A1). So we assume that
the claim holds for |p| = l ≥ 1. Suppose that |p| = l + 1 and let µ, ν ∈ sA(a)Λ
p such
that ga,p(µ) = ga,p(ν). Since |p| > 1, there is 1 ≤ j ≤ k with pj > 0. Factor µ = µ′µ′′
and ν = ν ′ν ′′ such that d(µ′) = d(ν ′) = ej. Let x, y ∈ E1 such that x traverses µ′,
and y traverses ν ′. Let x1 . . . xl, y1 . . . yl ∈ E∗ such that x1 . . . xl traverses µ′′ and y1 . . . yl
traverses ν ′′. Since we know from (A2) that the action is colour preserving, we have
a · x = λa·(xx1...xl)(vj) = ga,p(µ)(vj) = ga,p(ν)(vj) = λa·(yy1...yl)(vj) = a · y,
and so x = y. Hence µ′ = λx = λy = ν ′. Now we have
λa·xλa|x·(x1...xl) = ga,p(µ) = ga,p(ν) = λa·yλa|y ·(y1...yl) =⇒ λa|x·(x1...xl) = λa|y ·(y1...yl)
=⇒ ga|x,p−ej(µ
′′) = ga|y,p−ej(ν
′′).
The inductive hypothesis now gives µ′′ = ν ′′. Hence µ = ν.
To see that ga,p is onto, let µ ∈ rA(a)Λp and take x ∈ rA(a)E|p| that traverses µ. By
Lemma 4.3(2), there is y ∈ sA(a)E|p| such that a · y = x. Let ν be the unique element of
Λ that is traversed by a · y. Then ga,p(ν) = λa·y = λx = µ. Thus ga,p is onto.
We have now proved that ga := {ga,p : p ∈ N
k} satisfies Definition 3.1(1). For Defini-
tion 3.1(2), let µ ∈ sA(a)Λp, and take an edge ξ ∈ s(µ)Λej . Let x ∈ E|p| and y ∈ s(µ)E1
such that x traverses µ, and y traverses ξ. Note that xy will traverse µξ. Now we have
ga(µξ) = ga,p+ej(µξ) = λxy = λxλy = ga,p(µ)λy = ga(µ)λy ∈ ga(µ)Λ
ej .
Hence Definition 3.1(2) holds, and so ga is a partial isomorphism. 
Remark 4.7. If a = v ∈ A ∩ E0, then since rA(v) = v = sA(v), and v · e = e and v|e = v
for each edge e ∈ vE1, it follows that v · x = x for all x ∈ E∗. Now, given µ ∈ vΛp, and
x ∈ E∗ that traverses µ, we have gv(µ) = λv·x = λx = µ. Hence gv is the identity on vΛ.
We can now prove that each (E, C)-automaton A gives rise to a groupoid action on the
k-graph ΛE,C.
Theorem 4.8. Let A be an (E, C)-automaton, and let Λ := ΛE,C be the associated k-graph
constructed in (4.1). For each a ∈ A, let ga be the partial isomorphism of Λ described
in Proposition 4.6, and let GA be the subgroupoid of PIso(Λ) generated by {ga : a ∈ A}.
Then (GA,Λ) is a self-similar groupoid action.
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Proof. First note that since GA is a subgroupoid of PIso(Λ), it acts faithfully on Λ by
definition.
Fix a ∈ A. Let ξ ∈ dom(ga)Λei and µ ∈ s(ξ)Λp. Suppose that e ∈ E1 traverses ξ, and
x ∈ E|p| traverses µ. Now, (4.2) implies that
(4.7) ga(ξµ) = λa·(ex) = λ(a·e)(a|e·x) = λa·eλa|e·x = ga(ξ)ga|e(µ),
and therefore ga satisfies the self-similar condition (3.1).
It now suffices to prove that inverses and the composition of the generators of GA
also satisfy (3.1). Consider g−1a ∈ GA. Let η ∈ cod(ga)Λ
ei for some i, and ν ∈ s(η)Λp.
Let ξ ∈ dom(ga)Λ
ei and µ ∈ s(ξ)Λ such that g−1a (ην) = ξµ. Then by (4.7) we have
ην = ga(ξµ) = ga(ξ)ga|e(µ). The factorisation property implies that η = ga(ξ) and
ν = ga|e(µ). Thus we have ξ = g
−1
a (η) and µ = g
−1
a|e(ν), and so
g−1a (ην) = g
−1
a (η)g
−1
a|e(ν).
Hence g−1a satisfies (3.1).
Now let gb, ga ∈ GA be composable. Let η ∈ dom(ga)Λei for some i, and ν ∈ s(η)Λ.
Since ga act self-similarly, there exists a unique ga′ ∈ GA such that ga(ξµ) = ga(ξ)ga′(µ).
Since ga(ξ) is an edge in Λ and since gb acts self-similarly, there is a unique element
gb′ ∈ GA such that (gbga)(ξµ) = gb(ga(ξ))gb′
(
ga′(µ)
)
= (gbga)(ξ)
(
gb′ga′
)
(µ). Thus gbga
acts self-similarly. 
Example 4.9. Let Γ be a 1-coaligned (k+1)-graph, in the sense that for all 1 ≤ i 6= j ≤ k+1
and (λ, µ) ∈ Γei × Γej with s(λ) = s(µ), there exists a unique pair (η, ζ) ∈ Γej × Γei
such that ηλ = ζµ. Fix 1 ≤ i ≤ k + 1. Let A := Γei ∪ Γ0, EΓ be the skeleton of Γ
and CΓ the complete collection of squares associated to Γ (see [10, Definition 4.1]). Let
E := (E0Γ, E
1
Γ \ c
−1(ci), r, s), and C be the collection of squares in CΛ which do not involve
edges of colour ci. Define rA, sA : A → E
0 as range and source maps of Γ. For each
v ∈ A ∩ Γ0 and e ∈ E1 with r(e) = v, define v · e = e and v|e = s(e). For each a ∈ A
and e ∈ E1 with r(e) = sA(a), since a, e are two edges of Γ with different degrees, there
is a unique b ∈ A and f ∈ E1 ∩ c−1(c(e)) such that ae = fb. We define a|e := b and
a · e = f , and we claim that A is an (E, C)-automaton. Property (A1) follows from the
factorisation property and the 1-coalignedness of Γ. Properties (A2)–(A4) hold true by
construction. To see (A5) and (A6), let a ∈ A, e ∈ sA(a)E1, and ef ∼ f ′e′. Then
aef = (a · e)(a|e)f = (a · e)(a|e · f)((a|e)|f)
and
af ′e′ = (a · f ′)(a|f ′)e′ = (a · f ′)(a|f ′ · e′)((a|f ′)|e′).
The factorisation property now gives (A5) and (A6).
Remark 4.10. Suppose that E is a k-coloured graph and C is an associative complete
collection of squares in E. If A is an (E, C)-automaton such that the map (4.3) is a
bijection, then by giving an additional colour to the elements of A we obtain a (k + 1)-
coloured graph F . Since the map (4.3) is a bijection, for each pair (a, e) ∈ A ×sA rE E
1,
ae ∼ (a · e)a|e is a square in F . Adding these squares to C, we get a complete collection
of squares for F that is associative by (A5) and (A6). We note that for a general (E, C)-
automaton A, one may not be able to find a complete and associative collection of squares
for the new graph.
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We next give two examples (E, C)-automata for E a 2-coloured graph.
Example 4.11. Consider the 2-coloured graph E in Figure 1 with the complete collection
of squares
C : e1f1 ∼ f1e1, e1f2 ∼ f2e1, e2f1 ∼ f1e3, e2f2 ∼ f2e2, e3f1 ∼ f1e2 and e3f2 ∼ f2e3.
v
e1
e2
e3
f2
f1
Figure 1. The 2-graph Λ of Example 4.11.
Using (4.1) we obtain a 2-graph Λ := Λ(E,C). To define an (E, C)-automaton, let
A := {a} ∪ E0 = {a, v} with sA(a) = v = rA(a). We define
a · e1 = e1, a|e1 = v; a · f1 = f1, a|f1 = a;
a · e2 = e3, a|e2 = v; a · f2 = f2, a|f2 = a;
a · e3 = e2, a|e3 = v,
and note that the restrictions on E0 are specified in (A4) of Definition (4.1). To verify
(A1) and (A2), we immediately read off that a is a colour preserving bijection on E1.
Both (A3) and (A4) also follow immediately since E0 consists of a single vertex. We
check (A5) and (A6) for the commuting squares C:
(a · e1)(a|e1 · f1) = e1f1 ∼ f1e1 = (a · f1)(a|f1 · e1) (a|e1)f1 = v = (a|f1)|e1;
(a · e1)(a|e1 · f2) = e1f2 ∼ f2e1 = (a · f2)(a|f2 · e1) (a|e1)f2 = v = (a|f2)|e1;
(a · e2)(a|e2 · f1) = e3f1 ∼ f1e2 = (a · f1)(a|f1 · e3) (a|e3)f1 = v = (a|f1)|e2;
(a · e2)(a|e2 · f2) = e3f2 ∼ f2e3 = (a · f2)(a|f2 · e2) (a|e3)f2 = v = (a|f2)|e3;
(a · e3)(a|e3 · f1) = e2f1 ∼ f1e3 = (a · f1)(a|f1 · e2) (a|e2)f1 = v = (a|f1)|e3;
(a · e3)(a|e3 · f2) = e2f2 ∼ f2e2 = (a · f2)(a|f2 · e3) (a|e2)f2 = v = (a|f2)|e2.
Theorem 4.8 gives us a self-similar groupoid action (GA,Λ). Notice that since there is
only one vertex, all elements of GA are composable. Hence GA is a group.
The next example is inspired by the basilica group defined in [23].
Example 4.12. Consider the 2-coloured graph E in Figure 2 with the complete collection
of squares
C : e1f1 ∼ f3e1, e1f2 ∼ f4e1, e2f3 ∼ f1e2, e2f4 ∼ f2e2, e3f1 ∼ f1e3 and e3f2 ∼ f2e3.
Using (4.1) we obtain a 2-graph Λ := Λ(E,C).
To define an (E, C)-automaton, let A := {av, aw, bv, bw} ∪ E0 where each element has
range and source equal to its subscript. We define the action and restriction maps by:
av · e2 = e2, av|e2 = aw bv · e2 = e2, bv|e2 = bw
SELF-SIMILAR ACTIONS OF GROUPOIDS ON k-GRAPHS 15
ve3 f1f2 w
e2
e1
f3 f4
Figure 2. The 2-graph Λ of Example 4.12.
av · e3 = e3, av|e3 = av bv · e3 = e3, bv|e3 = bv
av · f1 = f2, av|f1 = bv bv · f1 = f1, bv|f1 = av
av · f2 = f1, av|f2 = v bv · f2 = f2, bv|f2 = v
aw · e1 = e1, aw|e1 = av bw · e1 = e1, bw|e1 = bv
aw · f3 = f4, aw|f3 = bw bw · f3 = f3, bw|f3 = aw
aw · f4 = f3, aw|f4 = w bw · f4 = f4, bw|f4 = w,
and note that the restrictions on E0 are specified in (A4) of Definition 4.1. Since elements
of A are colour preserving bijections on E1, (A1) and (A2) are immediate. Both (A3)
and (A4) are easily checked using the restrictions maps above. We check (A5) and (A6)
for the commuting squares C:
(aw · e1)(aw|e1 · f1) = e1f2 ∼ f4e1 = (aw · f3)(aw|f3 · e1) aw|e1f1 = bv = aw|f3e1
(aw · e1)(aw|e1 · f2) = e1f1 ∼ f3e1 = (aw · f4)(aw|f4 · e1) aw|e1f2 = v = aw|f4e1
(av · e2)(av|e2 · f3) = e2f4 ∼ f2e2 = (av · f1)(av|f1 · e2) av|e2f3 = bw = av|f1e2
(av · e2)(av|e2 · f4) = e2f3 ∼ f1e2 = (av · f2)(av|f2 · e2) av|e2f4 = w = av|f2e2
(av · e3)(av|e3 · f1) = e3f2 ∼ f2e3 = (av · f1)(av|f1 · e3) av|e3f1 = bv = av|f1e3
(av · e3)(av|e3 · f2) = e3f1 ∼ f1e3 = (av · f2)(av|f2 · e3) av|e3f2 = v = av|f2e3
(bw · e1)(bw|e1 · f1) = e1f1 ∼ f3e1 = (bw · f3)(bw|f3 · e1) bw|e1f1 = av = bw|f3e1
(bw · e1)(bw|e1 · f2) = e1f2 ∼ f4e1 = (bw · f4)(bw|f4 · e1) bw|e1f2 = v = bw|f4e1
(bv · e2)(bv|e2 · f3) = e2f3 ∼ f1e2 = (bv · f1)(bv|f1 · e2) bv|e2f3 = aw = bv|f1e2
(bv · e2)(bv|e2 · f4) = e2f4 ∼ f2e2 = (bv · f2)(bv|f2 · e2) bv|e2f4 = w = bv|f2e2
(bv · e3)(bv|e3 · f1) = e3f1 ∼ f1e3 = (bv · f1)(bv|f1 · e3) bv|e3f1 = av = bv|f1e3
(bv · e3)(bv|e3 · f2) = e3f2 ∼ f2e3 = (bv · f2)(bv|f2 · e3) bv|e3f2 = v = bv|f2e3
Theorem 4.8 gives us a self-similar groupoid action (GA,Λ).
Remark 4.13. In Example 4.12, if for g ∈ {av, aw, bv, bw}, we define g · e := gr(e) · e and
g|e := gr(e)|e then we obtain a group rather than a groupoid. The group we obtain has
exactly the same relations as the basilica group.
5. Product systems from self-similar actions
Our goal is to associate C∗-algebras to self-similar groupoid actions on k-graphs. In
this section we construct a product system of right Hilbert bimodules from a self-similar
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groupoid action on a k-graph, and then in Section 6, we will prove that the C∗-algebras
associated to this product system are universal for generators and relations.
Let E be a finite directed graph, and (G,E) is a self-similar groupoid action in the
sense of [18]. Let X(E) be the corresponding graph bimodule as in [27, Chapter 8].
Recall from [18, pages 282–284] that M(G,E) := X(E) ⊗C(E0) C
∗(G) is a right Hilbert
C∗(G)-bimodule with the module actions
(5.1) (x⊗ a) · ig = (x⊗ aig),
ig · (δλ ⊗ a) =
{
(δg·λ ⊗ ig|λa) if r(λ) = dom(g)
0 otherwise.
and inner product
(5.2) 〈x⊗ a, y ⊗ b〉 = a∗〈x, y〉b.
The bimodule M(G,E) is spanned by {δλ ⊗ ig : g ∈ G, λ ∈ E
1, s(λ) = cod(g)}, and the
elements {δλ ⊗ 1 : λ ∈ E1} form a Parseval frame for M(G,E) with the reconstruction
formula
(5.3) m =
∑
λ∈E1
δλ ⊗ 〈δλ ⊗ 1, m〉, for m ∈M(G,E).
We now consider a self-similar groupoid action on a k-graph, and we generalise the
construction of M(G,E) to a product system of right Hilbert bimodules.
Proposition 5.1. Let Λ be a finite k-graph and suppose that (G,Λ) is a self-similar
groupoid action. For each nonzero p ∈ Nk, Λp := (Λ
0,Λp, r|Λp, s|Λp) is a directed graph,
and (G,Λp) is a self-similar groupoid action on a directed graph. With M0 := C
∗(G), and
Mp := M(G,Λp) the right Hilbert C
∗(G)-bimodule associated to (G,Λp), M :=
⊔
p∈Nk Mp
is a product system with multiplication characterised by
(δλ ⊗ ig)(δµ ⊗ ih) =
{
δλ(g·µ) ⊗ i(g|µ)h if r(µ) = dom(g)
0 otherwise,
(5.4)
for nonzero p, q ∈ Nk, δλ ⊗ ig ∈ Mp, δµ ⊗ ih ∈ Mq. Moreover, each Mp is essential, the
left action of M0 on each Mp is by compact operators, and M is compactly aligned.
We first note that it follows immediately from the definitions that for each nonzero
p ∈ Nk, Λp := (Λ0,Λp, r|Λp, s|Λp) is a directed graph, and (G,Λp) is a self-similar groupoid
action on a directed graph in the sense of [19].
We set M0 := C
∗(G), and Mp := M(G,Λp) for each nonzero p ∈ Nk. Whenever we
write δλ ⊗ ig ∈Mp, we assume that s(λ) = cod(g).
Lemma 5.2. Let Λ be a finite k-graph and suppose that (G,Λ) is a self-similar groupoid
action. For each nonzero p, q ∈ Nk, there is an isomorphism πp,q from Mp⊗C∗(G)Mq onto
Mp+q such that
πp,q
(
(δλ ⊗ ig)⊗ (δµ ⊗ ih)
)
=
{
δλ(g·µ) ⊗ i(g|µ)h if r(µ) = dom(g)
0 otherwise,
(5.5)
for all g, h ∈ G, λ ∈ Λp, and µ ∈ Λq with s(λ) = cod(g) and s(µ) = cod(h).
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Proof. Since the elements {δλ ⊗ ig : λ ∈ Λp, g ∈ G, s(λ) = cod(g)} span Mp, the formula
π
(
δλ ⊗ ig, δµ ⊗ ih
)
=
{
δλ(g·µ) ⊗ i(g|µ)h if r(µ) = dom(g)
0 otherwise.
(5.6)
gives a map π : Mp×Mq →Mp+q. Clearly π is bilinear. We also have π surjective, since for
any ν ∈ Λp+q and h ∈ G with s(ν) = cod(h), we have π(δν(0,p)⊗iν(p), δν(p,p+q)⊗ih) = δν⊗ih.
By the universal property of the algebraic tensor productMp⊙Mq, π descends to a unique
surjective linear map π˜ : Mp ⊙Mq → Mp+q such that π˜((δλ ⊗ ig) ⊙ (δµ ⊗ ih)) = π
(
δλ ⊗
ig, δµ⊗ih
)
. Since for each f ∈ G with cod(f) = dom(g) we have π˜((δλ⊗ig)·if⊙(δµ⊗ih)) =
π˜((δλ⊗ ig)⊙ if · (δµ⊗ ih)), π˜ induces a surjective linear map πp,q :Mp⊙C∗(G)Mq → Mp+q
that satisfies (5.5).
To see that πp,q preserves left actions, let (δλ ⊗ ig) ⊗ (δµ ⊗ a) ∈ Mp ⊙C∗(G) Mq and
if ∈ C∗(G). Since if · (δλ ⊗ ig) = δdom(f),r(λ)(δf ·λ ⊗ if |λg), the formula (5.5) implies that
πp,q
(
if ·
(
(δλ ⊗ ig)⊗ (δµ ⊗ a)
))
= πp,q
((
if · (δλ ⊗ ig)
)
⊗ (δµ ⊗ a)
)
=
{
δ(f ·λ)((f |λg)·µ) ⊗ i(f |λg)|µa if r(λ) = dom(f) and dom(g) = r(µ)
0 otherwise.
We also have
if · πp,q
(
(δλ ⊗ ig)⊗ (δµ ⊗ a)
)
= δdom(g),r(µ)if · (δλ(g·µ) ⊗ ig|µa)
=
{
δf ·(λ(g·µ)) ⊗ if |λ(g·µ)g|µa if r(µ) = dom(g) and dom(f) = r(λ)
0 otherwise.
Now, (S1) and (S6) from Lemma 3.4 imply that f · (λ(g · µ)) = (f · λ)((f |λ)g) · µ and
((f |λ)g)|µ = f |λ(g·µ)g|µ, and it follows that πp,q preserves left actions.
A straightforward calculation shows that
πp,q
(
(δλ ⊗ ig)⊗ (δµ ⊗ a)
)
· if = δdom(g),r(µ)δλ(g·µ) ⊗ ig|µaif = πp,q
(
(δλ ⊗ ig)⊗ (δµ ⊗ a) · if
)
,
and hence πp,q preserves right actions.
To see that πp,q preserves inner products, let (δλ ⊗ ig)⊗ (δµ ⊗ a), (δν ⊗ ih)⊗ (δτ ⊗ b) ∈
Mp ⊙C∗(G) Mq. We have〈
(δλ ⊗ ig)⊗ (δµ ⊗ a), (δν ⊗ ih)⊗ (δτ ⊗ b)
〉
=
〈
δµ ⊗ a,
〈
δλ ⊗ ig, δν ⊗ ih
〉
· (δτ ⊗ b)
〉
=
{〈
δµ ⊗ a, ig−1h · (δτ ⊗ b)
〉
if λ = ν and cod(h) = cod(g)
0 otherwise.
=
{〈
δµ ⊗ a, δ(g−1h)·τ ⊗ i(g−1h)|τ b
〉
if λ = ν and cod(h) = cod(g)
0 otherwise.
=
{
a∗is((g−1h)·τ)i(g−1h)|τ b if λ = ν, cod(h) = cod(g) and (g
−1h) · τ = µ
0 otherwise.
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Since s((g−1h) · τ) = cod((g−1h)|τ ), we have is((g−1h)·τ)i(g−1h)|τ = i(g−1h)|τ , and hence〈
(δλ ⊗ ig)⊗ (δµ ⊗ a),(δν ⊗ ih)⊗ (δτ ⊗ b)
〉
=
{
a∗i(g−1h)|τ b if λ = ν, cod(h) = cod(g) and (g
−1h) · τ = µ
0 otherwise.
(5.7)
We also have〈
πp,q
(
(δλ ⊗ ig)⊗ (δµ ⊗ a)
)
, πp,q
(
(δν ⊗ ih)⊗ (δτ ⊗ b)
)〉
=
〈
δλ(g·µ) ⊗ i(g|µ)a, δν(h·τ) ⊗ i(h|τ )b
〉
=
{
a∗i(g|µ)−1i(h|τ )b if λ(g · µ) = ν(h · τ)
0 otherwise.
=
{
a∗i(g|µ)−1(h|τ )b if λ(g · µ) = ν(h · τ) and cod(g|µ) = cod(h|τ )
0 otherwise.
(5.8)
If λ = ν, cod(h) = cod(g) and (g−1h) · τ = µ, then λ(g ·µ) = ν(g · ((g−1h) · τ)) = ν(h · τ)
and cod(g|µ) = s(g · µ) = s(h · τ) = cod(h|τ ). Conversely if λ(g · µ) = ν(h · τ), then the
factorisation property implies that λ = ν and h · τ = g · µ. Then cod(g) = r(g · µ) =
r(h · τ) = cod(h) and (g−1h) · τ = g−1(h · τ) = g−1(g · µ) = µ. Now, using (S7) we see
that (g|µ)−1 = (g|(g−1h)·τ )−1 = (g|g−1(h·τ))−1 = g−1|h·τ . So (g|µ)−1(h|τ ) = g−1|h·τ(h|τ ) =
(g−1h)|τ . Hence (5.7) and (5.8) are equal and therefore πp,q preserves inner products.
It then follows that πp,q is an isometry on Mp ⊙C∗(G) Mq, and hence it extends to an
isomorphism πp,q of Mp ⊗C∗(G) Mq onto Mp+q which satisfies (5.5). 
Remark 5.3. Let M0 be the bimodule generated by {δcod(g)⊗ ig : g ∈ G} as in Lemma 5.2
and consider the standard bimodule C∗(G)C
∗(G)C∗(G). The canonical map (δcod(g), ig) 7→
ig : X(Λ
0)⊙C∗(G)C∗(G)→ C∗(G) preserves the actions and the inner products and hence
extends to a (right Hilbert bimodules) isomorphism from M0 onto C∗(G)C
∗(G)C∗(G). Now
for (δcod(g) ⊗ ig) ∈M0 and (δλ ⊗ ih) ∈Mp with cod(h) = s(λ) and p 6= 0, we have
(δλ ⊗ ih)(δcod(g) ⊗ ig) = δdom(h),cod(g)(δλ(h·dom(h)) ⊗ ih|dom(h)g) = (δλ ⊗ ih) · ig.
and
(δcod(g) ⊗ ig)(δλ ⊗ ih) = ig · (δλ ⊗ ih),
and the formula (5.5) for π0,p : M0 ⊗Mp → M0 and π0,p : Mp ⊗M0 → M0 coincide with
the left and right actions of C∗(G) on Mp respectively. Thus, to ease the computations,
from now on, whenever we need to view C∗(G) as the standard bimodule, we will identify
C∗(G) with M0 and use the formula (5.5) for the actions.
We need to following lemma to prove the compact alignment of our product system.
For each p ∈ Nk, and δλ ⊗ ig, δµ ⊗ ih ∈Mp, we define Θλ,g,µ,h to be the rank-one operator
Θλ,g,µ,h := Θ(δλ⊗ig),(δµ⊗ih) ∈ K(Mp).
Lemma 5.4. Let p, q ∈ Nk, δλ1 ⊗ ig1 , δλ2 ⊗ ig2 ∈ Mp and δµ1 ⊗ ih1, δµ2 ⊗ ih2 ∈ Mq. Then
the product (
Θλ1,g1,λ2,g2
)p∨q
p
(
Θµ1,h1,µ2,h2
)p∨q
q
(5.9)
SELF-SIMILAR ACTIONS OF GROUPOIDS ON k-GRAPHS 19
is equal to ∑
(η,ζ)∈Λmin(λ2,µ1)
Θλ1((g1g−12 )·η) , (g1g−12 )|η , µ2((h2h−11 )·ζ) , (h2h−11 )|ζ(5.10)
whenever dom(h1) = dom(h2) = s(µ1) and dom(g1) = dom(g2) = s(λ2), and is zero
otherwise.
Proof. We follow the technique of [28, Theorem 5.4]. We start by evaluating the product
in (5.9) on an element m = x ⊗ a ∈ Mp∨q, where x ∈ Cc(Λp). Then x =
∑
ν∈Λp∨q x(ν)δν ,
and we have(
Θλ1,g1,λ2,g2
)p∨q
p
(
Θµ1,h1,µ2,h2
)p∨q
q
(x⊗ a)
=
∑
ν∈Λp∨q
x(ν)
(
Θλ1,g1,λ2,g2
)p∨q
p
(
Θµ1,h1,µ2,h2
)p∨q
q
(δν ⊗ a).(5.11)
Fix ν ∈ Λp∨q, and factor ν as ν1ν2 with ν1 ∈ Λq. Then δν ⊗ a = (δν1 ⊗ ir(ν2))(δν2 ⊗ a), and
we have(
Θµ1,h1,µ2,h2
)p∨q
q
(δν ⊗ a) = Θµ1,h1,µ2,h2(δν1 ⊗ ir(ν2))(δν2 ⊗ a)
=
(
(δµ1 ⊗ ih1) ·
〈
δµ2 ⊗ ih2 , δν1 ⊗ ir(ν2)
〉)
(δν2 ⊗ a)
=
{(
δµ1 ⊗ ih1h−12 idr(ν2)
)
(δν2 ⊗ a) if ν1 = µ2, dom(h1) = dom(h2)
0 otherwise
=
{
δµ1(h1h−12 ·ν2) ⊗ i(h1h−12 )|ν2a if ν1 = µ2, dom(h1) = dom(h2)
0 otherwise.
(5.12)
Now suppose that ν1 = µ2, dom(h1) = dom(h2) and let βν := µ1(h1h
−1
2 · ν2) . Applying
the computation of (5.12) shows that(
Θλ1,g1,λ2,g2
)p∨q
p
(δβν ⊗ i(h1h−12 )|ν2a)
=
{
δλ1((g1g−12 )·βν(p,p∨q)) ⊗ i(g1g−12 )|βν(p,p∨q)(h1h−12 )|ν2a if βν(0, p) = λ2, dom(g1) = dom(g2)
0 otherwise.
Since ν2 = (h2h
−1
1 ) · βν(q, p ∨ q), identity (S7) from Lemma 3.4 implies that (h1h
−1
2 )|ν2 =
(h2h
−1
1 )|
−1
βν(q,p∨q), and hence we have
(
Θλ1,g1,λ2,g2
)p∨q
p
(δβν ⊗ i(h1h−12 )|ν2a)
(5.13)
=
{
δλ1((g1g−12 )·βν(p,p∨q)) ⊗ i(g1g−12 )|βν (p,p∨q)(h2h−11 )|−1βν (q,p∨q)
a if βν(0, p) = λ2, dom(g1)=dom(g2)
0 otherwise.
The above computations show that the product in (5.9) is zero unless dom(h1) = dom(h2) =
s(µ1) and dom(g1) = dom(g2) = s(λ2), which is the second assertion of the lemma.
Assume dom(h1) = dom(h2) = s(µ1) and dom(g1) = dom(g2) = s(λ2). To see that
the expressions in (5.9) and (5.10) agree, we first we first observe that the map ν 7→
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βν(p, p∨q), βν(q, p∨q)
)
is an isomorphism from µ2Λ
(p∨q)−q onto Λmin(λ2, µ1), with inverse
(η, ζ) 7→ µ2(h2h
−1
1 ) · ζ . Now, it follows from (5.11) and (5.13) that(
Θλ1,g1,λ2,g2
)p∨q
p
(
Θµ1,h1,µ2,h2
)p∨q
q
(x⊗ a)
=
∑
(η,ζ)∈Λmin(λ2,µ1)
x
(
µ2(h2h
−1
1 ) · ζ
)
δλ1((g1g−12 )·η) ⊗ i(g1g−12 )|η(h2h−11 )|−1ζ a.(5.14)
For (5.10), using x =
∑
ν∈Λp∨q x(ν)δν , we have∑
(η,ζ)∈Λmin(λ2,µ1)
Θλ1(g1g−12 )·η , (g1g−12 )|η , µ2(h2h−11 )·ζ , (h2h−11 )|−1ζ (x⊗ a)
=
∑
(η,ζ)∈Λmin(λ2,µ1)
∑
ν∈Λp∨q
x(ν)Θλ1(g1g−12 )·η , (g1g−12 )|η , µ2(h2h−11 )·ζ , (h2h−11 )|−1ζ (δν ⊗ a)
=
∑
(η,ζ)∈Λmin(λ2,µ1)
∑
ν∈Λp∨q
x(ν)
((
δλ1(g1g−12 )·η ⊗ i(g1g−12 )|η
)
·
〈
δµ2(h2h−11 )·ζ ⊗ i(h2h−11 )|−1ζ , δν ⊗ a
〉)(5.15)
Evaluating the inner product and applying the right action shows that this expression is
the right-hand side of (5.14), and we see that the expressions in (5.9) and (5.10) agree. 
Proof of Proposition 5.1. The arguments in the proof of Lemma 5.2 show that there is a
well-defined multiplication on M :=
⊔
p∈Nk Mp characterised by
(δλ ⊗ ig)(δµ ⊗ ih) =
{
δλ(g·µ) ⊗ i(g|µ)h if r(µ) = dom(g)
0 otherwise,
(5.16)
for nonzero p, q ∈ Nk, δλ ⊗ ig ∈ Mp, δµ ⊗ ih ∈ Mq. Straightforward computations using
the properties in Lemma 3.4 show that this multiplication is associative. Condition (P1)
holds by construction. Conditions (P2) and (P3) follow from Lemma 5.2 and Remark 5.3,
respectively. Hence M a product system.
To see that each each bimodule Mp is essential, it suffices to show that the identity
element
∑
v∈Λ0 iv in G acts trivially on each elementary tensor δλ ⊗ ig. This follows from(∑
v∈Λ0
iv
)
· (δλ ⊗ ig) = δr(λ)·λ ⊗ ir(λ)|λig = δλ ⊗ ig.
A straightforward computation using the reconstruction formula (5.3) shows that for each
a ∈ C∗(G) and p ∈ Nk, we have
(5.17) a =
∑
λ∈Λp
Θ(δλ⊗1),a∗(δλ⊗1).
Hence M0 acts by compact operators on each fiber Mp. Finally, Lemma 5.4 implies that
M is compactly aligned. 
6. C∗-algebras of self-similar groupoid actions on k-graphs
Let (G,Λ) be a self-similar groupoid action on a k-graph, and M(G,Λ) be the product
system of Proposition 5.1. Fowler’s theory of product systems [7] gives us two C∗- algebras:
the Nica–Toeplitz algebra T (G,Λ) := NT
(
M(G,Λ)
)
, and the Cuntz–Pimsner algebra
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O(G,Λ) := O
(
M(G,Λ)
)
. In this section we show that these algebras are universal for
families of generators and relations.
Proposition 6.1. Let Λ be a finite k-graph, and (G,Λ) be a self-similar groupoid action.
Define u : G→ T (G,Λ) and t : Λ→ T (G,Λ) by
ug := ψ0(ig), tv := ψ0(iv), and tλ := ψp(δλ ⊗ is(λ)),
for all g ∈ G, v ∈ Λ0, and λ ∈ Λp with p 6= 0. Then the C∗-algebra T (G,Λ) is generated
by u(G) ∪ t(Λ), and we have
(1) u is a unitary representation of G with uv = tv for v ∈ Λ0;
(2) the set {tλ : λ ∈ Λ} is a Toeplitz–Cuntz–Krieger Λ-family in T (G,Λ), with∑
v∈Λ0 tv the identity of T (G,Λ); and
(3) for g ∈ G and λ ∈ Λ, we have
ugtλ =
{
tg·λug|λ if dom(g) = r(λ)
0 otherwise.
(6.1)
Before starting the proof, we note that taking adjoints in (6.1), and then applying (S7)
give us the following useful formula:
t∗λug =
{
ug|g−1·λt
∗
g−1·λ if cod(g) = r(λ)
0 otherwise.
(6.2)
Proof of Proposition 6.1. We know that T (G,Λ) is generated by {ug} ∪ {tλ} because
ψ(δλ ⊗ ig) = tλug, and the span of elementary tensors δλ ⊗ ig are dense in each Mp.
Part (1) follows from the fact that i : G→ C∗(G) is a unitary representation and ψ0 is a
homomorphism. We next verify part (3). Note that
ugtλ = ψ0(ig)ψd(λ)(δλ ⊗ is(λ)) = ψd(λ)
(
ig · (δλ ⊗ is(λ))
)
= δdom(g),r(λ)ψd(λ)(δg·λ ⊗ ig|λis(λ)).
Now, since ig|λis(λ) = ig|λ = icod(g|λ)ig|λ = is(g·λ)ig|λ, we have
ugtλ = δdom(g),r(λ)ψd(λ)(δg·λ ⊗ is(g·λ)ig|λ) = δdom(g),r(λ)tg·λug|λ,
Giving part (3).
For part (2), first note that the point masses {δv : v ∈ Λ0} are mutually orthogonal
projections in C(Λ0), and hence the {tv : v ∈ Λ0} are mutually orthogonal projections
in T (G,Λ). Therefore
∑
v∈Λ0 tv is a projection. Since each fibre Mp is essential, the
homomorphism ψ0 : C
∗(G) → T (G,Λ) is nondegenerate, and we have 1 = ψ0(1) =
ψ0
(∑
v∈Λ0 iv
)
=
∑
v∈Λ0 tv.
It remains to show that {tλ : λ ∈ Λ} satisfies (TCK1)–(TCK3). To prove this, we
identify each ig with δcod(g) ⊗ ig and use the multiplication formula (5.5) for the actions
(this is possible by Remark 5.3). To see that (TCK1) holds, take λ, µ ∈ Λp. Applying
(T2) gives
t∗λtµ = ψp(δλ ⊗ is(λ))
∗ψp(δµ ⊗ is(µ)) = ψ0
(
〈δλ ⊗ is(λ), δµ ⊗ is(µ)〉
)
= δλ,µψ0(is(λ)) = δλ,µts(λ).
(6.3)
Therefore t∗νtν = ts(ν), and we see that each tν is a partial isometry. Condition (TCK1)
also follows.
To see that (TCK2) holds, take λ ∈ Λp and µ ∈ Λq with s(λ) = r(µ). We have
tλtµ = ψp(δλ ⊗ is(λ))ψp(δµ ⊗ is(µ)) = ψp+q
(
(δλ ⊗ is(λ))(δµ ⊗ is(µ))
)
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= ψp+q
(
δλ(s(λ)·µ) ⊗ is(λ)|µis(µ)
)
= ψp+q
(
δλµ ⊗ is(µ)
)
= tλµ.
For (TCK3), we use the Nica covariance of ψ to get
t∗λtµ = t
∗
λtλt
∗
λtµt
∗
µtµ
= ψp(δλ ⊗ is(λ))
∗ψp(δλ ⊗ is(λ))ψp(δλ ⊗ is(λ))∗ψq(δµ ⊗ is(µ))ψq(δµ ⊗ is(µ))∗ψq(δµ ⊗ is(µ))
= ψp(δλ ⊗ is(λ))
∗ψ(p)
(
Θ(δλ⊗is(λ)),(δλ⊗is(λ))
)
ψ(q)
(
Θ(δλ⊗is(λ)),(δµ⊗is(µ))
)
ψq(δµ ⊗ is(µ))
= ψp(δλ ⊗ is(λ))
∗ψ(p∨q)
((
Θ(δλ⊗is(λ)),(δλ⊗is(λ))
)p∨q
p
(
Θ(δµ⊗is(µ)),(δµ⊗is(µ))
)p∨q
q
)
ψq(δµ ⊗ is(µ)).
Now, Lemma 5.4 implies that(
Θ(δλ⊗is(λ)),(δλ⊗is(λ))
)p∨q
p
(
Θ(δµ⊗is(µ)),(δµ⊗is(µ))
)p∨q
q
=
∑
(η,ζ)∈Λmin(λ,µ)
Θ(δλη⊗is(η)),(δµζ⊗is(ζ)).
Therefore
t∗λtµ =
∑
(η,ζ)∈Λmin(λ,µ)
ψp(δλ ⊗ is(λ))
∗ψp∨q(δλη ⊗ is(η))ψp∨q(δµζ ⊗ is(ζ))∗ψq(δµ ⊗ is(µ)).
Since ψp∨q(δλη⊗is(η)) = ψp(δλ⊗is(λ))ψ(p∨q)−p(δη⊗is(η)) and ψp∨q(δµζ⊗is(ζ))∗ = ψ(p∨q)−q(δζ⊗
is(ζ))
∗ψq(δµ ⊗ is(µ))∗, we have
t∗λtµ =
∑
(η,ζ)∈Λmin(λ,µ)
ψ0(is(λ))ψ(p∨q)−p(δη ⊗ is(η))ψ(p∨q)−q(δζ ⊗ is(ζ))∗ψ0(is(µ))
=
∑
(η,ζ)∈Λmin(λ,µ)
us(λ)tηt
∗
ζu
∗
s(µ)
=
∑
(η,ζ)∈Λmin(λ,µ)
tηt
∗
ζ .
Hence (TCK3) holds. 
Proposition 6.2. Let Λ be a finite k-graph, and (G,Λ) be a self-similar groupoid action.
Then
(
T (G,Λ), (u, t)
)
is universal for families {Ug : g ∈ G} ∪ {Tλ : λ ∈ Λ} satisfying the
relations (1)–(3) of Proposition 6.1.
Proof. Suppose B is a C∗-algebra, and U : G → B and T : Λ → B satisfy the relations
(1)–(3) of Proposition 6.1. Then the universal property of C∗(G) induces a homomorphism
ρ0 : C
∗(G)→ B that satisfies ρ0(ig) = Ug. For each nonzero p ∈ Nk, define ρp : Mp → B
by
ρp(m) =
∑
λ∈Λp
Tλρ0(〈δλ ⊗ 1, m〉).(6.4)
We claim that ρ is a Nica covariant Toeplitz representation of M(G,Λ). Condition (T1)
is clear, and (T2) follows from the arguments in the proof of [19, Proposition 4.4]. We can
also use the proof of [19, Proposition 4.4] to verify (T3) in the case where the multiplication
comes from the left or right action. To complete the proof of (T3), let p, q ∈ Nk be nonzero,
and take m = δλ ⊗ ig ∈Mp and n = δµ ⊗ ih ∈Mq. Then we have
ρp(m)ρq(n) =
∑
ξ∈Λp
Tξρ0(〈δξ ⊗ 1, δλ ⊗ ig〉)
∑
η∈Λq
Tηρ0(〈δη ⊗ 1, δµ ⊗ ih〉)
= TλUgTµUh
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= δr(µ),dom(g)TλTg·µUg|µUh
= δr(µ),dom(g)Tλ(g·µ)Ug|µUh.
On the other hand
ρp+q(mn) = δr(µ),dom(g)ρ(δλ(g·µ) ⊗ ig|λih)
= δr(µ),dom(g)
∑
ν∈Λp+q
Tνρ0(〈δν ⊗ 1, δλ(g·µ) ⊗ ig|µih〉)
= δr(µ),dom(g)Tλ(g·µ)ρ0(ig|µih)
= δr(µ),dom(g)Tλ(g·µ)Ug|µUh,
giving (T3).
To see that ρ is Nica covariant, take (δλ1⊗ig1), (δλ2⊗ig2) ∈Mp and (δµ1⊗ih1), (δµ2⊗ih2) ∈
Mq, and let K = Θ(δλ1⊗ig1 ),(δλ2⊗ig2 ) and S = Θ(δµ1⊗ih1 ),(δµ2⊗ih2 ). We have
ρ(p)(K)ρ(q)(S)
= ρp(δλ1 ⊗ ig1)ρp(δλ2 ⊗ ig2)
∗ρq(δµ1 ⊗ ih1)ρq(δµ2 ⊗ ih2)
∗
= Tλ1Ug1(Tλ2Ug2)
∗Tµ1Uh1(Tµ2Uh2)
∗
= δdom(g1),dom(g2)δdom(h1),dom(h2)Tλ1Ug1g−12 T
∗
λ2
Tµ1Uh1h−12 T
∗
µ2
= δdom(g1),dom(g2)δdom(h1),dom(h2)Tλ1Ug1g−12
( ∑
(η,ζ)∈Λmin(λ2,µ1)
TηT
∗
ζ
)
Uh1h−12 T
∗
µ2
= δdom(g1),dom(g2)δdom(h1),dom(h2)
∑
(η,ζ)∈Λmin(λ2,µ1)
Tλ1Ug1g−12 Tη
(
Tµ2Uh2h−11 Tζ
)∗
,
Applying (6.1) now gives
ρ(p)(K)ρ(q)(S) =
∑
(η,ζ)∈Λmin(λ2,µ1)
Tλ1((g1g−12 )·η)U(g1g−12 )|η
(
Tµ2((h2h−11 )·ζ)U(h2h−11 )|ζ
)∗
,
whenever dom(g1) = dom(g2) = s(λ1) and dom(h1) = dom(h2) = s(µ2), and zero oth-
erwise. On the other hand, Lemma 5.4 implies that ρ(p∨q)(Kp∨qp S
p∨q
p ) is only nonzero if
dom(g1) = dom(g2) = s(λ1) and dom(h1) = dom(h2) = s(µ2), and is given by
ρ(p∨q)(Kp∨qp S
p∨q
p ) = ρ
(p∨q)
( ∑
(η,ζ)∈Λmin(λ2,µ1)
Θ(
δ
λ1((g1g
−1
2
)·η)
⊗i
(g1g
−1
2
)|η
)
,
(
δ
µ2((h2h
−1
1
)·ζ)
⊗i
(h2h
−1
1
)|ζ
))
=
∑
(η,ζ)∈Λmin(λ2,µ1)
ρ
(
δλ1((g1g−12 )·η) ⊗ i(g1g−12 )|η
)
ρ
(
δµ2((h2h−11 )·ζ) ⊗ i(h2h−11 )|ζ
)∗
=
∑
(η,ζ)∈Λmin(λ2,µ1)
Tλ1((g1g−12 )·η)U(g1g−12 )|η
(
Tµ2((h2h−11 )·ζ)U(h2h−11 )|ζ
)∗
and we have proven the Nica covariance.
The universal property of T (G,Λ) induces a homomorphism ρ∗ : T (G,Λ) → B such
that ρ = ρ∗ ◦ ψ. It remains to check that ρ∗ maps (u, t) to (U, T ). For each g ∈ G, we
have
ρ∗(ug) = ρ∗(ψ0(ig)) = ρ(ig) = Ug
Also for λ ∈ Λp, we have
ρ∗(tλ) = ρ∗(ψp(δλ ⊗ 1)) = ρ(δλ ⊗ 1) = TλUs(λ) = Tλ. 
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Proposition 6.3. Let (G,Λ) be a self-similar groupoid action, and let (u, t) be as in
Proposition 6.1. Then
(1) T (G,Λ) = span{tλugt∗µ : λ, µ ∈ Λ, g ∈ G and s(λ) = g · s(µ)}; and
(2) O(G,Λ) is the quotient of T (G,Λ) by the ideal〈
tv −
∑
λ∈vΛp
tλt
∗
λ : v ∈ Λ
0, p ∈ Nk
〉
.(6.5)
Proof. For (1), note that since tλugt
∗
µ = tλts(λ)ugts(µ)t
∗
µ, the equation tλugt
∗
µ 6= 0 implies
that ts(λ)ugts(µ) = ts(λ)tg·s(µ) 6= 0. Thus the condition s(λ) = g · s(µ) rules out zero
elements. Now let λ, µ, ν, ξ ∈ Λ and g, h ∈ S such that s(λ) = g · s(µ) and s(ν) = h · s(ξ).
Then
(tλugt
∗
µ)(tνuht
∗
ξ) = tλug
( ∑
(η,ζ)∈Λmin(µ,ν)
tηt
∗
ζ
)
uht
∗
ξ
= δdom(g),s(µ)δcod(h),s(ν)
∑
(η,ζ)∈Λmin(µ,ν)
tλ(g·η)u(g|η)(h|h−1·ζ)t
∗
ξ(h−1·ζ).
Now, applying (S4) gives
s(λ(g · η)) = s(g · η) = g|η · s(η) = g|η · s(ζ) = g|ηh|h−1·ζ · s(h
−1 · ζ)
= g|ηh|h−1·ζ · s((ξh
−1 · ζ)),
and it follows that span{tλugt∗µ : λ, µ ∈ Λ, g ∈ G and s(λ) = g · s(µ)} is a subalgebra.
Since it contains the generators of T (G,Λ), part (1) follows.
For (2), since the left action of C∗(G) on each fiber is by compact operators, [7,
Proposition 5.4] says that Cuntz–Pimsner covariance implies Nica covariance. There-
fore O(G,Λ) is the quotient of T (G,Λ) by the ideal from (2.5). For p ∈ Nk recall that
ϕp : C
∗(G) → L(Mp) is the homomorphism defining the left action. For each v ∈ Λ0,
(5.17) implies that
ψ(p)(ϕp(iv)) =
∑
λ∈Λ0
ψp(δλ ⊗ 1)ψp(iv(δλ ⊗ 1))
∗ =
( ∑
λ∈Λ0
tλt
∗
λ
)
tv.
It follows that the ideal from (2.5) is the ideal from (6.5), and so the result follows. 
Remark 6.4. We also label the generators of O(G,Λ) by {ug : g ∈ G} and {tλ : λ ∈ Λ}.
Example 6.5. Recall the example discussed in Example 3.5. One can check that U(f,v) :=
ufsv defines a unitary representation of F × Λ0 in OF,Λ of [20, Definition 3.8], and the
family {Uf,v} together with the universal Cuntz-Krieger Λ-family satisfy the relations
(1)–(3) of Proposition 6.1. The induced homomorphism π : O
(
F × Λ0,Λ
)
→ OF,Λ is an
isomorphism with the inverse map given by π−1(uf) =
∑
v∈Λ0 u(f,v) and π
−1(sλ) = tλ.
7. An algebraic characterisation of KMS states of T (G,Λ)
Let Λ be a finite k-graph, and (G,Λ) be a self-similar groupoid action. Let r ∈ (0,∞)k.
By the universal property of T (G,Λ), there is a strongly continuous action γ : Tk →
Aut T (G,Λ) such that γz(tλugt∗µ) = z
r·(d(λ)−d(µ))tλugt∗µ where r · p =
∑k
i=1 ripi for all
p ∈ Nk. The action γ gives rise to a dynamics σ : R → Aut T (G,Λ) given by σt = γeirt.
So we have
(7.1) σt(tλugt
∗
µ) = e
itr·(d(λ)−d(µ))tλugt∗µ.
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This action fixes the elements generating the ideal in (6.5), and hence it descends to an
action of O(G,Λ).
We recall that for a C∗-algebra A and an action σ : R→ Aut(A), an element a ∈ A is
analytic if the map t 7→ σt(a) extends to an analytic function z 7→ αz(a) on the complex
plane C. For β ∈ R, a state φ of A is called KMSβ-state for (A, σ) if it satisfies the KMS
condition
φ(ab) = φ(bσiβ(a)) for all analytic elements a, b.
Usually, it suffices to check this condition on a set of σ-invariant analytic elements that
span a dense subalgebra of A.
In this section and Section 8 we study KMS states of the dynamics
(
T (G,Λ), σ
)
. We
first prove an algebraic characterisation formula for KMS states. Recall that ψ0 : C
∗(G)→
T (G,Λ) denotes the homomorphism satisfying ψ0(ig) = ug for all g ∈ G.
Proposition 7.1. Let Λ be a finite k-graph with no sources. For 1 ≤ i ≤ k, let Bi be the
matrix with entries Bi(v, w) = |vΛeiw| and let ρ(Bi) be the spectral radius of Bi. Suppose
that (G,Λ) is a self-similar groupoid action. Let r ∈ (0,∞)k and let σ : R→ Aut T (G,Λ)
be the dynamics given by (7.1). Suppose that β ∈ [0,∞) and φ is a state on T (G,Λ).
(1) If φ ◦ ψ0 is a trace on C
∗(G), and
(7.2) φ(tλugt
∗
µ) = δλ,µδcod(g),dom(g)e
−βr·d(λ)φ(ug) for g ∈ G and λ, µ ∈ Λ,
then φ is a KMSβ-state for
(
T (G,Λ), σ
)
.
(2) If φ is a KMSβ-state for
(
T (G,Λ), σ
)
, then φ ◦ ψ0 is a trace on C∗(G). If in
addition r has rationally independent coordinates, then φ satisfies (7.2).
(3) If βri > ln ρ(Bi) for all 1 ≤ i ≤ k, then φ is a KMSβ-state for
(
T (G,Λ), σ
)
if and
only if φ satisfies (7.2) and φ ◦ ψ0 is a trace on C∗(G).
We start the proof of Proposition 7.1 with some basic properties of KMS states of
T (G,Λ). Note that the same properties hold for KMS states of (O(G,Λ), σ).
Lemma 7.2. Let Λ be a finite k-graph with no sources, and (G,Λ) be a self-similar
groupoid action. Let β ∈ R, and suppose that φ is a KMSβ-state for (T (G,Λ), σ).
(1) φ(udom(g)) = φ(ucod(g)) for all g ∈ G.
(2) φ(us(g·λ)) = φ(us(λ)) for all g ∈ G and λ ∈ dom(g)Λ.
(3) If dom(g) 6= cod(g), then φ(ug) = 0.
(4) For each λ, µ ∈ Λ and g ∈ G with s(λ) = g · s(µ), we have∣∣φ(tλugt∗µ)∣∣ ≤ φ(tµt∗µ).(7.3)
Proof. Part (1) follows because φ(udom(g)) = φ(u
∗
gug) = φ(ugu
∗
g) = φ(ucod(g)). For (2), we
can apply (1) and (S3) to get φ(us(g·λ)) = φ(ucod(g|λ)) = φ(udom(g|λ)) = φ(us(λ)). For (3),
we apply the KMS condition to get
φ(ug) = φ(ucod(g)ugudom(g)) = φ(ugudom(g)ucod(g)) = 0.
For (4), note that if r · d(λ) 6= r · d(µ), we can apply the KMS condition twice to get
φ(tλugt
∗
µ) = e
r·d(λ)−r·d(µ)φ(tλugt∗µ), forcing φ(tλugt
∗
µ) = 0. If r·d(λ) = r·d(µ), then applying
the Cauchy–Schwarz inequality and part (2) gives∣∣φ(tλugt∗µ)∣∣2 ≤ φ(tµt∗µ)φ(tλucod(g)t∗λ) = φ(tµt∗µ)φ(tλt∗λ) = φ(us(µ))φ(us(λ))
= φ(us(µ))
2 = φ(tµt
∗
µ)
2. 
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We will need the following analogue of [11, Lemma 5.3] in the proof of Proposi-
tion 7.1(3).
Lemma 7.3. Let β ∈ (0,∞) and suppose that φ is a KMSβ-state for (T (G,Λ), σ). Let
p := (d(λ) ∨ d(µ))− d(µ) and take λ, µ ∈ Λ and g ∈ G with s(λ) = g · s(µ). Then
φ(tλugt
∗
µ) =
∑
ν∈s(µ)Λlp
φ
(
tλ(g·ν)ug|ν t
∗
µν
)
for all l ∈ N.(7.4)
Proof. We prove by induction on l. If l = 0, then the sum in the right-hand side of
(7.4) collapses to the summand ν = s(µ) and the result follows from g · s(µ) = s(λ) and
g|s(µ) = g|dom(g) = g. So we suppose that (7.4) holds for l ∈ N.
Suppose ν ∈ s(µ)Λlp. Since tλ(g·ν) is a partial isometry, applying the KMS condition
gives
φ
(
tλ(g·ν)ug|ν t
∗
µν
)
= φ
(
tλ(g·ν)t∗λ(g·ν)tλ(g·ν)ug|ν t
∗
µν
)
= φ
(
tλ(g·ν)ug|νt
∗
µνtλ(g·ν)t
∗
λ(g·ν)
)
.
Applying (TCK3) to t∗µνtλ(g·ν) then gives
φ
(
tλ(g·ν)ug|ν t
∗
µν
)
= φ
(
tλ(g·ν)ug|ν
( ∑
(η,ζ)∈Λmin(µν,λ(g·ν))
tηt
∗
ζ
)
t∗λ(g·ν)
)
.(7.5)
Since r(η) = s(ν) = dom(g|ν), the relation (6.1) implies that ug|ν tη = t(g|ν)·ηug|νη . Since
r((g|ν) · η) = cod(g|ν) = s(g · ν), we have tλ(g·ν)ug|ν tη = tλ(g·ν)(g|ν )·ηug|νη , which is equal
tλ(g·(νη)) by (S1). Putting this in (7.5) gives
φ
(
tλ(g·ν)ug|ν t
∗
µν
)
= φ
( ∑
(η,ζ)∈Λmin(µν,λ(g·ν))
tλ(g·(νη))ug|νηt
∗
λ(g·ν)ζ
)
.(7.6)
We now use the inductive hypothesis and (7.6) to write
φ(tλugt
∗
µ) =
∑
ν∈s(µ)Λpl
∑
(η,ζ)∈Λmin(µν,λ(g·ν))
φ
(
tλ(g·(νη))ug|νηt
∗
λ(g·ν)ζ
)
=
∑
ν∈s(µ)Λpl
∑
(η,ζ)∈Λmin(µν,λ(g·ν))
φ
(
tλ(g·(νη))ug|νηt
∗
µνη
)
.(7.7)
We claim that (7.7) is equal to the expression
(7.8)
∑
τ∈s(µ)Λp(l+1)
φ
(
tλ(g·τ)ug|τ t
∗
µτ
)
.
To see this, first fix (η, ζ) ∈ Λmin(µν, λ(g · ν)). Since
d(µν) + d(η) = d(µν)∨ d(λ(g · ν)) = (d(µ) + d(ν))∨ (d(λ) + d(ν)) = (d(µ)∨ d(λ)) + d(ν),
we have d(η) = (d(µ)∨d(λ))−d(µ) = p. Hence d(νη) = (l+1)p, and it follows that every
summand in (7.7) appears in (7.8).
Now suppose τ ∈ s(λ)Λ(l+1)p, and φ(tλ(g·τ)ug|νt
∗
µτ ) 6= 0. Then by the KMS condition we
have
φ(tλ(g·τ)ug|ν t
∗
µτ ) 6= 0 =⇒ φ(t
∗
µτ tλ(g·τ)ug|ν) 6= 0 =⇒ t
∗
µτ tλ(g·τ) =⇒ Λ
min(µτ, λ(g · τ)) 6= ∅.
Let (α, ξ) ∈ Λmin(µτ, λ(g · τ)). Define
ν := τ(0, lp), η := τ(lp, (l + 1)p), and ζ := (g · τ)(lp, lp+ (d(µ) ∨ d(λ))− d(λ)).
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Then
µνη = (µτα)(0, (d(µ) ∨ d(λ)) + lp) = (λ(g · τ)ξ)(0, (d(µ) ∨ d(λ)) + lp) = λ(g · ν)ζ.
Hence (η, ζ) ∈ Λmin(µν, λ(g · ν), and φ
(
tλ(g·τ)ug|τ t
∗
µτ
)
= φ
(
tλ(g·(νη))ug|νηt
∗
µνη
)
. It follows
that the expressions (7.7) and (7.8) agree. 
Proof of Proposition 7.1. For part (1), suppose that φ ◦ ψ0 is a trace and that φ satisfies
(7.2). To see that φ is a KMSβ-state, it suffices to take two spanning elements b = tλugt
∗
µ
and c = tνuht
∗
ξ with s(λ) = g · s(µ) and s(ν) = h · s(ξ) and check the KMS condition
(7.9) φ(bc) = φ(cσiβ(b)) = e
−βr·(d(λ)−d(µ))φ(cb).
We compute using (TCK3) in the first equality, and (6.1), (6.2) in the second, to get
bc = tλug
( ∑
(η,ζ)∈Λmin(µ,ν)
tηt
∗
ζ
)
uht
∗
ξ =
∑
(η,ζ)∈Λmin(µ,ν)
tλ(g·η)ug|ηuh|h−1·ζ t
∗
ξ(h−1·ζ).
Applying (S3) now gives
bc =
∑
(η,ζ)∈Λmin(µ,ν)
tλ(g·η)ug|ηh|h−1·ζ t
∗
ξ(h−1·ζ).
We now apply φ to both sides, and it follows from (7.2) that
φ(bc) =
∑
(η,ζ)∈Λmin(µ,ν)
λ(g·η)=ξ(h−1·ζ)
e−βr·d(λ(g·η))φ
(
ug|ηh|h−1·ζ
)
.(7.10)
A similar argument gives
φ(cb) =
∑
(α,τ)∈Λmin(ξ,λ)
ν(h·α)=µ(g−1·τ)
e−βr·d(ν(h·α))φ
(
uh|αg|g−1·τ
)
.(7.11)
Next suppose that (η, ζ) ∈ Λmin(µ, ν) with λ(g · η) = ξ(h−1 · ζ). Then since d(g · η) ∧
d(h−1 · ζ) = d(η) ∧ d(ζ) = 0 and d(λ) + d(g · η) = d(ξ) + d(h−1 · ζ), [11, Lemma 3.2]
implies that d(λ) + d(g · η) = d(λ) ∨ d(g · η) and (h−1 · ζ, g · η) ∈ Λmin(ξ, λ). Since
ν(h · (h−1 · ζ)) = µ(g−1 · (g · η)), we see that (h−1 · ζ, g · η) belongs to the index of the sum
in (7.11). Similarly, we can show that for each (α, τ) in the index set of the sum in (7.11),
(g−1 · τ, h ·α) is in the the index of the sum in (7.10). Thus the map (η, ζ) 7→ (h−1 · ζ, g ·η)
is a bijection between the two index sets.
Now take (η, ζ) in index set of (7.10) and let (α, τ) = (h−1 ·ζ, g ·η) be the corresponding
element in the index of (7.11). Then h|h−1·ζ = h|α and g|g−1·τ = g|η and the tracial
property of φ gives φ
(
uh|αg|g−1·τ
)
= φ
(
ug|ηh|h−1·ζ
)
. Moreover since d(g−1 ·τ) = d(τ) = d(η),
we have
e−βr·(d(λ)−d(µ))e−βr·d(ν(g·α)) = e−βr·(d(λ)−d(µ))e−βr·d(µ(g
−1·τ)) = e−βr·(d(λ)+d(η)) = e−βr·d(λ(g·η)).
Thus the summands in both sides of (7.9) are equal, as required.
For (2), since each ug is fixed by the action, the KMS condition implies that φ ◦ ψ0 is
a trace on C∗(G). To see that (7.9) holds, first assume that λ 6= µ. If d(λ) = d(µ), then
applying the KMS condition gives φ(tλugt
∗
µ) = e
−βr·d(µ)φ(t∗µtλug) = 0. If d(λ) 6= d(µ), then
two applications of the KMS condition gives φ(tλugt
∗
µ) = e
−βr·(d(µ)−d(λ))φ(tλugt∗µ). Since r
has rationally independent coordinates we have e−βr(·d(µ)−d(λ)) 6= 0, and hence φ(tλugt∗µ) =
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0. Now assume cod(g) 6= dom(g). Since tλugt∗µ is nonzero only if s(µ) = dom(g) and
cod(g) = s(λ), we see that tλugt
∗
µ 6= 0 =⇒ λ 6= µ, and then by the argument above we
know that φ(tλugt
∗
µ) = 0. We now assume that λ = µ and cod(g) = dom(g). Then the
KMS condition gives φ(tλugt
∗
µ) = e
−βr·d(µ)φ(t∗µtµug) = e
−βr·d(µ)φ(ug). Hence (7.9) holds.
We now need to prove (3). By parts (1) and (2), we need only prove that if φ is a
KMSβ-state, then φ satisfies (7.2). We can use the arguments in the preceding paragraph
to prove all cases except the implication λ 6= µ =⇒ φ(tλugt
∗
µ) = 0. When d(λ) = d(µ),
we can use the KMS condition together as above to get φ(tλugt
∗
µ) = 0. So we suppose
that d(λ) 6= d(µ). Then one of p := (d(λ) ∨ d(µ)) − d(µ) and q := (d(λ) ∨ d(µ)) − d(λ)
will be nonzero. We assume p 6= 0. (Taking adjoints gives q 6= 0.) A computation using
(7.4) and the Cauchy-Schwarz inequality gives∣∣φ(tλugt∗µ)∣∣ ≤ ∑
ν∈s(λ)Λpl
∣∣φ(tλνug|
g−1·ν
t∗µ(g−1·ν)
)∣∣
≤
∑
ν∈s(λ)Λpl
√
φ
(
tλνucod(g|g−1·ν)t
∗
λν
)
φ
(
tµ(g−1·ν)t∗µ(g−1·ν)
)
=
∑
ν∈s(λ)Λpl
√
φ(tλνus(ν)t∗λν)φ
(
tµ(g−1·ν)t∗µ(g−1·ν)
)
.
Since d(g−1 · ν) = d(ν), applying KMS condition gives us∣∣φ(tλugt∗µ)∣∣ ≤ ∑
ν∈s(λ)Λpl
√
e−βr·(d(λν)+d(µν))φ(us(ν))φ(us(g−1·ν)).
We can now use Lemma 7.2(2) to see that each φ(us(ν)) = φ(us(g−1·ν)), and hence∣∣φ(tλugt∗µ)∣∣ = e−β2 r·(d(λ)+d(µ)) ∑
ν∈s(λ)Λpl
e−βr·d(ν)φ(us(ν)).
The argument of the last paragraph in [11, Theorem 5.1] now shows that the right-hand
side vanishes as l→∞. 
8. KMS states of T (G,Λ) for large inverse temperatures
We now state our main result for the KMS structure of the Toeplitz algebra of a self-
similar groupoid action on a k-graph.
Theorem 8.1. Let Λ be a finite k-graph with no sources, and (G,Λ) a self-similar groupoid
action. For 1 ≤ i ≤ k, let Bi be the matrix with entries Bi(v, w) = |vΛeiw| and let ρ(Bi) be
the spectral radius of Bi. Take r ∈ (0,∞)k and let σ : R→ Aut T (G,Λ) be the dynamics
of (7.1). Suppose that βri > ln ρ(Bi) for all 1 ≤ i ≤ k.
(1) If τ is tracial state on C∗(G), then the series
(8.1)
∑
p∈Nk
∑
λ∈Λp
e−βr·pτ(is(λ))
converges to a positive number Z(β, τ), and there is a KMSβ-state φτ of (T (G,Λ), σ)
such that
(8.2) φτ (tλugt
∗
µ) = δλ,µZ(β, τ)
−1 ∑
p≥d(λ)
e−βr·p
∑
{ν∈s(λ)Λp−d(λ): g·ν=ν}
τ
(
ig|ν
)
.
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(2) The map τ 7→ φτ is an affine isomorphism of the simplex of tracial states of C∗(G)
onto the simplex of KMSβ-states of (T (G,Λ), σ).
Proof of Theorem 8.1(1). Since 0 ≤ τ(is(λ)) ≤ 1 for all λ, we have∑
p∈Nk
∑
λ∈Λp
e−βr·pτ(is(λ)) =
∑
v∈Λ0
∑
p∈Nk
∑
λ∈Λpv
e−βr·pτ(is(λ)) ≤
∑
v∈Λ0
∑
p∈Nk
∑
λ∈Λpv
e−βr·p.
We know from [11, Theorem 6.1(a)] that
∑
p∈Nk
∑
λ∈Λpv e
−βr·p converges for all v ∈ Λ0, so
the series in (8.1) converges because Λ0 is finite.
To see the second assertion, we follow the structure of [18, Theorem 6.1]. Let τ be
a tracial state of C∗(G), and let (πτ , ξτ , Kτ ) be the GNS-triple corresponding to τ . For
p ∈ Nk, let X(Λp) be the graph correspondence of the directed graph (Λ0,Λp, r, s), and
Hp the Hilbert space Hp := X(Λ
p)⊗C(Λ0) Kτ . Let H :=
⊕∞
p∈Nk Hp. Observe that
H = span{δµ ⊗ κ : µ ∈ Λ, κ ∈ Kτ and πτ (is(µ))κ = κ}.
A similar argument to the proof of [18, Lemma 6.2] shows that there is a unitary repre-
sentation U : G→ U(H), and a family {Tλ : λ ∈ Λ} ⊆ B(H) such that
(8.3) Ug(δµ ⊗ κ) =
{
δg·µ ⊗ πτ (ig|µ)κ if r(µ) = dom(g)
0 otherwise,
(8.4) Tλ(δµ ⊗ κ) = δs(λ),r(µ)(δλµ ⊗ κ),
and that (U, T ) satisfies the relations (1)–(3) of Proposition 6.1. To see that (U, T ) satisfies
(2), note that the operator Tλ is adjointable with
(8.5) T ∗λ (δν ⊗ κ) =
{
δξ ⊗ κ if ν = λξ
0 otherwise.
Straightforward calculations show that {Tλ : λ ∈ Λ} is a family of partial isomorphisms
satisfying (TCK1) and (TCK2).
For (TCK3), take λ, µ ∈ Λ. The formulas (8.4) and (8.5) imply that
(8.6) T ∗λTµ(δν ⊗ κ) =
{
δξ ⊗ κ if r(ν) = s(µ) and µν = λξ
0 otherwise.
On the other hand, we have
(8.7)∑
(η,ζ)∈Λmin(λ,µ)
TηT
∗
ζ (δν⊗κ) =
{
δαν′′ ⊗ κ if r(ν) = s(µ), ν = ν
′ν ′′ and (α, ν ′) ∈ Λmin(λ, µ)
0 otherwise.
Now if µν = λξ, then we can factor ν = ν ′ν ′′ and ξ = αν ′′ such that (α, ν ′) ∈ Λmin(λ, µ).
Conversely, if r(ν) = s(µ), ν = ν ′ν ′′ and (α, ν ′) ∈ Λmin(λ, µ), then µν = µν ′ν ′′ = λαν ′′
and with ξ = αν ′′ the right-hand sides of (8.6) and (8.7) are equal. This gives (TCK3).
We can now use the universal property of T (G,Λ) to get a homomorphism πU,T :
T (G,Λ)→ B(H). For a ∈ T (G,Λ), let
(8.8) φτ (a) := Z(β, τ)
−1 ∑
p∈Nk
e−βr·p
∑
λ∈Λp
(
πU,T (a)(δλ ⊗ ξτ ) | δλ ⊗ ξτ
)
.
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Since
φτ (1) = Z(β, τ)
−1 ∑
p∈Nk
e−βr·p
∑
λ∈Λp
(
δλ ⊗ ξτ | δλ ⊗ ξτ
)
= Z(β, τ)−1
∑
p∈Nk
e−βr·p
∑
λ∈Λp
τ(is(λ))
= 1,
the function a 7→ φτ (a) is a state of T (G,Λ). Since the action G on Λ is degree preserving,
a similar argument to [19, Theorem 6.1(2)] shows that the sum in (8.8) reduces to (8.2);
φτ ◦ ψ0 is a trace; and φτ satisfies (7.2). Thus φτ is a KMSβ-state for (T (G,Λ), σ). 
To prove Theorem 8.1(2) we need two lemmas.
Lemma 8.2. Let Λ be a finite k-graph with no sources, and (G,Λ) a self-similar groupoid
action. Let
P :=
∑
v∈Λ0
k∏
i=1
(
uv −
∑
λ∈vΛei
tλt
∗
λ
)
,(8.9)
and for each q ∈ Nk, define
Mq :=
∑
0≤p≤q
∑
λ∈Λp
tλPt
∗
λ.(8.10)
Then P and Mq are projections in T (G,Λ), and we have
Pug = ugP for all g ∈ G.(8.11)
Proof. Since uv −
∑
λ∈vΛei tλt
∗
λ is a projection and the product in (8.9) is commuting by
[11, Lemma 4.2], we see that
∏k
i=1
(
uv −
∑
λ∈vΛei tλt
∗
λ
)
is a projection. Also (TCK1)
implies that for v 6= w, uv−
∑
λ∈vΛei tλt
∗
λ and uw−
∑
µ∈wΛei tµt
∗
µ are mutually orthogonal.
It follows that P is a projection.
We next prove (8.11). Let g ∈ G. A computation using (6.1) and (6.2) shows that if
dom(g) = r(λ), then ugtλt
∗
λ = tg·λt
∗
g·λug (see also [19, page 297]). For each v ∈ Λ
0 and
nonempty subset J of {1, . . . , k}, let eJ :=
∑
j∈J ej and bv,J :=
∑
µ∈vΛeJ tµt
∗
µ. Then [11,
Lemma 4.2] implies that
k∏
i=1
(
uv −
∑
λ∈vΛei
tλt
∗
λ
)
= uv +
∑
∅6=J⊆{1,...,k}
(−1)|J |bv,J ,(8.12)
and therefore
(8.13) P =
∑
v∈Λ0
(
uv +
∑
∅6=J⊆{1,...,k}
(−1)|J |bv,J
)
= 1 +
∑
v∈Λ0
∑
∅6=J⊆{1,...,k}
(−1)|J |bv,J .
Now we have
ugP = ug +
∑
∅6=J⊆{1,...,k}
(−1)|J |ugbdom(g),J
= ug +
∑
∅6=J⊆{1,...,k}
(−1)|J |
∑
µ∈dom(g)ΛeJ
tg·µt∗g·µug.
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Since for each J ⊆ {1, . . . , k}, µ 7→ g · µ is a bijection of dom(g)ΛeJ onto cod(g)ΛeJ , we
can rewrite the sum as
ugP = ug +
∑
∅6=J⊆{1,...,k}
(−1)|J |
∑
ν∈cod(g)ΛeJ
tνt
∗
νug
=
∑
v∈Λ0
(
uv +
∑
∅6=J⊆{1,...,k}
(−1)|J |bv,J
)
ug
= Pug.
Finally, it remains to show that Mq is a projection. For this, we compute using (8.11):
tλPt
∗
λtλPt
∗
λ = tλPus(λ)Pt
∗
λ = tλus(λ)P
2t∗λ = tλPt
∗
λ.
It follows that each summand in (8.10) is a projection. So we need to show that for λ 6= µ,
the two summnds tλPt
∗
λ and tµPt
∗
µ are orthogonal. By (TCK3) it suffices to check this
for λ, µ with r(λ) = r(µ) and d(λ) 6= d(µ) (otherwise Λmin(λ, µ) is empty). So we assume
d(λ) 6= d(µ). This assumption implies that d(λ) ∨ d(µ) is strictly bigger that at least one
of d(λ) and d(µ). We claim that if d(λ) ∨ d(µ) > d(µ), then t∗λtµP = 0. (Note that if
d(λ) ∨ d(µ) > d(λ), we can take adjoints to get Pt∗λtµ = 0.)
We compute using (TCK3):
(8.14) t∗λtµP =
( ∑
(η,ζ)∈Λmin(λ,µ)
tηt
∗
ζ
)
P =
∑
(η,ζ)∈Λmin(λ,µ)
(
tηt
∗
ζ
k∏
i=1
(
us(µ) −
∑
ν∈s(µ)Λei
tνt
∗
ν
))
.
Fix (η, ζ) ∈ Λmin(λ, µ). Since d(λ) ∨ d(µ) > d(µ) and d(µ) + d(ζ) = d(λ) ∨ d(µ), we have
d(ζ) > 0. Therefore we can factor ζ = eζ ′ where e ∈ Λej for some 1 ≤ j ≤ k. Since
t∗e
(
us(µ) −
∑
ν∈s(µ)Λej
tνt
∗
ν
)
= t∗e − t
∗
e = 0,
we have
t∗ζ
k∏
i=1
(
us(µ)−
∑
ν∈s(µ)Λei
tνt
∗
ν
)
= t∗ζ′t
∗
e
(
us(µ) −
∑
ν∈s(µ)Λej
tνt
∗
ν
) k∏
i=1,i 6=j
(
us(µ) −
∑
ν∈s(µ)Λei
tνt
∗
ν
)
= 0
Hence t∗λtµP = 0, as claimed. 
Lemma 8.3. Suppose that βri > ln ρ(Bi) for all 1 ≤ i ≤ k and let φ be a KMSβ-state of
(T (G,Λ), σ). Let P be as in (8.9). Then there is a state ωP,φ of T (G,Λ) given by
ωP,φ(a) = φ(P )
−1φ(PaP ) for a ∈ T (G,Λ).(8.15)
Moreover, ωP,φ ◦ ψ0 is a trace on C∗(G), and we have
φ(a) = φ(P )
∞∑
p∈Nk
∑
λ∈Λp
e−βr·pωP,φ(t∗λatλ) for a ∈ T (G,Λ).(8.16)
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Remark 8.4. As is customary in the literature, we call equation (8.16) the reconstruction
formula.
Proof of Lemma 8.3. The function ωP,φ is clearly a state on T (G,Λ) because φ is a state.
Suppose that g, h ∈ G satisfy dom(g) = cod(h). Note that the action σ fixes ug and ugP .
Then applying (8.11) in the first and KMS condition at the second equality imply that
φ(PuguhP ) = φ(ugP
2uh) = φ(Puhσiβ(ugP )) = φ(PuhugP ).
Therefore ig 7→ φ(P )−1φ(ugP ) = ωP,φ ◦ ψ0(ig) descends to a trace on C∗(G).
To see that (8.16) holds, we first claim that φ(Mq) → 1 as q → ∞ (in the sense that
qi → ∞ for each 1 ≤ i ≤ k). Define m
φ ∈ [0,∞)Λ
0
by mφv := φ(uv) and let W be the
vector
(∏k
i=1
(
1− e−βriBi
))
mφ. For each v ∈ Λ, the equality (8.12) implies that
φ
( k∏
i=1
(
uv −
∑
λ∈vΛei
tλt
∗
λ
))
= φ
(
uv +
∑
∅6=J⊆{1,...,k}
(−1)|J |bv,J
)
,
which is equal the vth entry of the vector W by the computation of [11, Lemma 4.2]. Now
we compute using the formula for Mq and the KMS condition:
φ(Mq) =
∑
0≤p≤q
∑
λ∈Λp
φ(tλPt
∗
λ)
=
∑
0≤p≤q
∑
λ∈Λp
e−βr·pφ(t∗λtλP )
=
∑
0≤p≤q
∑
λ∈Λp
e−βr·pφ
( k∏
i=1
(
us(λ) −
∑
µ∈s(λ)Λei
tµt
∗
µ
))
=
∑
0≤p≤q
∑
λ∈Λp
e−βr·pWs(λ).
We continue as in [11, Lemma 2.2] we get
φ(Mq) =
∑
0≤p≤q
∑
v∈Λ0
∑
w∈Λ0
e−βr·pBp(w, v)Wv
=
∑
0≤p≤q
∑
w∈Λ0
e−βr·p
(
BpW
)
w
=
∑
w∈Λ0
( ∑
0≤p≤q
e−βr·pBpW
)
w
=
∑
w∈Λ0
( k∏
i=1
( qi∑
pi=0
e−βripiBpii
)
W
)
w
.
Substituting W back in this equation gives
φ(Mq) =
∑
w∈Λ0
( k∏
i=1
( qi∑
pi=0
e−βripiBpii
)(
1− e−βriBi
))
mφ
)
w
.
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For each 1 ≤ i ≤ k, since βri > ln ρ(Bi), we have eβri > ρ(Bi). Then the series∑
pi
e−βpiBpii converges with sum (1− e
−βriBi)−1. Now letting qi →∞, we have
φ(Mq)→
∑
w∈Λ0
( k∏
i=1
((
1− e−βriBi
)−1(
1− e−βriBi
))
mφ
)
w
=
∑
w∈Λ0
mφw = 1,
proving the claim.
Next, since φ(Mq) → 1, [17, Lemma 7.3] implies that φ(MqaMq) → φ(a) as q → ∞.
Since tλPt
∗
λ is fixed by the action σ, the KMS condition implies φ
(
(tλPt
∗
λ)a(tµPt
∗
µ)
)
= 0
whenever λ 6= µ. Now, another application of the KMS condition and (8.11) gives
φ(a) =
∑
p∈Nk
∑
λ∈Λp
φ(tλPt
∗
λatλPt
∗
λ)
=
∑
p∈Nk
∑
λ∈Λp
e−βr·pφ(Pt∗λatλPt
∗
λtλ)
=
∑
p∈Nk
∑
λ∈Λp
e−βr·pφ(Pt∗λatλt
∗
λtλP ),
and after rewriting each summand using (8.15), we get
φ(a) =
∑
p∈Nk
∑
λ∈Λp
e−βr·pφ(P )ωP,φ(t∗λatλ),
giving the reconstruction formula (8.16). 
Proof of Theorem 8.1(2). Since the set of tracial states on C∗(G) and the set of KMSβ-
states of (T (G,Λ), σ) are compact in the weak∗ topology, it suffices to show that the map
τ 7→ φτ is continuous and bijective.
An argument using the monotone convergence theorem shows that τ 7→ φτ is affine and
continuous. To see that it is injective, let P be as in (8.9). For each tracial state τ of
C∗(G), the formulas (8.3) and (8.4) for the family (U, T ) of part (1) together with the
adjoint formula (8.5) show that πU,T (P ) vanishes on elements δλ ⊗ ξτ with d(λ) 6= 0, and
fixes elements δv ⊗ ξτ for all v ∈ Λ0. Therefore the formula (8.8) for φτ implies that
φτ (PugP ) = Z(β, τ)
−1 ∑
v∈Λ0
(
πU,T (Pug)(δv ⊗ ξτ )|δv ⊗ ξτ
)
= Z(β, τ)−1
(
δdom(g) ⊗ πτ (ig)ξτ )|δdom(g) ⊗ ξτ
)
= Z(β, τ)−1τ(ig).
Since
∑
g∈G0 ug = 1, the linearity of φτ implies that φτ(P ) = φτ(P (
∑
g∈G0 ug)P ) =
Z(β, τ)−1. Therefore ωP,φτ (ug) = τ(ig). Since ug = ψ0(ig), we have τ = ωP,φτ ◦ ψ0, and
hence the map τ 7→ φτ is injective.
For the surjectivity, let φ be a KMSβ-state for (T (G,Λ), σ). By Lemma 8.3, τ :=
ωP,φ ◦ ψ0 is a tracial state on C∗(G). Applying part (1) to τ gives a KMSβ-state φτ .
The argument of the previous paragraph shows that ωP,φ ◦ ψ0 = ωP,φτ ◦ ψ0. Therefore
ωP,φ(ug) = ωP,φτ (ug) for all g ∈ G. Lemma 8.3 now implies that φ(ug) = φτ (ug) for all
g ∈ G, and hence by Proposition 7.1 we have φ = φτ . 
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9. The G-periodicity group
In this section we define the G-periodicity group for a self-similar action of a groupoid
G on a strongly connected k-graph Λ. We associate two functions θ, h to the G-periodicity
group, which play an important role in the KMS structure of O(G,Λ). Since our groupoid
actions are local and faithful, our G-periodicity group generalises all three different notions
of periodicity for group actions in [21]. When the groupoid acting is trivial, θ is the
bijection introduced in [11].
Let (G,Λ) be a self-similar action, where Λ is a strongly connected finite k-graph. Let
Λ∞ be the infinite path space, and σ the shift map. We define the action of G on Λ∞ by
(g · x)(p, q) := g|x(0,p) · x(p, q) for all p ≤ q ∈ N
k.
It is straightforward to see that for all composable elements g, h ∈ G, we have
(gh) · x = g · (h · x) for x ∈ dom(h)Λ∞,
and each λ ∈ dom(g)Λ satisfies
g · (λy) = (g · λ)
(
g|λ · y
)
for y ∈ dom(g|λ)Λ
∞.
We define
(9.1) Per(G,Λ) :=
{
p− q :
p, q ∈ Nk, and there exists g ∈ G such that
σp(x) = σq(g · x) for all x ∈ dom(g)Λ∞
}
.
Proposition 9.1. Let Λ be a strongly connected finite k-graph and let (G,Λ) be a self-
similar groupoid action. Suppose that g ∈ G and p, q ∈ Nk satisfy σp(x) = σq(g · x) for
all x ∈ dom(g)Λ∞.
(1) For each v ∈ Λ0, there is gv ∈ G such that dom(gv) = v, and σp(x) = σq(gv · x)
for all x ∈ dom(gv)Λ∞.
(2) If p− q = m− n, then there exists h ∈ G such that
σm(y) = σn(h · y) for all y ∈ dom(h)Λ∞.
(3) The set Per(G,Λ) from (9.1) is a subgroup of Zk, we call the G-periodicity group
of (G,Λ).
Proof. For (1), fix v ∈ Λ0. Since Λ is strongly connected, there is λ ∈ dom(g)Λv. Writing
gv := g|λ, we have dom(gv) = v. Fix x ∈ dom(gv)Λ∞. Since λx ∈ dom(g)Λ∞, we have
σp(x) = σp+d(λ)(λx) = σd(λ)
(
σq(g · (λx))
)
= σq
(
σd(λ)((g · λ)(g|λ · x))
)
= σq(gv · x).
For (2), note that since Λ is strongly connected, there is η ∈ Λp cod(g). Let gr(η) ∈ G be
as in part (1), and let h := gr(η)|η. By (S3) we have dom(h) = s(η) = cod(g), and hence
for each y ∈ dom(h)Λ∞, the element ηy belongs to dom(g|r(η))Λ∞. Applying part (1) now
gives
σm(y) = σm+p(ηy) = σm
(
σp(ηy)
)
= σm
(
σq
(
gr(η) · (ηy)
))
= σn+p
(
gr(η) · (ηy)
)
= σn+p
(
(gr(η) · η)(h · y)
)
= σn(h · y).
For (3), take v ∈ Λ0. Since σ0(x) = x = idv ·x = σ0(idv ·x) for all x ∈ dom(idv)Λ∞, we
have 0 ∈ Per(G,Λ). To see that Per(G,Λ) is closed under inverses, fix p− q ∈ Per(G,Λ).
Then there is g ∈ G such that σp(x) = σq(g · x) for all x ∈ dom(g)Λ∞. Now, for h := g−1
we have σp(h · y) = σq(y) for all y ∈ dom(h)Λ∞, and hence q− p ∈ Per(G,Λ). It remains
to show that Per(G,Λ) is closed under addition. Fix p − q,m − n ∈ Per(G,Λ). Then
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there is g ∈ G such that σp(x) = σq(g · x) for all x ∈ dom(g)Λ∞. Applying part (2) with
m− n and v = cod(g) gives g′ ∈ G such that dom(g′) = cod(g) and σm(y) = σn(g′ · y) for
all y ∈ dom(g′)Λ∞. Let h := g′g. Then for each x ∈ dom(h)Λ∞ = dom(g)Λ∞, we have
σp+m(x) = σm(σp(x)) = σm
(
σq(g · x)
)
= σq
(
σm(g · x)
)
.
Since g · x ∈ cod(g)Λ∞ = dom(g′)Λ∞, we get
σp+m(x) = σq
(
σn
(
g′ · (g · x)
))
= σq+n(h · x),
and hence (p− q) + (m− n) ∈ Per(G,Λ), as required. 
Lemma 9.2. Let Λ be a strongly connected finite k-graph, and (G,Λ) be a self-similar
groupoid action. Suppose that p− q ∈ Per(G,Λ).
(1) For each µ ∈ Λp, there is a unique pair
(
θp,q(µ), hp,q(µ)
)
∈ Λq ×G such that
µ(hp,q(µ) · x) = θp,q(µ)x, for all x ∈ dom(hp,q(µ))Λ
∞.(9.2)
The function θp,q : Λ
p → Λq is range-preserving, and the function hp,q : Λp → G
satisfies
cod
(
hp,q(µ)
)
= s(µ) and dom
(
hp,q(µ)
)
= s
(
θp,q(µ)
)
, for all µ ∈ Λp.
(2) If in addition q−n ∈ Per(G,Λ), then p−n ∈ Per(G,Λ) and θq,n ◦ θp,q = θp,n. The
function hp,n : Λ
p → G satisfies
(9.3) hp,n(µ) = hp,q(µ)hq,n
(
θp,q(µ)
)
, for all µ ∈ Λp.
(3) For each p ∈ Nk, the function θp,p : Λp → Λp is the identity map, and hp,p : Λp → G
is given by hp,p(µ) = ids(µ).
(4) Each θp,q : Λ
p → Λq is a bijection with θp,q = θ−1q,p, and for each µ ∈ Λ
p, the
groupoid element hp,q(µ) satisfies
(9.4) hp,q(µ)
−1 = hq,p
(
θp,q(µ)
)
.
Proof. For (1), we first check the uniqueness. Suppose that there are pairs (ν1, g1), (ν2, g2) ∈
Λq×G that satisfy (9.2). Since cod(g1) = s(µ) = cod(g2), dom(g
−1
2 ) = cod(g1). Therefore
g−12 g1 is an element of G and for all x ∈ dom(g1)Λ
∞, we have
ν1x = µ(g1 · x) = µ((g2g
−1
2 g1) · x) = ν2(g
−1
2 g1) · x
Since d(ν1) = d(ν2), we must have ν1 = ν2. This then implies that x = (g
−1
2 g1) · x, and
hence dom(g1) = dom(g2) and g2 · λ = g1 · λ for all λ ∈ dom(g1)Λ. Since the action is
faithful, we have g1 = g2.
For the existence, fix µ ∈ Λp. Since Λ is strongly connected, there is η ∈ Λqr(µ). Let
g be the element of G obtained by applying Proposition 9.1(1) with the vertex r(η). Let
ζ := (ηµ)(0, p) and ν := (ηµ)(p, p+ q). Then for x ∈ s(µ)Λ∞, we have
(9.5) νx = σp(ζνx) = σq
(
g · (ζνx)
)
= σq
(
g · (ηµx)
)
= g|η · (µx).
This means g|−1η · (νx) = µx. We define
θp,q(µ) := g|
−1
η · ν and hp,q(µ) := ((g|
−1
η )|ν)
−1.
For all y ∈ dom(hp,q(µ))Λ∞, we have r(hp,q(µ) · y) = cod(hp,q(µ)) = s(ν) = s(µ). Then
applying (9.5) with x = hp,q(µ) · y gives
µ(hp,q(µ) · y) = (g|η)
−1 ·
(
ν(hp,q(µ) · y)
)
= θp,q(µ)
(
(g|−1η )|ν(hp,q
(
µ) · y
))
= θp,q(µ)y,
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and so (1) holds.
For (2), first note that since Per(G,Λ) is a group, we have p − n ∈ Per(G,Λ). Two
applications of (9.2) gives
θq,n
(
θp,q(µ)
)
x = θp,q(µ)
(
hq,n
(
θp,q(µ)
)
· x
)
= µ
((
hp,q(µ)hq,n
(
θp,q(µ)
))
· x
)
.
Now, the uniqueness in part (1) gives θq,n ◦ θp,q = θp,n and (9.3) simultaneously.
For (3), since µ(ids(µ) ·x) = µx for all x ∈ s(µ)Λ
∞, the uniqueness in part (1) implies
that θp,p(µ) = µ and hp,p(µ) = ids(µ) for all µ ∈ Λp. Finally, part (2) implies that
θq,p ◦ θp,q = θp,p and θp,q ◦ θq,p = θq,q and therefore each θp,q is a bijection. The formula
(9.4) follows from (9.3) by letting n = p. 
The following technical lemma describes the interaction between the functions θp,q and
hp,q.
Lemma 9.3. Let p− q ∈ Per(G,Λ), θp,q, hp,q be the functions of Lemma 9.2, and µ ∈ Λp.
(1) For each η ∈ s(µ)Λ, we have
θp+d(η),q+d(η)(µη) = θp,q(µ)
(
hp,q(µ)
−1 · η
)
and hp+d(η),q+d(η)(µη) = hp,q(µ)|hp,q(µ)−1·η.
(2) For each β ∈ Λr(µ), we have
θd(β)+p,d(β)+q(βµ) = βθp,q(µ) and hd(β)+p,d(β)+q(βµ) = hp,q(µ).
(3) For each g ∈ G with dom(g) = r(µ), we have
θp,q(g · µ) = g · θp,q(µ) and hp,q(g · µ) = g|µhp,q(µ)g|
−1
θm,n(µ)
.
Proof. For convenience we write g := hp,q(µ). Since dom(g
−1) = cod(g) = s(µ) = r(η),
the right-hand sides of the equations in part (1) make sense. Now, (S3) implies that
cod(g|g−1·η) = s(η), and for all x ∈ s(g−1 · η)Λ∞ we have
µη
(
g|g−1·η ·x
)
= µ
(
(gg−1) · η
)(
g|g−1·η ·x
)
= µ(g · (g−1 · η))
(
g|g−1·η ·x
)
= µ
(
g ·
(
(g−1 · η)x
))
.
The right-hand expression is equal to θp,q(µ)(g
−1 · η)x by (9.2). The uniqueness in
Lemma 9.2(1) now gives part (1).
Similarly, for each x ∈ dom(hp,q(µ)), equation (9.2) implies that βµ
(
hp,q(µ) · x
)
=
βθp,q(µ)x, and another application of uniqueness in Lemma 9.2(1) gives part (2)
To see that (3) holds, first note that Lemma 9.2(1) says that the function θp,q is range-
preserving, and therefore g · θp,q(µ) make sense. This also means we can compose the
groupoid elements g|µ, hp,q(µ), and g|
−1
θp,q(µ)
to form g|µhp,q(µ)g|
−1
θp,q(µ)
. Now, for each x ∈
dom(g|−1
θp,q(µ)
)Λ∞ we can apply equation (9.2) to get
µ
(
hp,q(µ) ·
(
g|−1
θp,q(µ)
· x
)
= θp,q(µ)
(
g|−1
θp,q(µ)
· x
)
.
Hence we have
(g · µ)
((
g|µhp,q(µ)g|
−1
θp,q(µ)
)
· x
)
= g ·
(
µ
(
hp,q(µ) ·
(
g|−1
θp,q(µ)
· x
))
= g ·
(
θp,q(µ)
(
g|−1
θp,q(µ)
· x
))
=
(
g · θp,q(µ)
)
x.
Again, the uniqueness in Lemma 9.2(1) now gives part (3). 
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Remark 9.4. If Λ has a single vertex, and hence G is a group acting self-similarly on Λ,
then for each p−q ∈ Per(G,Λ) and λ ∈ Λp, the triple (λ, hp,q(λ), θp,q(λ)) is a cycline triple
in the sense of [21]. The group Per(G,Λ) also coincides with the G-periodicity group from
[21]. While our approach to defining the G-periodicity group is different to that in [21],
some of our results follow from their results in the single-vertex setting, when the action
is pseudo free and source invariant. In particular, Lemmas 11.7 and 11.8 follow from
[21, Lemma 6.5 and Lemma 6.6]; and Proposition 10.1 and Lemma 10.3 follow from [21,
Theorem 4.9 and Lemma 6.9].
We finish this section, by defining the notion of G-aperiodicity for a self-similar action
(G,Λ). We will see in Section 14 that this condition reduces the number KMS states of
O(G,Λ).
Definition 9.5. Let Λ be a strongly connected finite k-graph, and (G,Λ) be a self-similar
groupoid action. We say Λ is G-aperiodic if for every g ∈ G, and p 6= q ∈ Nk, there exists
a x ∈ cod(g)Λ∞ such that
σp(x) 6= σq(g · x).
Remark 9.6. Observe that Λ is G-aperiodic if and only if Per(G,Λ) = {0}.
10. A central representation of C∗(Per(G,Λ)) on O(G,Λ)
In our main result on the KMS structure of O(G,Λ), we will prove that KMS states are
determined by states of C∗(Per(G,Λ)). For this we first need to represent C∗(Per(G,Λ))
in O(G,Λ).
Proposition 10.1. Let Λ be a strongly connected finite k-graph, and (G,Λ) be a self-
similar groupoid action. For p − q ∈ Per(G,Λ), let θp,q and hp,q be the functions from
Lemma 9.2. Then there is a central unitary representation V of Per(G,Λ) in O(G,Λ)
given by
Vp−q =
∑
λ∈Λp
tλuhp,q(λ)t
∗
θp,q(λ).
To prove Proposition 10.1 we need the following two lemmas.
Lemma 10.2. Let Λ be a strongly connected finite k-graph, and (G,Λ) be a self-similar
groupoid action. Suppose that p − q ∈ Per(G,Λ) and λ ∈ Λp. Let m := (p ∨ q) − p and
n := (p ∨ q)− q. Then
Λmin
(
θp,q(λ), λ
)
=
{(
η , hp,q(λ) · θn,m(η)
)
: η ∈ s(θp,q(λ))Λ
n
}
.
Proof. Suppose that (η, ζ) ∈ Λmin
(
θp,q(λ), λ
)
. Then θp,q(λ)η = λζ , d(η) = n and d(ζ) = m.
Now let y ∈ dom(hn,m(η))Λ
∞, and x = hn,m(η) · y. Then x ∈ s(η)Λ∞ = s(ζ)Λ∞ by
Lemma 9.2(1), and we have
ζx = σp(λζx) = σp
(
θp,q(λ)ηx
)
= σp
(
λ
(
hp,q(λ) · (ηx)
))
= hp,q(λ) · (ηx).
An application of (9.2) implies that
ζx = hp,q(λ) ·
(
θn,m(η)y
)
=
(
hp,q(λ) · θn,m(η)
)(
hp,q(λ)|θn,m(η) · y
)
.
Since the action is degree preserving, by the factorisation property of Λ we have ζ =
hp,q(λ) · θn,m(η). This gives the ⊆ containment.
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For the reverse containment, let η ∈ s(θp,q(λ))Λn, and x = hn,m(η) · y for some y ∈
dom(hn,m(η))Λ
∞. Then
θp,q(λ)ηx = λ
(
hp,q(λ)·(ηx)
)
= λ
(
hp,q(λ)·(θn,m(η)y
)
= λ
(
hp,q(λ)·θn,m(η)
)(
hp,q(λ)|θn,m(η)·y
)
.
Since q + n = p+m = p ∨ q, we have θp,q(λ)η = λ
(
hp,q(λ) · θn,m(η)
)
, as required. 
Lemma 10.3. Let Λ be a strongly connected finite k-graph, and (G,Λ) be a self-similar
groupoid action. Let p − q ∈ Per(G,Λ). Then tλt∗λ = tθp,q(λ)t
∗
θp,q(λ)
for all λ ∈ Λp, and
Vp−q =
∑
λ∈Λp tλuhp,q(λ)t
∗
θp,q(λ)
is a unitary in O(G,Λ).
Proof. Let m := (p ∨ q)− p and n := (p ∨ q)− q. Using relation (CK) gives
tθp,q(λ)t
∗
θp,q(λ) = tθp,q(λ)
∑
η∈s(θp,q(λ))Λn
tηt
∗
ηt
∗
θp,q(λ) =
∑
η∈s(θp,q(λ))Λn
tθp,q(λ)ηt
∗
θp,q(λ)η.
Applying (9.2) to each summand now gives
tθp,q(λ)t
∗
θp,q(λ) =
∑
η∈s(θp,q(λ))Λn
tλ(hp,q(λ)·θn,m(η))t
∗
λ(hp,q(λ)·θn,m(η))
=
∑
η∈s(θp,q(λ))Λn
tλthp,q(λ)·θn,m(η)t
∗
hp,q(λ)·θn,m(η)t
∗
λ.
Since tg·νt∗g·ν = tg·νug|νu
∗
g|νt
∗
g·ν = ugtνt
∗
νug for all ν ∈ dom(g)Λ, we have
tθp,q(λ)t
∗
θp,q(λ) =
∑
η∈s(θp,q(λ))Λn
tλuhp,q(λ)tθn,m(η)t
∗
θn,m(η)uhp,q(λ)t
∗
λ
= tλuhp,q(λ)
∑
η∈s(θp,q(λ))Λn
tθn,m(η)t
∗
θn,m(η)uhp,q(λ)t
∗
λ.(10.1)
Since θp,q is a range-preserving bijection, we can use (CK) to get∑
η∈s(θp,q(λ))Λn
tθn,m(η)t
∗
θn,m(η) =
∑
α∈s(θp,q(λ))Λm
tαt
∗
α = us(θn,m(λ)) = udom(hn,m(λ)).
Substituting this into (10.1) then gives
tθp,q(λ)t
∗
θp,q(λ) = tλuhp,q(λ)udom(hn,m(λ))uhp,q(λ)t
∗
λ = tλucod(hn,m(λ))t
∗
λ = tλus(λ))t
∗
λ = tλt
∗
λ.
For the second statement, we compute
V ∗p−qVp−q =
∑
λ,µ∈Λp
tθp,q(λ)u
∗
hp,q(λ)t
∗
λtµuhp,q(µ)t
∗
θp,q(µ) =
∑
λ∈Λp
tθp,q(λ)u
∗
hp,q(λ)us(λ)uhp,q(λ)t
∗
θp,q(λ).
Since s(λ) = cod
(
hp,q(λ)
)
and dom
(
hp,q(λ)
)
= s
(
θp−q(λ)
)
, we have
V ∗p−qVp−q =
∑
λ∈Λp
tθp,q(λ)t
∗
θp,q(λ) =
∑
v∈Λ0
∑
µ∈vΛq
tµt
∗
µ =
∑
v∈Λ0
tv = 1.
Similarly, we can show that Vp−qV ∗p−q = 1. 
Proof of Proposition 10.1. We first show that V is well defined. Fix p − q ∈ Per(G,Λ)
and n ∈ Nk. We claim that Vp+n,q+n = Vp,q. Using Proposition 9.1(3) we get
Vp+n,q+n =
∑
λ∈Λp+n
tλuhp+n,q+n(λ)t
∗
θp+n,q+n(λ)
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=
∑
µ∈Λp
∑
ν∈s(µ)Λn
tµtνuhp+n,q+n(µν)t
∗
θp+n,q+n(µν)
=
∑
µ∈Λp
∑
ν∈s(µ)Λn
tµtνuhp,q(µ)|hp,q(µ)−1·ν t
∗
hp,q(µ)−1·νt
∗
θp,q(µ).(10.2)
Now, for each µ ∈ Λp and ν ∈ s(µ)Λn, we have r(hp,q(µ)−1 · ν) = dom(hp,q(µ)). So the
action of hp,q(µ)
−1 is a bijection of s(µ)Λn onto dom(hp,q(µ))Λn. We now rewrite (10.2)
as
Vp+n,q+n =
∑
µ∈Λp
∑
η∈dom(hp,q(µ))Λn
tµthp,q(µ)·ηuhp,q(µ)|η t
∗
ηt
∗
θp,q(µ).
We now use (6.1) on the right-hand side of this expression to get
Vp+n,q+n =
∑
µ∈Λp
tµuhp,q(µ)udom(hp,q(µ))t
∗
θp,q(µ) =
∑
µ∈Λp
tµuhp,q(µ)t
∗
θp,q(µ) = Vp,q,
and hence V is well defined.
We next we show that a 7→ Va is a homomorphism. Let a, b ∈ Per(G,Λ). As in [11,
Proposition 6.1], we can find n, p, q ∈ Nk such that a = p − q and b = q − n. Since
t∗θp,q(λ)tµ = δθp,q(λ),µus(θp,q(λ)) and s(θp,q(λ)) = dom(hp,q(λ)), we have
VaVb = Vp−qVq−n =
∑
λ∈Λp
∑
µ∈Λq
tλuhp,q(λ)t
∗
θp,q(λ)tµuhq,n(µ)t
∗
θq,n(µ)
=
∑
λ∈Λp
tλuhp,q(λ)uhq,n(θp,q(λ))t
∗
θq,n(θp,q(λ)).
We can now apply Lemma 9.2(2) on this sum to get
VaVb =
∑
λ∈Λp
tλuhp,n(λ)t
∗
θp,n(λ) = Vp,n = Va+b.
It remains to see that V is central. We claim that tµVa = Vatµ and ugVa = Vaug for all
a ∈ Per(G,Λ), µ ∈ Λ and g ∈ G. To see this, fix a ∈ Per(G,Λ), µ ∈ Λ. Choose p, q ∈ Nk
such that a = p − q and let m := p + d(µ) and n := q + d(µ). By factoring ν ∈ Λp, we
can rewrite the sum
Va = Vm,n =
∑
ν∈Λm
tνuhm,n(ν)t
∗
θm,n(ν) =
∑
η∈Λd(µ)
∑
λ∈s(η)Λp
tηλuhd(µ)+p,d(µ)+q(ηλ)t
∗
θd(µ)+p,d(µ)+q(ηλ)
=
∑
η∈Λd(µ)
∑
λ∈s(η)Λp
tηλuhp,q(λ)t
∗
θp,q(λ)t
∗
η by Lemma 9.3(2)
Since t∗ηtµ = δη,µus(η) and s(η) = r(λ) = r
(
θp,q(λ)
)
, we have
Vatµ =
∑
λ∈s(µ)Λp
tµλuhp,q(λ)t
∗
θp,q(λ) = tµ
∑
λ∈Λp
tλuhp,q(λ)t
∗
θp,q(λ) = tµVa.
To see ugVa = Vaug, note that g|λhp,q(λ) = hp,q(g · λ)g|θp,q(λ). Then the equation (6.1)
implies that
ugVa = ugVp−q =
∑
λ∈dom(g)Λp
tg·λug|λuhp,q(λ)t
∗
θp,q(λ) =
∑
λ∈dom(g)Λp
tg·λuhp,q(g·λ)ug|θp,q(λ)t
∗
θp,q(λ).
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Since θp,q(g · λ) = g · θp,q(λ), we get
ugVa =
∑
λ∈dom(g)Λp
tg·λuhp,q(g·λ)ug|g−1·θp,q(g·λ)t
∗
g−1·θp,q(g·λ).(10.3)
For all ζ ∈ Λ, g ∈ G with r(ζ) = cod(g), (S7) and the formula (6.1) imply that
ug|
g−1·ζ
t∗g−1·ζ = u
∗
g−1|ζ t
∗
g−1·ζ =
(
tg−1·ζug−1|ζ
)∗
= (ug−1tζ)
∗ = t∗ζug−1.
Therefore
ugVa =
∑
λ∈dom(g)Λp
tg·λuhp,q(g·λ)t
∗
θp,q(g·λ)ug
=
∑
η∈cod(g)Λp
tηuhp,q(η)t
∗
θp,q(η)ug
=
∑
η∈Λp
tηuhp,q(η)t
∗
θp,q(η)ug
= Vaug.
Now, Lemma 9.2(4) allows us to write
V ∗p−q =
∑
λ∈Λp
tθp,q(λ)uhp,q(λ)−1t
∗
λ =
∑
µ∈Λq
tµuhq,p(µ)t
∗
θq,p(µ) = Vq−p.
This means, for instance, that Vat
∗
µ = (tµV−a)
∗ = (V−atµ)∗ = t∗µVa. Similarly, we know
that Va commutes with each ug. It follows that V is central. 
11. Perron–Frobenius measure on the infinite-path space
Suppose that Λ is a strongly connected finite k-graph and let B1, . . . , Bk ∈ MΛ0 [0,∞)
be the adjacency matrices of Λ. The [12, Corollary 4.2] shows that each ρ(Bi) > 0 and
there is a unique vector xΛ ∈ (0,∞)Λ
0
with unit 1-norm such that BixΛ = ρ(Bi)xΛ for all
1 ≤ i ≤ k. The vector xΛ is called unimodular Perron–Frobenius eigenvector of Λ.
For each λ ∈ Λ, let
Z(λ) := {x ∈ Λ∞ : x = λy for some y ∈ Λ∞}.
The collection {Z(λ) : λ ∈ Λ} forms a basis of clopen sets for a Hausdorff topology on
Λ∞. By [12, Proposition 8.2], there is a unique Borel probability measure M on Λ∞ such
that
(11.1) M(Z(λ)) = ρ(Λ)d(λ)M(Z(s(λ))) = ρ(Λ)d(λ)xΛ(s(λ)) for all λ ∈ Λ,
where ρ(Λ)p :=
∏k
i=1 ρ(Bi)
pi for all p = (p1, . . . , pk) ∈ Nk. We call M the Perron–
Frobenius measure and preserve the letter M for this measure. The C∗-algebra C(Λ∞)
is isomorphic to the commutative subalgebra span{tλt∗λ : λ ∈ Λ} of O(G,Λ), where the
characteristic function 1Z(λ) is mapped to tλt
∗
λ. Therefore each KMS1-state φ of O(G,Λ)
gives rise to a measure Mφ on Λ
∞ satisfying (11.1) and Mφ(Z(λ)) = φ(tλt∗λ). This means
if φ is a KMS1-state of O(G,Λ), then we have
(11.2) φ(tλt
∗
λ) =M(Z(λ)) and φ(tv) = M(Z(v)) = xΛ(v)
for all λ ∈ Λ and v ∈ Λ0.
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The measure M plays a crucial role in building the unique KMS1-state in [12, 21]. We
will also need M to construct KMS1-states for our preferred dynamics on O(G,Λ), but
we first need to study M in the presence of a self-similar groupoid action.
Lemma 11.1. Let Λ be a strongly connected finite k-graph, (G,Λ) be a self-similar
groupoid action, and xΛ be the unimodular Perron–Frobenius eigenvector of Λ. Let p−q ∈
Per(G,Λ), λ ∈ Λp, and hp,q(λ) be as in Lemma 9.2. Write N := (1, . . . , 1) ∈ N
k and sup-
pose that g ∈ G satisfies cod(g) = cod(hp,q(λ)), dom(g) = dom(hp,q(λ)) and g 6= hp,q(λ).
For v ∈ Λ0, l ∈ N define
F lp,q,λ(g, v) :=
{
µ ∈ dom(g)ΛlNv : g · µ = hp,q(λ) · µ, g|µ = hp,q(λ)|µ
}
and
clp,q,λ(g) := ρ(Λ)
−lN ∑
v∈Λ0
∣∣F lp,q,λ(g, v)∣∣xΛ(v).
Then {clp,q,λ(g)} converges to a limit cp,q,λ(g) ∈
[
0, xΛ(dom(g))
)
as l →∞.
Remark 11.2. For a directed graph E and self-similar action (G,E), Per(G,E) = {0} and
the functions hp,q, θp,q are identity functions. It follows that the set F
l
p,q,λ(g, v) and the
number cp,q,λ(g) coincide with F
l
g(v) and cg of [19, Proposition 8.2].
When Λ has a single vertex (and so G is a group), if (G,Λ) is pseudo free in the sense
of [21], we claim that the set F lp,q,λ(g, v) is empty, and hence cp,q,λ(g) = 0. This holds
because if µ ∈ F lp,q,λ(g, v), then by (S6) and (S7) we have (hp,q(λ)
−1g)|µ = s(µ) = v and
(hp,q(λ)
−1g)·µ = µ. Now the pseudo freeness implies g = hp,q(λ), which is a contradiction.
Proof of Lemma 11.1. We adjust the arguments in the proof of [19, Proposition 8.2] to
fit our setting. We claim that the sequence {clp,g,λ(g)} is increasing and bounded. For
boundedness, first note that since g 6= hp,q(λ), there is η ∈ Λ such that g · η 6= hp,q(λ) · η.
We can assume that d(η) = jN for some j ∈ N. Hence η /∈ F jp,q,λ(g, s(η)). An application
of (S3) implies that for every ζ ∈ s(η)ΛlN−jN with l > j, the element ηζ does not belong
to F lp,q,λ(g, s(ζ)). Therefore for l > j and v ∈ Λ
0, we have∣∣F lp,q,λ(g, v)∣∣ ≤ ∣∣ dom(g)ΛlNv∣∣− ∣∣s(η)ΛlN−jNv∣∣ = BlN(dom(g), v)− BlN−jN(s(η), v).
Now we have
clp,q,λ(g) ≤ ρ(Λ)
−lN
(∑
v∈Λ0
BlN(dom(g), v)xΛ(v)−
∑
v∈Λ0
BlN−jN(s(η), v)xΛ(v)
)
= ρ(Λ)−lN
(
ρ(Λ)lNxΛ(dom(g))− ρ(Λ)
lN−jNxΛ(s(η))
)
= xΛ(dom(g))− ρ(Λ)
−jNxΛ(s(η)),
and hence 0 ≤ clp,q,λ(g) < xΛ(dom(g)).
It remains to show that {clp,q,λ(g)} is an increasing sequence. Let µ ∈ F
l
p,q,λ(g, v) and
ν ∈ vΛN . Then (S1) implies that
g · (µν) = hp,q(λ) · (µν) and g|µν = hp,q(λ)|µν .
Therefore µν ∈ F l+1p,q,λ(g, s(ν)) and hence
∣∣F l+1p,q,λ(g, v)| ≥ ∑w∈Λ0 |F lp,q,λ(g, w)∣∣BN (w, v).
Now we have
cl+1p,q,λ(g) = ρ(Λ)
−lN−N ∑
v∈Λ0
∣∣F l+1p,q,λ(g, v)∣∣xΛ(v)
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≥ ρ(Λ)−lN−N
∑
v∈Λ0
∑
w∈Λ0
|F lp,q,λ(g, w)|B
N(w, v)xΛ(v).
Recalling that xΛ is the Perron–Frobenius eigenvector of Λ, we get
cl+1p,q,λ(g) ≥ ρ(Λ)
−lN−N ∑
w∈Λ0
|F lp,q,λ(g, w)|ρ(Λ)
NxΛ(w) = c
l
p,q,λ(g),
as required. 
Corollary 11.3. Let Λ be a strongly connected finite k-graph, (G,Λ) be a self-similar
groupoid action, and xΛ be the unimodular Perron–Frobenius eigenvector of Λ. Let N :=
(1, . . . , 1) ∈ Nk, and g ∈ G \ Λ0. For v ∈ Λ0, l ∈ N define
F lg(v) :=
{
µ ∈ dom(g)ΛlNv : g · µ = µ, g|µ = v
}
and clg := ρ(Λ)
−lN ∑
v∈Λ0
∣∣F lg(v)∣∣xΛ(v).
Then {clg} converges to a limit cg ∈
[
0, xΛ(dom(g))
)
as l →∞.
Proof. Since 0 ∈ Per(G,Λ) and h0,0 is the identity function on Λ0, the proof follows from
applying Lemma 11.1 with p = q = 0. 
Definition 11.4. Following [18, 19, 21], we say a self-similar action (G,Λ) is finite-state
if for all g ∈ G \Λ0, the set {g|λ : λ ∈ dom(g)Λ} is finite. Given λ, µ ∈ Λ and g ∈ G with
s(λ) = g · s(µ), we define
(11.3) Z(λ, g, µ) := {x ∈ Λ∞ : x = λ(g · y) = µy for some y ∈ Λ∞}.
A continuity argument shows that Z(λ, g, µ) is closed and hence is M-measurable.
Theorem 11.5. Let Λ be a strongly connected finite k-graph, (G,Λ) be a finite-state
self-similar groupoid action, M be the Perron–Frobenius measure on Λ∞, and xΛ be the
unimodular Perron–Frobenius eigenvector of Λ. Then for λ, µ ∈ Λ and g ∈ G with
s(λ) = g · s(µ), we have
M
(
Z(λ, g, µ)
)
=


ρ(Λ)−d(µ)xΛ(s(µ)) if d(λ)− d(µ) ∈ Per(G,Λ), µ = θd(λ),d(µ)(λ)
and g = hd(λ),d(µ)(λ)
ρ(Λ)−d(µ)cd(λ),d(µ),λ(g) if d(λ)− d(µ) ∈ Per(G,Λ), µ = θd(λ),d(µ)(λ)
and g 6= hd(λ),d(µ)(λ)
0 otherwise.
(11.4)
We spend the rest of this section proving Theorem 11.5. We first need some technical
lemmas.
Lemma 11.6. Let Λ be a strongly connected finite k-graph, (G,Λ) be a finite-state
self-similar groupoid action. Let M be the Perron–Frobenius measure on Λ∞, p − q ∈
Per(G,Λ), λ ∈ Λp, and h := hp,q(λ). Take g ∈ G such that g 6= h and suppose that there
exists ω ∈ Λ \ Λ0 such that g|ω 6= h|ω. Then for N := (1, 1, . . . , 1) ∈ Nk there exists
b := jN for j ∈ N , and a real number 0 < K < 1, such that
M
( ⋃
µ∈s(λ)Λlb
g·µ=h·µ, g|µ 6=h|µ
Z(λµ)
)
≤ K lM
(
Z(λ)
)
for l ∈ N.(11.5)
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Proof. Since (G,Λ) is finite-state, and the existence of ω, the set {ν ∈ Λ\{0} : g|ν 6= h|ν}
is nonempty and finite; say {ν1, . . . , νr}. Then there are (not necessarily distinct) ξ1, . . . , ξr
such that
(11.6) g|νi · ξi 6= h|νi · ξi for all 1 ≤ i ≤ r.
Since Λ is strongly connected, it has no sources (see [11, Lemma 2.1]), and we can assume
that for each 1 ≤ i ≤ r we have d(ξi) = jN for some j ∈ N. Let b := jN .
Now, (11.1) implies thatM(Z(ξi)) > 0 for each 1 ≤ i ≤ j. Hence there is a real number
0 < Ki < 1 for each 1 ≤ i ≤ j such that
(11.7) M
(
Z(r(ξi) \ Z(ξi)
)
< KiM
(
Z(r(ξi)
)
.
We let K := max{K1 . . .Kj}. We claim that b and K satisfy (11.5).
We proceed by induction on l. The case l = 0 is trivial. Now suppose (11.5) is true for
l. First observe the general fact that given µ = ηζ , we have
g · µ = h · µ and g|µ 6= h|µ ⇐⇒ g · η = h · η, g|η · ζ = h|η · ζ, g|η 6= h|η, (g|η)|ζ 6= (h|η)|ζ.
Using this fact we see that⋃
µ∈s(λ)Λ(l+1)b
g·µ=h·µ
g|µ 6=h|µ
Z(λµ) =
⋃
η∈s(λ)Λlb
g·η=h·η
g|η 6=h|η
⋃
ζ∈s(η)Λb
g|η·ζ=h|η·ζ
(g|η)|ζ 6=(h|η)|ζ
Z(ληζ).
For each η ∈ s(λ)Λlb in the subscript of the exterior union, since g|η 6= h|η, we have η = νi
for some 1 ≤ i ≤ r. Then the corresponding ξi does not belong to the interior union, and
hence ⋃
µ∈s(λ)Λ(l+1)b
g·µ=h·µ
g|µ 6=h|µ
Z(λµ) ⊆
⋃
η∈s(λ)Λlb
g·η=h·η
g|η 6=h|η
⋃
ζ∈s(η)Λb\{ξi}
Z(ληζ).(11.8)
Two applications of (11.1) now gives
M
( ⋃
µ∈s(λ)Λ(l+1)b
g·µ=h·µ
g|µ 6=h|µ
Z(λµ)
)
≤
∑
η∈s(λ)Λlb
g·η=h·η
g|η 6=h|η
∑
ζ∈s(η)Λb\{ξi}
M
(
Z(ληζ)
)
=
∑
η∈s(λ)Λlb
g·η=h·η
g|η 6=h|η
ρ(Λ)d(λη)
∑
ζ∈s(η)Λb\{ξi}
M
(
Z(ζ)
)
=
∑
η∈s(λ)Λlb
g·η=h·η
g|η 6=h|η
ρ(Λ)d(λη)M
(
Z(r(ξi)) \ Z(ξi)
)
.(11.9)
Since s(η) = r(ξi), (11.7) and the inductive hypothesis now gives
M
( ⋃
µ∈s(λ)Λ(l+1)b
g·µ=h·µ
g|µ 6=h|µ
Z(λµ)
)
≤ Ki
∑
η∈s(λ)Λlb
g·η=h·η
g|η 6=h|η
ρ(Λ)d(λη)M
(
Z(s(η)
)
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≤ KM
( ⋃
η∈s(λ)Λlb
g·η=h·η
g|η 6=h|η
Z(λη)
)
≤ K l+1M
(
Z(λ)
)
.(11.10)

Lemma 11.7. Let Λ be a strongly connected finite k-graph, and (G,Λ) be a self-similar
groupoid action. Let κ ∈ Zk \ Per(G,Λ). Let {g1, . . . , gj} be a finite subset of G. Then
there exist a ∈ Nk \ {0} and for each gi a path νi ∈ dom(gi)Λa such that for λ, µ ∈ Λ with
s(λ) = gi · s(µ) and d(λ)− d(µ) = κ, we have
(11.11) Λmin(λ(gi · νi), µνi) = ∅.
Proof. As in [11, Lemma 8.3], p := κ∨0, and q := −κ∨0 satisfies κ = p−q, and whenever
κ = p′ − q′, we have p′ ≤ p and q′ ≤ q. Since p − q 6∈ Per(G,Λ), for each gi there must
be xi ∈ dom(gi)Λ∞ such that σp(xi) 6= σq(gi · xi). Therefore there are mi ∈ Nk such that
σp(xi)(0, mi) 6= σq(gi · xi)(0, mi). We let a := p+ q +
∑j
i=1mi, and νi := xi(0, a) for each
1 ≤ i ≤ I.
Fix i, and let λ, µ ∈ Λ with s(λ) = gi · s(µ) and d(λ)− d(µ) = κ. Then d(λ) = n + p
and d(µ) = n+ q for some n ∈ Nk. Let λ = ην and µ = ζτ such that d(η) = d(ζ) = n. If
η 6= ζ , clearly Λmin(λ(gi · νi), µνi) = ∅. So we suppose that η = ζ . Writing m :=
∑j
i=1mi,
we have
ν(gi · νi)(p+ q, p+ q +m) = (gi · νi)(q, q +m) = (gi · xi)(q, q +m) = σ
q(gi · xi)(0, m).
A simpler argument shows that τνi(p + q, p + q + m) = σ
p(xi)(0, m). Since m ≥ mi,
σp(xi)(0, mi) 6= σq(gi · xi)(0, mi) implies that σp(xi)(0, m) 6= σq(gi · xi)(0, m)m giving
Λmin(ν(gi · νi), τνi) = ∅. Hence Λ
min(λ(gi · νi), µνi) = ∅. 
Lemma 11.8. Let Λ be a strongly connected finite k-graph, (G,Λ) be a finite-state self-
similar groupoid action, and M be the Perron–Frobenius measure on Λ∞. Let g ∈ G, and
κ ∈ Zk \ Per(G,Λ). Then there exists a ∈ Nk \ {0} and a real number 0 < K < 1 such
that for all λ, µ ∈ Λ with s(λ) = g · s(µ) and d(λ)− d(µ) = κ, we have
(11.12) M
( ⋃
ν∈s(µ)Λla
Λmin(λ(g·ν),µν)6=∅
Z(µν)
)
≤ K lM(Z(µ)) for l ∈ N.
Proof. Since (G,Λ) is finite-state, the set {g|η : η ∈ Λ} is finite and we can label it as
{g1, . . . , gj}. Applying Lemma 11.7 gives a ∈ Nk \ {0} and paths νi ∈ dom(gi)Λa that
satisfy (11.11). For each i, (11.1) gives a real number 0 < Ki < 1 such that
M
(
Z
(
dom(gi)
)
\ Z(νi)
)
< KiM
(
Z
(
dom(gi)
))
.
Let K := max{K1, · · · , Kj}. We claim that a and K satisfy (11.12).
We follow by induction. The base case l = 0 is clear. Suppose that (11.12) is true for
l. We first note that⋃
ν∈s(µ)Λ(l+1)a
Λmin(λ(g·ν),µν)6=∅
Z(µν) =
⋃
η∈s(µ)Λla
Λmin(λ(g·η),µη)6=∅
⋃
ζ∈s(η)Λa
Λmin(λ(g·η)(g|η ·ζ),µηζ)6=∅
Z(µηζ).
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Fix η in the subscript of the exterior union. Then g|η belongs to {g1, . . . , gI}; say g|η = gi.
Since d(λ(g · η)) − d(µη) = d(λ) − d(µ) = κ, the path νi corresponding to g|η satisfies
Λmin
(
λ(g · η)(g|η · νi), µηνi
)
= ∅, and therefore νi does not belong to the interior union.
So we have ⋃
ν∈s(µ)Λ(l+1)a
Λmin(λ(g·ν),µν)6=∅
Z(µν) ⊆
⋃
η∈s(µ)Λla
Λmin(λ(g·η),µη)6=∅
⋃
ζ∈s(η)Λa\{νi}
Z(µηζ).
Now, similar computations to those used to establish (11.9) and (11.10), using induction
hypothesis, show that
M
( ⋃
ν∈s(µ)Λ(l+1)a
Λmin(λ(g·ν),µν)6=∅
Z(λµ)
)
≤ K l+1M
(
Z(µ)
)
,
finishing the proof. 
Proof of Theorem 11.5. First suppose that d(λ) − d(µ) /∈ Per(G,Λ). Let b ∈ Nk the
number obtained by applying Lemma 11.6 with g and d(λ)− d(µ). Then for each l ∈ N,
we have
Z(λ, g, µ) =
⋃
ν∈s(µ)Λlb
Λmin(λ(g·ν),µν)6=∅
{x ∈ Λ∞ : x = λ(g · ν)(g|ν · y) = µνy for some y ∈ Λ∞}
⊆
⋃
ν∈s(µ)Λlb
Λmin(λ(g·ν),µν)6=∅
Z(µν).
By Lemma 11.6, we have
M
(
Z(λ, g, µ)
)
≤
∑
ν∈s(µ)Λlb
Λmin(λ(g·ν),µν)6=∅
M(Z(µν)) ≤ K lM(Z(µ)).
Now letting l →∞, we get M
(
Z(λ, g, µ)
)
.
Second, suppose that d(λ)− d(µ) ∈ Per(G,Λ) and µ 6= θd(λ),d(µ)(λ). The equation (9.2)
implies that Z
(
θd(λ),d(µ)(λ)
)
⊆ Z(λ). Also rewriting (9.2) as
λy = θd(λ),d(µ)(λ)
(
hd(λ),d(µ)(λ)
−1 · y
)
for y ∈ s(λ))Λ∞
gives Z(λ) ⊆ Z
(
θd(λ),d(µ)(λ)
)
. Therefore Z(λ) = Z
(
θd(λ),d(µ)(λ)
)
. Now we have
Z(λ, g, µ) ⊆ Z(λ) ∩ Z(µ) = Z
(
θd(λ),d(µ)(λ)
)
∩ Z(µ) = ∅,
giving M
(
Z(λ, g, µ)
)
= 0.
Third, suppose that d(λ) − d(µ) ∈ Per(G,Λ), µ = θd(λ),d(µ)(λ) and g = hd(λ),d(µ)(λ).
Then by definitions of the functions θd(λ),d(µ) and hd(λ),d(µ), Z(λ, g, µ) = Z(µ) and hence
M
(
Z(λ, g, µ)
)
= ρ(Λ)−d(µ)xΛ(s(µ)).
Finally, let d(λ) − d(µ) ∈ Per(G,Λ), µ = θd(λ),d(µ)(λ) and g 6= hd(λ),d(µ)(λ). Let N :=
(1, . . . , 1) ∈ Nk, l ∈ N and write h := hd(λ),d(µ)(λ). For each ν ∈ s(λ)Λ and y ∈ s(ν)Λ∞,
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we have µνy = λ(h · (νy)) = λ(h ·ν)(g|ν ·y). Then by factorization property of Λ, we have
Z(λ, g, µ) =
⋃
ν∈s(λ)ΛlN
g·ν=h·ν
{x ∈ Λ∞ : x = λ(g · ν)(g|ν · y) = µνy for some y ∈ Λ∞}.
Since {x ∈ Λ∞ : x = λ(g · ν)(g|ν · y) = µνy for some y ∈ Λ∞} ⊆ Z(µν), we have
M
( ⋃
ν∈s(λ)ΛlN
g·ν=h·ν, g|ν 6=h|µ
{x ∈ Λ∞ : x = λ(g · ν)(g|ν · y) = µνy for some y ∈ Λ∞}
)
≤M
( ⋃
ν∈s(λ)ΛlN
g·ν=h·ν, g|ν 6=h|µ
Z(µν)
which will vanish as l →∞ by Lemma 11.6. Therefore
M
(
Z(λ, g, µ)
)
=M
( ⋃
ν∈s(λ)ΛlN
g·ν=h·ν, g|ν=h|µ
{x ∈ Λ∞ : x = λ(g · ν)(g|ν · y) = µνy for some y ∈ Λ∞}
)
=M
( ⋃
ν∈s(λ)ΛlN
g·ν=h·ν, g|ν=h|µ
{x ∈ Λ∞ : x = λ(h · (νy)) = µνy for some y ∈ Λ∞}
)
=M
( ⋃
ν∈s(λ)ΛlN
g·ν=h·ν, g|ν=h|µ
Z(µν)
)
=
∑
ν∈s(λ)ΛlN
g·ν=h·ν, g|ν=h|µ
M
(
Z(µν)
)
= ρ(Λ)−d(µ)ρ(Λ)−lN
∑
ν∈s(λ)ΛlN
g·ν=h·ν, g|ν=h|µ
M
(
Z(s(ν))
)
= ρ(Λ)−d(µ)ρ(Λ)−lN
∑
v∈Λ0
∣∣F ld(λ),d(µ),λ(g, v)∣∣xΛ(v)
by definition of F ld(λ),d(µ),λ(g, v). By letting l →∞, we get
M
(
Z(λ, g, µ)
)
= ρ(Λ)−d(µ)cd(λ),d(µ),λ(g)
proving the second case of (11.4). 
12. A characterisation of KMS states of O(G,Λ) for the preferred
dynamics
Suppose that Λ is a finite strongly connected k-graph. By the preferred dynamics on
O(G,Λ) we mean the dynamics σ given by
(12.1) σt(tλugt
∗
µ) = ρ(Λ)
−(d(λ)−d(µ))tλugt∗µ,
which is in fact the dynamics (7.1) with r = (ln(ρ(B1)), . . . , ln(ρ(Bk))).
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Theorem 12.1. Let Λ be a strongly connected finite k-graph, (G,Λ) be a finite-state self-
similar groupoid action, and xΛ be the unimodular Perron–Frobenius eigenvector of Λ.
Let σ be the preferred dynamics (12.1) on O(G,Λ), V be the representation of Per(G,Λ)
as in Proposition 10.1. For each p − q ∈ Per(G,Λ) and λ ∈ Λp, let θp,q(λ), hp,q(λ) be
as in Lemma 9.2. For g ∈ G with g 6= hp,q(λ), let cp,q,λ(g) be the number defined in
Lemma 11.1. If φ is a KMS1-state for
(
O(G,Λ), σ
)
, then
φ(tλugt
∗
µ) =


ρ(Λ)−d(µ)xΛ(s(µ))φ
(
Vd(λ)−d(µ)
)
if d(λ)− d(µ) ∈ Per(G,Λ),
µ = θd(λ),d(µ)(λ) and g = hd(λ),d(µ)(λ)
ρ(Λ)−d(µ)cd(λ),d(µ),λ(g)φ
(
Vd(λ)−d(µ)
)
if d(λ)− d(µ) ∈ Per(G,Λ),
µ = θd(λ),d(µ)(λ) and g 6= hd(λ),d(µ)(λ)
0 otherwise.
(12.2)
Remark 12.2. As we mentioned in Remark 11.2, for a pseudo free self-similar group action
of Li–Yang [21], the numbers cp,q,λ(g) are zero. Also, [21, Corollary 3.11] shows that for
p − q ∈ Per(G,Λ), we have ρ(Λ)−p = ρ(Λ)−q. Therefore Theorem 12.1 reduces to [21,
Theorem 6.10].
Proof of Theorem 12.1. First suppose that d(λ)−d(µ) /∈ Per(G,Λ). If ρ(Λ)d(λ) 6= ρ(Λ)d(µ),
then two applications of KMS condition show that φ(tλugt
∗
µ) = 0. If ρ(Λ)
d(λ) = ρ(Λ)d(µ),
then let a ∈ Nk and K be the numbers obtained by applying Lemma 11.8 with g and
κ = d(λ) − d(µ). For each l ∈ N, similar calculations to those in the proof of [21,
Theorem 6.10] show that
φ(tλugt
∗
µ) =
∑
ν∈dom(g)Λn
Λmin(λ(g·ν),µν)6=∅
φ
(
tλ(g·ν)ug|ν t
∗
µν
)
.(12.3)
Since s(g · ν) = g|ν · s(ν), Lemma 7.2(4) now implies that∣∣φ(tλugt∗µ)∣∣ ≤ ∑
ν∈dom(g)Λla
Λmin(λ(g·ν),µν)6=∅
φ(tµνt
∗
µν).
Then Lemma 11.8 implies that∣∣φ(tλugt∗µ)∣∣ ≤M( ⋃
ν∈dom(g)Λla
Λmin(λ(g·ν),µν)6=∅
Z(µν)
)
≤ K lM
(
Z(µ)
)
.
Letting l →∞, we see that φ(tλugt∗µ) = 0.
We assume for the rest of the proof that d(λ) − d(µ) ∈ Per(G,Λ). Suppose that
µ 6= θd(λ),d(µ)(λ). By Lemma 10.3 we have
tλugt
∗
µ = tλt
∗
λtλugt
∗
µ = tθd(λ),d(µ)(λ)t
∗
θd(λ),d(µ)(λ)
tλugt
∗
µ.
The KMS condition then implies that
φ(tλugt
∗
µ) = φ
(
t∗µtθd(λ),d(µ)(λ)t
∗
θd(λ),d(µ)(λ)
tλug
)
,
which is zero because d
(
θd(λ),d(µ)(λ)
)
= d(µ) =⇒ t∗µtθd(λ),d(µ) = 0.
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Now suppose that µ = θd(λ),d(µ)(λ) and g = hd(λ),d(µ)(λ). Then we have a cycline
triple (λ, hd(λ),d(µ)(λ), θd(λ),d(µ)(λ)) in the sense of [21], and a similar argument to the last
paragraph in the proof of [21, Theorem 6.1] shows that
(12.4) φ
(
tλugt
∗
µ
)
= φ
(
tλuhd(λ),d(µ)(λ)t
∗
θd(λ),d(µ)(λ)
)
= ρ(Λ)−pxΛ(s(λ))φ(Vd(λ)−d(µ)).
Finally, suppose that µ = θd(λ),d(µ)(λ) and g 6= hd(λ),d(µ)(λ). For convenience let h :=
hd(λ),d(µ)(λ). Let N := (1, . . . , 1) ∈ N
k and b ∈ Nk be as in Lemma 11.6. For each l ∈ N,
the equation (12.3) implies that
φ(tλugt
∗
µ) =
∑
ν∈dom(g)Λlb
φ
(
tλ(g·ν)ug|ν t
∗
µν
)
.
We aim to reveal the number cd(λ),d(µ),λ(g) in (12.2), by reducing the sum step by step:
Fix a ν-summand. If g ·ν 6= h ·ν, then since d(λ(g ·ν
)
)−d(µν) = d(λ)−d(µ) ∈ Per(G,Λ),
Proposition 9.1(3) implies that
θd(λ)+n,d(µ)+m
(
λ(g · ν)
)
= θd(λ),d(µ)(λ)((h
−1g) · ν) = µ((h−1g) · ν) 6= µν.
An argument as in the previous case now shows that φ
(
tλ(g·ν)ug|νt
∗
µν
)
vanishes, and we get
φ(tλugt
∗
µ) =
∑
ν∈dom(g)Λlb
g·ν=h·ν
φ
(
tλ(g·ν)ug|νt
∗
µν
)
=
∑
ν∈dom(g)Λlb
g·ν=h·ν,g|ν=h|ν
φ
(
tλ(g·ν)ug|ν t
∗
µν
)
+
∑
ν∈dom(g)Λlb
g·ν=h·ν,g|ν 6=h|ν
φ
(
tλ(g·ν)ug|ν t
∗
µν
)
.(12.5)
Next, we apply Lemma 7.2(4) and Lemma 11.6 to get∣∣∣∣∣
∑
ν∈dom(g)Λlb
g·ν=h·ν,g|ν 6=h|ν
φ
(
tλ(g·ν)ug|νt
∗
µν
)∣∣∣∣∣ ≤
∑
ν∈dom(g)Λlb
g·ν=h·ν,g|ν 6=h|ν
∣∣φ(tµνt∗µν)∣∣
=M
( ⋃
ν∈dom(g)Λlb
g·ν=h·ν,g|ν 6=h|ν
Z
(
µν
))
≤ K lM
(
Z(µ)
)
.(12.6)
Since K lM
(
Z(µ)
)
approaches zero as l→∞, we have
φ(tλugt
∗
µ) = lim
lb→∞
∑
ν∈dom(g)Λlb
g·ν=h·ν,g|ν=h|ν
φ
(
tλ(g·ν)ug|νt
∗
µν
)
.(12.7)
Now for ν ∈ dom(g)Λlb with g · ν = h · ν and g|ν = h|ν the formulas for h and θ functions
in Lemma 9.3 implies that θd(λ)+lb,d(µ)+lb
(
λ(g · ν)
)
= µν and hd(λ)+lb,d(µ)+lb
(
λ(g · ν)
)
=
h|ν = g|ν. Since φ is a KMS1-state and d(λ(g · ν)) − d(µν) = d(λ) − d(µ) ∈ Per(G,Λ),
(12.4) gives us
φ
(
tλ(g·ν)ug|ν t
∗
µν
)
= ρ(Λ)−(d(λ)+lb)xΛ(s(h · λ))φ
(
Vd(λ)−d(µ)
)
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Putting this in (12.7), we have
φ(tλugt
∗
µ) = ρ(Λ)
−d(λ)φ
(
Vd(λ)−d(µ)
)
lim
lb→∞
∑
ν∈dom(g)Λlb
g·ν=h·ν
g|ν=h|ν
ρ(Λ)−lbxΛ(s(h · λ))
= ρ(Λ)−d(ν)cd(λ),d(µ),λ(g)φ
(
Vd(λ)−d(µ)
)
by definition of cd(λ),d(µ),λ(g), and we have finished the proof. 
13. Construction of KMS states of O(G,Λ) for a preferred dynamics
In this section, we use the Perron–Frobenius measure M on Λ∞ to build a KMS1-state
of (O(G,Λ), σ). We will use this state to prove the surjectivity of the isomorphism in
Theorem 14.1. To build the KMS1-state, we need to assume that the unimodular Perron–
Frobeniuson eigenvector xΛ is G-invariant in the sense that xΛ(v) = xΛ(w) if v = g · w
for a g ∈ G. Equivalently, xΛ(dom(g)) = xΛ(cod(g)) for all g ∈ G.
We start with a lemma. We leave the proof to the reader.
Lemma 13.1. Let Λ be a finite strongly-connected k-graph, and (G,Λ) be a self-similar
groupoid action. Let {δx : x ∈ Λ∞} be the orthogonal basis of point masses in Λ∞.
Then there is a Cuntz–Krieger Λ-family {Tλ : λ ∈ Λ} in B(ℓ2(Λ∞)), and a unitary
representation U : G→ B(ℓ2(Λ∞)) such that
(13.1) Tλ(δx) = δs(λ),r(x)δλx and Ug(δx) = δdom(g),r(x)δg·x.
The pair (U, T ) satisfies the relations (1)–(3) of Proposition 6.1.
Proposition 13.2. Let Λ be a finite strongly-connected k-graph, and (G,Λ) be a finite-
state self-similar groupoid action. Suppose that xΛ is G-invariant and let σ be the preferred
dynamics (12.1). Let (U, T ) be the family of Lemma 13.1 and πU,T : O(Λ, G)→ B(ℓ2(Λ∞))
be the corresponding homomorphism. Let M be the Perron–Frobenius measure on Λ∞.
Then for each a ∈ O(Λ, G) the function ωa : x 7→ (πU,T (a)δx|δx) is M-measurable, and
the formula
(13.2) φ(a) =
∫
Λ∞
(
πU,T (a)δx|δx
)
dM(x) for all a ∈ O(Λ, G)
defines a KMS1-state for (O(Λ, G), σ).
Remark 13.3. Let E be strongly connected directed graph and (G,E) be a self-similar
groupoid action. By [19, Proposition 8.4], the unimodular Perron–Frobenius eigenvector
xE is G-invariant. We note that for a strongly connected finite k-graph Λ, and a self-
similar action (G,Λ), the self-similarity does not imply the G-invariance of xΛ. However, if
Λ is coordinatewise-irreducible in the sense of [11], then by [11, Lemma 2.1], the unimod-
ular Perron-Frobenius eigenvectors of the matrices B1, . . . , Bk are all the same and hence
equal to xΛ (see [11, Corollary 4.2(b)]). Now since the directed graph E1 = (Λ
0,Λe1, r, s)
is strongly connected and (G,E1) is self-similar as in [19], an application of [19, Proposi-
tion 8.4] implies that xΛ is G-invariant.
We need the following lemma to prove Proposition 13.2.
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Lemma 13.4. Let Λ be a finite strongly-connected k-graph, and (G,Λ) be a finite-state
self-similar groupoid action. Suppose that σ is the preferred dynamics (12.1), and that φ
is a state of
(
O(G,Λ), σ
)
such that
(13.3) φ(tλugt
∗
µtνuf t
∗
ξ) = ρ(Λ)
−(d(λ)−d(µ))φ(tνuf t∗ξtλugt
∗
µ).
for all f, g ∈ G and λ, µ, ν, ξ ∈ Λ with s(λ) = g · s(µ), s(ν) = f · s(ξ) and d(ν), d(ξ) ≥
d(λ) ∨ d(µ). Then φ is a KMS1-state.
Proof. It suffices to take two typical spanning elements b = tλugt
∗
µ and c = tνuf t
∗
ξ with
s(λ) = g · s(µ) and s(ν) = f · s(ξ) and show that
(13.4) φ(bc) = ρ(Λ)−(d(λ)−d(µ))φ(cb).
Let p := d(λ) ∨ d(µ). A computation using (CK) and (6.1) gives
bc = tλugt
∗
µtνuf t
∗
ξ =
∑
η∈s(ξ)Λp
tλugt
∗
µtνuf tηt
∗
ηt
∗
ξ
=
∑
η∈s(ξ)Λp
tλugt
∗
µtνtf ·ηuf |ηt
∗
ξη
=
∑
η∈s(ξ)Λp
tλugt
∗
µtν(f ·η)uf |ηt
∗
ξη.
Now, applying (13.3) and reversing the above computation gives
φ(bc) =
∑
η∈s(ξ)Λp
φ
(
tλugt
∗
µtν(f ·η)uf |ηt
∗
ξη
)
= ρ(Λ)d(λ)−d(µ)
∑
η∈s(ξ)Λp
φ
(
tν(f ·η)uf |ηt
∗
ξηtλugt
∗
µ
)
= ρ(Λ)−(d(λ)−d(µ))φ(cb),
giving (13.4). 
Proof of Proposition 13.2. Take λ, µ ∈ Λ and g ∈ G such that s(λ) = g · s(µ). The set
Z(λ, g, µ) := {x ∈ Λ∞ : x = λ(g · y) = µy for some y ∈ Λ∞} is M-measurable and by
(13.1) we have
(
πU,T (tλugt
∗
µ)δx|δx
)
=
(
UgT
∗
µδx|T
∗
λδx
)
=
{
1 if x ∈ Z(λ, g, µ)
0 otherwise.
(13.5)
Hence ωtλugt∗µ is the characteristic function of the set Z(λ, g, µ), and so is M-measurable.
A continuity argument similar to the proof of [11, Lemma 10.1(b)] now shows that for
each a ∈ O(G, V ) the function ωa is M-measurable, and that φ is a well-defined norm
decreasing map. Since M is a probability measure, we have φ(1) =
∫
Λ∞
‖δx‖ dM(x) = 1
and hence φ is a state.
To see that φ is a KMS1-state, it suffices by Lemma 13.4 to take two typical elements
b = tλugt
∗
µ and c = tνuft
∗
ξ with d(ν), d(ξ) ≥ d(λ) ∨ d(µ) and prove
(13.6) φ(bc) = ρ(Λ)−(d(λ)−d(µ))φ(cb).
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We start by computing the left-hand side. Since d(ν) ≥ d(µ), t∗µtν vanishes unless
ν = µα for some α ∈ Λ. Now, since cod(f) = s(ν), we can apply (13.5) to get
φ
(
bc
)
=
{
φ
(
tλugtαuf t
∗
ξ
)
if ν = µα
0 otherwise.
=
{
φ
(
tλ(g·α)ug|αf t
∗
ξ
)
if ν = µα
0 otherwise.
=
{
M
(
Z
(
λ(g · α), g|αf, ξ
))
if ν = µα
0 otherwise.
By the formula (11.4) we have
φ
(
bc
)
=


M
(
Z
(
λ(g · α), g|αf, ξ
))
if ν = µα, d(λ(g · α))− d(ξ) ∈ Per(G,Λ)
and ξ = θd(λ(g·α)),d(ξ)(λ(g · α))
0 otherwise.
Similar computation together with cod(g|g−1·β) = s(β) = s(ξ) = dom(f) show that
φ
(
cb
)
=
{
φ
(
tνufug|
g−1·β
t∗µ(g−1·β)
)
if ξ = λβ
0 otherwise.
=


M
(
Z
(
ν, f(g|g−1·β), µ(g−1 · β)
))
ξ = λβ, d(ν)− d(µ(g−1 · β)) ∈ Per(G,Λ)
and θd(ν),d(µ(g−1 ·β))(ν) = µ(g−1 · β)
0 otherwise.
Next we show that the conditions appearing in φ(bc) and φ(cb) are equivalent. Suppose
that we have
ν = µα, d(λ(g · α))− d(ξ) ∈ Per(G,Λ) and ξ = θd(λ(g·α)),d(ξ)
(
λ(g · α)
)
.(13.7)
Since d(α)−(d(ξ)−d(λ)) = d(λ(g·α))−d(ξ) ∈ Per(G,Λ), we can write β := θd(α),d(ξ)−d(λ)(g·
α). Then Lemma 9.3(2) implies that ξ = θd(λ(g·α)),d(ξ)
(
λ(g · α)
)
= λβ. Then
d(ν)− d(µ(g−1 · β)) = d(α)− d(β) = d(α)− d(ξ) + d(λ) = d(λ(g · α))− d(ξ) ∈ Per(G,Λ).
Applying Lemma 9.3(2) twice and using Lemma 9.2(2) in the third equality, we get
θd(µ(g−1 ·β)),d(ν)
(
µ(g−1 · β)
)
= µθd(β),d(α)(g
−1 · β) = µθd(β),d(α)
(
θd(α),d(β)(α)
)
= µθd(α),d(α)(α) = µα = ν,
giving µ(g−1 · β) = θd(ν),d(µ(g−1 ·β))(ν). Thus we have proven
ξ = λβ, d(ν)− d(µ(g−1 · β)) ∈ Per(G,Λ) and µ(g−1 · β) = θd(ν),d(µ(g−1 ·β))(ν).(13.8)
Similarly, we can deduce (13.7) from (13.8) by taking α := θd(β),d(ν)−d(µ))(g−1 · β).
To prove (13.6), it suffices to consider (13.7) and (13.8), and establish
(13.9) M
(
Z
(
λ(g · α), g|αf, ξ
))
= ρ(Λ)−(d(λ)−d(µ))M
(
Z
(
ν, f(g|g−1·β), µ(g
−1 · β)
))
.
For this, we first write h := hd(α),d(β))(α) and apply Lemma 9.3 to get
hd(λ(g·α)),d(ξ)(λ(g · α)) = hd(α),d(β)(g · α) =g|αh
(
g|g−1·β
)−1
= g|αhg
−1|β and
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hd(ν),d(µ(g−1 ·β))(ν) = h.(13.10)
Now if g|αf = hd(λ(g·α)),d(ξ)(λ(g · α)), (13.10) implies that f = h
(
g|g−1·β
)−1
and hence
f(g|g−1·β) = h = hd(ν),d(µ(g−1 ·β))(ν). Since s(g−1 · β) = g−1|β · s(β) = g−1|β · s(ξ), the
formula (11.4) for M , implies that
ρ(Λ)−(d(λ)−d(µ))M
(
Z
(
ν, f(g|g−1·β), µ(g
−1 · β)
))
= ρ(Λ)−(d(λ)−d(µ))ρ(Λ)−d(µ(g
−1·β))xΛ
(
g−1|β · s(ξ)
)
= ρ(Λ)−d(ξ)xΛ(s(ξ)) (since xΛ is G-invariant)
= M
(
Z
(
λ(g · α), g|αf, ξ
))
.
If g|αf 6= hd(λ(g·α)),d(ξ)(λ(g ·α)), by (13.10), there is a η such that f ·η 6=
(
h
(
g|g−1·β
)−1)
·η.
Writing η′ :=
(
g|g−1·β
)−1
· η, we get (fg|g−1·β) · η′ 6= hd(ν),d(µ(g−1 ·β))(ν) · η′ which implies
that f(g|g−1·β) 6= hd(ν),d(µ(g−1 ·β))(ν). For each l ∈ N and v ∈ Λ0, (13.10) implies that
F ld(ν),d(µ(g−1 ·β)),λ(g·α)
(
g|αf, v
)
= {η ∈ dom(f)ΛlN ; (g|αf) · η = (g|αhg
−1|β) · η and (g|αf)|η = (g|αhg−1|β)|η},
and therefore
cld(ν),d(µ(g−1 ·β)),λ(g·α)
(
g|αf, v
)
=
∑
η∈dom(f)ΛlN ,(g|αf)·η=(g|αhg−1|β)·η
(g|αf)|η=(g|αhg−1|β)|η
M(Z(η)).
A computation using (S6) and (S7) shows that η 7→ (g−1|β) · η is a bijection from the set
{η ∈ dom(f)ΛlN : (g|αf) · η = (g|αhg−1|β) · η and (g|αf)|η = (g|αhg−1|β)|η} onto the set
{ζ ∈ dom(g|g−1·β)ΛlN : (fg|g−1·β) · ζ = h · ζ and (fg|g−1·β)|ζ = h|ζ}. So we can rewrite the
sum:
cld(ν),d(µ(g−1 ·β)),λ(g·α)
(
g|αf, v
)
=
∑
ζ∈dom(g|g−1·β)ΛlN ,(fg|g−1·β)·ζ=h·ζ
(fg|g−1·β)|ζ=h|ζ
M(Z(ζ))
= ρ(Λ)lN
∑
v∈Λ0
∣∣∣F ld(λ(g·α)),d(ξ),ν(fg|g−1, v)∣∣∣xΛ(s((ζ)) by (13.10)
= cld(λ(g·α)),d(ξ),ν
(
fg|g−1, v
)
.
By letting l →∞, we get
cd(ν),d(µ(g−1 ·β)),λ(g·α)
(
g|αf, v
)
= cd(λ(g·α)),d(ξ),ν
(
fg|g−1, v
)
,
and therefore
ρ(Λ)−(d(λ)−d(µ))M
(
Z
(
ν, f(g|g−1·β), µ(g
−1 · β)
))
= ρ(Λ)−(d(λ)−d(µ))ρ(Λ)−d(µ)−d(β)cd(λ(g·α)),d(ξ),ν
(
fg|g−1, v
)
= ρ(Λ)−d(ξ)cd(ν),d(µ(g−1 ·β)),λ(g·α)
(
g|αf, v
)
=M
(
Z
(
λ(g · α), g|αf, ξ
))
,
finishing the proof of (13.9) as we required. 
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14. Main results for a preferred dynamics on O(G,Λ)
We now state our main results about the KMS structure of O(G,Λ) under the preferred
dynamics.
Theorem 14.1. Let Λ be a finite strongly connected k-graph, (G,Λ) be a finite-state self-
similar groupoid action, and σ be the preferred dynamics (12.1) on O(G,Λ). Let V be the
unitary representation of Proposition 10.1 and let πV : C
∗(Per(G,Λ)) → O(G,Λ) be the
induced homomorphism.
(1) If there is a g ∈ G such that xΛ(dom(g)) 6= xΛ(cod(g)), then O(G,Λ) has no
KMS1-state.
(2) If xΛ is G-invariant, then the map φ 7→ φ ◦ πV is an affine isomorphism from the
simplex of KMS1-states of (O(G,Λ), σ) onto the simplex of state of C∗(Per(G,Λ)).
The proof follows the argument of the proof of [12, Theorem 7.1].
Proof of Theorem 14.1. For (1), note that if there is a KMS1-state φ of O(G,Λ), then
Lemma 7.2(1) says that φ(dom(g)) = φ(cod(g)). Now (11.2) forces xΛ(dom(g)) =
xΛ(cod(g)) which is a contradiction.
For (2), note that the map Ω : φ 7→ φ ◦ πV is continuous and affine, and it follows from
Theorem 12.1 that it is injective. To see the surjectivity, we first claim each character χ of
Per(G,Λ) is in the range of Ω. Let z ∈ Tk such that zp = χ(p) for all p ∈ Per(G,Λ). Let
φ be the KMS1-state of the Proposition 13.2 and write γz for the gauge automorphism
of O(G,Λ). An easy computation shows that φ ◦ γz is a KMS1-state of O(G,Λ), and we
have φ ◦ γz(tλugt∗µ) = ρ(Λ)
d(λ)−d(µ)M(Z(λ, g, µ)). Now the formula (11.4) for the Perron–
Frobenius measure M implies that
φz(tλugt
∗
µ)=


ρ(Λ)−d(µ)zd(λ)−d(µ)xΛ(s(µ)) if d(λ)− d(µ) ∈ Per(G,Λ), µ = θd(λ),d(µ)(λ)
and g = hd(λ),d(µ)(λ)
ρ(Λ)−d(µ)zd(λ)−d(µ)cd(λ),d(µ),λ(g) if d(λ)− d(µ) ∈ Per(G,Λ), µ = θd(λ),d(µ)(λ)
and g 6= hd(λ),d(µ)(λ)
0 otherwise.
Writing iPer(G,Λ) : Per(G,Λ)→ C∗(Per(G,Λ)) for the universal representation of Per(G,Λ),
a similar computation to that in the proof of [12, Theorem 7.1] shows that
φz ◦ πV
(
iPer(G,Λ)(p− q)
)
= χ(p− q) for all p− q ∈ Per(G,Λ).
Thus Ω(φz) = χ, and the claim holds. We can now appeal to the Krein–Milman and the
argument in the proof of [12, Theorem 7.1] to see that Ω is surjective. Hence Ω is an
isomorphism. 
Theorem 14.2. Let Λ be a finite strongly connected k-graph, (G,Λ) be a finite-state self-
similar groupoid action, and xΛ be G-invariant. Let σ be the preferred dynamics (12.1) on
O(G,Λ). For each g ∈ G \Λ0, let cg be as in Corollary 11.3. Then there is a KMS1-state
Φ on (O(G,Λ), σ) such that
Φ(tλugt
∗
µ) =


ρ(Λ)−d(µ)xΛ(s(µ)) if λ = µ and g ∈ Λ0
ρ(Λ)−d(µ)cg if λ = µ and g /∈ Λ0
0 otherwise.
(14.1)
Moreover, Φ is the only KMS1-state for (O(G,Λ), σ) if and only if Λ is G-aperiodic.
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Proof. Let ω be the trivial state on C∗
(
Per(G,Λ)
)
given by ω(iPer(G,Λ)(p)) = δp,0 for
p ∈ Per(G,Λ). Then by Theorem 14.1, Φ := Ω−1(ω) is a KMS1-state for (O(G,Λ), σ).
Since Φ ◦ πV = ω, an application of Theorem 12.1 shows that Φ satisfies (14.1). The
second assertion follows from Theorem 14.1 and the fact that G-aperiodic graphs have
trivial G-aperiodic group. 
15. Computing KMS1 states of O(G,Λ) on examples
Suppose that Λ is a finite strongly connected k-graph, (G,Λ) is a finite-state self-
similar groupoid action, xΛ is G-invariant, and Λ is G-aperiodic. Theorem 14.2 implies
that (O(G,Λ), σ) has a unique KMS1-state Φ such that
Φ(tλugt
∗
µ) = δλ,µρ(Λ)
−d(λ)Φ(ug), for s(λ) = g · s(µ).
Therefore the unique KMS1-state Φ is determined by the values {Φ(ug) : g ∈ G}.
In this section, we show that both Examples 4.11 and 4.12 satisfy the conditions of the
Theorem 14.2. We then compute the values of the unique KMS1-sates for these examples
at partial unitaries corresponding to generators of GA. We first need a lemma.
Lemma 15.1. Let Λ be a strongly connected finite k-graph and (G,Λ) be a self-similar
groupoid action. Suppose that for each p−q ∈ Per(G,Λ) and λ ∈ Λp, we have cod(hp,q(µ)) =
dom(hp,q(µ)). Then
(15.1) ρ(Λ)p = ρ(Λ)q for all p− q ∈ Per(G,Λ) \ {0},
and Per(G,Λ) is a subgroup of {n ∈ Zk : ρ(Λ)n = 1}.
Proof. Let p − q ∈ Per(G,Λ) \ {0}. Since cod(hp,q(µ)) = dom(hp,q(µ)), Lemma 9.2(1),
implies that the function θp,q : Λ
p → Λq is a range and source preserving bijection. Now
we are in the situation of [12, Corollary 7.2] and (15.1) follows from the computation (7.1)
there. 
Proposition 15.2. Let (GA,Λ) be the self-similar action of Example 4.11. Then GA is
a finite groupoid with elements a := ga and v := gv. Moreover, Per(GA,Λ) is trivial, and
O(G,Λ) with the preferred dynamics (12.1) has a unique KMS1-state Φ satisfying
(15.2) Φ(ug) =
{
1 if g = v
1/3 if g = a.
Proof. Easy computations show that a2 acts trivially on edges and squares. Faithfulness
of the action then implies that a2 = v, which is the neutral element, so GA ∼= Z/2Z. Since
we only have one vertex, cod(hp,q(µ)) = dom(hp,q(µ)) for all p−q ∈ Per(G,Λ) and λ ∈ Λp,
so Lemma 15.1 implies that Per(G,Λ) ⊆ {n ∈ Z2 : ρ(Λ)n = 1}. On the other hand, since
ρ(Λ) = (2, 3), the only n ∈ Z2 that satisfies ρ(Λ)n = 1 is (0, 0). Therefore Per(GA,Λ)
is trivial. The vector xΛ is automatically G-invariant. The computations proving (A5)
in Example 4.11 show that a acts trivially on the squares e1f1 ∼ f1e1 and e1f2 ∼ f2e1
with restriction v, and non-trivially on all other squares. From this it follows that F la(v)
consists of all paths in the cylinder sets Z(e1f1) ∪ Z(e1f2), so we have |F
l
a(v)| = 2 · 6
l−1.
So we compute
clg = (3 · 2)
−l(2 · 6l−1) = 1/3.
Thus, using (14.1), the KMS1-state satisfies (15.2). 
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Proposition 15.3. Let (GA,Λ) be the self-similar action of Example 4.12 and and let
γ = 1+
√
5
2
be the Golden mean. Then Per(GA,Λ) is trivial and O(G,Λ) with the preferred
dynamics (12.1) has a unique KMS1-state Φ such that
(15.3) Φ(ug) =


γ−1 if g = v
γ−2 if g = w
0 if g = av
0 if g = aw
γ−1
2
if g = bv
γ−2
2
if g = bw.
Proof. We observe that the adjacency matrices are
(
1 1
1 0
)
and
(
2 0
0 2
)
, and they have
spectral radii 1+
√
5
2
and 2, respectively. The unique 1-norm eigenvector for both adjacency
matrices is given by xΛ =
(
γ−1
γ−2
)
. Since all groupoid elements have the same domain and
codomain, Lemma 15.1 implies that Per(GA,Λ) ⊆ {n ∈ Z2 : ρ(Λ)n = 1}. Since
1+
√
5
2
and
2 are rationally independent, the only n ∈ Z2 that satisfies ρ(Λ)n = 1 is (0, 0). Hence
Per(GA,Λ) is trivial and Λ is G-aperiodic. Since there is no groupoid element connecting
the vertices v and w, we deduce that xΛ is G-invariant. An argument almost identical to
[18, Proposition 2.5] shows that (GA,Λ) contracting, and hence (GA,Λ) is finite-state.
Looking at the relations we checked for (A5) and (A6) in Example 4.12, we see that
neither av nor aw act trivially on any square, and hence Corollary 11.3 implies cav = 0
and caw = 0. Another application of the relations in (A5) and (A6) for bv and bw show
that ∣∣F 1bv(v)∣∣ = 1, ∣∣F 1bv(w)∣∣ = 1 and ∣∣F lbv(v)∣∣ = 0, ∣∣F lbv(w)∣∣ = 0 for l > 1
and ∣∣F 1bw(v)∣∣ = 1, ∣∣F 1bw(w)∣∣ = 0 and ∣∣F lbw(v)∣∣ = 0, ∣∣F lbw(w)∣∣ = 0 for l > 1.
Combining this with Corollary 11.3 we compute
cbv = 2
−1γ−1(γ−1 + γ−2) =
γ−1
2
and cbw = 2
−1γ−1(γ−1) =
γ−2
2
.
Thus, using (14.1), the KMS1-state satisfies (15.3). 
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