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In this thesis, the dependence of bifurcation region of flow structure on 
numerical conditions is clarified by numerical experiments of fluid 
simulations. The bifurcation region in the present thesis means the region of 
Reynolds number where flow structure changes from steady state to periodic 
motion. The lid-driven cavity flow is adopted as the calculation model. The 
basic equations are the continuity equation and the non-dimensional 
incompressible Navier-Stokes equations. We discretize the basic equations 
under the transformation to generalized coordinate system and calculate the 
velocity components and pressure by MAC (Marker And Cell) method. 
Effects of four kinds of numerical conditions are concluded as follows. The 
large values of time increment (∆! ) introduce nonlinear instability into 
system and then the bifurcation region becomes lower with increasing of ∆! 
value. On the other hand, in case of large ∆! values of grid points, sub-grid 
scale high-wavenumber components of physical variables are ignored and 
then the bifurcation region becomes lower with decreasing ∆! value. The 
large value of coefficient of artificial viscosity term ( ! ) dissipates the 
high-wavenumber instabilities more effectively and it is shown that the 
bifurcation region becomes lower with decreasing ! value. These studies 
show that the increases of numerical nonlinear instabilities make the 
bifurcation region lower. Furthermore, we assume the numerical errors to be 
random and discuss the effects of the amplitude of forcibly added 
randomness (r) for the bifurcation region. It is shown that the large value of r 
makes the bifurcation region lower. In particular, the randomness is added 
locally to investigate effects of localized randomness. It is clarified that the 
randomness which is added only into the localized regions where complicated 
structure exists induces the global bifurcation. It is elucidated that 
the numerical errors which are introduced by the numerical conditions 
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Chapter 1  
Introduction 
  
  Theoretical and numerical studies for the partial differential equations 
(PDEs) have received much attention in recent years due to the research 
upsurge on nonlinear phenomena. However, it is well known that the true 
solutions of PDEs are difficult to obtain. There are several papers [3, 4, 5, 6, 
7, 8, 9] have reported that spurious solutions, which do not correspond to 
true solutions of original nonlinear different equations, frequently appear in 
solving differential equations numerically. Furthermore, it is possible that 
the incomprehensible results may appear in the numerical simulations of 
fluid dynamical equations [10, 11].  
  In present research, we study the reliability of numerical solutions of fluid 
dynamical equations through discussing the structure changes of flow field. 
The transition processes from laminar flow to turbulent flow have been 
studied by lots of researchers [1, 2]. The general approaches to solve the fluid 
dynamical equations are numerical simulations. It is possible to get the 
non-diverging numerical solutions of fluid dynamical equations because of 
the progress of high-performance computers and development of more 
efficient numerical algorithms. However, the visualized results in the 
display sometimes seem to be different from those of true solutions in spite of 
the physically reasonable numerical conditions and the suitable schemes 
were given. Therefore we cannot point out whether the given numerical 
results of fluid simulations are true or spurious. In our opinions, an 
indispensable logical step is to study the effect of the numerical conditions of 
calculations on the structure of fluid simulations. 
In this study, we adopted the flow structure of driven cavity flow as a 
model [12, 13]. It is well known that the fluid structure will change from 
steady to chaotic through one or more periodic structure with increase of 
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Reynolds number. Bruneau et al. reported that the Reynolds number at 
which flow structure changes from steady to periodic was set to 5000 in using 
the grid system of 512×512 [14]. In another paper, Peng et al. got the results 
that the Reynolds number of bifurcation which equals 7402∓4% by using a 
high-order spatial discrete method. These results may be affected by the 
numerical conditions. In order to facilitate the discussion of bifurcation 
boundary, we focused on the bifurcation point (region) at which the fluid 
structure changes from steady state to periodical motion. In the present 
research, we studied dependence of the structure of the cavity flow on several 
conditions. For example, the effect of the increment time, the distance of the 
grid points, the amplitude of fourth-order artificial viscosity terms and the 
coefficient of forcibly added randomness [16, 17, 18] were considered. In 
particular, we discussed the effect of distribution of the forcibly added 
randomness.  
This thesis is organized as follows. In Chapter 2, we express basic 
equations and the numerical algorithms. In Chapter 3, we introduce the 
calculation model. In Chapter 4, we show the numerical results with 
different numerical conditions. In Chapter 5, we conclude the knowledge 
given from this research. At last, there are two appendixes to discuss the 
qualitatively same results in different sampling points and the result with 
different initial conditions. 
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Chapter 2  
Numerical algorithm 
 
2.1  Basic equation 
We considered the continuity equation and the incompressible 
Navier-Stokes equation as the basic equations: !"#! = 0,∂!∂! + ! ∙ ! ! = −!" + 1!" ∆!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(1) 
where, V  is velocity vector (u, v), u is the velocity component of x-coordinate 
and v is the velocity component of y-coordinate. The variable p is the 
pressure and Re is the Reynolds number.  
 
2.2  Numerical algorithm 
In present research, we calculate the pressure through Poisson equation. 
We get equation (2) by calculating the divergence of Navier-Stokes equation 
in equation (1): !"!" + !!" ! !"!" + ! !"!" + !!" ! !"!" + ! !"!"= − !!!!!! + !!!!!! + 1!" !!!!!! + !!!!!! !!!!!!!!!!!!!!!!(2) 
where, ! = ! ∙ ! = !"!" + !"!". The time differential term of equation (2) can be 
approximated by forward difference as follows: !"!" = !!!! − !!∆! .!!!!!!!!!!!!!(3) 
Furthermore, in order to avoid the accumulation of errors, we set !!!! = 0. 
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Then we get the Poisson equation as follows: !!!!!! + !!!!!! = − !"!" ! + 2 !"!" !"!" + !"!" ! + !!∆! .!!!!!!!!!!!(4) 
  In the practical calculations, we calculated the pressure from known 
velocity u and v, which are given in initial conditions in the first step, by 
solving the Poisson equation, and then we calculated new velocity 
components u and v at next step from obtained pressure by using the implicit 
scheme for the discretized Navier-Stokes equation. We repeat this process 
and get the velocity components u and v and pressure p at each time step. 
This method is called MAC (Marker-And-Cell) method [19]. The illustrative 
diagram of MAC method is as follows: !(!), !(!) !"#$$"%!!". !(!) !!!!!".!(!!!), !(!!!) !"#$$"%!!". !(!!!). 
 
2.3  Generalized coordination system 
2.3.1  Transformation of coordination 
It is well known that boundary layer is the area where the physical 
quantities are changed drastically. It is necessary to use the fine grid system 
to analyze this area. However, flow structure in the center of the cavity is not 
so complicated in the low Reynolds number flow. The best way is to use the 
generalized transformation of coordinate system. 
In Fig. 2.1, (a) is the physical surface, (b) is the calculational surface.  
 
        
(a) physical surface             (b) calculational surface 
 
Figure 2.1: conceptual graph of physical surface and calculational surface 
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If we use ! = !(!, !)! = !(!, !)!!!!!!!!!!(5) 
to show the physical surface, and use ! = ! !,!! = ! !,! !!!!!!!!!!!!(6) 
to show the calculational surface, then the transformation relation is given 
as follows: !"!" = !"!" !"!" + !"!" !"!" ,!"!" = !"!" !"!" + !"!" !"!" . !!!!!!!!!!(7) 
If we use the notation as follows: !! = ∂!∂x , !! = !"!" , !"#., 
We rewrite equation (7) as follows: !! = !!!! + !!!! ,!! = !!!! + !!!! . !!!!!!!!!!!!(8) 
  On the other hand, from these two equations: !"!" = !!!! !!!! !"!" !!!!!!!!!!!(9) 
and !"!" = !!!! !!!! !"!" ,!!!!!!!!!(10) 
we can find that !!!! !!!! = !!!! !!!! !! = 1! !!−!! −!!!! !!!!!!!!!!!!(11) 
where, Jacobian ! = !!!! − !!!! . We have the transformation relation as 
follows: !! = !!! , !! = − !!! , !! = −!!! , !! = !!! .!!!!!!!!!!!(12) 
Then we get the first-order differential transformation relation as follows: !! = !!!! − !!!!! ,!! = !!!! − !!!!! . !!!!!!!!!!!!!(13) 
 6 Numerical algorithm 
The second-order differential transformations are given as follows: !!! = !!!!!! − 2!!!!!!" + !!!!!!!!+ !!!!!! − 2!!!!!!" + !!!!!! !!!! − !!!!!!+ !!!!!! − 2!!!!!!" + !!!!!! !!!! − !!!!!! ,!!" = !!!! + !!!! !!" − !!!!!!! − !!!!!!!!!
+ !!!!! − !!!!"!! + !!!!!! − !!!!!!!!!! +
!!!!! − !!!!"!! + !!!!!! − !!!!!!!!!! ,!!! = !!!!!! − 2!!!!!!" + !!!!!!!!+ !!!!!! − 2!!!!!!" + !!!!!! !!!! − !!!!!!+ !!!!!! − 2!!!!!!" + !!!!!! !!!! − !!!!!! .
!!!!!!!(14) 
  By using the transformations above, the basic equations (1) and (4) are 
transformed as follows: !"!! − 2!"!" + !"!!!! + !"!! − 2!"!" + !"!! !!!! − !!!!!!+ !"!! − 2!"!" + !"!! !!!! − !!!!!! =− !!!! − !!!! ! + 2 !!!! − !!!! !!!! − !!!! + −!!!! + !!!! !!!+ !!!! − !!!! + −!!!! + !!!!Δ!!! ,!! + !"! − !"! !!! + !"! − !"! !!! = −!!!! − !!!!! + 1!" !"!! − 2!"!" + !"!!!!+ !"!! − 2!"!" + !"!! !!!! − !!!! + !"!! − 2!"!" + !"!! !!!! − !!!!!! ,!! + !"! − !"! !!! + !"! − !"! !!! = − !!!! − !!!!! + 1!" !"!! − 2!"!" + !"!!!!+ !"!! − 2!"!" + !"!! !!!! − !!!! + !"!! − 2!"!" + !"!! !!!! − !!!!!! ,
!!!!!!!!!!(15) 
where, ! = !!! + !!!, ! = !!!! + !!!!, ! = !!! + !!!,!! = !!!! + !!!!. 
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2.4  The upwind scheme 
  In present reseach, we employed 3rd order upwind difference scheme to 
deal with the nonlinear convection term. We can approximate the nonlinear 
convection term !!! as follows: 
! !"!" !!!! =
!!(2!!!! + 3!! − 6!!!! + !!!!)6∆! ,!!!!!!!!!!!!(!! ≥ 0)!!(−!!!! + 6!!!! − 3!! + 2!!!!)6∆! .!!!!!!!!!!(!! < 0) !!!!!!!!!!(16) 
  We can rewrite equation (16) by using the absolute value: ! !"!" !!!! = !! −!!!! + 8 !!!! − !!!! + !!!!12∆!+ !! (∆!)!12 !!!! − 4!!!! + 6!! − 4!!!! + !!!!(∆!)! .!!!!!!!!!!(17) 
  Then by using the Taylor expansion on the neighbourhood of x = !!, the 
right hand side of equation (17) is written as the approximate expression: ! !"!" + !12 (∆!)! !!!!!! + ! ∆! ! ,!!!!!!!!(18) 
where, the 4th derivative of u dissipate the high wavenumber instability. 
This term is called the artificial viscosity term. 
 
2.5 The implicit method 
  In present research, in order to simulate enough long time and obtain a 
better stability on calculation, we employed the implicit method. For the 
nonlinear convection term, we approximate it by the linearization technique 
as follows: !!!! ∙ ∇ !!!! ≒ !! ∙ ∇ !!!!. 
By the implicit method, the basic equations in Cartesian coordinate can be 
differenced as follows: 
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!!,!!!! = ∆!!∆!!2 ∆!! + ∆!! ! !!!!,!! + !!!!,!!∆! ! + !!,!!!! + !!,!!!!∆! ! − !!!!,!! − !!!!,!!2∆! !−2 !!!!,!!!! + !!!!,!!!! − !!!!,!!!! − !!!!,!!!!4∆! !!!!,!!!! + !!!!,!!!! − !!!!,!!!! − !!!!,!!!!4∆!− !!,!!!! − !!,!!!!2∆! ! + 1∆! !!!!,!! − !!!!,!!2∆! + !!,!!!! − !!,!!!!2∆! ! ,!!,!!!! = !!,!! + ∆! ! − !!,!! −!!!!,!!!! + 8 !!!!,!!!! − !!!!,!!!! + !!!!,!!!!12∆!− !!,!! !!!!,!!!! − 4!!!!,!!!! + 6!!,!!!! − 4!!!!,!!!! + !!!!,!!!!4∆!−!!,!! −!!,!!!!!! + 8 !!,!!!!!! − !!,!!!!!! + !!,!!!!!!12∆!− !!,!! !!,!!!!!! − 4!!,!!!!!! + 6!!,!!!! − 4!!,!!!!!! + !!,!!!!!!4∆!− !!!!,!! − !!!!,!!2∆! + 1!" !!!!,!!!! − 2!!,!!!! + !!!!,!!!!∆! ! + !!,!!!!!! − 2!!,!!!! + !!,!!!!!!∆! ! ! ,!!,!!!! = !!,!! + ∆! ! − !!,!! −!!!!,!!!! + 8 !!!!,!!!! − !!!!,!!!! + !!!!,!!!!12∆!− !!,!! !!!!,!!!! − 4!!!!,!!!! + 6!!,!!!! − 4!!!!,!!!! + !!!!,!!!!4∆!−!!,!! −!!,!!!!!! + 8 !!,!!!!!! − !!,!!!!!! + !!,!!!!!!12∆!− !!,!! !!,!!!!!! − 4!!,!!!!!! + 6!!,!!!! − 4!!,!!!!!! + !!,!!!!!!4∆!− !!,!!!! − !!,!!!!2∆! + 1!" !!!!,!!!! − 2!!,!!!! + !!!!,!!!!∆! ! + !!,!!!!!! − 2!!,!!!! + !!,!!!!!!∆! ! ! .
!!!!!!!!!(19) 
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Chapter 3  
Calculation model 
 
3.1  Lid-driven cavity model and grid 
system 
  In present research, we adopted the 2-D lid-driven cavity flow as the 
calculation model. Figure 3.1 shows the cavity model. The square cavity has 
three walls and one moving side with length 1 on each side of the cavity. 
Only the up-side of the cavity has velocity equals to ! !  on x-coordinate. 
The moving side makes the circulation of liquid.  
 
Figure 3.1: cavity model 
 
  We employed the non-uniform orthogonal grid system in present research. 
Figure 3.2 shows the grid system with 251×251 grid points. The grid points 
were strongly concentrated near the wall of the cavity to get the fine flow 
structure in the boundary layer. The minimum width of grid distance is 
given as: !!"# = 0.1!", 
 10 Calculation model 
where, Re is the Reynolds number.  
 
 
Figure 3.2: Grid system (251×251). 
 
  In order to simplify the calculation, we select the regular grid system, 
which means that values of the velocity components and pressure are 
selected by using the values on every same grid point.  
 
3.2  Calculation conditions 
3.2.1  Initial conditions 
  We set velocity component u and v at all of the point inside the cavity 
equal to zero as the initial condition. In order to avoid the effect of initial 
condition, we continued the calculation for a long enough time. The 
dependence on different initial conditions cannot be seen as shown in 
Appendix 2. 
 
3.2.2 Boundary condition 
We set the boundary conditions of velocity components as follows:  
 ! = 1, ! = 0,!!!!!!!!!!on!upper!boundary! = 0, ! = 0,!!!!!!!!!!on!walls.!!!!!!!!!!!!!!!!!!!!!! 
 
The pressure p on walls is set to be same as the pressure at the one-point 
inner side points, e.g., !!"#$,! = !!"#$!!,!. 
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3.3  Data acquisition and processing 
  In order to determine the bifurcation regions, we get the time series of 
velocity from each sampling points. Figure 3.3 shows all of the sixty 
sampling points. 
 
Figure 3.3: sampling points 
 
In order to simplify the discussion, we only choose the data from point at (0.2, 0.05) for discussion. In Appendix 1, we compare the results from all of 
the sampling points and show that the results from different sampling points 
are qualitatively same. 
  The time series data of velocity and pressure were written into files at 
intervals of 100 time steps from nondimensional time 7500 to 12500. 
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Results and discussion 
 
4.1  Determination of bifurcation region 
In order to determine the bifurcation region, we compare the behaviour of 
flow by time series data and vortex structure for several Reynolds numbers. 
The characteristic value to be adopted in order to determine the 
bifurcation region is the amplitude of temporally fluctuating velocity 
component. For example, the time series of u in case of Re=9900 (solid line) 
and Re=10000(dotted line) are shown in fig. 4.1. All parameters except Re 
are same in both calculations of Re=9900 and 10000. The amplitude of u in 
the case of Re=9900 is 5×10!!. On the other hand, amplitude of u in the case 
of Re=10000 is 3×10!! and the profile of time series looks periodic. 
Figure 4.2 shows the vorticity profiles of fluid in the case of Re=9900 at 
two different steps. We cannot find clear difference between these two 
figures. Figures in fig. 4.3 are the vorticity profiles in the case of Re=10000 at 
five non-dimensional times. It is clear that the structure of fluid in each time 
step has the different vertical profile. In particular, we can find that the 
vortical motion varies from moment to moment at the upper-left corner of the 
cavity. These figures also show that mainly circulating flows fluctuate near 
the left and the lower boundary. From these figures, we determined that 
structure of fluid in the case of Re=9900 is steady and it is quite different 
from that in the case of Re=10000. From these results, we determined the 
bifurcation occurs between Re=9900 and 10000. 
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Figure 4.1: Profiles of time series of u in cases of Re=9900 (solid line) and 
Re=10000 (dotted line). 
 
 
(a)  T=12499.1                    (b)  T=12499.625 
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(a)  T=12497.375                  (b)  T=12497.95 
    
(c)  T=12498.525                  (d)  T=12499.1 
 
(e)  T=12499.675  
Figure 4.3:  Vorticity of fluid in the case of Re=10000. 
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4.2  Effect of ∆! and ∆! 
  In the field of numerical simulation, there are two well-known discrete 
parameters which always make the structure of numerical solution change. 
One of them is the increment time. Another one is the spatial distance of grid 
points. At first, we are going to show the effect of these two numerical 
parameters. 
 
4.2.1 Effect of time increment, ∆! 
  When we used the forward difference method and Euler method to 
approximate calculate !!!!  as follows: ∂u∂t !"#$%#&!!"##$%$&'$ !!!! − !!∆! !"#$%! "#$%& ∂u∂t + ∆! !!!!!! +⋯, 
the term of ∆! !!!!!!  is the main error term. It is obvious that an increasing ∆! 
will make the results change. 
  In present research, we calculated in case of three different values of ∆!, 
0.0005, 0.0008 and 0.001. Table 4.1 shows the amplitude of u with different 
Reynolds number and ∆! at the sampling point (0.2, 0.05). In this table, we 
can find two kinds of data. In one part of data the order of amplitude of u is 
large than 10!!, in another part of data the order of amplitude of u is less 
than 10!!. There is a clear dividing line between two parts of the data. 
Figure 4.4 shows the bifurcation region with increasing ∆! value. In this 
figure, the diamond points are the upper boundary of bifurcation and the 
square points are the lower boundary of bifurcation. Figure 4.5 shows all of 
the time series of u at the same sampling point (0.2, 0.05). From the graph in 
fig. 4.4 we can find that the larger ∆! values induce periodical structure. 
  From the experiment of increment time, the increasing ∆!  introduces 
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Table 4.1  Amplitude of u at each Reynolds number and ∆! value. 
 ∆! = 0.0005 ∆! = 0.0008 ∆! = 0.001 
Re=10000 3×10!!   
Re=9500 9×10!! 2×10!! 3×10!! 
Re=9000 5.5×10!! 2.2×10!! 1.6×10!! 
Re=8500 5×10!! 1.6×10!! 2×10!! 
Re=8000  9×10!! 1.6×10!! 
Re=7500  8×10!! 1.6×10!! 
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(1)Re=8500              (2)Re=9000              (3)Re=9500 
 
  (4)Re=10000 
(a) the case of ∆t = 0.0005 
 
     
  (1)Re=7000              (2)Re=7500              (3)Re=8000 
     
  (4)Re=8500              (5)Re=9000              (6)Re=9500 
(b)the case of ∆t = 0.0008 
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  (1)Re=7000              (2)Re=7500              (3)Re=8000 
     
  (4)Re=8500              (5)Re=9000              (6)Re=9500 
(c)the case of ∆t = 0.001 
 
Figure 4.5: time series of u with different Reynolds number and ∆! value at 
sampling point (0.2, 0.05) 
 
4.2.2 Effect of distance of grid points, ∆! 
  In order to discuss the effect of distance of grid points, we must make grid 
system with different grid system. In present research we employed four 
kinds of numbers of grid points (101×101, 151×151, 201×201, 251×251) and 
two kinds of minimum distance (0.0003, 0.0005). Figure 4.6 shows all of the 


























(c)!201×201   (d)!251×251 
Figure 4.6: Grid systems with different point number when !!"# = 0.0003. 
 
  Equation (20) is the definition of x-coordinate of grid points: !! = 0,!! = !!!! + !!"# ∙ !!!!!!!! ℎ!"!!!!1 ≤ ! ≤ ! + 12 − 2,!!!!! !! = 0.5!!! ℎ!"!!!!0.5− !!!!! !! = ! ≥ !!"# ∙ !!!!! !!,!!!!! = 0.5+ !,!! = !!!! + !!"# ∙ ! !!! !! !!! ℎ!"!!!!! − 12 + 2 ≤ ! ≤ ! − 1.
!!!!!!!!!!!!!!(20) 
  Table 4.2 shows the amplitude of u with different Reynolds number and 
number of grid points when !!"# = 0.0003. The values of amplitude of u are 
divided in two parts. Figure 4.7 shows the profile of bifurcation region 
changes with different number of grid points. We can find that the Reynolds 
number of bifurcation region becomes lower with increasing number of grid 
points. Table 4.3 and fig. 4.8 also shows the bifurcation region changes 
clearly when !!"# = 0.0005. Figure 4.9 shows all of the time series of u at the 
same sampling point (0.2, 0.05) when !!"# = 0.0003. Figure 4.10 shows all of 
the time series of u at the same sampling point (0.2, 0.05) when !!"# =0.0005. From the figure 4.7 and figure 4.8 we can find that the larger number 
of grid points makes the system unstable. From these experiments, it is 
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obvious that in the coarse grid system a lot of sub-grid scale instability may 
be ignored. In the case of fine grid system, this instability is not ignored. 
Therefore the nonlinear physical instability is properly introduced in cases of 
fine grid systems and the bifurcation region becomes lower. In the case of 
more grid points, which means the lower ∆! , more high-wavenumber 
components are introduced. Therefore we can say that the higher 
wavenumber components induce the periodical flow structure. 
 
Table 4.2  Amplitude of u at each Reynolds number and point number. !!!"# = 0.0003. 
 101×101 151×151 201×201 251×251 
Re=20000 2.5×10!!    
Re=19500 1.8×10!!    
Re=19000 5.5×10!!    
Re=18500 5.5×10!!    
Re=12000 1.4×10!! 3×10!! 4×10!! 6×10!! 
Re=11500 1×10!! 2.5×10!! 3.5×10!! 5×10!! 
Re=11000 1.1×10!! 1.4×10!! 3.5×10!! 3.5×10!! 
Re=10500 9×10!! 1.2×10!! 3×10!! 3×10!! 
Re=10000 8×10!! 9×10!! 1×10!! 5×10!! 




Figure 4.7: Re of bifurcation region becomes lower with increasing point 



















 21 Results and discussion 
Talbe 4.3: Amplitude of u at each Reynolds number and point 
number.!!!"# = 0.0005. 
 101×101 151×151 201×201 251×251 
Re=14000 2.2×10!!    
Re=13500 9×10!!    
Re=13000 8×10!!    
Re=12500 4.5×10!!    
Re=11000 3.5×10!! 2.2×10!! 2.5×10!! 4.5×10!! 
Re=10500 3×10!! 1.2×10!! 3×10!! 3.5×10!! 
Re=10000 2.5×10!! 4.5×10!! 2.5×10!! 2.5×10!! 
Re=9500 3×10!! 4.5×10!! 4×10!! 2.2×10!! 




Figure 4.8: Re of bifurcation region becomes lower with increasing point 
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   (1)Re=9000                (2)Re=9500               (3)Re=10000 
     
   (4)Re=10500               (5)Re=11000              (6)Re=11500 
     
   (7)Re=12000               (8)Re=12500              (9)Re=13000 
     
   (10)Re=13500              (11)Re=14000             (12)Re=14500 
     
   (13)Re=15000              (14)Re=15500             (15)Re=16000 
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   (16)Re=16500              (17)Re=17000             (18)Re=17500 
     
   (19)Re=18000              (20)Re=18500             (21)Re=19000 
   
   (22)Re=19500               (23)Re=20000 
(a)the case of N=101 
 
 
     
   (1)Re=9000                (2)Re=9500               (3)Re=10000 
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   (4)Re=10500              (5)Re=11000               (6)Re=11500 
 
   (7)Re=12000 
(b)the case of N=151 
 
 
     
   (1)Re=9000                (2)Re=9500               (3)Re=10000 
     
   (4)Re=10500              (5)Re=11000               (6)Re=11500 
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   (7)Re=12000 
(c)the case of N=201 
 
     
   (1)Re=9000               (2)Re=9500                (3)Re=10000 
     
   (4)Re=10500              (5)Re=11000               (6)Re=11500 
 
 
   (7)Re=12000 
(d)the case of N=251 
 
Figure 4.9: time series of u with different Reynolds number and ∆! value at 
sampling point (0.2, 0.05).!!!"# = 0.0003. 
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   (1)Re=9000               (2)Re=9500              (3)Re=10000 
     
   (4)Re=10500               (5)Re=11000              (6)Re=11500 
     
   (7)Re=12000               (8)Re=12500              (9)Re=13000 
   
   (10)Re=13500               (11)Re=14000 
(a)the case of N=101 
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   (1)Re=9000               (2)Re=9500              (3)Re=10000 
   
   (4)Re=10500                (5)Re=11000 
(b)the case of N=151 
 
     
   (1)Re=9000               (2)Re=9500              (3)Re=10000 
   
   (4)Re=10500                (5)Re=11000 
(c)the case of N=201 
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   (1)Re=9000               (2)Re=9500              (3)Re=10000 
   
   (4)Re=10500                (5)Re=11000 
(d)the case of N=251 
 
Figure 4.10: time series of u with different Reynolds number and ∆! value 
at sampling point (0.2, 0.05).!!!"# = 0.0005. 
 
4.3 Artificial viscosity term 
4.3.1 Dissipation of the high wavenumber  
component 
  At first, let us review the basic equations. If we reform the 3rd order 
upwind difference equation (17) as: ! !"!" = !!(−!!!! + 8!!!! − 8!!!! + !!!!)12∆!+ ! !! (!!!! − 4!!!! + 6!! − 4!!!! + !!!!)4∆! ,!!!!!!!!!!!!(21) 
where, the parameter ! denotes the coefficient of the artificial viscosity term. 
The large ε  value may dissipate the high wavenumber components. 
Therefore, we can control the effect of high wavenumber components 
through change the value of !. 
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4.3.2 Effect of fourth-order artificial viscosity 
term  
  In present research, we observed that the results of simulations diverged 
when parameter !  is less than 0.6 or large than 1.4. Consequently, in 
present experiments, the value of ! was changed from 0.6 to 1.4 to avoid the 
divergence. Table 4.4 shows the amplitude of the u at each Reynolds number 
and ! value. In fig. 4.11, we plotted the bifurcation region. Figure 4.12 
shows all of the time series of u at the same sampling point (0.2, 0.05). From 
table 4.4 and fig. 4.11, we can find that bifurcation regions become higher 
with increasing ! value. It is obvious that the high wavenumber instability 
becomes stronger and the Reynolds number of bifurcation region becomes 
lower in cases of smaller ! values. 
 
Table 4.4  Amplitude of u at each Reynolds number and ! value. 
 !=0.6 !=0.8 !=1.0 !=1.2 !=1.4 
Re=10200 3×10!! 3.5×10!! 3×10!! 3×10!! 3×10!! 
Re=10100 3×10!! 3×10!! 3×10!! 3×10!! 3×10!! 
Re=10000 3×10!! 3×10!! 3×10!! 1.4×10!! 7×10!! 
Re=9900 3×10!! 3×10!! 5×10!! 4×10!! 8×10!! 
Re=9800 3×10!! 4.5×10!! 3.5×10!! 3.5×10!! 8×10!! 
Re=9700 5.5×10!! 3.5×10!! 3×10!! 8×10!! 7×10!! 
Re=9600 3×10!! 3×10!! 2.5×10!! 6×10!! 7×10!! 
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Figure 4.11: Re of bifurcation region becomes higher with increasing ! value 
 
     
   (1)Re=9500             (2)Re=9600              (3)Re=9700 
     
   (4)Re=9800             (5)Re=9900              (6)Re=10000 
   
   (7)Re=10100            (8)Re=10200 
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   (1)Re=9500              (2)Re=9600             (3)Re=9700 
     
   (4)Re=9800              (5)Re=9900             (6)Re=10000 
   
   (7)Re=10100             (8)Re=10200 
(b)the case of ε = 0.8 
 
 
     
   (1)Re=9500             (2)Re=9600              (3)Re=9700 
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   (4)Re=9800             (5)Re=9900              (6)Re=10000 
   
   (7)Re=10100            (8)Re=10200 
(c)the case of ε = 1.0 
 
     
   (1)Re=9500             (2)Re=9600              (3)Re=9700 
     
   (4)Re=9800             (5)Re=9900              (6)Re=10000 
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   (7)Re=10100            (8)Re=10200 
(d)the case of ε = 1.2 
 
     
   (1)Re=9500             (2)Re=9600              (3)Re=9700 
     
   (4)Re=9800             (5)Re=9900              (6)Re=10000 
   
   (7)Re=10100            (8)Re=10200 
(e)the case of ε = 1.4 
 
Figure 4.12: time series of u with different Reynolds number and ! value at 
sampling point (0.2, 0.05). 
 
4.4 Effects of randomness 
  The experimental results about ∆!, ∆! and ε show that numerical errors 
which include the high wavenumber instability affects the stability of system. 
In present research, we assumed the numerical errors to be randomness and 
discussed the effect of forcibly added randomness. 
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4.4.1 Process of adding randomness 
  In calculating the velocity, we introduced parameter r in order to discuss 
the effect of the amplitude of the forcibly added randomness as follows: !(!!!) = !(!) + !",!(!!!) = !(!) + !"  
where, R is the randomness given by using the uniform pseudo-random 
number row given from library program of Intel compiler and r denotes the 
amplitude of randomness. 
 
4.4.2 Effect of forcibly added randomness 
In the present experiment, the calculations hardly converge when r values 
are larger than 10!! . On the other hand, we cannot find the effect of 
randomness when r values are less than 10!! . Table 4.5 shows the 
amplitude of u at each Reynolds number and r value. Figure 4.13 shows the 
profile of bifurcation region with increasing r value. Figure 4.14 shows all of 
the time series of u at the same sampling point (0.2, 0.05). From table 4.5 
and fig. 4.13, we can find that bifurcation regions become higher with 
decreasing r value drastically in the region from 7×10!! to 5×10!!. The 
results of these experiments show that the forcibly added randomness affects 
the bifurcation region. By comparing these results with those in the last 
subsection, it is supposed that the larger forcibly added randomness 
destabilize the system. However, it is clear that there is a drastically 
decreasing of bifurcation region with increasing r value. We cannot find this 
















Table 4.5  Amplitude of u at each Reynolds number and r value. 
 r=5×10!! r=6×10!! r=7×10!! r=8×10!! r=9×10!! r=1×10!! 
Re=10000 3×10!! 3×10!! 3×10!! 3×10!! 3×10!! 3×10!! 
Re=9900 1.2×10!! 2.5×10!! 2.5×10!! 3×10!! 3×10!! 3×10!! 
Re=9800 8×10!! 2.2×10!! 2.2×10!! 2.2×10!! 2.2×10!! 2.5×10!! 
Re=9700 5×10!! 2×10!! 2×10!! 2×10!! 2×10!! 2×10!! 
Re=9600 6×10!! 2×10!! 1.8×10!! 1.8×10!! 2×10!! 2×10!! 
Re=9500 5×10!! 1.8×10!! 1.8×10!! 1.8×10!! 1.8×10!! 1.8×10!! 
Re=9400 5×10!! 1.6×10!! 1.6×10!! 1.6×10!! 1.6×10!! 1.6×10!! 
Re=9300 4×10!! 6×10!! 1.4×10!! 1.4×10!! 1.4×10!! 1.4×10!! 
Re=9200 4×10!! 6×10!! 1×10!! 1×10!! 1×10!! 1×10!! 
Re=9100 4×10!! 5×10!! 7×10!! 7×10!! 7×10!! 7×10!! 
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Figure 4.13: Re of bifurcation region becomes lower with increasing r value 
 
     
   (1)Re=9000              (2)Re=9100             (3)Re=9200 
     
   (4)Re=9300              (5)Re=9400             (6)Re=9500 
     
   (7)Re=9600              (8)Re=9700             (9)Re=9800 
   
   (10)Re=9900             (11)Re=10000 
(a)the case of r=1e-5 
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   (1)Re=9000              (2)Re=9100             (3)Re=9200 
     
   (4)Re=9300              (5)Re=9400             (6)Re=9500 
     
   (7)Re=9600              (8)Re=9700             (9)Re=9800 
   
   (10)Re=9900             (11)Re=10000 
(b)the case of r=9e-6 
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   (1)Re=9000             (2)Re=9100              (3)Re=9200 
     
   (4)Re=9300              (5)Re=9400             (6)Re=9500 
     
   (7)Re=9600              (8)Re=9700             (9)Re=9800 
   
   (10)Re=9900             (11)Re=10000 
(c)the case of r=8e-6 
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   (1)Re=9000              (2)Re=9100             (3)Re=9200 
     
   (4)Re=9300              (5)Re=9400             (6)Re=9500 
     
   (7)Re=9600              (8)Re=9700             (9)Re=9800 
   
   (10)Re=9900             (11)Re=10000 
(d)the case of  r=7e-6 
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   (1)Re=9000              (2)Re=9100             (3)Re=9200 
     
   (4)Re=9300              (5)Re=9400             (6)Re=9500 
     
   (7)Re=9600              (8)Re=9700             (9)Re=9800 
   
   (10)Re=9900             (11)Re=10000 
(e)the case of r=6e-6 
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   (1)Re=9000              (2)Re=9100             (3)Re=9200 
     
   (4)Re=9300             (5)Re=9400              (6)Re=9500 
     
   (7)Re=9600             (8)Re=9700              (9)Re=9800 
   
   (10)Re=9900            (11)Re=10000 
(f)the case of r=5e-6 
 
Figure 4.14: time series of u with different Reynolds number and r value at 




 42 Results and discussion 
4.4.3 Distribution maps 
  In order to discuss the effect of distribution of forcibly added randomness, 
we employed two kinds of maps, which are consisted of 2×2 blocks and 4×4 
blocks. In these maps we only add randomness into the yellow blocks but not 
the blue blocks. In these calculations Reynolds number is set to be 9400, ε 
equals to 1.0 and r equals to 10!!. From fig. 4.14 we can find that the 
structure of flow is periodic under these conditions. Figure 4.15 and fig. 4.16 
shows the amplitude of u at the same sampling point with different maps. 
The values with yellow color denote the stable flow. Figure 4.17 shows all of 
the time series of u at the same sampling point (0.2, 0.05). 
In the case of 2×2 blocks, when randomness insert into only one block, 
the structure of flow is stable. In the case of 4×4 blocks, there are 12 kinds 
of maps make the structure of flow unstable. 
 
                            
(1) 3×10!!        (2) !5.5×10!!       (3) !3×10!!        (4) !4×10!! 
                            
(5) 1.6×10!!       (6) 1.6×10!!       (7) 1.6×10!!      (8) 1.6×10!! 
                            
(9) 1.6×10!!      (10) 1.6×10!!      (11) 1.6×10!!     (12) 1.6×10!! 
          
(13) 1.6×10!!     (14) 1.6×10!! 
Figure 4.15: amplitude of u with different 2×2 blocks 
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(1)1.6×10!!   (2)4×10!!     (3)4.5×10!!   (4)3×10!!    (5)4×10!!     (6)2×10!! 
                
(7)3×10!!    (8)1.8×10!!   (9)1.6×10!!   (10)6×10!!    (11)1.6×10!!  (12)4×10!! 
                
(13)3.5×10!!  (14)1.6×10!!  (15)1.6×10!!  (16)1.6×10!!  (17)1.6×10!!  (18)3×10!! 
                
(19)7×10!!   (20)7×10!!   (21)1.6×10!!   (22)1.6×10!!  (23)1.6×10!!  (24)3×10!! 
                
(25)6×10!!   (26)7×10!!   (27)1.6×10!!   (28)1.8×10!!  (29)1.6×10!!  (30)6×10!! 
Figure 4.16: amplitude of u with different 4×4 blocks 
 
 
     
          (1)                      (2)                      (3) 
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          (4)                      (5)                      (6) 
     
          (7)                      (8)                      (9) 
     
          (10)                     (11)                     (12) 
   
          (13)                    (14) 
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          (1)                      (2)                      (3) 
     
          (4)                      (5)                      (6) 
     
          (7)                      (8)                      (9) 
     
          (10)                     (11)                     (12) 
     
          (13)                     (14)                     (15) 
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          (16)                     (17)                     (18) 
     
          (19)                     (20)                     (21) 
     
          (22)                     (23)                     (24) 
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          (28)                     (29)                     (30) 
(b)the case of 4×4 blocks 
 
Figure 4.17: time series of u with different Reynolds number and r value at 
sampling point (0.2, 0.05). 
 
4.4.4 Factor of effectiveness 
  After all of the experiments for different maps, we calculate the factor of 
effectiveness σ, to compare the effectiveness of each block. We defined: ! = !!!! , 
where, !! is the total count of cases in which randomness is added in block i 
and !! is the total count of cases in which the periodical flow are given. 
  Figure 4.18(a) shows the value of σ in each block with 2×2 blocks map. 
We cannot find the difference of σ values for all blocks. It means that the 
randomness on this scale have the same effect. On the other hand, figure 
4.18(b) shows the value of σ in each block with 4×4 blocks. It is clear that 
the value of σ are divided into three sections. In the red blocks the σ are 
more than 0.6. In the yellow blocks the σ are more than 0.4 and less than 
0.5. In other section σ values are less than 0.4. From the definition of σ it is 
shown that the randomness in red blocks destabilizes the system most. The 
effect of randomness in yellow blocks is less than that in red blocks. 
  From the present experiments, it is clarified that the forcibly added 
randomness in different block causes the different results. If we compare 
figure 4.3 and figure 4.18(b), it is found that the red blocks in figure 4.18(b) 
correspond to the areas where complicated structure of flow can be seen in 
figure 4.3, the orange blocks in figure 4.18(b) correspond to the areas where 
circulating flows fluctuate in figure 4.3. These results elucidate that the 
randomness which is added only into the localized regions where complicated 
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structure exists induces the global bifurcation. 
 
                     
(a) 2×2 blocks map                (b) 4×4 blocks map 
Figure 4.18: value of σ in each block 
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Chapter 5  
Conclusion 
 
  In the present research, we tried to find out the relationship between 
several numerical conditions and computed results. We investigated this 
point by studying the bifurcation region of the flow of the lid-driven cavity 
model. 
 From the experiments of ∆t, ∆x and ε, it is obvious that the increasing of 
physical and numerical nonlinear instabilities induce the bifurcation of flow 
structure. The numerical errors inserted by the numerical conditions affect 
the structure of numerical solutions. It is clarified that the numerical errors 
in the localized region where complicated structure exists induce the global 
bifurcation by the experiments of forcibly added randomness. 
  From all of our study, it is concluded as follows: 
! The nonlinear instability makes system unsteady. 
! The randomness may have the same effect with nonlinear instability. 
! The localized randomness can affect global system. 
  There are a lot of other numerical conditions which affects characteristic of 
numerical simulation results. The research proposed in this study is 
indispensable to get important information for the reasonable numerical 
solutions of nonlinear differential equations. 
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Chapter 6  
Appendix 
 
6.1 Appendix 1: qualitatively same results 
at different sampling points 
  In order to show that there are qualitatively same results at different 
sampling points, we compare the velocity trajectory at same time quantum. 
Figure 6.1 shows all of these results at each sampling point. In each graph, 
upper-left is the trajectory from nondimensional time 600 to 650, upper-right 
is from 650 to 700, lower-left is from 700 to 750 and lower-right is from 750 to 
800. The coordinate of each sampling points is under each graph. 
  From fig. 6.1 we can say that at each sampling points, the growth of the 
velocity trajectory has the similar profile. It is obvious that different 
sampling points have the qualitatively same results. 
       
(0.2, 0.05)       (0.4, 0.05)         (0.6, 0.05)         (0.8, 0.05) 
       
(0.2, 0.1)        (0.4, 0.1)          (0.6, 0.1)          (0.8, 0.1) 
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(0.2, 0.15)      (0.4, 0.15)          (0.6, 0.15)         (0.8, 0.15) 
       
(0.2, 0.2)        (0.4, 0.2)           (0.6, 0.2)         (0.05, 0.2) 
       
(0.1, 0.2)        (0.15, 0.2)         (0.05, 0.4)         (0.1, 0.4) 
       
(0.15, 0.4)        (0.2, 0.4)          (0.05, 0.6)         (0.1, 0.6) 
       
(0.15, 0.6)        (0.2, 0.6)         (0.05, 0.8)          (0.1, 0.8) 
       
(0.15, 0.8)       (0.2, 0.8)          (0.4, 0.8)          (0.6, 0.8) 
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(0.8, 0.8)       (0.2, 0.85)         (0.4, 0.85)         (0.6, 0.85) 
       
(0.8, 0.85)       (0.2, 0.9)          (0.4, 0.9)          (0.6, 0.9) 
       
(0.8, 0.9)        (0.2, 0.95)         (0.4, 0.95)         (0.6, 0.95) 
       
(0.8, 0.95)        (0.8, 0.2)          (0.85, 0.2)        (0.9, 0.2) 
       
(0.95, 0.2)         (0.8, 0.4)         (0.85, 0.4)         (0.9, 0.4) 
       
(0.95, 0.4)        (0.8, 0.6)         (0.85, 0.6)         (0.9, 0.6) 
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(0.95, 0.6)        (0.85, 0.8)         (0.9, 0.8)        (0.95, 0.8) 
 
Figure 6.1: velocity trajectory at different sampling points 
 
6.2 Appendix 2: results with different 
initial conditions 
  In order to show the dependence on initial conditions, we compared results 
given by using three kind of initial conditions. In addition to the impulsive 
start, we considered two other conditions. For these two conditions, we set 
the velocity components and pressure by reading calculated data in which 
values of u, v and p showing the periodic or the steady flow structure were 
saved. Figure 6.2 shows the comparison of time series of u given by using 
different initial conditions. In the case of (a), we got steady profiles with 
different initial conditions. In the case of (b), we got periodic profiles with 
different initial conditions although a phase differences are seen. It is 
expected that different initial conditions do not affect the qualitative flow, 
although we cannot calculate all cases. 
     
(a) steady flow for different initial  (b) periodic flow for different initial 
conditions                        conditions  
 
Fig. 6.2 Profiles of results given by using different initial condition 
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