Summary. The joint study of functionals of a Brownian motion B and its L evy transform = jBj?L, where L is the local time of B at 0, is motivated by the conjectured ergodicity of the L evy transform.
Motivation and main results
(1.1) Let (B t ; t 0) be a one-dimensional Brownian motion starting from 0, and (L t ; t 0) its local time at 0. There has been quite some interest during the last decade, in the so-called perturbed Brownian motions (B ( ) t def = jB t j ? L t ; t 0) which have a number of interesting properties, e.g.: the time spent by (B ( ) t ; t 1) below 0 is beta distributed, a generalization of the arcsine law due to F. Petit; see, more generally, the last chapter of Yor 18 ] for a number of recent studies.
As is well-known, in the particular case = 1, (B (1) t ; t 0), the L evy transform of B, is a Brownian motion, and some interest in the pair (B; B (1) (1.2) As a step towards the study of the ergodicity of T, M. Smorodinsky 15] asked one of us to describe the joint law of the pair (g; ), where g def = supft < 1 : B t = 0g and def = supft < 1 : jB t j ? L t = 0g; which, as is well-known, has arcsine distributed marginals.
From 15], we infer that certain properties of this joint law might lead to a density property of the sequence g n def = g(T n (B)), n 2 N, of the last zeros of the iterates of B under T. This, in turn, could lead to the ergodicity of T; however, we leave the exploitation of the results in our paper to ergodic experts. (1. 3) The apparently simple, and quite natural question of describing the joint law of (g; ) turns out to necessitate in fact the use of most of the present knowledge about the decomposition of the Brownian path (B t ; t 1) before and after g.
Below, we shall express the law of (g; ) in terms of the following independent variables: However, in Section 3, we o er a discussion of (1.4), emphasizing in particular how closely related this formula is to the classical Kolmogorov{Smirnov result:
where T (3) c def = infft > 0 : R t = cg with R a three-dimensional Bessel process starting from 0; | in Section 6, we explicitly compute the martingale representations of E (g j F t ) and E ( j F t ), where (F t ) t 0 denotes the natural ltration of B. This would shed lights on the dependence structure of (g; );
| nally, in Sections 7 and 8, we discuss some related questions.
2. Proof of Theorem 1.1
We recall a decomposition theorem for the Brownian sample paths. For any stochastic process (X t ; 0 t 1), and any random times a and b with 0 a < b 1 We now study the joint law of (g; ) on two disjoint events: fg > g and fg < g. where def = supft 1 : S t = B t g. We thus have to determine the law of ( ; g) on the event f < gg. Observe that on f < gg, Remark. According to Theorem 1.1, to study the joint distribution of (g; ), we need the law of ( e ; e m 1 ), which is characterized in the next section. We also need the law of (U b ; S b ), which can be described as follows. Let (r t ; 0 t 1) denote a standard three-dimensional Bessel bridge, independent of the random variable U which is uniformly distributed in (0; 1). According to Williams' identi cation, (r t ; 0 t 1) is also a normalized Brownian excursion process. Using Vervaat's transformation relating the Brownian bridge with the normalized Brownian excursion ( 1] ), it is easily seen that
The joint law of U and r U is studied in the forthcoming Lemma 5.1 (see Section 5).
3. Characterization of the joint law of ( e ; e Recall that ( g T 1 +t ; t T (3) ) is a three-dimensional Bessel process starting from 0, considered until its rst hitting time at 1 (this justi es the notation T (3) ). Moreover, ( u ; u g T 1 ) and ( g T 1 +t ; t T (3) ) are independent. 
where N and N 0 are two standard independent Gaussian variables, and T 1 def = infft > 0 : B t = 1g is assumed to be independent of N. Thus, we obtain: We now give two con rmations of (4. Again, formulae (4.7){(4.10) can be interpreted in a probabilistic way. They respectively lead to the following identities, where (4.11) is a rewriting of (4.1). We write S ( Observe that by the above agreement formula (Theorem A, with = 1), (4.13) can be rewritten as Remark. The reader will nd in Jurek 9] a useful discussion of the right-hand sides of (4.11){(4.14), from the point of view of in nite divisibility. with obvious notation. Since g has the arcsine law, it immediately follows that (5:1) I 1 = 3 32 : The computation of I 2 is based on the following lemma. In the rest of the section, (r t ; 0 t 1) denotes a standard three-dimensional Bessel bridge, independent of the random variable U which is uniformly distributed in (0; 1). Proof. Recall that (r t ; t < 1) can be realized as ( (1 ? The covariance between g and may be expressed as the expectation of the covariation between the martingales with nal values g and . Thus, it is natural to look for the explicit Itô{Clark representation of g (hence, of ) as a stochastic integral.
Let, for 0 < t The martingale representation of E ('( ) j F t ) is derived directly from the preceding formulae. Consequently, we obtain an analytical formula for cov('(g); '( )) which generalizes (6.9) above.
Remark 6.1.2. Formula (6.10) may be seen as an analytical application of the identity in law:
where E denotes an exponential variable with mean 1, independent of g, and N is as before a Gaussian N(0; 1) variable. For further discussions on (6.10) and related formulae, see Yor 17 ].
7. Moments of ( ; m 1 )
We determine the joint moments of and m 1 . 
