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Zusammenfassung
Der Fokus dieser Arbeit liegt auf der Verarbeitung von Bildern, die von
plenoptischen Mikrolinsen-Array Kameras aufgenommen wurden. Diese
Kameras ermöglichen das Einfangen eines Lichtfeldes in einer einzigen
Aufnahme, wodurch mehr Informationen als bei herkömmlichen Kameras
aufgezeichnet und neue Anwendungen entwickelt werden können. Jedoch
führt diese erhöhte Informationsmenge zu zusätzlichen Herausforderun-
gen und einem höheren Berechnungsaufwand. Zum einen setzt sich ein
Bild aus Tausenden von Mikrolinsenbildern zusammen, was unüblich für
Standard-Bildverarbeitungsalgorithmen ist. Zum anderen muss die Dis-
parität aus diesen Mikrobildern geschätzt werden, um ein konventionelles
Bild und eine dreidimensionale Darstellung zu erstellen. Daher widmet
sich diese Doktorarbeit der Analyse und dem Entwurf neuer Methoden für
die Bearbeitung von und Tiefenrekonstruktion auf plenoptischen Bildern.
In dieser Arbeit wurde eine Framework für plenoptische Bildern en-
twickelt, die alle Beitrage enthält. Eine Unschärfe-bewusste Kalibrier-
methode für plenoptische Kameras, eine Optimierungsmethode für die
Auswahl der besten Mikrolinsen-Kombinationen, eine Übersicht über ver-
schiedene plenoptische Kameratypen und Bilddarstellungen. Datensätze,
die sowohl echte als auch synthetische Bilder beinhalteten, dienen zur
Erarbeitung eines Richtwertes für verschiedene Disparitäts-Algorithmen
und Untersuchung von Disparitätsverhalten unter verschiedenen Kom-
primierungsraten. Eine Methode wurde entwickelt für die Erstellung von





This manuscript focuses on the processing images from microlens-array
based plenoptic cameras. These cameras enable the capturing of the light
field in a single shot, recording a greater amount of information with
respect to conventional cameras, allowing to develop a whole new set of
applications. However, the enhanced information introduces additional
challenges and results in higher computational effort. For one, the image is
composed of thousand of micro-lens images, making it an unusual case for
standard image processing algorithms. Secondly, the disparity information
has to be estimated from those micro-images to create a conventional
image and a three-dimensional representation. Therefore, the work in
thesis is devoted to analyse and propose methodologies to deal with
plenoptic images.
A full framework for plenoptic cameras has been built, including the
contributions described in this thesis. A blur-aware calibration method to
model a plenoptic camera, an optimization method to accurately select
the best microlenses combination, an overview of the different types of
plenoptic cameras and their representation. Datasets consisting of both real
and synthetic images have been used to create a benchmark for different
disparity estimation algorithm and to inspect the behaviour of disparity
under different compression rates. A robust depth estimation approach





I had a very good time during these years of research. I failed a lot, tried again,
made a lot of errors, learned a lot of new lessons and (hopefully) made also
something right. It would be nice to give back everything I got, but I guess that
is a hard job, and a short acknowledgement will not do it. But it may be a start.
So I want to thank everybody for their patience and compassion, two qualities
I always admired. A huge thanks to my family for their infinite support, their
capability of being close even when being physically far away and their teachings,
to my supervisor Reinhard for his help, contribution and overall effort, to my
friends who were always there, making the place where I lived my new home, to
the whole team of people in Kiel and in the ETN-FPI project who had a lot of
patience to correct my errors and helped my improve, made me feel part of the
team and participated in several activities and to the people who have been nice
with me during these years. I am not listing here everybody with their name for
several reasons (maybe they are too much, or too few, or I do not want to give you
this information), but I hope that everybody who helped me knows it (or at least I
hope) and deserves a thanks. Also if you think you helped me, that is also enough.
Thanks and keep up the good work.
Ah and lastly, thanks to you, if you are reading this. Please continue, the best






1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Research Question . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Potential Applications . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Publications and Contributions . . . . . . . . . . . . . . . . . 5
1.4.1 Publications . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4.2 Manuscripts . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4.3 Free Software Contributions . . . . . . . . . . . . . . 7
1.5 Structure of the Thesis . . . . . . . . . . . . . . . . . . . . . . 8
2 On Light Field and Plenoptic Cameras 9
2.1 State of the Art . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 How to capture the light field . . . . . . . . . . . . . . . . . . 11
2.3 Microlens Array based Plenoptic Cameras . . . . . . . . . . 14
2.3.1 Standard Plenoptic Cameras . . . . . . . . . . . . . . 15
2.3.2 Focused Plenoptic Cameras . . . . . . . . . . . . . . . 17
2.3.3 Unconventional Plenoptic Cameras . . . . . . . . . . 22
3 Light Field Processing 25
3.1 Synthetic images . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1.1 State of the Art . . . . . . . . . . . . . . . . . . . . . . 25
3.1.2 The Plenoptic Simulator . . . . . . . . . . . . . . . . . 26
3.2 Camera Calibration . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.1 State of the Art . . . . . . . . . . . . . . . . . . . . . . 27
3.2.2 The Multi-focus Plenoptic Camera Model . . . . . . . 27
3.2.3 Feature extraction . . . . . . . . . . . . . . . . . . . . 28
3.3 Analysis of the resolution and representation . . . . . . . . . 31
3.3.1 State of the Art . . . . . . . . . . . . . . . . . . . . . . 31
3.3.2 Subaperture Images . . . . . . . . . . . . . . . . . . . 31
3.3.3 Epipolar Plane Image . . . . . . . . . . . . . . . . . . 34
xi
Contents
3.3.4 Focal stack . . . . . . . . . . . . . . . . . . . . . . . . . 35
4 Disparity Estimation using Plenoptic Cameras 37
4.1 State of the Art . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.2 Disparity Estimation Algorithms . . . . . . . . . . . . . . . . 39
4.2.1 On microlens images . . . . . . . . . . . . . . . . . . . 39
4.2.2 Robust Estimation for Light Field Microscopy . . . . 44
4.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3.1 Disparity Estimation from the Focal Stack . . . . . . 49
4.3.2 Disparity Estimation using Subaperture Images . . . 52
4.3.3 In the epipolar plane image domain . . . . . . . . . . 54
4.3.4 Three-dimensional Reconstruction . . . . . . . . . . . 56
4.3.5 Full three-dimensional model . . . . . . . . . . . . . . 57
5 Conclusions 61
6 Publications 63
6.1 Publication 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.2 Publication 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.3 Publication 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.4 Publication 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.5 Publication 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
7 Manuscripts 109
7.1 Manuscript 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109




2.1 An image captured with a plenoptic camera. Only a portion
of the full image is shown here. A zoomed detail in the blue
rectangle is shown to highlight the nature of a microlens
array (MLA)-based plenoptic image, where thousands of
microlens image (MI) are tiled together. . . . . . . . . . . . . 14
2.2 A schematic model of a standard plenoptic camera. The
point p lies at the main focal plane in the scene and is
projected exactly at the MLA plane, and thus seen only by
one microlens. Modified image from Publication 3 in Section
6.3 [APK+18]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 A crop of a raw plenoptic image captured with a standard
plenoptic camera and its relative rendered image using
[DPW13]. For a better visualization, only a portion of the
scene is shown, and one detail is highlighted in the red rect-
angle. The raw image belongs to the dataset of Publication
3 in Section 6.3 [APK+18]. . . . . . . . . . . . . . . . . . . . . 16
2.4 A schematic model of a focused plenoptic camera. A point
p lies at the main focal plane in the scene and is projected
between the main lens and the MLA and then imaged from
several microlenses. Modified image from Publication 3 in
Section 6.3 [APK+18]. . . . . . . . . . . . . . . . . . . . . . . . 18
2.5 A crop of a raw image captured with a multi-focus plenoptic
camera, a subset of focused plenoptic cameras. On the right,
the rendered image using the algorithm described in Section
3.3.2. For a better visualization, only a portion of the scene
is shown, and two details are highlighted in the red and
blue rectangle, showing how objects at different depths in
the scene are imaged at different resolutions. The raw image
belongs to the dataset of Publication 3 in Section 6.3 [APK+18]. 19
xiii
List of Figures
2.6 The hexagonal grid of different lenses is shown in the left
image. Image from [PW12]. At the right side, the a crop
of a real image from the dataset captured in Publication 3
in Section 6.3 [APK+18] where the different lens types are
visible. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.7 Schematic model of multi-focus plenoptic camera. A point
p that lies in the main focal plane of the scene is imaged
onto different microlenses with different amount of blurs
and magnification factor due to the different focal lengths.
Modified image from Publication 3 in Section 6.3 [APK+18]. 21
2.8 An early version of adobe’s light field camera’s prototype
(left) and an example of a typical image captured with the
prototype (right). Images from [GZC+06] . . . . . . . . . . . 23
2.9 Design of the FiMic, the Light Field Microscope. It was de-
signed in [SSL+18] from the research team at the University
of Valencia. Image from Publication 5 in Section 6.5 [PSI+19]. 24
3.1 An example of a synthetic image with its corresponding
ground truth disparity. Having the ground truth disparity
for each MI allows a numerical evaluation of disparity meth-
ods on the raw images. Images from Publication 2 in Section
6.2 [PKV18]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.2 Results relative to the synthetic dataset. The proposed algo-
rithm detects a larger number of corners with a lower error
margin. The refinement step reduces the error at the price
of decreasing the total number of detected corners. Images
from Manuscript 1 in Section 7.1. . . . . . . . . . . . . . . . . 30
3.3 One example of a set of subaperture images from a scene ac-
quired with a multi-focus plenoptic camera. The raw image
belongs to the dataset acquired in Publication 3 in Section
6.3 [APK+18], while the rendering of the subaperture im-
age (SI) is done using the algorithm described in Manuscript
2 in Section 7.2. . . . . . . . . . . . . . . . . . . . . . . . . . . 32
xiv
List of Figures
3.4 A schematic model of the rendering process. Within a mi-
crolens image, shown on the left, a grid of sˆ s points is
used to extract a patch of size ps. That generates an image
of sˆ s pixels, shown on the right. Modified image from
Manuscript 2 in Section 7.2. . . . . . . . . . . . . . . . . . . . 33
3.5 Epipolar plane image representation for the same scene
captured with standard and multi-focus plenoptic cameras
respectively. The image and their epipolar plane image rep-
resentation are very similar since we tuned the parameters
of the rendering, yet the slope of the lines is different be-
cause of the different sampling and the relative position of
the objects in the scene. Image from Manuscript 2 in Section
7.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.6 Changing the size of the extracted patch account for refo-
cusing at a different depths. In the focused plenoptic cam-
era (FPC) case, the algorithm cannot generate an all-in-focus
image without knowledge about the depth of the scene,
yet it can generate a focal stack of the scene, rendering im-
ages focused at different depths. Images generated using
the plenoptic toolbox [Pal20] described in Publication 2 in
Section 6.2 [PKV18]. . . . . . . . . . . . . . . . . . . . . . . . 36
4.1 A detail of a scene captured with a multi-focus plenoptic
camera (MPC). Each color represents a different focal type.
Having high virtual depth and features with high contrast
is suitable for stereo matching. Image from Publication 3 in
Section 6.3 [APK+18]. . . . . . . . . . . . . . . . . . . . . . . . 39
4.2 Synthetic images allow for a quantitative analysis of the
effects of a similarity measures on the accuracy of the dis-
parity estimation. BadPixN refers to pixels with an error
higher than N, (N = 1, 2), MSE denotes the mean squared
error, Disc and Smooth refer respectively to pixels belonging
to depth discontinuities and to smooth regions in the scene.
Modified image from Publication 2 in Section 6.2 [PKV18]. . 41
xv
List of Figures
4.3 Different lens combinations have been evaluated and stored
in a look up table to reduce the computational cost at run-
time. Several combinations, along with the total number
of lenses (NL) are shown in the image. The look up table
shows a basic visualization of the algorithm at runtime,
where combinations can be selected according to perfor-
mance or accuracy. Image from Publication 1 in Section 6.1
[PK17]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.4 An example of an image captured with the light field micro-
scope described in [SSL+18]. In this sample cotton fibers are
imaged with a monocolored light. Image from Publication
5 in Section 6.5 [PSI+19]. . . . . . . . . . . . . . . . . . . . . . 45
4.5 The diagram shows the workflow upon which the work was
based. Several steps are used to guarantee a robust estima-
tion for biological images. Modified image from Publication
5 in Section 6.5 [PSI+19]. . . . . . . . . . . . . . . . . . . . . . 46
4.6 Images and respective results from different samples. It
can be seen how the algorithm estimates depth with high
accuracy at the micrometer scale, and a three-dimensional
visualization is provided to highlight the complex structure
of the scene. Samples marked with [1] were acquired in
[MI15], while samples marked with [2] were captured in
Valencia using the FiMic [SSL+18] as part of Publication 5
in Section 6.5 [PSI+19]. . . . . . . . . . . . . . . . . . . . . . 48
4.7 The image shows the output of a disparity estimation using
the focal stack. Because of the noisy estimation, pixels with
very low confidence were filtered out, leaving a sparser
disparity. This accounts for a better visualization und under-
standing of the regions where the estimation fails. Images
generated using the plenoptic toolbox [Pal20] described in
Publication 2 in Section 6.2 [PKV18]. . . . . . . . . . . . . . . 50
xvi
List of Figures
4.8 This scene is an extreme case, in which a large depth of field
is required. When the foreground is sharp, the background
exhibits blur similar to the gaussian one, while when the
background is sharp, the foreground exhibits artefacts. This
is due to the larger number of contributions from neigh-
bouring lenses that overlap on this region. Images generated
using the plenoptic toolbox [Pal20] described in Publication
2 in Section 6.2 [PKV18]. . . . . . . . . . . . . . . . . . . . . . 51
4.9 An example of a scene and the disparity maps calculated
with both techniques. Parameters were tuned to aim for
optimal results. The iterative refinement achieves a smooth
shape at the cost of losing some features of the scene, while
the EPINET approach retains the structure of the scene with
high fidelity although delivering an overall slightly noisier
image. Original image belongs to the dataset acquired in
Publication 3 in Section 6.3 [APK+18]. . . . . . . . . . . . . . 53
4.10 An horizontal epipolar plane image slice from Figure 3.5.
Different slopes relates to different depths of the object. The
image is scaled for visualization purposes. . . . . . . . . . . 54
4.11 Disparity estimation from the epipolar plane image (EPI)
representation. The estimation is done using the spinning
parallelogram operator approach described in [ZSL+16] on
images acquired in Publication 3 in Section 6.3 [APK+18]. . 55
4.12 The scene was captured using a Raytrix R42 (MPC) and
reconstructed as a point cloud based on the calibration
described in Manuscript 1 in Section 7.1. . . . . . . . . . . . 57
4.13 The setup of the experiment to capture the scene from differ-
ent angles. The experiment was performed in the laboratory
in University of Kiel. . . . . . . . . . . . . . . . . . . . . . . . 58
xvii
List of Figures
4.14 Some results from the dataset. On the left, the point cloud
created from a real image. Please notice that the background
have been removed through color keying and outlier filter-
ing. On the right, a point cloud obtained from a synthetically
generated image using the simulator from Publication 4 in
Section 6.4 [MPP+18]. The results on both sets look similar
in terms of accuracy, with the estimation of synthetic images
being slightly less noisy. . . . . . . . . . . . . . . . . . . . . . 59
4.15 A point cloud estimated from a synthetic scene rendered us-
ing the simulator from Publication 4 in Section 6.4 [MPP+18].
The left image shows the point cloud after the reprojection
from the disparity map. The noise is removed with a filter
that selects the best value along the epipolar line. . . . . . . 60
xviii
List of Acronyms




SPC standard plenoptic camera
FPC focused plenoptic camera
MPC multi-focus plenoptic camera





Nowadays, everyone takes pictures daily. Capturing a moment with a
digital device has been incorporated into our daily routine, becoming a
natural habit. Meanwhile, digital devices used to capture scenes evolved
enormously from the old, large and slow machines used a couple of
centuries ago to the extremely small, powerful, and quick devices of today,
able to capture pictures of a quality hard to imagine just a couple of
decades ago.
Recently, the resolution of the pictures acquired with high quality
digital camera started to approach the limit of the human vision system.
This lead research to start looking for novel possibilities to enhance the
capturing process.
In fact, the fundamental problem of capturing the complex three-
dimensional reality and record it on a two-dimensional sensor is still far
from being solved. What we see with our eyes is the result captured on
the retina of the eye from rays of light coming from different directions.
In a camera, only one subset of these rays is captured and imaged onto
the sensor. Because of this, not all information about the scene is recorded.
An attempt at creating a realistic visualization of a complex natural scene
will make it clear that the lack of geometrical information about the three-
dimensional scene has to be compensated by estimating it.
The aim of computational photography is to extend the camera capa-
bilities, incorporating additional information in the capturing process. The
light field topic has shown in recent years exceptional capabilities in cap-
turing, processing and visualizing a more comprehensive representation




The work presented in this thesis focus on light field processing. The
research is developed within the framework of the Marie Curie Euro-
pean Training Network on Full Parallax Imaging, that aims at creating a
network of researchers to investigate and analyze ways to record, store
and manipulate more information about the light. The main objective of
the project is to stimulate research towards possible ways of using novel
technologies to achieve an accurate visual description of the world, from
cameras capturing the light behaviour and its characteristics, to algorithms
to compress and process huge trunks of recorded data and immersive
displays capable of realistically recreating the three-dimensional world as
we know it.
The light field denomination indicates a framework for the lights
characteristics: instead of the two-dimensional conventional pictures, it
aims to extend the dimensionality of the recorded information storing
multiple light rays hitting the cameras, in an attempt to emulate the
sophisticated human vision system.
It is well known that our vision system has an extremely complex
way of combining the information recorded from each eye to create a
real-time three-dimensional visualization. The light field aims at recording
the necessary light rays to recreate a similar representation, particularly
on the visualization of the scene from different perspectives, allowing free
movement of the viewer, as in the real world. To be able to recreate a com-
plex representation of a scene, implicit or explicit geometrical informations
have to be extracted from the scene. There are several approaches for this
challenge, yet some elements are constant across them.
One of the main requirements is the capturing of angular information
about lights incident to the camera. A very natural operation for a person,
yet a quite challenging task for a camera with a two-dimensional sensor.
A formal definition of the characteristics of the lights to be captured has
been introduced in [AB91] and denoted as plenoptic function. The name
derives from plenus, that translates into full, and optic, indicating a function
describing the behaviour of light in all its components.
It follows naturally that a device able to capture such function, or
aiming at it, will be denoted as plenoptic camera. Plenoptic cameras exploits
2
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a clever optical configuration to simultaneously record lights rays in
different domains onto the same sensor. A basic representation of a camera
consists of a main lens, which projects the scene directly to the sensor,
where it will be captured and stored. Placing an array of microlenses
between the main lens and the sensor allows to capture rays from different
directions to the sensor. This accounts for trading the spatial with the
angular information of the light rays. The optical configuration and its
properties will be discussed in details in Chapter 2, On Light Field and
Plenoptic Cameras.
1.2 Research Question
The core topic of this work lies in the plenoptic image processing. Cap-
turing the scene using plenoptic cameras allows to record a huge amount
of information about the light, which simultaneously makes it a very
interesting field and introduces new complex challenges. Among the many
challenges, the work focused on the estimation of the geometry of a scene
captured with a plenoptic camera.
Many issues related to different camera models, calibrations and rep-
resentation are addressed in Chapter 3, Light Field Processing, creating a
suitable framework for this thesis and future works. The core of this work
lies in the estimation of the geometry of the scene, investigating the optimal
working pipeline for different types of images and MLA-based plenoptic
cameras and evaluating different disparity estimation approaches, and is
discussed in Chapter 4, Disparity Estimation using Plenoptic Cameras.
1.3 Potential Applications
Although light field and plenoptic cameras have been only recently an
active research topic, many applications have been explored and showed
promising results.
The first plenoptic cameras available for the consumer market was the
Lytro [Lyt18], creating a handheld plenoptic camera able to capture the
light field. Despite its broad diffusion, the company moved to virtual reality
and eventually closed, discontinuing the production of those cameras.
3
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Because of its ease of use, this camera was widely used in many academic
projects, constituting the basis for many light field related research. An
overview of the most important is given in Chapter 2, State of the Art and
Related Works.
Plenoptic cameras are currently produced by Raytrix [Ray20], which
aims more at industrial applications. Their camera has been shown to
deliver high quality results in tasks such as three-dimensional monitoring,
robotics, particle flow tracking and microscopy. Exciting works have also
shown promising results for engineering tasks. For example, this technol-
ogy enabled three-dimensional internal visualization of an engine during
combustion, providing a powerful tool for optical diagnostics [CLS16]. It
has also been applied to material recognition, proving a clear advantage
with respect to conventional cameras. In [WZH+16] a dataset has been
created ad-hoc for this task. An adequate use of the informations recorded
from these camera also allows for capturing and recovering the structure
of objects through different medium, making possible underwater imaging
even in low light conditions [MKR+17; LLU+18].
Outside of engineering, biology and microscopy have proven to be
exciting and interesting fields for these technologies, where the angular
and particularly the depth information delivers a great advantage for
many analysis. Several works have been proposed in the microscopy
field [LNA+06; LZM09; MI15; SSL+18; SPS+19], yet to the best of our
knowledge, apart from Raytrix cameras, no commercial implementations
are available at the moment of the publication. For example, experiments
showed promising results in volumetric recording of fluorescent activity,
which is an essential tool in modern microscopy. A plenoptic camera
allowed volumetric reconstruction of the entire probe in real-time based
on a single light-field recording in [SB17]. The applications of such a
technology are not strictly related to microscopy. Promising results for
reconstruction of biological samples create hope for future research in
this direction. In [BSH+17] a light field otoscope is developed, able to
recover the first three-dimensional reconstructions of children tympanic
membranes in normal and otitis media conditions.
The light field is in continuous development, and new types of de-
vices are continuously appearing. The patent from the Lytro company
was acquired by Google [Goo20], who produced their own rig for cap-
4
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turing the light field [OEE+18], consisting of a large amount of cameras
tiled together in an arc-shaped arm to capture panoramic light fields. To
perform an actual breakthrough and be available the consumer market,
plenoptic cameras still need to be improved. Most of the technology used
to have high requirements, making it more suitable for academic research
than consumer application. However, in the last years commercial imple-
mentations proved interesting in this field: Nokia [Nok20] distributes a
smartphone with 5 Zeiss cameras on the back, Light [Lig20] created a
camera prototype that combines 16 different cameras with different optics
and LG was granted a patent for a smartphone with 16 cameras arranged
as a two-dimensional array on the back [KLK+19; KLK+18].
1.4 Publications and Contributions
A part of the work on this thesis consisted in the creation of a free software
framework to work with plenoptic cameras. More specifically, the work ad-
dressed particularly multi-focus plenoptic cameras. Softwares and datasets
are important to promote research in this field, and at the beginning of
the project very little material was available, motivating the effort in this
direction.
1.4.1 Publications
During the research period, the following articles were accepted and
published:
1. Optimizing the lens selection process for multi-focus plenoptic cameras and
numerical evaluation, Luca Palmieri and Reinhard Koch, published in
the Proceedings of the IEEE Conference on Computer Vision and Pat-
tern Recognition Workshops in 2017, where the lens selection process
is investigated thoroughly, providing a deeper knowledge about the
selection of the best combinations of lenses to be chosen in the disparity
estimation,
2. The Plenoptic 2.0 Toolbox: Benchmarking of Depth Estimation Methods for
MLA-Based Focused Plenoptic Cameras, Luca Palmieri, Ron op het Veld
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and Reinhard Koch, published in the 25th IEEE International Confer-
ence on Image Processing (ICIP) in 2018, where the topic of depth
estimation and the challenge about its quantification is assessed and
the first version of the plenoptic toolbox has been released, consisting
of both working code and a dataset including both real and synthetic
images.
3. Matching Light Field Datasets From Plenoptic Cameras 1.0 And 2.0, Waqas
Ahmad, Luca Palmieri, Reinhard Koch and Mårten Sjöström, published
in the 2018-3DTV-Conference: The True Vision-Capture, Transmission
and Display of 3D Video (3DTV-CON), where the difference between
the two commercial implementations of standard and focused plenoptic
cameras, respectively Lytro and Raytrix, are discussed and the first
dataset consisting of the same scene captured with both cameras is
made available.
4. Simulation of plenoptic cameras, Tim Michels, Arne Petersen, Luca Palmieri
and Reinhard Koch, published in the 2018-3DTV-Conference: The True
Vision-Capture, Transmission and Display of 3D Video (3DTV-CON),
in which the rendering process for synthetic images that simulates real
plenoptic cameras is investigated, and an open-source version of the
simulator is made available.
5. Robust Depth Estimation for Light Field Microscopy, Luca Palmieri, Gabriele
Scrofani, Nicolò Incardona, Genaro Saavedra, Manuel Martínez-Corral
and Reinhard Koch, published in Sensors in 2019, in which a novel
solution for the depth estimation of biological structure using images
captured using the Fourier Integral Microscopy is proposed.
1.4.2 Manuscripts
Moreover, the work includes two more manuscripts. One was submitted:
6. Geometric Calibration of Multi-Focus Plenoptic Cameras, Nuno Barroso
Monteiro, Luca Palmieri, Tim Michels, Leandro Cruz, Reinhard Koch,
Nuno Gonçalves, José António Gaspar, submitted to IEEE Transactions
on Cybernetics in May 2020, where a full geometric calibration is
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proposed, from an automatic detection and extractions of the corners,
to the parameters estimation including the blur on different microlens
types.
And one is in preparation:
7. An Overview of Plenoptic Cameras: from Disparity to Compression, Luca
Palmieri, Waqas Ahmad, Mårten Sjöström and Reinhard Koch, where
the disparity task is evaluated over different plenoptic representation
and estimation methods, and the behaviour of plenoptic images and
their disparity under different compression rates is analyzed.
1.4.3 Free Software Contributions
Moreover, during this research period, I actively developed or participated
to the following free softwares and datasets:
Ź The Plenoptic Toolbox 2.0 [Pal20]: a python framework to work with
plenoptic 2.0 images, where the main functions to work with those
images are already implemented. Functionalities as reading and writing
of images, disparity estimation, view rendering, refocusing and 3D
visualization are provided, and the code is open for future extensions.
Ź Plenoptic Datasets: because of the computational and economical efforts
that plenoptic 2.0 camera require, having access to high quality images
becomes a hard task. Guided by this considerations, two different
datasets consisting of scenes of various nature and suitable for different
purposes were generated:
1. Plenoptic 2.0 Dataset [Pala]: this dataset consists of images from
the multi-focus plenoptic cameras. It contains images captured with
two different cameras, both from the Raytrix company, namely the
R29 and R42, the highest quality camera available at the time of the
publication, plus some images rendered with the initial version of the
plenoptic simulator. The synthetic rendered images are avaiblable
with the corrisponding disparity ground truth.
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2. Matching Plenoptic 1.0 and 2.0 [AP]: this dataset aims specifically at
the research focusing on difference and similarities of different types
of plenoptic cameras. The best available commercial implementation
of both camera types were selected, respectively Raytrix R29 and
Lytro Illum at the time of the publication, and the same scene was
captured using both cameras.
Ź Robust Depth Estimation for Light Field Microscopy [Palb]: the soft-
ware to calculate depth maps from images acquired using a light field
microscopy has been released for comparison and extensions. The code
is easily adaptable to different microscopes or camera configurations.
Ź Plenoptic Simulator [MPP+]: a Blender plug-in to realistically emulate
the rendering process for plenoptic images has been released to enable
further research.
1.5 Structure of the Thesis
This thesis is organized as follows: after the first chapter gives an introduc-
tion to the topic and illustrates the research question and the motivation
behind the work, the second chapter gives an overview of the theory
behind plenoptic cameras and their working principles.
The third chapter focuses on plenoptic image processing, from the
generation of synthetic images, to the camera calibration and their repre-
sentations. The core of this work is included in the fourth chapter, where
the disparity estimation is analyzed and discussed, along with experiments
performed during the research period.
Conclusions are drawn in the fifth chapter and the last two chapters
enlist publications and manuscripts resulted from this thesis.
Instead of having a whole chapter about the related work and the state
of the art in the field, each chapter has its own related state of the art
section for an easier understanding of the topic.
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Chapter 2
On Light Field and Plenoptic
Cameras
This chapter gives an overview about the concept of light field and plenop-
tic cameras. Once we described the plenoptic function, we summarize
the most used approaches to sample it. Although this work focuses on
plenoptic cameras, literature shows there are other similar devices which
are worth mentioning.
2.1 State of the Art
The literature about light field spans more than a century. Since the
first mention in [Gab08] light field related technologies evolved signif-
icantly, showing a number of diverse approaches in attempt to capture the
plenoptic function. Thanks to the recent developments, these technologies
achieved in this field results that were unthinkable some decades ago.
As a result, light field has became an active topic of research and several
devices to capture the light field has been deployed.
Pioneering work in this direction has been the investigation of the
plenoptic function and the elements of early vision in [AB91], that laid the
basis for the successive works on capturing the light field with a single
lens [AW92] and the reparameterization and rendering of the recorded
information [GGS+96; LH96].
Possibly, the first milestone for the plenoptic camera diffusion was the
introduction of the handheld model [NLM+05]. Thanks to the work on the
optical design and the software needed for capturing and rendering, the
camera allowed to capture the light field in a single shot with a modified
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version of a conventional camera. This helped significantly its diffusion
and promoted research on captured light fields. This camera model placed
a MLA between the main lens and the sensor, at the focal plane of the
main lens. They are denoted as standard plenoptic camera (SPC) and their
geometry has been extensively studied [HAH+14a; HAH+14b; HAV+16].
The major drawback of these cameras is the spatial resolution. Conse-
quently, the discussion leaned towards the understanding of the different
trade-offs between angular and spatial resolution that control the captur-
ing process when using such cameras [LFD08] and the different optical
configuration that could allow a more efficient sampling of the plenoptic
function [GZC+06].
This, in turns led to the development of the FPC, described in [LG09].
The difference with respect to the above mentioned SPC consisted in chang-
ing the MLA position to modify the sampling of the plenoptic function.
This change affects the angular and spatial resolution of the captured and
rendered image. As analyzed in [GZC+06], an increase in one domain
results in a reduction in the other one.
If for the case of SPC the rendering process relies solely on the raw
data and the camera calibration [DPW13], in the case of FPC the rendering
algorithm needs knowledge about the scene to render the whole scene
sharply. Extracting spatial information by selecting one pixel behind each
microlens is applicable in the SPC case, where every pixel behind in the
MIs capture the same scene point from a slightly different perspective and
accordingly the spatial information of these pixels is redundant [DPW13],
yet leads to artifacts for the FPC when different objects appear at different
depths in the scene [LG09]. This has been taken into account in a suc-
cessive work [GL10], which introduced the idea of incorporating depth
information or the knowledge about the geometry of the scene in the
rendering algorithm.
The image rendering process for FPC and the achievable spatial reso-
lution were widely discussed, for example in [WFJ11] a gradient-based
approach is used to determine the size of the patch of the spatial infor-
mation to be extracted from each microlens, without directly involving a
depth estimation. The range of the spatial resolution was tested against
their theoretical model in [DOS+14], confirming the insight that objects at
different depths in the scene are imaged at different resolution, introducing
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additional challenges in the image rendering process.
A special case of the FPC, denoted as MPC, was introduced in [GL12;
PW12] to increase the depth-of-field of plenoptic cameras. As pointed out
in [GL12], a small aperture is needed to have a larger depth of field. Yet,
for the case of plenoptic cameras, a larger aperture is needed to pair the
main lens with the MLA, introducing a hard constrain on the depth of
field. However, using different focal lengths, different parts of the scene
can be focused simultaneously, allowing, through a dedicated rendering
algorithm, to extend the depth of field for plenoptic images.
Because of the optical configuration needed to capture information
using a MLA, plenoptic camera usually exhibit narrow field of view. A
recent work proposed to build a plenoptic camera with wide field of view
[DSF+17]. The idea is to use a mono-centric lens to collect panoramic-like
plenoptic images. Fisheye lenses, that could achieve a similar result in
terms of field of view, suffer from a fundamental problem in the entrance
pupil, whose diameter is too small and reduces the depth sensitivity. As
a proof of concept, a system in which a LF camera is rotated around
a monocentric lens was built and a panoramic image is captured and
processed to correct for aberrations.
2.2 How to capture the light field
As mentioned, the field of computational photography aims at recording
any visual information about the light in the scene. Describing the light
behaviour is a complex modelling task. In the computational photography
field the most common description refers to the plenoptic function.
The plenoptic function was first introduced in [AB91] as the seven-
dimensional function described in Equation 2.2.1. Although the function
aims to describe the full spectrum of the light, it is clear that the informa-
tion that can be captured with nowadays technologies is only a subset of
it.
P = P(θ, φ, λ, t, Vx, Vy, Vz) (2.2.1)
The distribution of light intensity P depends on the three-dimensional
spatial position (Vx, Vy, Vz), the angle of the incident light rays (θ, φ), the
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wavelength of the light (λ) and its time instant (t).
Ignoring the light spectrum and the direction of the incident light rays,
a conventional camera just captures a three-dimensional slice of the light
field.
Table 2.1. Table with light field acquisition methods. It uses and updates data
collected in [HSJ+14].








High Yes Yes High Mid Mid Mid
Pinhole Masks Low Yes Yes Low Low Low Low
Coded
Aperture
Mid Yes Yes Low Low Low Mid
Scanning
Pinhole
Low No Yes High High Mid Low
Camera Array High Yes No High High Mid Mid
Compressive LF Mid Yes Yes High High Mid High
Angle Sensitive
Pixels
High Yes Yes Mid Mid Mid Mid
Color Meaning Acronym Meaning
LT Light Transmission
SS Single Shot
Sub-Optimal SD Single Device
Interesting RAW Raw Image Resolution
Optimal SPA Spatial Resolution
ANG Angular Resolution
COM Computational Effort
Different technologies were proposed to sample the light field. No
device manages to capture the whole plenoptic function, yet they manage
to capture spatial and angular information of the light in the scene.
Although there are several common criteria to select different optical
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configuration to sample the light field, trade-off between characteristics of
the lights are mostly application depending, posing a complex challenge
in the search for an optimal solution. The data collected in [HSJ+14] about
light field capturing technologies is extended in Table 2.1 with updated
data, dividing plenoptic cameras into two subcategories for a more clear
picture and choosing some different criteria for the columns.
To simplify the classification, values were divided into Sub-Optimal,
Interesting and Optimal. Intuitively, the approaches containing a larger
number of Optimal labels are more promising. The idea behind labelling a
field as Interesting is to focus on different software approaches that can be
used to extract information from a specific device. It is interesting to note
that a more efficient approach could result in higher resolution without
changing the capturing device.
In this analysis technologies which do not allow capturing in a single
shot or using a single device are considered severely limited, making them
less appealing for most purposes. Because of this, we do not investigate
further Scanning Pinholes and Camera Arrays, even though the latter are
widespread in the literature and have several advantages for capturing
static scenes, which are still the standard, due to the fact plenoptic videos
constitute still a complex challenge for processing pipelines.
Pinhole Masks have the advantage of little effort in the hardware
creation, yet they suffer from limitation in terms of light transmission and
resolution of the rendered image [VRA+07]. A more modern approach
in [MUG18], uses a random color coded mask to perform different shots
maximizing the incoherency of the measurement matrix and allowing
the recording of dynamic scenes. Using a coded aperture or mask is
very similar to the latter. The coding improves the light transmission
while requiring a higher computational effort for the rendering process
[LFD+07]. A pretty recent approach improved the spatial resolution by
using coded aperture cameras [IKT+18]. A neural network is trained as an
auto-encoder for plenoptic images to improve the final rendered image.
This allows to decrease the requirements on spatial and angular density
in the capturing process. Compressive light field approaches constitutes a
solution for reaching good resolution in both spatial and angular domains,
yet they sacrifice light transmission and have higher requirements in terms
of computational effort for processing and rendering [MWB+13].
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Angle sensitive pixels were introduced in [SWG+11] and used in
[HSJ+14] to capture sparser light fields that, after processing, can be con-
verted into high resolution images. Yet the linear reconstruction achieves
only low quality and the non-linear is computationally expensive, intro-
ducing a hard challenge to solve [HSJ+14].
2.3 Microlens Array based Plenoptic Cameras
This section is focused on MLA-based plenoptic cameras, exploring more
in details how these cameras sample and represent the light field. As
previously mentioned, the characteristic of MLA-based plenoptic camera
allows to capture simultaneously light in the spatial and angular domains.
Figure 2.1. An image captured with a plenoptic camera. Only a portion of the
full image is shown here. A zoomed detail in the blue rectangle is shown to
highlight the nature of a MLA-based plenoptic image, where thousands of MI are
tiled together.
The MLA is placed in the camera body, between the main lens and
the sensor. This allows the microlenses to split light rays coming from
different directions so that they can be captured separately by the sensor.
In Figure 2.1 an example image is shown. It is possible to notice how
one plenoptic image is formed by thousands of small MI tiled together. In
each of these small MI a different piece of the information is stored. The
sampling of the light field is regulated through the optical configuration
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of the plenoptic camera, which includes main lens, MLA and the sensor.
The most common MLA-based plenoptic camera models are introduced in
the following sections, to have a deeper understanding of the sampling
process for each model.
2.3.1 Standard Plenoptic Cameras
The standard plenoptic camera is the first type of handheld plenoptic
camera that was proposed. Introduced in [NLM+05], its design consists in
placing the MLA exactly at the focal plane of the main lens, as visible in
Figure 2.2.
Figure 2.2. A schematic model of a standard plenoptic camera. The point p lies at
the main focal plane in the scene and is projected exactly at the MLA plane, and
thus seen only by one microlens. Modified image from Publication 3 in Section 6.3
[APK+18].
This configuration account for particular characteristics. As shown in
Figure 2.2, to study the behaviour of the light rays one can apply the thin




b [Hec98] to the above schematic model, where f
denotes the focal length, a the object distance, between the object and the
lens, and b the image distance, between the lens and the projection point.
fMLA and aMLA refer to the MLA distances. It follows that a point p that
lies on the focal plane of the main lens, is imaged to its conjugate plane
directly on the MLA plane.
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Looking closer at one single microlens, its imaging process is uncon-
ventional, because the point is projected exactly at the MLA plane. This
translates into a blurred image on the sensor. However, the information on
the sensor can be transformed to a more intuitive representation. In fact,
each different pixel behind a microlens represents the angular information
of one point. This means that it records the intensity of the light rays
coming from the scene from different directions, and each pixel can be
considered as the discretised version of the information coming from a
different angle.
a) the raw plenoptic image b) the rendered image
Figure 2.3. A crop of a raw plenoptic image captured with a standard plenoptic
camera and its relative rendered image using [DPW13]. For a better visualization,
only a portion of the scene is shown, and one detail is highlighted in the red
rectangle. The raw image belongs to the dataset of Publication 3 in Section 6.3
[APK+18].
An example of a picture taken with a standard plenoptic camera is
shown in Figure 2.3. On the left, the raw image is visible. The image looks
blurred and contours appear not well-defined due to the presence of the
MLA. In fact, the left image is just the collection of all the MI captured from
each micro-lens. On the right, a conventional image was rendered from
16
2.3. Microlens Array based Plenoptic Cameras
the captured scene using the toolbox in [DPW13]. The rendering algorithm
consists in selecting one pixel from each MI formed behind a microlens. By
selecting the central pixel in each MI, a conventional image can be formed.
This is denoted as central view.
Behind each microlens there are several pixels, thus different perspec-
tive views can be extracted. If instead of selecting the central pixel, a shift
is applied and a pixel in the same relative position is selected from each MI,
the image is render from a different perspective. In this work these images
are denoted as SI. The different pixels behind a single microlens account
for the creation of parallax between views, both in the horizontal and
vertical direction. The number of pixels behind a microlens correspond
to the number of viewpoint images that can be rendered from a scene
without interpolating new data.
An important trade-off in designing such cameras is the spatial and an-
gular resolution, which intrinsically depends on the microlens size. Larger
microlenses or higher sensor resolution result in more pixels behind a
single microlens. Intuitively, the more pixels behind a microlens, the larger
the angular resolution and the number of views that can be rendered. On
the other hand, the spatial resolution is controlled from the number of
microlenses in the MLA. Thus, selecting one pixel per microlens, the final
spatial resolution of a rendered view corresponds exactly to the number
of microlenses. Therefore smaller microlenses lead to higher spatial resolu-
tion. This mechanism is well-known as spatio-angular resolution trade-off
and has been discussed in [GZC+06]. Because of commercialization by
Lytro [Lyt18] and their low computational effort, SPC faced a wide spread
and have been widely used in the research field.
Currently the interest in the SPC has decreased, on one side because
of the lower spatial resolution of the rendered images, on the other side
because of the discontinuation of the main producer of such cameras,
namely the Lytro [Lyt18] company.
2.3.2 Focused Plenoptic Cameras
The second plenoptic camera model, denoted as focused plenoptic camera,
was developed to address the limitations of the SPC, mainly the spatial
resolution and the depth of field. As investigated in [GZC+06], an increase
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in the spatial resolution lead to a reduction of the resolution in the angular
domain. Since most of the applications do not require high angular density
and novel view estimation shows promising results with plenoptic images,
such trade-off is considered beneficial.
Figure 2.4. A schematic model of a focused plenoptic camera. A point p lies at the
main focal plane in the scene and is projected between the main lens and the MLA
and then imaged from several microlenses. Modified image from Publication 3 in
Section 6.3 [APK+18].
The imaging process for plenoptic cameras depends on the optical
configuration, thus on the placement of the MLA: in particular, the distances
sensor to MLA and MLA to the main lens controls the mentioned trade-off.
In the case of the SPC, as explained above, the projection of a real world
point p lying on the focal plane of the main lens lands exactly on the MLA
plane. In the focused case, the projection through the main lens lands on a
distinct plane, creating a different scenario. The projected point is sharply
imaged from several microlenses that see a portion of the scene, as shown
in Figure 2.4, where f , a and b are respectively focal length, object distance
and image distance as explained in the previous section and follow the thin
lens equation [Hec98]. If we look solely at the microlens image formation
process, we see that the MLA act as a camera array. Because of its narrow
field of view, however, each microlens records only a small portion of
the scene. It is important to notice that points at different depths will
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be reprojected at different distances before or behind the sensor, thus
resulting in different magnification factors and amount of blur.
a) the raw plenoptic image b) the rendered image
Figure 2.5. A crop of a raw image captured with a multi-focus plenoptic camera, a
subset of focused plenoptic cameras. On the right, the rendered image using the
algorithm described in Section 3.3.2. For a better visualization, only a portion of
the scene is shown, and two details are highlighted in the red and blue rectangle,
showing how objects at different depths in the scene are imaged at different
resolutions. The raw image belongs to the dataset of Publication 3 in Section 6.3
[APK+18].
There are two possible scenarios, depending on the relationship be-
tween the focal length of the main lens and the scene. The first, denoted
as the Galilean configuration, happens when the scene projected through
the main lens, called the virtual intermediate image, lies between the MLA
and the main lens. Because of its similarity with conventional cameras,
this case is the most intuitive and easier to visualize, therefore is the one
depicted in Figure 2.4. As for the case of standard cameras, the images
created on the sensor are inverted in this configuration.
The second scenario, that goes under the name of Keplerian configu-
ration, originates when the virtual intermediate image lands behind the
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sensor, making it harder to visualize. In this case, the scene will undergo a
double projection and each MI records an image without flipping. Even
though the virtual intermediate images changes its location, the two con-
figurations are equivalent up to a flipping of the images on their plane, so
the analysis can be done in either cases.
In Figure 2.5 we show one case of a real image acquired using a
R29 Raytrix Camera where the optical setup is configured following the
Keplerian model. That means that the virtual image projected through the
main lens lies behind the sensor.
Here the above mentioned effect is clearly visible. Notice how a point
closer to the camera is reprojected behind the sensor further away and
thus imaged onto multiple microlenses, as the object shown in the red
rectangle. It follows that the object has a lower spatial resolution and a
larger angular resolution. The opposite is true for the object in the blue
rectangle, which being further away to the camera is imaged closer to the
sensor, resulting into higher spatial and lower angular resolutions. This
illustrates the changes in resolution and the challenge in detecting and
predicting how many times one object will be imaged onto the sensor.
Multi-Focus Plenoptic Cameras
Even though there are many possible optical configurations for plenop-
tic cameras, some parameters suffer from hard constraints. In order to
correctly couple the focal length of the main lens with the one of the
microlenses, a large aperture is needed. Having a small aperture translates
in low light transmission and affects the MI quality. The disadvantage
of a large aperture is the narrow depth of field, and FPC constitutes no
exception. To overcome this issue and improve the depth of field of the
scene, a novel technique was introduced in [GL12], where a new MLA con-
sisting of an array of interleaved different microlenses was proposed. By
using two different focal lengths, each microlens type focus at a different
distance, thus doubling the depth of field when the images from different
microlenses are merged together.
This idea was extended in [PW12]. Instead of two different microlens
types, three lens types with three different focal length were arranged in
an hexagonal pattern, as in Figure 2.6. This allowed to extend the depth of
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Figure 2.6. The hexagonal grid of different lenses is shown in the left image. Image
from [PW12]. At the right side, the a crop of a real image from the dataset captured
in Publication 3 in Section 6.3 [APK+18] where the different lens types are visible.
field of a factor of 3 and accounted for a loss in the spatial resolution of
the rendered image by a factor of 2.
Looking at the image formation model of these cameras, one can notice
different conditions with respect to the previous FPC case. For an easier and
more coherent explanation, again the Galilean configuration is selected
and drawn in Figure 2.7. The virtual intermediate image then lies between
the MLA and the main lens.
Figure 2.7. Schematic model of multi-focus plenoptic camera. A point p that lies
in the main focal plane of the scene is imaged onto different microlenses with
different amount of blurs and magnification factor due to the different focal lengths.
Modified image from Publication 3 in Section 6.3 [APK+18].
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The difference in this case is the focal lengths of each microlens. A real
world point projected through the main lens is imaged differently through
each microlens type. A point sharply recorded onto the sensor through one
particular microlens implies it is recored with a different magnification
factor and some degree of blur from the other two microlens types.
This introduces additional challenges in the rendering step, since only
focused microlenses should be selected to reconstruct a sharp image. More-
over, as above mentioned, the spatial resolution is reduced, since the num-
ber of focused lenses is a fraction of the number of microlenses in the MLA.
Nevertheless, the actual trade-off between spatial resolution and depth of
field has proven to be effective and cameras with this configuration are
still used in research and industry. At the moment of the publications,
these cameras are the only plenoptic cameras still commercially produced
and sold by Raytrix [Ray20].
2.3.3 Unconventional Plenoptic Cameras
The two plenoptic cameras described above are the most widely used
in academic research and industrial applications. However, other optical
configurations were developed and tested for different applications. Some
of them are worth mentioning as a contribution to the discussion, creating
an interesting perspective about different attempts at sampling the light
field, yet most of them are discontinued or unique prototypes.
Adobe’s Prototype
The first prototype for handheld plenoptic camera was developed from
Adobe and comprised of a small array of 19 negative lenses, capturing
different perspective of the scene.
The camera was built in order to capture the whole scene in each lens,
therefore each lens is bigger than the microlenses in the previously seen
plenoptic cameras. The actual capturing in this case results in a series of SIs
directly imaged to the sensor. These images are equivalent to the standard
plenoptic camera raw images. The two representations can be obtained
one from the other, and the spatio-angular trade-off is regulated through
the choice of the optical configuration.
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Figure 2.8. An early version of adobe’s light field camera’s prototype (left) and
an example of a typical image captured with the prototype (right). Images from
[GZC+06]
These prototype was not continued and did not make it to the market
as a commercial implementation. Nevertheless, the idea of recording the
sub-aperture images directly onto the sensor has its own advantages, as it
reduces the pre-processing to get the rendered images.
Light Field Microscopy
Microscopy is a very interesting field for light field technologies, since
angular and depth information can lead to dramatic improvement and
may be more valuable than higher spatial resolution. The actual possibility
of having real-time light field recording on a microscope, enabling the
estimation of the three-dimensional geometry of biological scenes is a very
promising application and the reason behind several attempts in this field.
Different optical configuration have been proposed, starting from the
light field microscopy project at Stanford [LNA+06], then brought on
and expanded with several contributions [BGY+13; CYA+14] and later
further developed by other research group [SPS+19] or slightly modified
to enhance the resolution of the captured sample [SSL+18].
Although different in the implementation, these works share the same
concept, using the information recorded in the light field to reconstruct
the three-dimensional shape of the inspected scenes. Recently the tech-
nology of light field microscopy is reaching a wider audience and first
prototypes are starting to appear, as it is the case for the Doitplenoptic
[doi20] company, a university spin-off based on the work described in
23
2. On Light Field and Plenoptic Cameras
Figure 2.9. Design of the FiMic, the Light Field Microscope. It was designed
in [SSL+18] from the research team at the University of Valencia. Image from
Publication 5 in Section 6.5 [PSI+19].
[SSL+18] using the FiMic shown in Figure 2.9. Having recorded light field
in real time, such information can be used to estimate a depth map for
biological sample, a challenge that was addressed in this thesis during the
collaboration with the University of Valencia, whose result is available in
Publication 5 in Section 6.5 [PSI+19]. The depth estimation approach is




This chapter covers the processing on plenoptic images. The topics of gen-
eration of synthetic images, calibration and the different representations
and the resolution trade-off are addressed and discussed in the following.
3.1 Synthetic images
To enhance research on plenoptic cameras, the creation of accurate and
realistic synthetic images is a powerful resource. Because of the compli-
cated optics of these cameras, however, the approaches proposed in the
literature still show limitations. One of the main advantages of having
synthetic images is the possibility of creating a ground truth image for
the disparity or depth estimation, to be used for evaluation of different
techniques.
3.1.1 State of the Art
Some attempts have been made to provide a light field benchmark, achiev-
ing only a partial solution. The first light field benchmark was introduced
in [WMG13], consisting of dense sets of subaperture images. In this case,
the dataset consisted of both synthetic and real images. Synthetic images
were rendered using the Blender [Ble20] engine, while real images were
acquired using a gantry to move around the camera and a light scan-
ner to capture the ground truth. A similar dataset was proposed also in
[HJK+16], although here only synthetic images are available. This resulted
in an effort to evaluate all available methods for disparity estimation for
the light field. However, no information about MLA is taken into account.
Images are rendered as if they were taken from a moving camera or an
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array of cameras. Due to this approach, no algorithm dealing with MI can
be included in the benchmark.
3.1.2 The Plenoptic Simulator
This motivates our work in Publication 2 in Section 6.2 [PKV18], where
the first available ground truth data per MI is made available online for
benchmarking purposes. These images do not take into account main lens
aberrations and consider microlenses as ideal lenses. This step allowed the
generation of the ground truth disparity.
a) a synthetic image. b) the ground truth disparity.
Figure 3.1. An example of a synthetic image with its corresponding ground truth
disparity. Having the ground truth disparity for each MI allows a numerical
evaluation of disparity methods on the raw images. Images from Publication 2 in
Section 6.2 [PKV18].
An effort into creating more realistic and phisically accurate results
has been made in Publication 4 in Section 6.4 [MPP+18], where all optical
parts of a plenoptic camera have been re-created using the Blender [Ble20]
simulation engine. If on one side this leads to more realistic results, on the
other end it does not account for the creation of ground truth disparity,




Having a camera model able to describe the whole range of plenoptic
cameras is a hard challenge, and most of the approaches focus on one
specific type.
3.2.1 State of the Art
Although plenoptic calibration has been studied in the literature, most
methods starts from the SPC case and extend to FPC, but fails to account
for the MPC, including only one lens type and neglecting the analysis of
the blur.
One common approach for calibration of SPC was published along with
a light field toolbox in [DPW13] and it maps rays defined in pixels (i, j) and
microlenses (k, l) indices to rays defined by a position (s, t) and a direction
(u, v) in metric units by means of a 5ˆ 5 H matrix. This was extended in
[BJK17] where a novel geometric calibration using line features is proposed.
Line feature are not the only possibility to detect features on small MI, and
the detection and extraction of corners through the analysis of circular
boundaries is discussed in [BHK16]. Different methods have been proposed
to include the FPC in the calibration. In [JHG+13] a dedicated target on a
linear axis is used to detect dots and measure the ground truth distance
to compare with the results from the calibration. An automated methods
that accounts for the MPC is proposed in [HSH+16] and constitutes the
core of the software used by the Raytrix [Ray20] company. A geometrical
approach using line through the region of maximum intensity has shown
accurate results in estimating the optical parameter of a MPC in [NCP+17].
Finally, an approach able to generalise the light field parameterization
accounting for SPC as well for FPC has been investigated in [ZZL+18]
achieving high quality results using a multi-projection-center model with
6 intrinsic parameters.
3.2.2 The Multi-focus Plenoptic Camera Model
A camera model has been developed to take into account the MPC case
and its blur levels. The model describes the projection of a world point
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through the camera optics with an affine mapping consisting of 7 intrinsic
parameters and includes M + 1 additional parameters (where M is the
number of microlens types) to model the blur in the MIs.
The calibration process is based on the automatic detection, clustering
and extraction of corner points and blur radius from the raw images,
therefore working on MIs. To ensure robustness to noise, an algorithm
for detecting features was developed combining local and epipolar-based
approaches, described in details in the next section.
Both synthetic and real images were used to evaluate the calibration
against state of the art techniques, showing accurate results in the detection
of the corners, the estimation of the blur radius and the estimation of the
optical configuration of the camera through the calibration process.
More details about the calibration and the affine mapping are available
in Manuscript 1 in Section 7.1, while a deeper discussion about the feature
extraction follows next.
3.2.3 Feature extraction
As mentioned, the calibration relies on the extraction of features from raw
images captured with MPC. Because of the physical implementation of the
MLA, in the raw image between each MI there is a small dark area. These
regions introduce additional noise and false matches on MI edges, and
thus must be avoided or removed. Therefore, before extracting the feature,
the MLA grid is detected and used to avoid the dark areas and detect the
features in each MI.
In fact, the biggest difference with respect to conventional corners
detection algorithm consists in the nature of the images. Instead of having
an image of the scene, the detection works on a smaller MI which contains
only a part of the scene. One MI has a diameter that ranges from 15 to
40 pixels for most common commercial implementations, and exhibits
different degrees of defocus in the MPC case, where each microlens type
has a different focal length. These conditions are sub-optimal for standard
corner detectors, that usually fails to correctly detect the corners position
[NCP+17].
Moreover, while in conventional images each corner appears only
once, in the MPC case each corner is recorded several times, and no prior
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knowledge on the amount can be assumed, excluding a coarse estimation
of the upper and lower bound related to camera optics and scene size.
A novel method was proposed in Manuscript 1 in Section 7.1 based on
these considerations. The idea for the feature extraction comes from merg-
ing different approaches from literature, where the problem of estimating
corners in MI was addressed. An important distinction has to be made
based on the plenoptic camera model: if in SPC or FPC the MI are focused
at the same depth plane, in the MPC case the MI show different amount of
blur. The proposed approach is calibrated to take into account the blur
and incorporate into the theoretical camera model.
Since MPC are still a niche topic and most calibration methods only
addressed SPC or FPC, there are no more than a few proposed solutions. The
most interesting two are the following: in [BHK16], circular boundaries are
used to estimate corners of a checkerboard. In this case avoiding to analyze
the central pixel ensure the robustness against the noise. On the other side,
their approach is based on detecting a sharp change between black and
white region, that is not the case for blurred images. In [NCP+17] another
strategy is applied, using the region of maximum intensity to create lines
whose intersect reveals then the exact corner location.
The developed method consists in an attempt of extracting the advan-
tages of both techniques and overcoming their limitations. It consists of
four main steps:
1. As an initial step, a combined strategy is used: the analysis of the circu-
lar boundaries resemble the one described [BHK16] to detect the ideal
shape, yet instead of looking at the gradient between white and dark
color, the search is concentrated at the regions of maximum intensity as
in [NCP+17], detecting the four areas which create the typical shape of
a corner. It calculates the similarity to the ideal shape for each bound-
ary of each pixel of each MI, creating a likelihood map. Since this is a
computationally expensive operation, a simple thresholding approach
is applied to each MI to filter out the one clearly without corner.
2. Since the same checkerboard corner appears in more than one MI, a
clustering step is performed at this time. Creating clusters not only
helps in the further refinement, but also to remove outliers.
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3. Within each cluster we refine the corners positions estimation using
epipolar line geometry. The assumption is that corners within a single
cluster should lie on the same epipolar line. Corners that do not comply
with the assumption are eliminated, reducing the total number and
increasing the overall accuracy.
4. For each corner we estimate the blur radius in pixel. The additional
information is incorporated into the camera model for a more accu-
rate reconstruction. A focus measure from the literature [PPG13], the
Tenengrad Variance, have been chosen and adapted to our specific
purposes.
a) Number of corners detected. b) Average error in pixels.
Figure 3.2. Results relative to the synthetic dataset. The proposed algorithm detects
a larger number of corners with a lower error margin. The refinement step reduces
the error at the price of decreasing the total number of detected corners. Images
from Manuscript 1 in Section 7.1.
The algorithm was tested on both synthetic and real data for a quantita-
tive evaluation and was shown to outperform state-of-the-art on plenoptic
images, allowing for a more accurate calibration. In Figure 3.2 numerical
results based on synthetic images with ground truth are reported. For
more results on real image and on the calibration accuracy, please refer
to Manuscript 1 in Section 7.1. Moreover, with respect to state-of-the-art
method, the proposed algorithm incorporates the blur information, which
is usually neglected.
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3.3 Analysis of the resolution and representation
As discussed above, the term plenoptic camera refers to a broad range of
devices with different characteristics. This motivates the need for a unified
framework and a standard representation for the light field captured from
different devices. Since the actual information is higher dimensional, the
conventional two-dimensional image is not the most suitable representa-
tion. A unified framework allows different approaches to be applied to
any type of plenoptic capture. However, several challenges arise because
of the fundamental limitations in the spatio-angular resolution.
3.3.1 State of the Art
Plenoptic cameras capture higher dimensional information onto a two-
dimensional sensor, therefore a suitable representation is needed to de-
scribe how the information is arranged. Although the EPI representation,
a three-dimensional description of a static scene from a dense sequence of im-
ages, was introduced first in [BBM87], the two plane parameterization
described in [GGS+96] became the most widely used parameterization for
the plenoptic function [AB91]. Another approach [DPW13] investigated
and implemented the pipeline to transform raw images into SI and is
widely used as basis for further research. A more recent work [MRI17]
describes any light field camera as an Equivalent Camera Array (ECA)
aiming to build a unified model. The spatio-angular trade-off and its char-
acteristics based on the plenoptic camera model are discussed in [GZC+06],
which states that an increase in one domain will result in a decrease in the
other domain.
3.3.2 Subaperture Images
One way to represent the light field is to create a collection of images taken
from different viewpoints, emulating the capturing process of a moving
camera. The process consists in reorganizing the pixel structure, extracting
information from the MIs and combining into a multi-dimensional array
of SIs.
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Figure 3.3. One example of a set of subaperture images from a scene acquired with
a multi-focus plenoptic camera. The raw image belongs to the dataset acquired in
Publication 3 in Section 6.3 [APK+18], while the rendering of the SI is done using
the algorithm described in Manuscript 2 in Section 7.2.
By using the two-plane parameterization from the lumigraph [GGS+96],
the light field can be depicted as in Figure 3.3. The parameterization
describes the light field with 4 parameters, with (x, y) indicating the spatial
resolution of a viewpoint image and (s, t) corresponding to the angular
resolution. Each camera model has its own advantages and limitations
regarding the resolution, and most are application depending.
For the case of SPC, a transformation can be applied from MIs to SIs
without prior knowledge of the scene, relying on the camera calibration.
Because of the different configuration, the rendering process for the MPC
case requires some prior knowledge about the scene. The rendering con-
sists in tiling together patches extracted from each MI, and the size of the
patch depends on the scene and cannot be known beforehand. Example
of solutions are available in [GL10], where depth information is used to
select the correct patch size and in [WFJ11], where the correct value of the
patch size is found by analysing the gradients at the border between MI
for different patch sizes.
In Manuscript 2 in Section 7.2, an improved version of the render-
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ing algorithm for MPC is proposed, which allows more flexibility when
rendering SIs. It was used to render the SIs in this work, as in Figure 3.3.
Figure 3.4. A schematic model of the rendering process. Within a microlens image,
shown on the left, a grid of s ˆ s points is used to extract a patch of size ps. That
generates an image of s ˆ s pixels, shown on the right. Modified image from
Manuscript 2 in Section 7.2.
The rendering algorithm is based on tiling together patches extracted
from each MI. Instead of extracting the patches as a rectangle of pixels, a
grid of points is used, as shown in Figure 3.4. The patch size ps is related to
the virtual depth of the point and to the MLA calibration, as investigated
in [GL10; PW12]. That implies that the algorithm requires the estimation
of a disparity map per MI. However, since for each MI one patch has to
be extracted, only one value of disparity per MI is needed. The single
value can be estimated as a weighted average or with more sophisticated
methods, ensuring robustness against noisy estimations.
The number of sample per lens, denoted in Figure 3.4 with the letter s,
controls the spatial resolution of the rendered image. A small value of s
will result in down-scaling most of the patches, while larger values s will
up-scale them. As to be expected, larger images are more prone to exhibits
artefacts due to interpolation. The interpolation is done using bivariate
spline approximation over a rectangular mesh, which is computationally
expensive, yet more accurate. The distance between two points in the
sampling grid d is derived from these two parameters, as d = pss´1 .
The extraction of sub-pixel information allows to handle with higher
precision the different patch size and the scaling factor. This is the main
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difference with previous approaches and it accounts for several advan-
tages: the spatial resolution can be regulated through the s parameter, and
the scaling of the MI is incorporated. Moreover, when generating multi-
ple views, the parallax between views can be controlled with sub-pixel
accuracy, allowing for the generation of sparser or denser sets of SIs, that
plays a determinant role in the formation of sparser or denser light field
representations.
3.3.3 Epipolar Plane Image
As mentioned above, EPIs were initially introduced as a description for
dense image sequences, where the camera movements between different
acquired frame is relatively small. The distance between different view
points is depending on the optical setup, yet these conditions are satisfied
in light field capturing using most MLA-based plenoptic cameras.
a) Image acquired with SPC. b) Image acquired with MPC.
Figure 3.5. Epipolar plane image representation for the same scene captured
with standard and multi-focus plenoptic cameras respectively. The image and
their epipolar plane image representation are very similar since we tuned the
parameters of the rendering, yet the slope of the lines is different because of the
different sampling and the relative position of the objects in the scene. Image from
Manuscript 2 in Section 7.2.
The EPI representation stores the information captured from the light
field in a 4-dimensional structure. The advantage of this structure is the
possibility to extract 2-dimensional slices from different axis, both from
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the spatial and angular domain.
In a conventional two-dimensional image, one would obtain a single
line by fixing one axis and traversing the image on the other one. In the
EPI however, one can traverse the four-dimensional volume along another
direction and obtain a two-dimensional slice. Extracting two-dimensional
slices enhances the possibility to analyse the relationship between changes
in two dimensions. More in details, a point visible in one SI is transformed
into a line in an EPI slice. The slope of the line is directly proportional to
the three-dimensional position of an object in the scene with respect to
the camera coordinates, its depth. The slope relates to the parallax shift
of one point between views. Intuitively, objects further away from the
camera will exhibits more parallax, thus their slope will have stronger
inclination. For plenoptic cameras, one need to take into account that the
optical configurations consists of two lenses. One way to see this is to look
at the intermediate image after being projected through the main lens. The
closer the projected point is to the MLA, the larger the parallax and the
disparity and the smaller the angle of its line.
In Figure 3.5 an example of two-dimensional slices extracted from a
light field captured with both SPC and MPC is shown next to the SI. A
characteristics of these slices is the limited resolution, since the range of
each axis correspond to the number of views in that direction. Extracting
accurate information from these slices requires both high angular reso-
lution and density. A high angular resolution is needed to have enough
views to render meaningful lines. A high angular density enforces ren-
dering smooth lines, whereas low angular density may break the lines in
separate segments. It follows that the EPI representation is more suitable
for light fields captured with SPC, that exhibits larger angular resolution.
Nevertheless, because of the redundancy in the light field, the above men-
tioned rendering algorithm is able to generate a set of images with large
angular density from a scene captured MPC using the information from
the disparity estimation.
3.3.4 Focal stack
Another possibility is to rearrange the information recorded in the light
field to generate a focal stack of the scene, creating a set of images focused
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at different focal planes within the scene range. In this case, usually only
a subset of the actual information is actually exploited, and the scene is
captured from a single perspective, although it is possible to extend it
to create a focal stack for each SI generated. The focal stack is generated
directly from the MIs by extracting and tiling together patch of different
sizes, and do not need any depth information beforehand. However, the
focal stack stores informations about the depth of the scene and allows for
more applications, and is therefore an interesting case study.
a) A scene with the background object
in focus.
b) Same scene with focus on the
foreground object.
Figure 3.6. Changing the size of the extracted patch account for refocusing at a
different depths. In the FPC case, the algorithm cannot generate an all-in-focus
image without knowledge about the depth of the scene, yet it can generate a
focal stack of the scene, rendering images focused at different depths. Images
generated using the plenoptic toolbox [Pal20] described in Publication 2 in Section
6.2 [PKV18].
To render a sharp image acquired with a FPC or a MPC, it is important
to select the adequate patch size. The patch size is related to the depth
of an object in the scene. Therefore, by gradually changing the size of the
extracted patch, the rendered images will be focused at different planes,
as visible in Figure 3.6. Even though for the rendering of these images
no prior information about the geometry of the scene is required, for
the particular case of the MPC the knowledge of the different lens types






As discussed in the previous chapter, one of the most important and
challenging topics in the plenoptic imaging is the disparity estimation.
Additionally, in the FPC case the information about the geometry of the
scene is needed to render all-in-focus images and thus in almost all light
field powered applications. In this chapter different methods for estimating
disparity from plenoptic images are discussed. The analysis about the
disparity estimation is conducted on both real and synthetic images, where
ground truth is available. The topic has been investigated in two of the
publications contained in this thesis, and is discussed in Section 4.2.
4.1 State of the Art
Disparity estimation is based on the analysis of different visual cues and
different representations of the light field. Because of the large amount
of data captured in the light field and its intrinsic redundancy, several
approaches can be applied.
A common approach consists in creating a cost volume in order to
extract a disparity map. This is the case for techniques that operate directly
on the raw plenoptic images. In [FK14] the cost volume is built first and
then a regularization step is applied to calculate a disparity map for each
microlens. The work was further developed in Publication 2 in Section 6.2
[PKV18] analyzing the cost function and the similarity measures using as
a benchmark a set of synthetic images. Stereo correspondences can also
be directly reprojected into a three-dimensional point cloud, as done in
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[FG16], yet the accuracy of the results do not differs significantly with the
respect to the disparity calculated on the raw plenoptic images.
The limitation of these approaches lies in the noisiness of the cost
volume, that prevent the extraction of the true disparity in regions poor
of textures. In an attempt of overcoming this challenge, focus based esti-
mation methods have been proposed. In [LCB+15] two properties of the
focal stack are exploited: the assumption that non-occluding pixels exhibit
symmetry along the depth dimension and the data consistency between
the synthesized image and the acquired one. Computing the occlusion
matte and depths of thin structures from a focal image stack was done by
modelling the spatially variant blur and the mutual occlusions at different
depths in [LND17]. In [HSV+17] the focal stack is used to create stereo
pairs of images. Computing their disparity allows to calculate the posi-
tion of a point in the scene. Introducing partial focal stacks to deal with
occlusions and increase robustness yielded more accurate results in the
disparity estimation. A recent work [SAG17] links depth to normal estima-
tion through a regularization step and a joint optimization, outperforming
previous works.
Another approach consists in combining different cues to achieve a
higher accuracy and less noisy results. This idea was used in [THM+13]
where correspondence and defocus cues were fused and extended in
[TSM+15] by adding also a shading component. In [JPC+15] an initial
distortion correction is applied before building the cost volume and an iter-
ative refinement process is used to optimize disparity. Another possibility
to estimate the disparity is the analysis of angular patches extracted from
the light field, as in [CLY+14; MBG18]. This idea was further developed in
[WER15] to handle occlusions.
A recent work used a fully-convolutional neural network to achieve
fast and accurate light field depth estimation by considering the light field
geometry and proposing light field specific data augmentation methods
[SJY+18]. Although limited synthetic data was available for the training,
results are quite accurate.
Lastly, epipolar plane image representation has been largely used
for disparity estimation of light fields. Analyzing the ray space of four-
dimensional light field is the common approach in this case. Modelled as
a variational multi-label problem to be solved with global optimization
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[WSG13], EPI-based disparity methods achieved high quality results. This
can be done exploring the geometric structures of its three-dimensional
lines for triangulation and stereo matching [YGL+13] or integrating a
spinning parallelogram operator into a depth estimation framework to
remove the influence of occlusions [ZSL+16].
4.2 Disparity Estimation Algorithms
In this chapter the development of disparity estimation algorithms is
investigated, whose related contributions consist in the algorithm to esti-
mate disparity from the MIs, optimizing the selection process, creating a
benchmark for comparisons and developing a robust approach to compute
depth maps on images acquired with a light field microscope. Finally,
promising experiments on disparity estimation and three-dimensional
reconstruction from disparity maps have been conducted using different
input representations, as EPI or the rendered focal stack.
4.2.1 On microlens images
Working on images acquired with FPC and MPC, the transformation from
MI to SI requires information about the scene geometry, i.e. the disparity.
Figure 4.1. A detail of a scene captured with a MPC. Each color represents a
different focal type. Having high virtual depth and features with high contrast is
suitable for stereo matching. Image from Publication 3 in Section 6.3 [APK+18].
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A suitable approach for estimating the disparity in such images is to
perform the operations directly on the MIs. This technique, followed in
Publication 1 (Section 6.1, [PK17]) and Publication 2 (Section 6.2, [PKV18]),
consists in applying stereo matching on neighbouring microlenses. Stereo
matching does not require a global structure and works with local struc-
tures. Results using sparse [FG16] and dense [FK14; PKV18] estimation
achieved similar quality.
The proposed approach is based on the extraction of the minimum
labels from a cost volume. The cost volume is built by calculating the
similarity for each pixel in each MI along the epipolar lines, and is defined
as:
Creg(p, d,Lre f ) =
1
|N | ∑LnPN
F (p, d,Lre f ,Ln) (4.2.1)
Where we denote the cost C relative to a pixel p, a disparity label d and
the reference lens Lre f as the sum of the costs of the similarity function F
for each of the MI Ln belonging to the neighbourhood N . The factor 1|N | is
used for normalization.
The objective is to have a cost volume robust to noise, therefore an
appropriate similarity measure is selected. The largest problem in matching
based on pixel similarity are regions poor of textures. In fact, it is very hard
to find reliable correspondences in these regions. Based on the literature
[HS08], an analysis of the most promising similarity measures has been
made to select the most suitable one.
Having carried out the experiments on synthetic images, the results
are quantitative. The full analysis is reported in Publication 2 in Section
6.2 [PKV18], here a brief overview is given. Even though outcomes of
different measures are comparable, two methods achieve the highest accu-
racy overall. They are the sum of absolute value (SAD) and the CENSUS
measures, which have more robust performances across different measure-
ments criteria. Normalized cross correlation (NCC) behaves interestingly,
because even though it performs above average in particular criteria as
depth discontinuities (BadPixNDisc in Figure 4.2), it exhibits large errors in
smoother regions (BadPixNSmooth in Figure 4.2). In this case, a combined
solution could be able to limit errors while exploiting features of different
methods. Sum of squared values (SSD) and gradient (GRAD) have shown
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Figure 4.2. Synthetic images allow for a quantitative analysis of the effects of a
similarity measures on the accuracy of the disparity estimation. BadPixN refers
to pixels with an error higher than N, (N = 1, 2), MSE denotes the mean squared
error, Disc and Smooth refer respectively to pixels belonging to depth discontinuities
and to smooth regions in the scene. Modified image from Publication 2 in Section
6.2 [PKV18].
promising results in other fields, yet they underperform in the MI case,
making them less suitable.
Even though choosing the optimal similarity measure or a combination
of them reduces the noise in the cost volume, a second step is needed to
guarantee higher accuracies. It consists in the regularization of the cost
volume. A trade-off between quality and computational effort controls the
choice of the algorithm: global and iterative methods could yield more
accurate results, yet they are computationally expensive. For a fast yet
precise estimation, the semi-global strategy [Hir07] described in Equation
4.2.2 is preferred.
Creg(p, d,Lre f ) = C(p, d,Lre f ) + ∑
rPD
min{C(p´ r, d,Lre f ),
C(p´ r, d´ 1,Lre f ) + P1,
C(p´ r, d + 1,Lre f ) + P1,
min
i
C(p´ r, i,Lre f ) + P2}
(4.2.2)
Where the regularized cost Creg is obtained by recursively adding the
minimum of the cost of the neighbouring pixels. The neighbouring pixels
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are reached using r that takes the directions D, which account for the
choice of the neighbouring pixels. Penalties P1 and P2 are used to enforce
consistency between disparity labels of neighbouring pixels, with P1 being
used for pixels whose disparity only differs by one with respect to the
reference pixel, and P2 being used for the minimum of the disparities
whose difference is higher, denoted as i in the equation. A common choice
is P2 ą P1, assigning higher penalties to larger label differences.
The final disparity map is extracted as the labels with the minimum
cost across the volume, as described in Equation 4.2.3.
d f inal = arg min
d
Creg(p, d,Lre f ) (4.2.3)
Neighbouring Microlens Selection
The advantage of MLA-based plenoptic cameras consists in having multiple
correspondences for every point, ensuring more robustness in the matching
process. However, finding and selecting the matching correspondences is a
complex task, because the number of correspondences is depth dependent
and not constant across the whole image [PW12]. Moreover, in the case of
MPC different lens types has to be taken into account. Taking into account
that recent plenoptic cameras have several thousands of microlenses, the
process of selecting them for an accurate matching becomes challenging.
The aim of the proposed work on lens selection is to create an approach
that allows a faster computation while preserving the information about
the microlens structure and the accuracy of the disparity estimation. The
idea takes inspiration from the concepts of training and calibration, having
the most expensive computational steps done at the beginning in a trade
to speed up runtime executions.
In this manuscript, the concept of virtual depth is used. The virtual
depth is described in [PW12] as the number of adjacent microlenses along
one epipolar axis that image the same point in the scene. For an object
in the scene, the number of microlens it will be imaged onto is related
to its virtual depth. This value requires the estimation of the disparity
value. Therefore, selecting a microlenses combination before estimating
disparity value is an ill-posed problem. Without disparity it is not possible
to correctly predict in which microlenses the object appears, thus its
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a) Combinations of microlenses.
b) Look-up table structure.
Figure 4.3. Different lens combinations have been evaluated and stored in a look
up table to reduce the computational cost at runtime. Several combinations, along
with the total number of lenses (NL) are shown in the image. The look up table
shows a basic visualization of the algorithm at runtime, where combinations can
be selected according to performance or accuracy. Image from Publication 1 in
Section 6.1 [PK17].
virtual depth. Simultaneously this information is needed to choose the
best combinations for the calculation of the disparity.
The chosen workaround divides the method into two steps. Since no
information about the geometry can be assumed beforehand, the first
step has to be independent from the position of the object in the scene.
Only one assumption can be safely made, related to the lower bound,
which is relatively straightforward. Since at least two correspondences are
needed to estimate the disparity of a point by means of triangulation, it
is assumed that the neighbouring lenses image the same object. A rough
guess of the disparity is computed using a pre-defined lens combination
based on the lower bound of the disparity range, thus on the neighbouring
lenses or a subset of them. Then this value is used to select the optimal
lens combination to refine the disparity to its final outcome. Different
pre-defined lens combinations have been tested and the one that achieved
higher accuracy has been selected.
In the second step the estimated disparity value is used to fetch the
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best combination of neighbouring microlenses, which is used to refine the
disparity estimation. At this step the disparity information is available,
and assumptions on the disparity help reducing uncertainty: to ensure a
correct estimation, it is assumed that the scene range falls within the correct
optical range for the plenoptic camera. The upper bound does not depend
on geometrical requirements, but on the microlens size and the spatial
resolution. The higher virtual depth an object has, the more times it will
be repeated. This implies being imaged with large angular and low spatial
resolution. Objects with large virtual depth, for example VD ą 10 for
commercial implementations, are imaged at a very low spatial resolution
and larger values often do not produce visually consistent results.
Based on these observations, a set of patterns was created, as visible
in Figure 4.3. Each pattern took into account also the information about
the lens type. To test the best configuration, sets of images perpendicular
to the camera direction were created using the plenoptic simulator and
a texture pattern. These images constitute a case study for a point at
different depths in the scene, therefore giving us the possibility to analyze
and measure the performances of those combinations of microlenses. The
texture patterns is used to ensure a fair comparison and a robust disparity
estimation, simulating the case of a textured region of the scene. The
texture-less region remains an open challenge.
Experiments showed that our proposed approach is able to increase
the accuracy of the disparity estimation while reducing the computational
effort due to the matching, resulting in lower computational cost. Moreover,
at run-time no estimation is needed since the combination is fetched
from the look-up table. For more details about the lens combinations,
the creation of the textured images and information about performances,
please refer to Publication 1 in Section 6.1 [PK17].
4.2.2 Robust Estimation for Light Field Microscopy
While estimating disparity using a MPC deals with a huge amount of MIs, it
may not be the case for different light field capturing devices. As explained
in the previous chapter, the optical configuration regulates the sampling
of the light field. Therefore, particular optical configurations need to have
the methods adapted to work with different structures of information. In
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this section, the estimation of the geometry of biological samples captured
with a light field microscope is investigated.
By means of a self-made light field microscope from University of
Valencia [SSL+18], light field of biological samples can be captured in
real-time. Publication 5 in Section 6.5 [PSI+19] describes more in detail the
work made to estimate depth maps from those images. Since these images
have a different shape with respect to the MI from the previous section, a
new dedicated method was developed.
Figure 4.4. An example of an image captured with the light field microscope
described in [SSL+18]. In this sample cotton fibers are imaged with a monocolored
light. Image from Publication 5 in Section 6.5 [PSI+19].
A raw image acquired with the above mentioned microscope is shown
in Figure 4.4. The microscope captures directly the SIs on the sensor,
arranged on an hexagonal grid. Because of the circular aperture lens, the
images also exhibit the same shape.
In this case, no transformation or preprocessing is needed to recover
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the SI. On the other hand, the angular resolution is low and the parallax
between each SI is larger. Moreover, estimating depth for biological sample
constitutes a challenge because of the nature of the images. Their character-
istics creates sub-optimal conditions for stereo matching: low light, absence
of texture, uniform background and uniformly colored regions introduce
challenges to establish robust correspondences. Figure 4.4 illustrates this.
The cotton fibers are hit by a mono coloured laser and thus have a similar
color with a dark textureless background.
In the proposed work a workflow was designed to deal with these
challenges by combining different approaches for the depth estimation.
As depicted in Figure 4.5, the pipeline includes many steps. It involves
creating a cost volume, applying refinement step to reduce the noise
and finally extracting the disparity label through a global optimization
approach. This solution is chosen in this case because the importance of
the accuracy outweighs the need for real-time calculations.
Figure 4.5. The diagram shows the workflow upon which the work was based.
Several steps are used to guarantee a robust estimation for biological images.
Modified image from Publication 5 in Section 6.5 [PSI+19].
Using this method, two different cost volumes are created. One is
computed using dense stereo matching process and one comparing the
central SI against a focal stack generated overlapping all the SIs. The
creation of the focal stack is a characteristics of the images captured with
the light field microscope and was investigated in previous works [SSL+18].
The priors information shown in diagram 4.5 relates to an additional
mapping based on the epipolar lines, which is used to weight information
in the stereo matching process and in the multi-scale step.
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To ensure robustness against noise and match features of different
sizes, two additional steps were introduced to address a wider range of
images and features. The multi-scale cost volume is a modified version
of the initial cost volume, where the computations are made on a set of
images downscaled at different resolutions. Lower and coarser level works
as a nudge towards the correct value, reducing the uncertainty in the finer
estimation. The final value is a weighted average of the contributions from
different levels, taking into account the prior information.
The same concept applies to superpixels. The difference consists in the
formation of the superpixels, which are regions created by grouping pixels
with similar characteristics, whereas downscaling is independent of the
image content. Superpixels are created using the central SI and segment
different parts of the scene. This is particularly important in the case of
biological samples, where similarly colored foreground objects have to
be distinguished from the uniform dark background. Similar values of
depth are enforced within each superpixel through a penalty function, yet
different values are allowed. The size of the superpixels is tuned depending
on the application. Large superpixels lead to constant regions and small
tend to have very little effects on the final estimation. The application of
these additional steps reduce the noise in the cost volumes, allowing the
extraction of a more accurate depth map.
The final extraction of the depth map is modelled as a multi-label opti-
mization problem and solved through an energy minimization approach.
It uses graph cuts where the energy function E(p) = Edata(p) + Esmooth(p)
is adapted and the data term described in Equation 4.2.4:
Edata(p) = (1´Mad(p))Cde f (p) +Mad(p)Ccor(p) + βPgcp(p) (4.2.4)
Where the data term for a given pixel p retains the value of three
contributions: the cost volume based on the defocus approach, indicated
as Cde f , the cost volume based on correspondences matching, denoted as
Ccor and a penalty function based on ground control points Pgcp scaled
by a factor β. The term Mad refers to a pixel-based weights map, whose
weights depend on the comparison between the two different depth maps
computed using a winner-takes-all approach from the two cost volumes
before optimization.
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In the weights map Mad, larger weights correspond to pixels where
the two cost volumes have similar minima, in order to rely stronger on
the correspondence-based disparity, which tends to be more precise. The
opposite is true for lower weights, where cost volumes take different
shapes and the focus-based disparity tends to have lower errors.








Figure 4.6. Images and respective results from different samples. It can be seen
how the algorithm estimates depth with high accuracy at the micrometer scale, and
a three-dimensional visualization is provided to highlight the complex structure
of the scene. Samples marked with [1] were acquired in [MI15], while samples
marked with [2] were captured in Valencia using the FiMic [SSL+18] as part of
Publication 5 in Section 6.5 [PSI+19].
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The algorithm has shown to be robust across a diverse range of input
images, ranging from noisy low-resolution images acquired with a custom
microscope setup in [MI15] to transparent biological sample and opaque
electrical components imaged at higher resolution thanks to the light field
microscope. Some results are shown in Figure 4.6.
For more details about the workflow, the implementation, the results
and the comparison with the state of the art please refer to Publication 5
in Section 6.5 [PSI+19].
4.3 Experiments
Within the work presented in this thesis a framework to promote further
research in the field has been created. Not all the experiments and projects
carried out during this period have been published, yet they are basis for
future works and of great help in reporting challenges found in the imple-
mentation. Thus additional experiments conducted during this period are
reported here along with their preliminary results.
4.3.1 Disparity Estimation from the Focal Stack
In Section 3.3.4 the focal stack was introduced. This set of images can be
used as input to estimate a disparity map. Using the same idea applied
in Publication 2 (Section 6.2, [PKV18]) and Publication 5 (Section 6.5,
[PSI+19]), a cost volume can be created by using a focus measure on the
focal stack images to estimate the sharpness for each different focal plane.
The rendering algorithm can select the step between planes in terms of
patch size, which is proportional to the actual depth of an object in the
scene. Since the rendering algorithm creates an arbitrary number of planes
and it relies on tiling together patches extracted from MI, unsharp images
often show strong artefacts, helping in the estimation of the correct focal
plane at which each object in the scene is sharply imaged.
An experiment with a basic pipeline is described below and its results
are shown in Figure 4.7. To investigate different approaches, in this experi-
ment both the focal stack and the all-in-focus images were used, therefore
using the disparity information. However, the disparity is not essential for
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a) An input scene. b) The estimated disparity.
Figure 4.7. The image shows the output of a disparity estimation using the focal
stack. Because of the noisy estimation, pixels with very low confidence were
filtered out, leaving a sparser disparity. This accounts for a better visualization und
understanding of the regions where the estimation fails. Images generated using
the plenoptic toolbox [Pal20] described in Publication 2 in Section 6.2 [PKV18].
the estimation. After rendering a focal stack of N = 20 focal planes, the
cost volume was created and smoothed using the bilateral filter. The cost
of a pixel p for a depth hypothesis at the focal plane d is calculated on the
window W centered on the pixel and the cost is computed using the focus
measure F , as described in Equation 4.3.1.
Cde f (p, d) = ∑
qPW
F (q, d) (4.3.1)
The focus measure F can be used only on the focal stack or to compute
the difference between the all-in-focus-image and each image of the focal
stack. The best results were achieved using a sum of absolute difference
between refocused images and the all-in-focus image. Using only the focal
stack, comparable yet slightly less accurate results were obtained using
difference of gaussians as the focus measure.
Finally, semi-global matching is applied to reduce the noise in the
cost volume and the final extraction of the disparity labels is extended
using a Taylor expansion to obtain continuous values and avoid large steps
between discrete disparities.
Results show accurate reconstruction only around edges or textured
regions and fails on textureless areas, as the black background.
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Challenges, limitations and margins for improvement
The main bottleneck in this approach lies in the estimation of the sharpness
of each slice of the image. If edges and corner are estimated with satisfying
precision, textureless regions constitute a challenge and accounts for very
noisy estimation. The problem is common to stereo matching approaches,
therefore merging information from correspondences matching do not
significantly improve the results. Moreover, at this preliminary stage, best
results were achieved using the information from the all-in-focus rendered
image, thus requiring prior estimation of the disparity. This can be solved
by improving the focus measure based solely on the unfocused images,
eliminating the need to render the all-in-focus image.
a) Focus on the foreground. b) Focus on the background.
Figure 4.8. This scene is an extreme case, in which a large depth of field is required.
When the foreground is sharp, the background exhibits blur similar to the gaussian
one, while when the background is sharp, the foreground exhibits artefacts. This
is due to the larger number of contributions from neighbouring lenses that overlap
on this region. Images generated using the plenoptic toolbox [Pal20] described in
Publication 2 in Section 6.2 [PKV18].
However, to improve the blur estimation, a further analysis of the be-
haviour of the blur should be beneficial. First, since the image is generated
from the contribution of many neighbouring lenses, objects whose depth
is very far from the focus plane show artefacts instead of gaussian blur.
Moreover, because of the number of neighbouring lenses, blur generated
at different depth show different forms, as visible in Figure 4.8. Although
this is due to the implementation for the rendering of the focal stack and
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could be corrected, it carries additional information that could be used to
develop an ad-hoc focus measure to achieve higher accuracy. Secondly, the
MLA in the case of MPC consists of three different lens types, that deliver
further information. Exploiting the information about the defocus blur in
different microlens types also gives a hint about the depth of an object in
the scene. At the moment this is subtly incorporated in the creation of the
focal stack, yet it could be analysed more in detail to improve the final
estimation.
4.3.2 Disparity Estimation using Subaperture Images
As discussed in Chapter 3, the most widely used representation is based
on the SIs. Since this constitutes a special case of multi view stereo, many
approaches were proposed using this representation. Discussing all of
them is outside the scope of this section, yet some experiments were made
to compare the quality of the results using as input a set of SIs from a light
field captured with both plenoptic camera models, SPC and MPC.
Since for the MPC case the disparity information is needed in order to
render the SIs, the problem seems to be ill-posed. An evaluation of the dis-
parity calculated on the SIs, however, implicitly carries out an evaluation of
the goodness of the rendered images. Therefore it is interesting to evaluate
the effort in rendering SIs from MPC and their similarity to the SI rendered
from SPC. In these experiments two methods were used to evaluate those
concepts. The first method corrects distortion on subaperture images, use
them to create a cost volume which will be filtered to reduce its noise, and
use an iterative global optimization step to improve the results [JPC+15].
The second is a learning based approach [SJY+18]. A neural network is
trained on a synthetic dataset of light field images to estimate disparity
using predefined sequences of images, in this case SIs with horizontal-only
and vertical-only parallax and diagonally adjacent SIs where the ratio
between vertical and horizontal parallax is constant.
Even though the methods are not part of the proposed work, it is
interesting to see how the images generated with the proposed rendering
algorithm, from scene acquired with MPC, compare with the images ren-
dered using the state of the art light field toolbox [DPW13], from scene




Disparity estimated from a cost volume and iterative
refinement [JPC+15]
Disparity computed using a neural network trained
on synthetic data [SJY+18]
Using SPC Using MPC
Figure 4.9. An example of a scene and the disparity maps calculated with both
techniques. Parameters were tuned to aim for optimal results. The iterative refine-
ment achieves a smooth shape at the cost of losing some features of the scene,
while the EPINET approach retains the structure of the scene with high fidelity
although delivering an overall slightly noisier image. Original image belongs to
the dataset acquired in Publication 3 in Section 6.3 [APK+18].
In fact, the rendering algorithm is able to create a set of SIs which are
very similar to the ones obtained using [DPW13] from SPC images. Tuning
the parameters, it is possible to render images with similar disparity ranges
and spatial and angular resolutions. The dataset acquired in Publication 3
in Section 6.3 [APK+18] is suitable for this experiment and SIs are created
from those plenoptic images as the input for the two methods.
As expected, the methods return different results maintaining the
similarities across cameras, confirming the quality of the rendered images.
This particular image is an interesting case study, since it has diverse
characteristics that give us an overview of strength and weaknesses of
each algorithm: large depth of field, textureless black regions, areas with
high contrast and small details. Presented results were, however, observed
across different images. The iterative method achieves through the global
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optimization steps a very smooth disparity map, at the cost of filtering
out some details of the structure of the scene. Surprisingly enough, for
this method, images rendered from MPC retain better performances. Since
the network was trained on synthetic images, one expects noisier results
when using the network on real images, and the outcome confirms it.
Nevertheless, from a direct visual comparison is possible to notice how the
structure details are actually better preserved in the second approach, at
the cost of having noisier estimation. In this case, the MPC images constitute
a less suitable input, exhibiting strong noise on the estimated disparity.
4.3.3 In the epipolar plane image domain
Another widely used approach for depth estimation is through the analysis
of the EPIs. In this case, the procedure is quite different. As shown in
Section 3.3.3, in the epipolar domain the depth is related with the slope of
the lines in the two-dimensional image slices.
Figure 4.10. An horizontal epipolar plane image slice from Figure 3.5. Different
slopes relates to different depths of the object. The image is scaled for visualization
purposes.
In this domain it is convenient to represent the light field using the
two-plane parameterization from the lumigraph [GGS+96], with one plane
at the focal points of the views with coordinates (s, t) and the image plane
with coordinates (x, y).
EPI(y˚,t˚) = L(x, y
˚, s, t˚) (4.3.2)
A two-dimensional slice can be then extracted by adding a constraint on
two coordinates, as described in Equation 4.3.2 and visible in Figure 4.10.
Considering a three-dimensional point in the image, its depth Z is





= f tan θ (4.3.3)
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a) the captured scene
b) disparity estimated us-
ing rendered images from
SPC
c) disparity estimated us-
ing rendered images from
MPC
Figure 4.11. Disparity estimation from the EPI representation. The estimation is
done using the spinning parallelogram operator approach described in [ZSL+16]
on images acquired in Publication 3 in Section 6.3 [APK+18].
Where s and x relates to the two plane parameterization above de-
scribed, f denotes the distance between the two planes and θ the angle or
slope of a line. Therefore, the depth estimation task consists in calculating
the angle θ. Different approaches have been proposed to guarantee robust-
ness of the estimation: a local analysis using structure tensor is followed
by a global optimization step in [WG12], a dedicated spinning parallelo-
gram operator is devised in [ZSL+16] to combine depth estimation from
different directions in the EPI.
As in the previous section, the aim of this experiment is to compare the
rendered images and the performance of the same algorithm on images
acquired with SPC and MPC. Results are visible in Figure 4.11 In this case
the performance are similar: using the method described in [ZSL+16] the
depth estimation is able to recover the overall structure of the image, yet
it fails to correctly estimate fine structures and dark uniform areas. Since
images captured with SPC has a larger angular resolution, these images
are expected to be more robust in the estimation in the EPI domain and
the results confirm the assumption.
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4.3.4 Three-dimensional Reconstruction
Reconstructing a scene in three-dimensions is among the most interesting
applications enabled by plenoptic image processing. Scenes acquired with
a plenoptic camera are suitable for this purpose: by re-projecting the
estimated disparity map through into its three-dimensional coordinates,
one can obtain an accurate three-dimensional representation, which in
case of an accurate metrical calibration resembles the real world geometry.
This process is strongly affected from noise both in the estimation of the
disparity map and the camera optics during calibration.
In the three-dimensional representation field, another interesting ap-
proach includes the fusion of multiple acquisition to reconstruct larger
scenes. Starting from a three-dimensional representation of a single shot,
it is possible to merge together different perspectives of the same scene to
build an immersive 360 degrees three-dimensional model.
Metric Reconstruction
In order to metrically reconstruct the scene, a calibration is needed. The
calibration consists in modelling the optical setup of a plenoptic camera.
This can be done by decomposing the camera into two separate compo-
nents, main lens and MLA, thus having two re-projection steps: one from
the sensor to the virtual intermediate image and one from the virtual
intermediate image to the real world coordinates.
Another way to do this is to use the H matrix that models directly the
relationship between the disparity estimated on the sensor and the real
world coordinates. This is the approach chosen in the Manuscript 1 in
Section 7.1. By using the matrix, it is possible to transform the disparity
map into its three-dimensional representation.
In this experiment, point clouds were chosen for a straightforward
implementation and their absence of edge structures, which accounts for
more flexibility and less computational effort. As visible in Figure 4.12, a
point cloud can be reconstructed by reprojecting the disparity into three-
dimensional points. In this case a thresholding step was introduced to
remove noisy estimations. Since the projection relies on multiple steps,
noise contributions are accumulated. A small error in the estimation
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a) The scene. b) The reconstructed point cloud.
Figure 4.12. The scene was captured using a Raytrix R42 (MPC) and reconstructed
as a point cloud based on the calibration described in Manuscript 1 in Section 7.1.
translates into large errors in the three-dimensional space, therefore low
confidence disparity estimations were filtered out, creating a sparser point
cloud.
4.3.5 Full three-dimensional model
As mentioned above, being able to create a metrically correct three-
dimensional representation enables the creation of a complete model
where an object is imaged from different perspectives and fully recon-
structed.
A project was set up to evaluate the requirements and the possibility to
create such a model. The difference between using conventional cameras
and plenoptic cameras for this task lies in the angular density needed to
estimate the geometry of the scene. When using conventional cameras,
large overlap is required to estimate disparity. Therefore hundreds of
images (for example N = 720 images in [VAD+18]) are required for a full
model, making the capturing process very slow.
Since plenoptic cameras enable a three-dimensional reconstruction
from a single shot, no overlapping is needed. Therefore the requirements in
terms of number of input images is significantly reduced. The setup of the
experiment was designed to capture the scene from different perspectives
while allowing maximum flexibility in the selection of the angles. Since
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Figure 4.13. The setup of the experiment to capture the scene from different angles.
The experiment was performed in the laboratory in University of Kiel.
the camera setup requires high precision, rotating the scene instead of the
camera seemed the optimal solution. A rotating plate was used for this
purpose, and the object were placed in the scene and rotated, as shown
in Figure 4.13. This allowed to capture the scene from different angles
without moving the camera. The disadvantage of rotating the plate consists
in the background, which does not remain constant as the scene rotates.
To overcome this problem, in this experiment a green screen was used as
background and a chroma-based segmentation was applied to retrieve the
foreground object and remove the background.
The experiment was divided into two steps: first the disparity of each
scene has to be estimated and reprojected in the world coordinates, then
different scenes are merged together. For each scene a disparity map
is calculated, from which a point cloud is created. Several scenes were
acquired, creating a dataset with images captured every α = 15 degrees.
Since estimating the transformation between two different point cloud is
a complex task, a constraint has been introduced. Shifting the reference
system of the three-dimensional coordinates from the camera point to
the middle of the rotating plate, the transformation between each camera
pose consists only of a rotation, which is exactly the angle α the plate
was rotated. In order to test the robustness and have a benchmark for the
results, the same dataset can be reproduced with the plenoptic simulator.
A 3D model of an elephant has been selected and rotated in the scene,
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a) A snapshot of the point cloud
reconstructed from a real scene.
b) A snapshot of the point cloud
reconstructed from a synthetic scene.
Figure 4.14. Some results from the dataset. On the left, the point cloud created
from a real image. Please notice that the background have been removed through
color keying and outlier filtering. On the right, a point cloud obtained from a
synthetically generated image using the simulator from Publication 4 in Section
6.4 [MPP+18]. The results on both sets look similar in terms of accuracy, with the
estimation of synthetic images being slightly less noisy.
rendering the images with the Blender engine as described in Publication
4 in Section 6.4 [MPP+18]. The same dataset with images captured every
α = 15 degrees was created with an empty black background. Figure 4.14
shows a point cloud computed from both real and synthetic images.
Filtering along reprojection line
The principal challenge is to achieve a robust, clean and metrically consis-
tent three-dimensional reconstruction. Although the result looks visually
satisfying, the consistency between estimated measure in different axis
is of extreme importance when trying to merge multiple point clouds
whose relative transformation involves rotation. Therefore the noise in the
estimation has to be reduced to the minimum.
To correctly reduce the noise, a dedicated filter was designed and
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a) The point cloud. b) After filtering.
Figure 4.15. A point cloud estimated from a synthetic scene rendered using the
simulator from Publication 4 in Section 6.4 [MPP+18]. The left image shows the
point cloud after the reprojection from the disparity map. The noise is removed
with a filter that selects the best value along the epipolar line.
implemented. Since these point clouds originate from the reprojection
of thousand of micro disparity maps into real world coordinates, some
assumptions on their position can be made. In the ideal case of an accurate
reprojection, points belonging to objects visible in multiple MI will end
up at the same three-dimensional location. The estimated disparities are
subject to errors and noise, therefore will not end up overlapping. However,
assuming a correct calibration, a noisy estimation of the disparity will
mean that points which belong to the same object lie along the same
reprojection line. Developing a denoising filter which works along the
reprojection lines manages to significantly reduce the noise, creating a
single clean filtered point cloud, as visible in Figure 4.15.
Challenges and limitations
Nevertheless, the fusion of multiple point clouds resulted in an increase of
the overall noise and in misalignment issues, where a small distortion in
one axis led to incorrect merging after several point clouds were added.
Although the pairing of two point clouds is achieved using an iterative
closest point approach or a similar method, the fusion of several point
clouds to generate a full model could not reach satisfying results. The final




This work is focused on various aspects of the processing of images
captured with MLA-based plenoptic cameras. It covers several topics, from
the requirements in the capturing process, the challenges in developing a
unified representation for different sampling of the light field, the detection,
extraction and clustering of features to achieve a metric calibration, and it
maintains as core focus the disparity estimation, thoroughly analysed in
its several aspects.
The main contribution of this work is twofold: on one side, it con-
tributes to the plenoptic environment with a framework for working with
plenoptic images and the possibility to convert these images into different
representations, an optimal basis to build upon for future researches. The
combination of available datasets, the toolbox to work with the images,
the creation of synthetic images and the benchmarking based on ground
truth data are a contribution to promote research in the plenoptic image
processing field.
On the other side, the analysis addresses complex challenges in the dis-
parity estimation of plenoptic images, investigating the potential and the
limitations for different approaches. This work takes into account different
MLA-based plenoptic camera models and their optical characteristics, stud-
ies the most suitable representations and includes an improved version of
the rendering algorithm, which delivers high quality SIs from MPC images.
Since MLA-based plenoptic cameras consists of several thousands of mi-
crolenses, the lens selection process has been optimized to find an efficient
solution to select the best lens combination while improving the final ac-
curacy. To improve the camera calibration, a dedicated algorithm has been
designed, which is able to detect, cluster and extract corners, including
information about its microlens type and the amount of blur. Benchmark-
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ing was also targeted through the generation of synthetic images and the
capture of the same scene with different plenoptic cameras, providing a
solid ground for comparison and evaluation of diverse approaches. The
estimation of the three-dimensional structure has been applied in the
biological field, using images acquired with a light field microscope and
developing an algorithm for robust depth estimation, which allows to
reconstruct complex structures at a micrometer scale.
Because of their only recent hardware development, MLA-based plenop-
tic camera did not yet reach their full potential, and most applications
show margins for improvement. Research in this direction keeps showing
interesting results which hopefully will lead to a wider distribution of
such technologies. The experiments described in Chapter 4 constitutes a
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Abstract
The last years have seen a quick rise of digital photogra-
phy. Plenoptic cameras provide extended capabilities with
respect to previous models. Multi-focus cameras enlarge
the depth-of-field of the pictures using different focal lengths
in the lens composing the array, but questions still arise on
how to select and use these lenses. In this work a further
insight on the lens selection was made, and a novel method
was developed in order to choose the best available lens
combination for the disparity estimation. We test different
lens combination, ranking them based on the error and the
number of different lenses used, creating a mapping func-
tion that relates the virtual depth with the combination that
achieves the best result. The results are then organized in
a look up table that can be tuned to trade off between per-
formances and accuracy. This allows for fast and accurate
lens selection. Moreover, new synthetic images with respec-
tive ground truth are provided, in order to confirm that this
work performs better than the current state of the art in ef-
ficiency and accuracy of the results.
1. Introduction
The idea of plenoptic imaging was introduced by Lipp-
mann in 1908 in [13], but only recent development have
made it possible to actually build devices that are capa-
ble of capturing the so-called plenoptic function. In re-
cent years the interest towards such devices is growing, and
many different approaches are appearing. The micro-lens
array based cameras, that are in fact equivalent to an array
of cameras, as proved in [6], have mounted an array of mi-
cro lenses between the main lens and the sensor extending
the capacity of the device to capture the light field in only
one shot.
A specific subset of these cameras is characterized by
the use of different micro lenses, particularly with differ-
ent focal lengths, and they exploit this aspect obtaining
for example a wider depth of field. Multi-focus plenoptic
cameras were recently introduced in 2012 by Georgiev and
Lumsdaine in [5] and a detailed technical explanation of
the multi-focus properties is present in [7], but they quickly
attract interests in scientific research as shown by the publi-
cations addressing this specific cameras.
Different topics were tackled, like a robust automated
calibration in [11] and [7], the lens selection and cost func-
tion description using semi global matching in [4], a faster
feature matching approach in [3] and the whole pipeline un-
til the 3D rendering in [9], but also in industrial application,
as shown by the fast growth of companies exploiting the
technology.
Such cameras can be used for entertainment as Lytro
[14] is doing, or for inspection and modelling, like Raytrix
[17] is doing, but also for photography related taks, like the
most recent approach brought by the Light company [12],
consisting of a pocket-size camera that emulates the perfor-
mance of a DSLR camera using multiple lenses with differ-
ent focal lengths.
Our approach targets one of the mostly used model that
accounts for three different types of lenses (with three dif-
ferent focal lengths) provided by Raytrix, but has the ad-
vantage of being quite flexible and could be applied to all
devices that use different lens types and need a strategy to
accurately and efficiently select each time which one to use.
1.1. Structure of the Paper
Section 2 reviews related works, to give the reader an
overview of the state of the art techniques related to the
topic; in Section 3 we show the specific case of the plenop-
tic cameras that we are using, and we make an assumption
about the disparity estimation with a detailed motivation;
in Section 4 we go through the first step of the proposed
approach, that uses ground truth generated data to evaluate
different combinations; in Section 5 we combine the results
into a specialized structure that allows an easy and efficient
execution of the lens selection algorithm; finally, Section 6
compares the results obtained against the previously known
techniques both with synthetic and real data (acquired with




some possible future developments. Appendix A is used
to give the reader further insight on how synthetic and real
data are generated.
2. Related Work
Many approaches have been proposed to address the
challenge of creating accurate disparity maps from image
captured with a plenoptic camera: we focus on the aspects
that make this camera unique in his genre, the micro lenses
array and more specifically the lenses and the characteris-
tics of their usage.
To reconstruct the image from the light field as captured
by the lens array, one needs to select multiple adjacent
lenses and compute depth (or disparity) from them. The
depth is needed to collect the correct light rays for the sharp
real image.
The lens selection problem remains an open challenge
of high importance, because it addresses the very nature of
the cameras: the micro-lenses array that allows the cam-
era to capture the light field in only one shot and controls
the trade-off between lateral and spatial resolution, which
adapts each camera for specific purposes like refocusing or
estimating the disparity map and reconstructing the three
dimensional geometry of the scene.
Previously proposed methods about lens selection al-
ways assume some geometrical information about the pixel,
whose disparity or depth has to be computed, and are used
to refine the estimation: they can be divided in two cate-
gories:
1. Using the geometrical information, limit the lenses
range and check on every lens the amount of defocus
blur and the minimum overlapping in order to under-
stand if they could positively affect the estimation.
2. Divide the world into slices on the z-direction and as-
sign at every slice a certain range of lenses.
The first approach was proposed by Fleischmann and
Koch in [4], with an adaptive strategy that uses a first es-
timate of the disparity to select lenses, discarding the ones
where the overlapping was without a certain threshold: their
first estimation is efficient, but the adaptive strategy in-
volves always some computational effort and does not reach
the highest precision in the lens selection.
As an example of the second approach we pick the most
recent paper on the topic from Ferreira and Goncalves [3],
where they divided the space into four quartiles. When a
point seemed to belong to a certain sector, they assigned the
lenses range and a predetermined combination: the idea of
dividing the space into slices is functional in terms of per-
formances, since it does not involves further computations,
but it lacks in accuracy, since they use only four different ar-
eas and three different combinations, and they discard many
lenses just because of the difference in the focal lengths,
while those still may contain useful information.
The proposed approaches for the lens selection seems
not to reach the optimal solution, lacking in terms of ei-
ther accuracy or performances, mainly because of two is-
sues that are common to this kind of data:
1. To predict which lenses should be used for a point or
a lens, some geometric information about the position
of that point should be known, and the accuracy of this
information greatly affect the final result.
2. It’s challenging to capture images with ground truth to
evaluate different methods, due to the particularity of
the cameras.
We address both problems and propose our solution in
the following.
3. Initial Lens Selection
In this paper we deal with a very specific version of the
multi-focus plenoptic cameras: the approach was developed
using the Raytrix cameras with three different focal types
and the lenses arranged in the hexagonal grid as shown in
[4] and in Fig. 1.
The approach we propose is flexible, and it can be
adapted to all multi-focus plenoptic cameras, where the
lenses of different focal types need to be selected for the
disparity mapping or any other application.
The method is mainly divided into two steps:
• First, we compute a virtual data set consisting of differ-
ent known depth planes. Using this calibration data we
test lens combinations that are optimized with respect
to efficiency and accuracy.
• Next, we create a look up table structure where data is
stored and can be used efficiently during runtime.
We will discuss this in details respectively in Section 4
and 5.
The mentioned calibration process is highly time-
consuming, but it has to be performed only once and then
the results will be stored in order to be used in every suc-
cessive execution, in a similar way to a calibration process,
allowing an efficient computation at runtime.
Before continuing, we briefly describe two concepts that
are important for the rest of the paper.
Virtual Depth
The concept of virtual depth, introduced in [16], is de-
fined as the number of different lenses in a row that image
a point, so a point with virtual depth N , would be imaged




Figure 1: The lens grid of a multi-focus plenoptic camera:
in this case a Raytrix camera with three different focal
lengths is depicted. The numbers 0, 1, 2 indicates the focal
type of each lens, and the coordinates (x, y) are relative to
the central lens. Picture taken from [4]
.
Intuitively, the virtual depth is inversely proportional to








Where V D stands for the virtual depth, d for the dispar-
ity and K for a constant factor that is related to the metric
calibration parameters of the lens array.
Disparity Estimation
Many techniques that computes the disparity are avail-
able. Based on the on the literature, we choose to use semi
global block matching algorithm first introduced in [8] and
used in [4], since it achieves better results as compared to
the feature matching approach implemented in [3].
More sophisticated approaches exploiting the multi-view
nature of these images will be inspected in future research.
3.1. Initial Virtual Depth Creation
Our method is based on the relation between a disparity
and the combination of the lenses (that will lead to a re-
fined version of the disparity), hence we need to compute a
first hypothesis on the position of the point in space, which
does not have to be completely accurate. Since at this point
we can trade accuracy for computational speed, we choose
Fleischmann and Koch’s [4] idea, making an initial guess
using a small number of lenses and a block matching ap-
proach.
Nevertheless we reviewed different possibilities for this
task: without changing the estimation method, we can se-
lect different combinations of lenses to reach a better results
without loss of performances, as seen in Fig. 2:
Inner Ring First Ring Cross
Spiral Hexagonal Double Line
Figure 2: Different combinations of lenses that could be
used for the initial virtual depth creation. They are chosen
because of their structure around the central lens, and the
gray colors represent their focal type: lenses with same
color belong to same focal type.
The choices were made to tackle some particular charac-
teristics of the lens grid: inner and first ring are most likely
to be used because of the smaller baseline, being able to
estimate disparity for both close and far objects.
Since the inner ring consists in lenses that have differ-
ent focal lengths, they are not reliable, but necessary for
close objects, whose virtual depth is small. The first ring,
that contains only lenses with same focal type, thus with the
same amount of defocus blur, should be more reliable.
We evaluated the different combinations on two datasets
with respective ground truth, the first one also used in [4] to
evaluate the results and the second one introduced to have
more structure in the scene, in order to obtain both visual
and numerical data to support our choice.
The visual feedback of both datasets is in line with the
theoretical assumptions: the disparity computed with the
inner ring is quite accurate for close points, but highly noisy
for background points.
The opposite happens for the first ring, that addresses the
far point in the correct way, but misses the correspondence
for points with small virtual depth, as clearly visible in Fig.
3 and Fig. 4 where the centers of the micro images referring
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The scene Inner Ring
First Ring Hexagonal
Figure 3: Evaluation on the first dataset consisting of four
planes at different distances on the z-axis, to highlight
errors at different disparities; only three of the
combinations are shown here.
The scene Inner Ring
First Ring Hexagonal
Figure 4: Evaluation on a more complex dataset where two
objects show some structure, to see how each combination
deals with border and objects close to each other.
to points close to the camera are not correctly computed,
due to a large baseline.
We then see that the new proposed combinations use a
mixed combination of both rings to address a larger depth
of field, at a price of a lower accuracy.
Combinations with less lenses were tried with the scope
The disparity maps are shown in colored version for an easier visual-
ization: red color means high disparity, and blue indicates lower disparity
values. The two datasets are synthetically generated as explained in Ap-
pendix A.2.
of reducing the computational cost and increase the perfor-
mances, but as shown the estimation with only four lenses
is noisy and would affect negatively the final estimation.
Combinations with the same number of lenses show a
better quality, particularly the best results are achieved for
the hexagonal strategy, that uses six lenses as depicted in
Fig. 2 (Hexagonal): two lenses with different focal lengths
(white and gray) and four lenses of the same type around
the central one. The double line combination achieve even





Avg. Std. Avg. Std. Avg. Std.
Inner Ring 0.305 0.568 0.427 0.851 0.366 0.710 6
First Ring* 0.359 0.664 0.319 0.666 0.339 0.665 6
Cross 0.267 0.438 0.319 0.671 0.293 0.555 4
Spiral 0.254 0.402 0.284 0.562 0.269 0.481 6
Hexagonal 0.244 0.387 0.282 0.392 0.263 0.390 6
Double Line 0.237 0.364 0.273 0.570 0.255 0.467 8
Table 1: Combinations and respective errors. Values are
expressed in pixels and the disparity range is [0.5, 12.5].
We report here more combinations, to show how different
approaches would deal with the problem.
* = combination used in [4]
The errors reported in Table 1 are computed using a sim-
ple absolute difference function, taking into considerations
only valid pixels: for every micro-image only the pixels
contained in a circle with a diameter slightly smaller than
the image side are taken into account, with the exact value
of the diameter set during the calibration process to avoid
vignetting errors.
We print both average and standard variation to give
an idea of how the error is distributed: a smaller variance
would translate into a more robust outcome, that would
be preferable in our case, since large error could lead to
a wrong lens selection and thus to a wrong final estimation.
Analyzing both visual and numerical results, we select
the hexagonal combination, that seems to solve at the best
the trade-off between performances and accuracy.
We use this selection in the rest of the paper, so that ev-
ery time we refer to the initial disparity guess, we mean the
value obtained as explained above with the hexagonal com-
bination.
4. Optimizing the Lens Selection
Based on the previously discussed assumption, we are
now ready to proceed to the second step: having an initial
guess of the point position allows us to create a direct map-
ping from this information to the best possible relative com-
6.1. Publication 1
67
bination of neighbouring lenses to fully exploit the charac-
teristics of the micro lens array.
The novelty of this approach consists in the creation of a
ground truth set of data by simulating the array of cameras:
we set the position of our camera and we generate the im-
ages of a plane at a certain distance z from the camera, as
if it was capture from a multi-focus plenoptic camera, using
the right focal length for each micro-lens. To see the de-
tails about the creation of these synthetic planes, we refer to
Appendix A.2.
Moving this synthetic plane from close to far with re-
spect to the camera allows us to create a test set for all dif-
ferent positions that a point could assume in space and its
corresponding ground truth, since we know the exact dis-
tance between plane and the virtual camera position.
Figure 5: Representation of the planes and the lenses.
At this point we also want to stress that our specific cam-
eras use lenses with three different focal lengths, so we need
to evaluate the error and the combinations per each lens
type, i.e. taking into account the amount of defocus blur
of each particular lens.
An important parameter that has to be tuned is the dis-
tance between each plane: evaluating our combinations on
planes that are too close to each other will result in erro-
neous selection, since our initial disparity guess cannot be
particularly accurate, and using planes too far away will use
the same combination for points that could benefit from a
different one.
Our choice is to use the virtual depth measurement, as
explained above, which has the advantage of being scale-
independent, and extends the flexibility of our approach,
leaving space also for particular application when the range
of the scene has specific constraints and we are not inter-
ested in the whole depth of field of the camera.
We have chosen to use textured planes because of they
spatial structure, being able to divide the world space in
slices, and since the disparity estimation is not based on
the structure, but just on the intensity of the pixel, textured
planes fit our requirement for this task.
4.1. Comparisons among Combinations
The planes dataset was used to run all the disparity esti-
mation, and every different combination was evaluated us-
ing the same error function explained above, absolute differ-
ence with respect to the ground truth, discarding the border
of the lens.
We evaluated several combinations through the whole
range of the scene, and we report here the ones that gave
the most significant outcomes.
s1, NL=6 s2, NL=6 s3, NL=12 s4, NL=12
s5, NL=12 s6, NL=18 s7, NL=18 s8, NL=24
s9, NL=30 s10, NL=42
Figure 6: Different combinations: central lens is always
shown in black, and for the other lenses every color
represent a different focal type.
The number of lenses (NL) is also reported.
As expected, the combinations that use adjacent lenses
report better results on the close range (from 2 to 4 virtual
depths) but show a large error when the distance from the
camera increase, resulting useless in those cases; the op-
posite happen for the combinations that uses lenses with a
larger baseline, as they need at least between 4 or 5 virtual
depths to start working properly.
Once we calculated the results, we can sort them based
on the average of the error in the disparity image and pick
the best combination for every value of virtual depth. One
can see that different combinations obtain similar results
in the central area, where many different combinations are
possible and many correspondences are available, thus in-
creasing the difficulty of a correct choice.
Our idea is to develop two possible combinations for
each slice: one which would give the most accurate result
and one which would use the lowest possible number of
lenses given a certain error threshold, in order to boost per-
formances keeping a low error.
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Best Combinations Perform. Accuracy
VD LT CBs CB NL CB NL
2
0 s1 s1 6 s1 6
1 s1 s1 6 s1 6
2 s1 s1 6 s1 6
3
0 s1 s1 6 s1 6
1 s1 s1 6 s1 6
2 s1 s1 6 s1 6
4
0 s2, s3 s2 6 s3 12
1 s2, s3, s8 s2 6 s3 12
2 s2, s3 s2 6 s3 12
5
0 s2 s2 6 s2 6
1 s2, s3 s2 6 s3 12
2 s2, s3, s8 s2 6 s3 12
6
0 s5, s2, s7 s2 6 s5 12
1 s4,s6,s2,s3 s2 6 s3 12
2 s10, s3, s8, s9 s3 12 s8 24
7
0 s5, s2, s7 s2 6 s5 12
1 s2, s3, s7 s2 6 s3 12
2 s2, s3, s8 s2 6 s8 24
8
0 s5, s2, s7 s2 6 s5 12
1 s5, s2, s7, s9 s2 6 s9 30
2 s2, s8 s2 6 s8 24
9
0 s5, s7 s2 6 s7 18
1 s10, s2, s7 s2 6 s7 30
2 s10, s2, s3, s8 s2 6 s8 24
10
0 s2, s7 s2 6 s7 18
1 s5, s6, s3, s9 s3 12 s9 30
2 s2, s3, s8, s9 s2 6 s7 18
11
0 s2, s7 s2 6 s7 18
1 s3, s10 s3 12 s3 12
2 s2, s3, s7, s8 s2 6 s8 24
12
0 s6, s9 s6 18 s9 30
1 s3, s9 s3 12 s9 30
2 s2, s3, s8, s9 s2 6 s9 30
13
0 s6, s9 s6 18 s9 30
1 s3 s3 12 s3 12
2 s2, s3, s8 s2 6 s3 12
14
0 s6, s2, s7, s9 s2 6 s9 30
1 s3 s3 12 s3 12
2 s2, s3, s8 s2 6 s3 12
Table 2: Outcomes of the lens selection step: the best
combinations that satisfy Eq. (2) are grouped in the third
column; choices for best performance and accuracy are





NL Number of Lenses
Table 3: Legend for Table 2
To retrieve such combinations, the outcomes are ranked
for accuracy, then all combinations that satisfies Eq. (2) are
grouped and sorted this time based on performance, using
the total number of lenses used for the estimation.
µfj ,i < 1.5µmin,i (2)
Where µfj ,i is the mean of the error for the j-th combina-
tion and for virtual depth i and µmin,i is the minimum error
for virtual depth i achieved by any of the combinations.
The results reported in Table 2 show the difference be-
tween the lens types and their need of different combina-
tions in order to reach the highest accuracy.
The reported best combinations have similar outputs, so
other choices are also possible, based on particular scenes
or different parameters when acquiring or generating the
scene, or also introducing different constraints on errors or
maximum number of lenses. However, in our case we found
these combinations to be the best.
The idea we want to highlight here is the fact that ev-
ery lens, based on his focal type, could benefit a different
patch of lenses for the disparity estimation: moreover, as
the virtual depth increase, combinations that exploit lenses
with higher baseline seems to achieve more accurate esti-
mations.
Finally, it can be noticed that the different amount of blur
highly affect the estimation of disparity images: as also
found in [3], most of the lenses that will actually be used
belong to the same lens type of the central lens.
5. Storing the Lens Selection
Once we gathered the results of our simulation, we need
to store them in a way that allows us to use it in every next
execution of the software: many structures could be used
for this purpose, but our choice has fallen on a structure that
resemble the characteristics of a look up table, that allows
us to retrieve the best possible combination for each lens
and lens type.
5.1. Choice of the Structure
The look up table structure seems to be the best solution
is this case for different reasons, namely:
• Efficiency: once we have computed the initial guess,
the computational effort needed to retrieve the relative
position of the lenses of a particular combination from
a virtual depth value is only a fetching instruction
• Flexibility: using virtual depth we have a measure
that is scale-independent and the same structure can
be used for all subsequent acquisitions.
• Different choices available: depending on the spe-
cific task, the user may want a different outcome; if
quality of the results is the primary concern, the best
combination of available lenses is selected, but if the
operation to be performed has more speed constraint
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and need a quicker execution, a parameter controlling
the choice, changes the selection towards the quick-
est combination (i.e. the combination that uses lowest
number of lenses and still achieve an error lower than
a certain threshold)
5.2. Creation of the Structure
Based on these ideas, we created a structure that can
manage the trade-off between accuracy and performance,
storing both combination at the same time, and giving as
output only one of them when needed
Figure 7: Look up table structure, with an example of a
point with an initial guess of V Di, belonging to lens with
focal type 1, with parameter α optimized for accuracy.
The table has D levels, where D is the number of slices
in which we divide the space (in our case D = 13) that
have LT entries each, where LT is the number of lens types
present in the camera (in our case LT = 3): those entries
contain the relative combination of the lenses to be used for
the estimation, and a parameter α is used to select which
combination (most accurate or best performance) will be
used, as depicted in Fig. 7.
If this approach had to be adapted to a different type of
plenoptic camera, a simple change of the parameters would
be enough to use the same structure in any other case.
5.3. Runtime Execution
Assuming we have calibrated our camera and created the
look up table, we also create our internal mapping from dis-
parity to virtual depth values, knowing that the virtual depth
(V D) is proportional to the inverse of the disparity (d) as
shown in Eq. (1).
The execution at runtime is controlled by a simple
lookup: we feed as input three values, namely the virtual
depth (V D), the lens type (lt) and the parameter control-
ling the trade-off between accuracy and performances.
Figure 8: Graphic representation of the function that
controls the look up table.
The output of such function are the relative positions of
the lenses that should be used to achieve the best results
during disparity estimation.
6. Results
We show some results to evaluate the proposed approach
with respect to the state of the art technique; we use both
synthetic images with generated ground truth to get some
numerical value as an objective evaluation and real images
without ground truth as a visual subjective evaluation.
The achieved results show an improvement of the accu-
racy of the estimation in some problematic areas, namely
border of irregularly shaped objects, smooth textureless ar-
eas and fine structures, that are challenging for the task of
disparity estimation.
We moreover stress the fact that this improvement
is achieved without any additional computational efforts:
while the calibration step and the creation of look up ta-
ble is costly and time-consuming (but it has to be done only
once), at runtime execution the algorithm does not need to
compute any calculation and is able to choose the lenses to
be used with only a simple fetching instruction in the look
up table, resulting in an efficient approach.
Generally the selected combination use a high number of
comparisons because we are looking for an accurate dispar-
ity map, but due to the flexibility of the proposed approach
we can also change the orientation towards a more perfor-
mant approach changing the threshold value that creates the
different combination in the look up table, allowing the tar-
geting of different applications.
6.1. Real scenes
The reported images are excerpts of the full scenes from
Raytrix [17] and focus on certain details that we want to
focus on; we compare them with the previous method im-
plemented in [4] and with the results extracted from the
Raytrix RxLive software [18]: the parameters used to ob-
tain such disparity map per lens are tuned towards a more
dense result, that is not necessarily the best result, but it’s
important in our comparisons to highlight the areas where
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Computed with [4] Ours
Scene Avg. Std. Avg. Std.
Four Planes
Lens type 0 0.29 0.56 0.27 0.48
Lens type 1 0.26 0.44 0.23 0.33
Lens type 2 0.26 0.49 0.23 0.35
Platonic
Lens type 0 0.47 0.41 0.46 0.41
Lens type 1 0.44 0.40 0.42 0.40
Lens type 2 0.41 0.40 0.40 0.40
Tomb
Lens type 0 0.28 0.27 0.24 0.25
Lens type 1 0.27 0.25 0.23 0.23
Lens type 2 0.28 0.23 0.22 0.19
Table 4: Mean Error and Standard Deviation for the three
synthetic scenes. Values are expressed in pixels.
the estimation is most challenging, without the successive
filling algorithm.
The first scene, shown in Fig. 9, is the widely used Watch
scene and gives us a good example of how a different selec-
tion of the lenses can affect the final estimation of challeng-
ing areas, like the textureless background surface and the
textured plane, exhibiting a high level of noise that is re-
duced in our implementation, obtaining a more robust and
smooth estimation.
Second scene, Fig. 10, consists in a more challenging
outdoor scene, with a zoomed area relative to the left hand
of the girl in the front, where the improvement with respect
to the previous approach is quite small, but is possible to no-
tice how the small details that cannot be reconstructed with
enough reliability from the RxLive software are computed
with a high accuracy and detail.
Fig. 11 finally highlights the smoothness and robust-
ness of the estimation for detailed and highly textured areas,
where the precision is raised and the noise in the estimation
is almost removed.
6.2. Synthetic Scenes
The synthetic images consist in a fundamental step for
this kind of disparity per lens images: up to our knowledge,
no other methods were proposed to produce a numerical
output to measure accuracy of the final estimation.
The images are more trivial and do not yet reach the com-
plexity of a real scene: this is a task that we are currently
addressing for the future to extend our qualitative results,
but are still very helpful for evaluation purposes at the mo-
ment.
The scenes are part of the dataset developed in [10] and
available at the 4D Light field Benchmark website [15], but
due to our settings, they have different point of view and
disparity ranges.
The difference between the two estimations are not large
and can appear unclear at a first glance, but as is visible from
Table 4 our approach reduces slightly the error and obtains
a lower standard deviation, meaning the estimation is more
robust.
7. Conclusion
In this paper we tackled an issue common to multi-focus
plenoptic cameras that represent still an open problem: our
contribution is not only important in terms of positive qual-
ity of the results, but also in terms of the characteristics of
the approach.
It takes from the idea of training the camera to achieve
higher accuracy in the final outcomes, trading a computa-
tionally expensive lens selection phase to be done once al-
lowing a multiple times more efficient runtime execution,
that up to our knowledge was not proposed yet in terms of
lenses estimation.
This approach works in this specific environment due to
our assumption relative to an initial disparity guess and due
to the nature of the problem: the lens selection is performed
on the estimated distance in the z-axis of the point, without
relying on texture or color information, therefore the train-
ing step can be done on planes while the execution process
will most likely be done on different shapes without chang-
ing the outcomes.
Since in the last years these kind of camera are devel-
oping a high potential for different number of applications,
as pointed out by the recent introduction of the L16 Light
camera that exploit many different lenses with three differ-
ent focal lengths for enhanced photography, hence the lens
selection process is worth a further insight to exploit the full
potential of the cameras.
Secondly, we were able to provide some light field im-
ages for a numerical evaluation, a missing element in the
disparity per lens estimation field, where, as shown in [3]
and [4], apart from a really basic scene, only a visual evalu-
ation was possible.
We start to introduce new images and we look forward to
building a small dataset to allow different estimation tech-
niques to be compared.
Next step would be to focus on the comparison between
those lenses, trying to evaluate which would be the optimal





3D Model - Watch Disparity computed with pre-
vious approach [4]




Figure 9: Part of the Watch scene.
3D Model - Forest Disparity computed with pre-
vious approach [4]




Figure 10: Part of the Forest scene.
3D Model - Obstkorb Disparity computed with pre-
vious approach [4]




Figure 11: Part of the Obstkorb scene.




3D Scene - Four Planes Disparity computed with pre-
vious approach [4]
Disparity computed with our
approach
Ground Truth
Figure 12: The Four Planes scene.
3D Scene - Platonic Disparity computed with pre-
vious approach [4]
Disparity computed with our
approach
Ground Truth
Figure 13: Part of the Platonic Scene.
3D Scene - Tomb Disparity computed with pre-
vious approach [4]
Disparity computed with our
approach
Ground Truth
Figure 14: Part of the Tomb Scene.
The first scene (Four Planes) was produced by O.Fleischmann in [4].





Here we report more details about the generation of real
and synthetic scenes with ground truth data.
A.1. Real Scenes
The real scenes were captured using Raytrix cameras.
The 3D models and the disparity maps were extracted using
the RxLive4.0 software provided by Raytrix [17].
A.2. Generating Synthetic Data with Ground Truth
The generation of the ground truth is a more complex
process: since it’s not yet publicly available any dataset with
ground truth of disparity map per lens, evaluations is a chal-
lenging issue.
We provide ground truth images that simulates the im-
age acquisition, even though they are not completely the
same: the imaging process of Raytrix camera consists in
projecting the real world scene through the main lens to an
intermediate image in a virtual space, that stretches the rel-
ative depths and makes it easier to estimate larger dispari-
ties values. The particularity of their technique is that the
intermediate image is virtually projected behind the micro
lenses array, in a counter intuitive way not not possible to
reproduce with other cameras.
Our simulated images use the same idea, recreating the
situation where the a virtual micro lenses array see the in-
termediate image, but this image is in fact in front of the
array of micro lenses. The virtual depth of an image is thus
inverted, meaning that an object with a large virtual depth
would be close to the camera in a real image, and far away in
a synthetic generated image, but since we focus on the map-
ping from virtual depth to lenses combination, these images
fit perfectly our needs.
This idea was already exploited in [4] for a numerical
evaluation, we extended this to scenes that consist in real
benchmark for light field disparity estimation by recreating
them with our synthetic generation pipeline.
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[14] Lytro. https://www.lytro.com. 1
[15] University of Konstanz and Heidelberg Collaboratory
for Image Processing. http://hci-lightfield.iwr.uni-
heidelberg.de/, May 2017. 8, 10
[16] C. Perwaß and L. Wietzke. Single lens 3d-camera
with extended depth-of-field. In Proceedings of SPIE
- The International Society for Optical Engineering.
Addison-Wesley, February 2012. 2
[17] Raytrix. https://www.raytrix.de. 1, 7, 9, 11






The Plenoptic 2.0 Toolbox: Benchmarking of Depth Estima-
tion Methods for MLA-Based Focused Plenoptic Cameras
Luca Palmieri, Ron Op Het Veld and Reinhard Koch
Published in
2018 25th IEEE International Conference on Image Processing (ICIP) [PKV18]
DOI: 10.1109/ICIP.2018.8451073
76
THE PLENOPTIC 2.0 TOOLBOX: BENCHMARKING OF DEPTH ESTIMATION METHODS
FOR MLA-BASED FOCUSED PLENOPTIC CAMERAS
Luca Palmieri, Reinhard Koch ∗
Department of Computer Science
Kiel University, Germany
{lpa, rk}@informatik.uni-kiel.de





MLA-based focused plenoptic cameras, also called type 2.0
cameras, have advantages over type 1.0 plenoptic cameras,
because of their better inherent spatial image resolution and
their compromise between depth of focus and angular resolu-
tion. However, they are more difficult to process since they
require a depth estimation first to compute the all-in-focus
image from the raw MLA image data. Current toolboxes
for plenoptic cameras only support the type 1.0 cameras (like
Lytro) and cannot handle type 2.0 cameras (like Raytrix). In
addition, there is a lack of ground truth data and high qual-
ity benchmarking data for focussed plenoptic cameras. This
contribution will discuss the requirements for processing type
2.0 images and will supply the reader with an open-source
toolbox for comparing depth estimation methods. Different
depth-estimation methods for MLA-based imaging will be
available and an easy extension for other processing algo-
rithms like compression will be included. In addition, we will
supply benchmarking data of focused plenoptic cameras by
synthetic ground truth datasets and high-quality real images
captured under controlled conditions by Raytrix cameras.
Index Terms— Plenoptic, Lightfield, Multi-focus, Tool-
box, Dataset, Micro-Lens Array, Plenoptic 2.0, Raytrix
1. INTRODUCTION
The recent growth in lightfield technologies combined with
the latest research results has highlighted some major chal-
lenges within the lightfield community. From the definition
itself, what is called lightfield and how different subtypes can
be distinguished, to the evaluation of different approaches,
where a lack of adequate material is shown.
While for binocular stereo images several different datasets
covering a wide range of setup and applications have been
proposed, this is not the case for lightfield data. A recent
∗The work in this paper was funded from the European Unions Horizon
2020 research and innovation program under the Marie Sklodowska-Curie
grant agreement No 676401, European Training Network on Full Parallax
Imaging.
†The author performed the work while at Kiel University
analysis of stereo vision datasets in [1] takes 28 sets into con-
sideration, the most famous being Middlebury [2] and KITTI
[3], that alone reached more than 100 citation in the three
main conferences (CVPR, ICCV, ECCV) in 2016 [1].
Lightfield datasets increased in the last year and different
types of images are available, like synthetic images in [4], [5],
real images taken with Lytro cameras [6], [7], [8] and images
taken with a moving camera or an array of cameras in [9],
but they show some important limitations. Firstly, most come
without ground truth, as only [5] constitutes a real bench-
mark for numerical comparisons, and secondly they consist
of the same type of images, not taking into account all possi-
ble lightfield imagery.
None or little effort has been focused on creating a dataset
for plenoptic 2.0 images. Only one attempt was made in
[10] to use OpenGL to emulate camera behaviour to obtain
a plenoptic image of the Stanford Bunny, but no available
dataset was produced. Introduced in [11], multi-focus plenop-
tic cameras deliver another solution to the challenge of cap-
turing lightfield in a single shot, and especially now after the
discontinuation of Lytro cameras, they retain importance in
the plenoptic field.
2. PRIOR WORK AND CONTRIBUTION
Many approaches have been proposed for lightfield and its
several applications; it is therefore difficult and out of the
scope of this work to review the whole literature. The fo-
cus will be on depth estimation, core of several applications,
especially in the case of the plenoptic 2.0 cameras, because
it needs geometry estimation of the scene in order to use the
refocusing properties typical for lightfield acquired scenes.
Recently a combined effort of many scientists in the field
was made to evaluate and analyze different depth estimation
approaches using the same dataset [12]. The chosen dataset,
created with a Blender plug-in to render lightfield scenes, was
based on the images acquired with plenoptic 1.0 cameras and
consisted of 9x9 views. Other types of lightfields were not
taken into consideration.
The works focusing on the plenoptic 2.0 cameras ranges
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from calibration, [13], [14], [15], to spatial resolution in [16]
to depth estimation. Dense depth maps were achieved through
stereo matching in [17], while in [18] feature matching is used
to obtain sparse depth maps that are successively filled. Re-
cent works focus on optimization or mixing of lens pattern
selections and the creation of synthetic images, either with
Blender or OpenGl, as in [19] and [10].
Therefore our work addresses the challenge and provides
a tool for multi-focus plenoptic cameras to contribute to the
research of different lightfield acquisition methodologies.
The contribution of this work is twofold:
1. It provides a toolbox for plenoptic 2.0 images, that con-
tains the first available dataset of such images, con-
sisting of both real images taken with Raytrix cameras
(where raw and processed images are available along
with a configuration file) and synthetic images with rel-
ative ground truth and a completely open-source repos-
itory with the code used to work on these images;
2. It evaluates different methods to estimate depth from
these kind of images using both synthethic numerical
evaluation purposes and real images.
3. THE PLENOPTIC TOOLBOX
The Plenoptic Toolbox consists of open-source code that al-
lows the development of several applications using plenop-
tic 2.0 images. All the source code is available online at the
GitHub page [20], in the python language, for research pur-
poses.
The provided code uses a dictionary to load and store the
micro-images with their parameters. This allows for an effi-
cient utilization and offers the flexibility to develop new meth-
ods and applications without the need of a new implementa-
tions.
3.1. The Dataset
Given the challenges related to the acquisition and the us-
age of multi-focus plenoptic cameras, few reliable images are
available online: our work provides the first online database
of plenoptic 2.0 images, taken with different cameras to guar-
antee a homogeneous distribution.
At the time of this publication, Raytrix R29 and R42 cam-
eras were chosen because of their higher quality of the pic-
tures. All pictures were taken under controlled conditions.
The creation of the dataset followed the plan to present
different challenges in the depth estimation: as it’s possible
to see in the supplementary material, the acquired images
present white background and thus textureless regions as in
Cards or Cars, as well as textured background in University
or Dragon, different types of specularities in Specular, fine
and detailed structures in Hawaii, and slopes with texture for
an easier matching in Dixit.
Along with the real images, a set of synthetic images is
provided: they were created using Blender to emulate the
micro-lens array grid, therefore in an ideal condition. No dis-
tortion have been applied, and they all have the corresponding
ground truth.
The multi-focus properties of the cameras are also taken
into account in the generation of the synthtetic images, deliv-
ering micro-images with different amount of blur according
to their focal lengths, to be as close as possible to the real
scenes.
4. BENCHMARKING OF DEPTH ESTIMATION
Due to their recent introduction, there are not many technique
forming the state-of-the-art for depth estimation on plenoptic
2.0 images. As a start, work from [19] and [17] is used, where
depth is computed by stereo matching the micro-images using
the well known semi-global matching method.
Five different similarity measures to compute the cost vol-
ume are analyzed: Absolute Difference (AD), Squared Differ-
ence (SD), Census, Gradient with AD and Normalized Cross
Correlation. These measures are widely used and constitutes
the basis for state-of-the-art methods, as in [22] where a learn-
ing approach is used to choose the best matching costs.
The existing overviews are mainly referred to binocular
stereo [23] and does not take into account neither the multi-
view case or the nature of small micro-images, thus our eval-
uation extends these works for plenoptic images.
4.1. Evaluation
The evaluation procedure is divided into two parts, because of
the nature of the different images. For the real images, only
a visual subjective comparison can be made, as already high-
lighted in [18], due to the lack of ground truth. We provide
some visual comparison between the different methods (more
in the supplementary material) and a general overview.
In the case of synthetic images it’s possible to analyze
more in detail the results. Following the Middlebury stereo
vision benchmark [2] and the latest works in this field as [5],
[12] and [24], the most representative criteria for depth esti-
mation classification has been reproduced.
The criteria to be used for benchmarking were chosen
based on their significance. For example, with respect to
binocular stereo vision, plenoptic 2.0 images present special
properties: such images do not suffer from occlusion prob-
lem, so this criterium, of large importance in the stereo case,
was discarded for our benchmark.
The errors have been calculated under the form of:
• Number of pixels that show a disparity error larger than
ε, with ε ∈ [0, 2] are estimated. As a reference the two
values for ε = 1, 2 are chosen, like the socalled bad 1.0




Synthetic Image: Alley CENSUS AD NCC GRAD SD
Real Image: Plant
Synthetic Image: Vinyl
Fig. 1. Samples of images from the dataset with their respective estimated depth maps. First row: real images taken with R29
Raytrix camera, along with an excerpt of their depth map estimated using the similarity measures above described. Second
row: synthetic images generated with Blender, along with their depth maps. The ground truth is not shown here. AD = absolute
difference. NCC = normalized cross correlation. GRAD = gradient. SD = squared difference. Please refer to the colored version
for a better visualization. Images are visible in the supplementary material and available at [21].










• Bumpiness measurement, that accounts for smoothness
of estimation, using the formula from [5], changing the





min(Bthresh, |di,j − gti,j |)
|I| (2)
where in the presented results Bthresh = 0.25, di,j
and gi,j represent respectively disparity estimated and
ground truth at the i and j pixel, and I indicates the
circle-shaped micro-image that is used for the calcula-
tions.
• Errors around depth discontinuities, similar to the cri-
terium used in [24]. The image is divided into two
parts, where one contains the pixels around edges in
the disparity maps and the other one the rest. The edges
were obtained through the OpenCV implementation of
the Canny algorithm followed by a dilation operation to
obtain the area around it (one pixel per side).
4.2. Results on Real Images
In this section some of the results are shown to back up the
general considerations. Because of the limitations of syn-
thetic images, real images still provide for a more challenging
task, having to deal with physical lenses and sensors. More-
over, the variety of the scenes that can be captured allow the
testing of the algorithms for different purposes, targeting spe-
cific issues.
The results show that the current algorithm, independently
from the similarity measure chosen, fails in reconstructing
large textureless surfaces. For this reason, two different sets
of images were acquired: one with white textureless back-
ground, where the algorithm shows low quality results, and
one with textured background, where it delivers robust esti-
mation. This happens because of the local approach used and
can be improved by choosing a global solution or by apply-
ing a post processing refinement step, for example a filling
algorithm. This will be addressed in future research.
The similarity measures analyzed show quite some dif-
ference in the analyzed images. The AD and CENSUS ob-
tain satisfactory results and high quality depths in textured
scenes, while NCC shows alternate performances depending
on the scene and large error that affect the whole image, so
that its usage can be considered mainly in combination with
other simlarity measure. The depth maps obtained with SD




Fig. 2. The different criteria used for evaluation. Some of the values have been scaled for visualization purposes. BadPix1,2
= Percentage of pixels which error exceeds 1,2 pixels. Average Error = Average of the absolute error in pixel. MSE = Mean
squared Error. Bumpiness = Bumpiness measure taken from [5]. ..Disc = .. Around depth discontinuities. ..Smooth = .. Around
smooth areas (not considered depth discontinuities.) Please refer to the colored version for a better visualization.
Fig. 3. For each similarity measure, the percentage of correctly estimated pixel on the synthetic scenes is plotted for the
increasing error’s thresholds on the x-axis. Please refer to the colored version for a better visualization.
4.3. Results on Synthetic Images
The synthetic images were analyzed on the above defined
criteria: AD and CENSUS are the methods who achieve an
overall higher quality, with NCC that shows some interest-
ing characteristics and Gradient and SD that fail larger areas.
On the average error measure and the Bad Pixel 1.0 / 2.0, the
AD and CENSUS outperforms the other methods and achieve
comparable results. Almost same case in the Mean Squared
Error apart from a higher value for NCC. NCC has lower per-
formances in the Bad Pixel 1.0 and 2.0, showing the highest
number of errors with large value. In the Bumpiness criterium
AD, CENSUS and NCC reach the same level and SD and
GRAD have weaker performances.
The last criteria, indicating the number of erroneous pix-
els around depth discontinuities and in smoother areas, give a
reference about the robustness of the estimation: NCC, for ex-
ample, obtains a good score in the discontinuities areas, while
performing poorly on smooth surfaces. Apart from the NCC
case, the errors confirm that depth discontinuities are still the
most challenging parts. This might be emphasized by the ap-
proach that does not include a refinement step for accurate
reconstruction of fine structures.
Fig. 3 shows the behaviour of the number of correct pixels
varying the error threshold. As expected, AD and CENSUS
reach higher levels. The estimation using NCC has an unex-
pected curve: for low thresholds it maintains same level of
AD and CENSUS, but makes higher amount of larger errors,
resulting to lower performances in most of the measurements.
This suggests that a combination of NCC with other measure-
ments based on its confidence could lead to improvements.
5. CONCLUSION
The presented work extends the benchmarking for stereo vi-
sion to the plenoptic 2.0 images. It contributes to the devel-
opment and spreading of such technologies, providing an im-
portant tool for future research; moreover, it makes available
a dataset of images that is, up to our knowledge, the first of its
kind. The dataset is meant to be continuously updated with
new images for specific purposes and increasing difficulties.
This will not only allow an easier comparison of differ-
ent methodologies of disparity estimation techniques, but also
push other possible applications: in this direction, the next
step will be to develop novel approaches for compression of
such images.
Lastly, we provide a first version of plenoptic 2.0 bench-
mark, where different similarity measures are compared.
Even though at the current state-of-the-art the changes are
quite simple, it is to be seen as standard for an easy compari-
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ABSTRACT
The capturing of angular and spatial information of the
scene using single camera is made possible by new emerg-
ing technology referred to as plenoptic camera. Both angular
and spatial information, enable various post-processing appli-
cations, e.g. refocusing, synthetic aperture, super-resolution,
and 3D scene reconstruction. In the past, multiple traditional
cameras were used to capture the angular and spatial informa-
tion of the scene. However, recently with the advancement in
optical technology, plenoptic cameras have been introduced
to capture the scene information. In a plenoptic camera, a
lenslet array is placed between the main lens and the image
sensor that allows multiplexing of the spatial and angular in-
formation onto a single image, also referred to as plenoptic
image. The placement of the lenslet array relative to the main
lens and the image sensor, results in two different optical de-
signs of a plenoptic camera, also referred to as plenoptic 1.0
and plenoptic 2.0. In this work, we present a novel dataset
captured with plenoptic 1.0 (Lytro Illum) and plenoptic 2.0
(Raytrix R29) cameras for the same scenes under the same
conditions. The dataset provides the benchmark contents for
various research and development activities for plenoptic im-
ages.
Index Terms— Plenoptic, Light-field, Dataset
1. INTRODUCTION
The seven-dimensional (7D) plenoptic function completely
represents the light information within an observable space
[1]. In the observable space, each light ray has a spatial posi-
tion (3D), a direction (2D), a time instant (1D), and a wave-
length that reflects the color (1D) information. However, the
present technology has physical limitation to capture a light
field using the 7D plenoptic function. In order to reduce the
dimensions of the plenoptic function, a set of constraints are
used for the scene. The time information is not required when
the scene is assumed static. The wavelength is sampled us-
ing RGB channels, the wavelength parameter is constant for
each color channel and can be omitted in the representation.
Finally, an occluder free scene makes it possible to capture
the incoming light rays onto a 2D plane instead of capturing
light ray at each point of the space. Hence, the 7D plenop-
tic function is reduced to 4D when fixing the other parame-
ters [2] and the captured spatial and angular information of
the scene is referred to as light field (LF). The additional an-
gular information has high significance since it enables var-
ious post-processing application, e.g. 3D scene reconstruc-
tion, refocusing at different depth planes, synthetic aperture,
and digital zoom.
In order to record spatial and angular information, mul-
tiple traditional cameras have been mounted on a camera rig
and scene is captured at a single time instant, e.g. in [2]. The
light field captured with a multi-camera system is referred
to as sparsely sampled light field, and the pursuit of having
densely sampled light field introduces a new camera technol-
ogy. The spatial and angular information of the scene is cap-
tured in the latter case using a single camera, also referred to
as plenoptic camera. The idea of plenoptic capture was first
introduced by Gabriel Lippmann in 1908 [3]. However, in
2006 the first commercial model was introduced by Ren Ng
at Lytro [4]. In plenoptic camera, a lenslet array is introduced
between main lens and image sensor that multiplex angular
and spatial information onto a single image. Each microlens
captures one position and multiple angular information and
the model is referred to as plenoptic 1.0. In 2009, another
version of the plenoptic camera also referred to as plenoptic
2.0 was proposed [5] with a slight change in optical design.
Each micro-lens for such a plenoptic 2.0 camera captures a
mixture of spatial and angular information of the scene. In
2012, based on plenoptic 2.0 camera model, Raytrix has in-
troduced multi-focus plenoptic camera [6]. Micro-lenses with
three different focal lengths were used to increase the depth
of field of the captured LF.
Light field datasets are available online with different
characteristics. Early contributions used multiple cameras as
in [7] and [8], while more recent datasets contain LF images
captured using the Lytro camera, as in [9], [10] and [11] for
general light field processing applications. A dataset consists
of synthetic contents [12] was also used as a benchmark for
depth estimation schemes.
In recent past, plenoptic image processing has gained
significant attention from the research community. Various
competitions for plenoptic image compression were orga-
nized [13, 14] and also novel methods related to 3D scene




However, in most of the experiments plenoptic images cap-
tured with the Lytro camera were used due to the availability
of Lytro datasets [9, 10]. In this paper, we present a novel
dataset where the same scene under the same conditions was
captured using Plenoptic 1.0 and Plenoptic 2.0, providing
benchmark contents for LF applications and algorithms. The
rest of the paper is organized as follows. The basic func-
tionality of a plenoptic camera is explained in section 2. In
section 3, the experimental setup is presented, and section
4 reports the contents of the dataset. The presented work is
concluded in section 5.
2. THE PLENOPTIC CAMERA
2.1. Plenoptic camera 1.0
The plenoptic camera 1.0 has a micro-lens array (MLA) at the
focal plane of the main lens as shown in Fig.1. The image be-
hind each micro-lens contains the information about only one
spatial point. The pixels in such a micro-lens image contain
the angular information for the light passing this spatial posi-
tion. The number of pixels in the micro-lens image defines the
angular resolution, i.e. the number of different view points.
The spatial resolution of the captured LF is determined by the
number of micro-lenses.
Fig. 1: A schematic configuration of the Plenoptic 1.0 cam-
era: the MLA is placed at the focal plane of the main lens,
and image sensor is placed at distance fMLA(focal length of
micro-lens). A point p is seen only from one micro-lens. The





2.2. Plenoptic camera 2.0
In plenoptic camera 2.0, the micro-lens array is focused onto
the image plane of the main lens as shown in Fig.2. Each
micro-lens records a part of the scene so that a point is visible
across multiple micro-lenses from slightly different perspec-
tives, generating micro-images with overlapping areas. The
trade-off between the spatial and the angular resolution de-
pends on the overlap between micro-images: lower overlap
results in larger spatial resolution and vice versa.
Fig. 2: A schematic configuration of the Plenoptic 2.0 cam-
era: the MLA is focused on the focal plane of the main camera
lens. A point p is seen by many micro-lenses. The parameters





The multi-focus plenoptic camera produced by the Raytrix
has an additional characteristic: the MLA contains three dif-
ferent lens types with different focal length. This extends the
depth-of-field of the captured LF, but introduces other chal-
lenges in the manipulation of such images: each micro-image
shows a different amount of defocus blur based on the depth
of the scene.
3. EXPERIMENTAL SETUP
The dataset is captured using two different plenoptic cameras:
Illum from Lytro and R29 from Raytrix. The former follows
the plenoptic 1.0 model and the latter follows the plenoptic
2.0 model. Fig.3 shows a zoomed area of the scene captured
with Illum and R29 cameras. The scenes selected for the
dataset were captured under controlled conditions. Instead
of using the natural light source, the scenes were captured in
a closed room with two movable light sources. The cameras
were mounted onto a multi-camera rig that was mechanically
controlled to move the cameras with millimeter precision as
shown in Fig.4. In this way, both cameras captured the scene
from the same view point.
The R29 camera was selected as a reference and parame-
ters of the Illum camera were adjusted accordingly. The focal
distance of 0.8 meters was used to capture the dataset. Later
on, zoom of the Illum camera was adjusted to match the field
of view of the R29 camera. However, the Illum camera has
a slightly higher vertical field of view compared to the R29
camera. In the R29 camera, the aperture size was adjusted
according to the size of micro-lens aperture ( f8 in our case).
The ISO parameter is also fixed in the R29 camera and only
the shutter speed was adjusted to account for the exposure.
The Illum camera has fixed aperture size ( f2 ) and the expo-
sure was adjusted using ISO and shutter speed. To achieve
the best quality in the captured images, the minimum ISO





Fig. 3: A close up of the same scene captured by Lytro Illum
and Raytrix R29 cameras, respectively top left and top right.
Fig. 4: The experimental setup used for capturing the pro-
posed dataset. The Lytro Illum and Raytrix R29 plenoptic
cameras were used to capture he same scene from same view
point.
was manually adjusted with respect to each scene.
4. THE PLENOPTIC DATASET
The captured dataset is made publically available [17] for re-
search community to design, test and benchmark various LF
image processing algorithms. The dataset contains 31 LF im-
ages, captured with two different plenoptic cameras. A subset
of LF images captured with Lytro Illum camera are shown in
Fig.5 and their corresponding images captured with Ratyrix
R29 camera are shown in Fig.6. Keeping in view the content
requirements for various applications, the dataset is captured
in such a way that LF images inherit specific properties, e.g.
different colors, objects at different depths, texture, shapes,
and occlusion.
4.1. Lytro
The Lytro camera provides a calibration data file that con-
tains the white image database along with camera specific
information. The white image database is pre-computed by
the manufacturer for each camera. Each white image corre-
sponds to single zoom step and focus step setting. The white
image is used in pre-processing stage, e.g. devignetting. The
Lytro camera stores plenoptic image in Light field Raw (LFR)
format. The captured LFR images can be processed using
Matlab Lytro toolbox [18] to perform demosaicing and de-
vignetting. Moreover, the processed plenoptic image can be
converted into sub-aperture representation.
4.2. Raytrix
The Raytrix application RxLive 4.1 [19] is used to capture the
LF images. For each LF image the Raytrix dataset contains
a calibration file (provide information about Raytrix camera
parameters), a raw LF image (without debayering and demo-
saicing), a processed LF image (after debayering and demo-
saicing) and a total focus image.
5. CONCLUSION
The paper presents a novel and publicly available plenoptic
image dataset. Each scene was captured by using two dif-
ferent plenoptic cameras, namely Illum from Lytro (based on
plenoptic 1.0 model) and R29 from Raytrix (based on plenop-
tic 2.0 model). Both cameras were mounted onto a mechan-
ically driven rig with millimeter precision and scenes were
captured from a single view point. The captured LF images
inherit various properties, e.g. objects at different depths, dif-
ferent colors, texture, shapes, and occlusions. The presented
dataset provides benchmark contents for LF image process-
ing algorithms, e.g. disparity estimation, compression, wa-
ter marking, segmentation and etc. The detailed information
about the presented dataset is available at [17].
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ABSTRACT
Plenoptic cameras enable the capturing of spatial as well as an-
gular color information which can be used for various applica-
tions among which are image refocusing and depth calculations.
However, these cameras are expensive and research in this area
currently lacks data for ground truth comparisons. In this work
we describe a flexible, easy-to-use Blender model for the different
plenoptic camera types which is on the one hand able to provide
the ground truth data for research and on the other hand allows an
inexpensive assessment of the cameras usefulness for the desired
applications. Furthermore we show that the rendering results ex-
hibit the same image degradation effects as real cameras and make
our simulation publicly available.
Index Terms — Light Field, Plenoptic Camera, Simulation,
Blender
1. INTRODUCTION
Tracing back to the ideas of Lippmann [1] and Ives [2] the concept
of capturing light fields with a single camera has regained interest
during the past decade due to its commercially available realiza-
tions in the form of plenoptic cameras by Lytro [3] and Raytrix
[4]. Depending on the model, these cameras can be rather expen-
sive, thus an accurate simulation of plenoptic cameras could en-
able a cheap and uncomplicated assessment of the usefulness for
different applications. Furthermore, major parts of the research re-
lated to plenoptic cameras are focused on the their calibration and
the reconstruction of depth images as well as color images with a
modified depth of field (DoF) or altered viewpoint. These would
greatly benefit from realistic, simulated ground truth data. How-
ever, the simulation of realistic plenoptic camera data is non-trivial
due to the setup of these cameras. The basic concept of the two
types of plenoptic cameras shown in Fig. 1 and Fig. 2 is the use of
a microlens array (MLA) between a conventional camera’s main
lens and its image sensor in order to capture not only position de-
pendent but also view angle dependent information. Accordingly
every light ray that reaches the sensor of a plenoptic camera has
passed through the main lens system and one microlens and thus
is affected by the properties of both.
While several related works on light field imaging focus on camera
array data, the works that actually include or explicitly describe
the simulation of plenoptic cameras usually ignore some part of
the multi-lens setup leading to unrealistically perfect data. Fleis-
chmann et al. [5] synthesize plenoptic camera data without using
a main lens, thus reducing the setup to a simple multi-camera ar-
ray. Zhang et al. [6] and Liang et al. [7] use a simplified thin main
lens, which does not lead to the degradation effects visible in real
images, and Liu et al. [8] require the captured scene objects to be
at an unrealistically large distance from the camera. In addition
most of these previous works use forward ray tracing and restrict
themselves to scene objects with simple geometries and Lamber-
tian surfaces.
Figure 1: Plenoptic 1.0 camera as introduced by Adelson and
Wang [10] and implemented by Ng [11]: The MLA is focused






the scene point p is seen by multi-
ple pixels of the microlens image I3 from slightly different angles.
These pixels, however, also see a certain area around p as exem-
plarily shown for the pixel q, which results in a high angular but
low spatial resolution [12].
Figure 2: Plenoptic 2.0 camera as introduced by Lumsdaine and
Georgiev [13]: The MLA is focused on the virtual image of the






for the main lens as well as the
microlenses, the scene point p is seen by multiple microlenses, but
only one pixel per microlens image. This results in higher spatial
but lower angular resolution compared to plenoptic 1.0 cameras
[12].
Our contribution is a physically-based simulation of plenoptic 1.0
and 2.0 cameras in Blender [9] which includes a realistic model of
the main lens as well as a configurable MLA and is made publicly
available1. Furthermore we analyze our synthesized images and
show that these exhibit similar geometric and photometric degra-
dation effects as images from Raytrix or Lytro cameras.
2. LENS EFFECTS IN PLENOPTIC CAMERAS
In this section we will give a description of the photometric and
geometric degradation effects in plenoptic cameras. Due to the
1https://github.com/Arne-Petersen/Plenoptic-Simulation
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Figure 3: Vignetting effects: The left picture shows a heavily con-
trast enhanced image from a Raytrix R29 capturing an evenly il-
luminated white plane. Bright and dark spots are a result of mi-
crolens imperfections or dust particles on the MLA in combination
with the contrast enhancement. The right pictures are unaltered
sections of the original image showing the effect of the main lens
aperture on the microlens images.
combination of the main and microlenses the effects that are ob-
servable in standard cameras are also present in plenoptic cameras,
but have a different impact on the image quality. In the following
we list major degradation effects and the problems arising in syn-
thesizing them after rendering a defect-free multi-camera image
without explicitly modeling the lenses of a plenoptic camera.
Radial distortion affects the main lens as well as the microlenses.
However, the radial distortion of the microlenses is neither signif-
icant, because of the low resolution of the microlens images, nor
efficient to handle due to the high number of microlenses. On the
contrary, the radial distortion of the main lens plays a significant
role in the plenoptic imaging process [14]. Synthesizing this effect
via a simple inverse application of the radial distortion polynomial
would result in a shift of the microlens images on the sensor lead-
ing to incorrect correspondences between a microlens area on the
sensor and its image position.
Vignetting in the final image results from the addition of vignetting
effects from the main lens and microlenses as shown in Fig. 3. The
main lens vignetting, influenced by its aperture, does not only af-
fect the amount of light reaching the microlenses, it also defines
the shape of a microlens image. Furthermore, with increasing dis-
tance from the main lens optical axis, the microlens images are cut
off to one side (compare Fig. 3) due to a limited exit pupil. These
effects of the main lens vignetting are further amplified by the mi-
crolens aperture which causes additional vignetting. Despite the
correction of this vignetting being simple via classical white im-
age division [15], the complexity of the combined effect poses a
problem for the feasibility of its synthesis. In order to generate
the correct vignetting for a certain camera configuration a com-
plex model is needed taking into account the main lens aperture
configuration as well as the microlens position with respect to the
main lens optical axis.
Depth distortion describes the influence of the microlens distance
to the main lens optical axis on depth reconstruction algorithms.
With increasing distance the depth error increases as a result of the
so-called Petzval field curvature [14]. In order to synthesize this
effect in a perfect image for a certain objective a model similar to
the radial distortion has to be applied. This however requires pre-
cise knowledge on the Petzval field curvature of the given lenses.
Coma and astigmatism are further effects which, like the Petzval
field curvature, can influence the focal properties of the lens and
thereby the depth reconstruction. Using modern objectives their
effects on the final image are usually negligible and accordingly
Figure 4: Overview of our plenoptic camera model in Blender in-
cluding a comparison of real geometry (green) and the approxima-
tion in Blender (black). The blue lines show exemplary paths for
rays casted from a camera pixel into the scene, i.e. the resulting
color value of each ray is a sample value for the starting pixel.
it is only necessary to synthesize these effects if the main lens is
known to exhibit a significant amount of these distortions. Then,
however, the synthesis poses the same problem as the Petzval field
curvature, namely the necessity of measuring these effects in or-
der to build a precise distortion model.
Apart from these degradation effects the main lens also alters the
scene geometry seen by the MLA. The virtual scene, given by
projecting the real scene through the main lens, is a non-linearly
scaled version of the real scene. While the geometry of the virtual
scene could approximately be calculated by applying the thin or
thick lens equation to the real scene, the textures and especially
the lighting are hard to synthesize since straight rays of the real
scene, as usually used in ray tracing applications, are projected to
curves in the virtual image. Accordingly the use of a main lens
model significantly reduces the complexity of the virtual scene
formation.
Further types of degradation are given by the imperfections of real
cameras such as lens material defects, dead pixels, inaccurately
mounted objectives or simply dust particles on lenses or sensors.
Depending on the extent of the defect or inaccuracy the effect
ranges from the degradation of single microlenses (see Fig. 3) to
complex caustics or a tangential distortion of the whole image due
to a main lens tilt. Like most of the previously mentioned effects,
these can also be synthesized with varying expenditure. Neverthe-
less, a combination of all or a subset of these effects would require
several and in some combinations even more complex distortion
models since some of the effects depend on each other. Therefore
the easiest solution to overcome the necessity of unfeasible dis-
tortion models is the direct use of accurately modeled main and
microlenses as described in the following section.
3. BLENDER MODELING
The use of Blender for modeling a plenoptic camera has several
advantages. As a free and widely used software it enables ev-
ery interested person to easily create realistic images by using the
implemented Cycles render engine. This renderer is physically-
based and supports different path tracing variants which allow ob-
ject models with refractive materials to exhibit nearly the same
effects as their real pendants. Therefore Blender is not only suit-
able to simulate multiple lenses but, in contrast to previous works’
simulations, also allows the use of complex scenes including non-
Lambertian and refractive materials as well as complex lighting
6.4. Publication 4
89
setups. However, Blender also has some limitations regarding the
overall number of vertices and minimal correctly simulatable size
of objects and distances between them, posing different challenges
for the modeling of a plenoptic camera.
While the objective’s lenses can theoretically be modeled as sphere
intersections, the limitation in the number of vertices leads to lens
models with only approximately round surfaces. When such a
model and its surface normals are used for the rendering, the fi-
nal image shows triangle shaped artifacts resulting from the dis-
cretization of the surface and its normals. However, since the cor-
rect lens geometry can be seen as a combination of the approx-
imating 3D model and additional thin lenses added to its surface
(see Fig. 4), it suffices to only calculate the correct surface normals
in order to simulate the expected lens behavior. A geometry cor-
rection is not necessary because thin lenses can be approximated
by simple refracting planes. In other words, slightly incorrect sur-
face normals distort the projection of rays through lenses signif-
icantly more than marginal surface displacements. Therefore we
simply use the lens models material shader to calculate the correct
surface normals and overcome this discretization issue.
In addition to the lenses and the objective’s aperture we add an-
other aperture at the objective’s exit (see Fig. 4) to simulate the
limited exit pupil as discussed in the context of vignetting.
Since the microlens effects are mostly negligible compared to the
main lens effects it seems natural to render each microlens im-
age separately by using the internal Blender camera and shifting it
to the next microlens position afterwards. However, the possible
Blender camera settings are bounded below in respect of focal dis-
tance, sensor size and DoF values. This leads to a restricted MLA
configuration and e.g. prevents realistic results when the MLA
is placed between the main lens and the virtual image which is a
common setup for plenoptic 2.0 cameras. Therefore it is necessary
to explicitly model the MLA as well as the image sensor. Because
of the limitation regarding the total number of vertices it is impos-
sible for the microlenses to be realistically modeled since MLAs
usually consist of up to 2 · 105 microlenses each of which would
need a smooth, round surface. Since we are mainly interested in
creating microlens models with the correct focal length, we can
use the lensmaker’s equation, which states the exact relation be-
tween focal length, radius of the front surface of the microlens and
the IOR, in order to find a simpler MLA model. For a lens with
IOR n, front surface curvature radius R1, a small thickness d ≈ 0

















Accordingly, the same focal length f can be achieved with ev-
ery thin lens satisfying R1/(n − 1) = f , especially lenses with
nearly flat front surfaces and high IOR. As previously mentioned,
the normals and index of refraction (IOR) are more important for
the correct refraction of a ray than the exact surface geometry.
Therefore a microlens with a nearly flat front surface can be ap-
proximated by a flat lens with recalculated normals. Hence we
use a simple two plane model with high IOR for the MLA and
calculate the correct normals for the nearly flat lenses in the MLA
model’s material shader. Furthermore, we mask the back surface
of the MLA to simulate the microlens apertures (compare Fig. 4).
Finally the image sensor of the plenoptic camera is simulated as
a combination of a simple plane equipped with a refractive shader
and an orthographic Blender camera which is viewing the plane
and is rendered via backwards path tracing as implemented in Cy-
cles. While a real camera sensor pixel has a certain FOV and
collects light from this range of directions, a perfectly refractive
Figure 5: Top: A scene containing the Stanford bunny, a text plane
and the Blender monkey rendered via our plenoptic 2.0 camera
model. Bottom: Comparison of a finely structured scene part ren-
dered via the plenoptic 2.0 (left) and 1.0 (right) model.
plane refracts a camera viewing ray into only one exact direction
and therefore the corresponding orthographic camera pixel only
sees a fraction of the light reaching the sensor plane. Thus, rough-
ness is added to the refraction shader in order to allow the camera
viewing rays for one pixel to be refracted randomly within a range
of slightly different directions and therefore accumulating a real-
istic amount of light.
4. EVALUATION
For our tests we constructed a 100mm objective according to the
double Gaussian lens model described in [16]. Furthermore we
used microlenses with a focal length of 2mm and a diameter of
0.217mm. For the plenoptic 2.0 camera setup, the MLA distance
to the objectives center was set to 123.3mm and the distance be-
tween MLA and sensor plane to 1.7mm. Consequently the mi-
crolens focal points are located slightly behind the sensor plane or,
from a different point of view, the MLA is not focused at infinity
but to a distance of 11.33mm according to the thin lens equation.
For the plenoptic 1.0 setup the sensor plane is placed exactly 2mm
behind the MLA, thus setting its focal distance to infinity.
Here we would like to remark, that our results slightly differ from
the images captured with real Raytrix cameras as shown in Fig. 3
since we only use one microlens type and the modeled objective is
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Figure 6: Cutout of a plenoptic 1.0 rendering and the correspond-
ing section of one sub-aperture image.
Figure 7: Vignetting effects in microlens images resulting from
differently shaped (12-blade, 6-blade and star-shaped) main lens
apertures and a limited exit pupil.
not equal to the real 100mm objective used for capturing that im-
age. Moreover the extent to which the previously discussed effects
are observable heavily depends on the objective. In our case the
modeled objective exhibits radial as well as depth distortion to an
extent that is only measurable but has nearly no visible effect on
the renderings. These distortions, however, are inherent properties
of lenses simulated via ray tracing thus there is no need for further
validation regarding this aspect. Nevertheless, the rendering re-
sults show some other effects that are not only measurable but
also clearly visible. As shown in Fig. 5, the renderings from the
different plenoptic camera types exhibit the expected differences
with respect to the trade-off between angular and spatial resolu-
tion for objects at a distance a that approximately satisfies the thin
lens equation as shown in Fig. 1 and Fig. 2. While the plenoptic
2.0 images preserve fine details of the scene, the corresponding
plenoptic 1.0 microlens images show a significant higher amount
of blur. These correct imaging properties regarding the geometry
can be further verified by the sub-aperture images (as exemplarily
shown in Fig. 6) which exhibit the expected occlusion and reflec-
tion behavior. Here, due to the limited space, we refer the reader
to our aforementioned repository, where additional renderings are
available that show these effects.
Finally, the expected vignetting is also clearly observable. The
rendered images show the main lens vignetting in regards of de-
creasing brightness towards the sensor edges (see Fig. 5) as well
as regarding the shape and cut-off effect of the single microlens
images (see Fig. 7).
5. CONCLUSION
While our model simulates plenoptic camera data quite realisti-
cally, there is still some room for improvement. Images of real
(plenoptic) cameras exhibit chromatic aberrations and artifacts re-
lated to debayering as well as imperfections in the microlenses.
Furthermore a variety of different main lens models could be im-
plemented in order to simulate more complex and more recent
objectives than the simple double Gaussian lens model we used.
Nevertheless, with our simulation we present a useful basis for
future research that already covers the majority of the otherwise
hard to synthesize effects.
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Abstract: Light field technologies have seen a rise in recent years and microscopy is a field where such
technology has had a deep impact. The possibility to provide spatial and angular information at the
same time and in a single shot brings several advantages and allows for new applications. A common
goal in these applications is the calculation of a depth map to reconstruct the three-dimensional
geometry of the scene. Many approaches are applicable, but most of them cannot achieve high
accuracy because of the nature of such images: biological samples are usually poor in features and do
not exhibit sharp colors like natural scene. Due to such conditions, standard approaches result in
noisy depth maps. In this work, a robust approach is proposed where accurate depth maps can be
produced exploiting the information recorded in the light field, in particular, images produced with
Fourier integral Microscope. The proposed approach can be divided into three main parts. Initially,
it creates two cost volumes using different focal cues, namely correspondences and defocus. Secondly,
it applies filtering methods that exploit multi-scale and super-pixels cost aggregation to reduce noise
and enhance the accuracy. Finally, it merges the two cost volumes and extracts a depth map through
multi-label optimization.
Keywords: depth estimation; light field; microscope; stereo matching; defocus
1. Introduction
Light field microscopy was first introduced at Stanford in 2006 [1], and later improved in the same
laboratory [2–4]. It consists of placing a microlens array (MLA) at the image plane of a conventional
microscope, allowing for the capture of light field that records simultaneously both angular and spatial
information of microscopic samples.
The main limitation of light field in microscopy is the spatial resolution [5]. To overcome this
problem, a change of paradigm was necessary, so that the MLA is set, not at the image plane, but at the
Fourier plane [6,7]. This realization of light field concept was named as Fourier integral Microscopy
(FiMic). Light field microscopy has been used for several applications, such as brain imaging of neural
activities in [8–10].
A common goal in microscopy is to estimate the three-dimensional structure of the observed
sample. Industrial solutions reach a high accuracy of the reconstruction using different techniques
as confocal microscopy [11], interferometry or variational focus [12], scanning electron microscopy
(SEM) [13], optical profilometry [14,15], or stereo cameras [16].
However, these methods also present disadvantages in terms of real-time feasibility, sample
preparation and costs. Light field concept provides a simpler and inexpensive approach that allows
for many applications in real-time. On the other hand, because of the lack of texture and the presence
Sensors 2019, xx, 1; doi:10.3390/sxx010001 www.mdpi.com/journal/sensors
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of repetitive patterns that characterize microscopic samples, the task of extracting a depth map from
such light fields presents many challenges.
To address these challenges, different methods have been proposed, whose main limitation
still is the final resolution: in [17] optical flow and triangular meshes are used, and in [18] a Lytro
consumer camera is used to build a light field microscope and a variational multi-scale optical flow
algorithm is used to estimate the depth. An interesting approach to estimate depth of thin structure
has been proposed in [19], obtaining high quality results at the price of targeting only a small subset of
biological images.
Depth estimation from light field images has already been largely studied and different
approaches were proposed, using epipolar plane images [20,21], angular or spatial information [22,23],
focal stack [24] and correspondences cues combined [25], explicitly modeled occlusion-aware
approaches [26], robust pseudo random field [27] and learning based costs [28].
In previous works we extended similar applications to the case of focused plenoptic cameras
(plenoptic 2.0) using MLA with a large number of microlenses, where the raw image contains
micro-images capturing a portion of the scene. The main targets were the lens selection process
for such MLA-based cameras [29] and evaluating different methods for depth estimation [30].
However, FiMic images constitute another special case. Because of MLA position and structure,
the light field is sampled differently. It samples the light field as a conventional plenoptic camera
(plenoptic 1.0), while at the same time the perspective views are arranged on a hexagonal grid and
exhibit large disparities between them, thus an interpolation to transform them into a rectangular grid
would produce strong artifacts.
The main contribution of our work is the creation of a framework where different methods are
unified and adapted to obtain a more robust and accurate approach. It takes the above-mentioned
conditions into account and provides a method for recovering accurate depth information using a
sparser light field, i.e., lower number of views with higher disparity shift. The method can be applied
not only to FiMic, but also to images acquired with conventional light field cameras, by choosing only
a subset of the perspective views, or to sparser light fields.
The structure of the rest of the paper is as follows: in Section 2, the Fourier Integral Microscope
will be described; in Section 3, the depth estimation workflow is explained; in Section 4, a Comparative
Performance Analysis to prove the quality of the proposed method is performed; then in Section 5,
a potential application is shown to enhance the importance of the contributions; and finally in Section 6,
a brief summary of the proposed work is given.
2. Fourier Integral Microscope
The presented work takes as input light field microscopy images. The light field microscope used
here is the FiMic described in [7]. In the FiMic design shown in Figure 1 the MLA is conjugated with
the aperture stop (AS) of the microscope objective (MO). In this way, the sensor, that is placed at the
focal plane of the MLA, captures the perspective views directly.
Figure 1. This is the schematic of the FiMic design. From left to right it is possible to distinguish the
object, the microscope objective, two lenses (L1 and L2), one field stop, the MLA and the CCD sensor.
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Changing the focal length of the two lenses L1 and L2, the designer can change the number of
microlenses that fit in the diagonal of the AS. This affects the resolution limit (r) and the depth of field











In these equations λ is the wavelength of the incoming light, NA is the numerical aperture of
the MO and Mn is the number of microlenses that fit in the diameter of the AS. Note that usually
the resolution capacity of an optical system is evaluated in terms of r−1. It must be underlined that
increasing Mn has two effects; a decrease of the resolution capacity and an increase of the DOF.
An optimal setup for 3D microscopy aims to reach the highest resolution and the largest DOF, but as
previously stated, these two factors are inversely affected by Mn. Therefore, depending on the sample
to be reconstructed, Mn will be chosen according to the resolution and DOF required.
A typical example of an image acquired with this microscope can be seen in Figure 2, which
includes seven elemental images, i.e., perspective views. These images can be seen as a particular
case of a multi-view stereo imaging system, where different viewpoints are arranged on an
hexagonal grid, having images aligned along at least three epipolar lines. This makes it suitable
for correspondence matching.
Moreover, from such views a focal stack of refocused images can be extracted, by overlapping to
the central one a shifted version of the elemental images, where the shift has to be oriented towards
the center and will be the measure of the depth of the focal plane obtained. The depth of refocusing











Here fMO, fL, f2 and f1 are respectively the focal lengths of the MO, MLA, L2 and L1. Besides, δ
is the pixel’s pitch, p is the MLA’s pitch, and s is the integer number of shifted pixels applied to the
focal stack. The use of defocus cue is then directly applicable to the generated focal stack. Due to these
basic considerations, our approach aims to create a depth map by combining these two types of vision
cues that are suitable for light field images.
Figure 2. The setup used for the acquisition with the fluorescence laser used to illuminate the
samples, and a sample output image acquired with such setup, from where the seven elemental
images are visible.
3. Depth Map Calculation
The presented work builds on several successful ideas proposed for the depth estimation. The core
consists in combining different visual cues, namely focus and correspondences, as in [25], to create a
more versatile method, but it differs in the depth estimation.
The main contribution of this section is the combination of existing ideas and novel
implementations. As it is possible to see in Figure 3, the depth estimation process can be divided into
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intermediate steps that contributes to the outcome of the algorithm. To achieve high quality results
without losing in robustness and flexibility, we designed the estimation process to allow full controls
over the parameters and fine-tuning for each single step. The implementation is available at [25].
Figure 3. Pipeline of the depth estimation process. The name of cost volume (e.g., Cde f , Ccor) are
consistent with the ones used in the paper.
The pipeline consists in several steps: first, two cost volume cubes are calculated using respectively
the elemental images, in Section 3.2, and the focal stack, in Section 3.3. These two cubes are then
refined using a multi-scale approach similar to [31] in Section 3.4 and a contribution from superpixels
inspired from [32] in Section 3.5. In Appendix A an overview of the parameters is given in Table A1.
Moreover, we introduce additional steps to increase the robustness of the algorithm and to adapt
to a vast variety of input images. In Section 3.1 priors are incorporated in the fusion of the data under
three different forms. A matting mask is applied to address the dark regions of the scenes, appearing
mostly in transparent biological samples, where the empty areas do not capture light. Areas with
high and low frequencies are weighted differently on high or low resolution depth estimation, and
a failure prediction map is used to weight the contributions of the stereo matching along different
epipolar lines.
The next step consists in fusing the two cost volumes and extracting a depth map. This is
approached in Section 3.6 as an energy minimization problem, building an energy function that
combines both cost volumes and finding the minimum using a multi-label optimization framework.
Finally, we used a post-processing filter to improve the estimation and obtain a smoother depth
map. We applied a weighted median filter with integer weights followed by a guided filter, using in
both cases the central image as a reference image.
3.1. Priors Information
Priors information have been incorporated into the depth estimation pipeline to deal with different
kinds of input images, increasing the robustness and the reliability of the proposed approach.
3.1.1. Frequency Mapping
As explored in the literature in [33,34], the best improvements for the multi-scale approach are
visible across areas with different frequencies: in high-frequencies areas high-resolution images can
obtain the best results, while in low-textured and low-frequency areas a lower resolution leads towards
more robust estimation.
Based on this consideration, we built a frequency map image using the difference of gaussians.
The algorithm, calculating the difference in the amount of blur between two different blurred versions
of the same image, is able to compute a frequency value for each pixel of the reference image.
Fmap = I ∗ (g(σ1)− g(σ2)) (4)
where the reference image is denoted as I and g(σ1), g(σ1) are gaussian kernels of variance σ1 and σ2.
To obtain the desired result, we must ensure σ1 6= σ2. The pixel values will then be use to weight the
sum of the depth estimation at different scales, by quantizing the images into Fs levels, where each
level corresponds to one scaled version.
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3.1.2. Failure Prediction Map
In the stereo matching case, the correspondences search is conducted along the epipolar line: this
inevitably leads to error in estimation of structures along that line, as pointed out in [35].
We built three different sobel-like kernel filters to detect edges at respectively 0, 60 and 120 degrees
along the three epipolar lines of the hexagonal grid structures. By convolving the image with such
a filter we obtain another weight map that favours the contribution of the estimation coming from
the most appropriate direction. In Figure 4 it is possible to see the three kernels and an example of
failure maps.
3.1.3. Matting
Some of the assumptions for natural images are not valid when dealing with microscope images.
Because of the nature of the object and fluorescence illumination, some scenes exhibit a uniformly dark
colored background.
In such dark and uniformly colored areas, almost every possible approach for depth estimation is
doomed to fail. Based on these considerations, we adapt a matting approach to mask the areas we do
not want to analyze. The proposed method has two steps: the first is creating a so-called trimap, that
consists in heavily quantizing the image to three levels representing respectively foreground, unknown
areas and background. This can be done by applying a multi-level thresholding on the focused image.
After this trimap is built, the next step consists in determining if the unknown areas belong to the
foreground or background. We do this by applying one of the top performer methods in this areas, the
three-layer graph approach in [36]. It introduces a new measure for discriminating pixels by using
non-local constraint in the form of a three layer graph model to supplement local constraint, consisting
of color line model, forming a quadratic programming that can be solved to obtain the alpha matte.
The results are shown in Figure 4.
Central Image Trimap Matte Frequency map
Sobel-like Kernels Failure Map for 0
degrees
Failure Map for 60
degrees
Failure Map for 120
degrees
Figure 4. Priors under different form. For coherence, all maps are represented with brighter areas
describing higher values. For the failure maps, higher values indicate higher likelihood to fail. In the
Sobel-like kernels, bright pixels indicate positive values and dark pixels negative values.
3.2. Cost Volume from Correspondences
A stereo matching is performed to compute a three-dimensional cost volume from the elemental
images. The cost function used for this scope is
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Ccor(p) = αcTAD(p) + (1− αc)ξ(p) (5)
where we use the notation C(p) to indicate the cost of a pixel p. In this formula the combination of the
two terms is controlled by the value αc ∈ [0, 1]. The first term TAD is the truncated sum of absolute








min(τ, |I1(x + r, y + q)− I2(x + dx + r, y + dy + q)|)w(x,y,r,q) (6)
In this notation we substitute the pixel p with its x and y coordinates within the image. The sum is then
computed on a window, indices r, q are used to reach the pixel within the window and hws indicates
half of the size of the window. To deal with three different epipolar lines, the disparity can be seen as
a vector d = (d, θ) where d is the disparity value and θ the direction (θ = 0, 60, 120°) and is divided
into its two horizontal and vertical components, respectively dx = d cos(θ) and dy = d sin(θ). τ is the
threshold for truncating the difference.








HD(ξ(I1(x + r, y + q), ξ(I2(x + dx + r, y + dy + q))w(x,y,r,q) (7)
where HD(·) indicates the Hamming difference between the census transform of the window around









where dist(x, y, r, q) =
√
r2 + q2 is the euclidean distance between the central pixel and the considered
one and σc, σd are the corresponding parameters regulating the contribution of color and distance.
The cost volume is generated as follows: the correspondences search is completed along the
three epipolar lines obtaining (NEI − 1) different cost volumes, where NEI is the number of elemental
images (NEI = 7 in our case). To merge the cost volumes, the same slice corresponding to a possible
disparity value is taken from each cost volume and combined using a weighted average. The failure
map calculated in Section 3.1 contains the weights used.
As described in [38], the cost volume is filtered using a guided image filter that takes the colored
image as a reference.
3.3. Cost Volume from Defocus
To calculate an accurate defocus map the central image is used as a reference and a difference
image for each focal plane is calculated. This allows for a more precise calculation with respect to the
defocus response case as defined in [25]: a measure of how much a pixel is in focus at a certain distance.
The difference images are calculated with respect to each focal plane in a similar manner as in the
correspondence case:
Cde f (p) = αdTAD(p) + (1− αd)NCC(p) (9)
where TAD is defined in Equation (6) and the linear combination of the two terms is controlled by









σ2I1 I2(x + r, y + q)
σI1(x + r, y + q)σI2(x + r, y + q)
)
w(x,y,r,q) (10)
where the weights w(x,y,r,q) are defined in Equation (8) and σI1I2, σI1, σI2 indicates respectively the joint
variance, the variance of the first and of the second image. The cost volume is built by stacking the
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difference images calculated for each focal plane. The cost volume is also filtered using a guided filter
as in [38].
3.4. Multi-Scale Approach
Cost volume filtering using a multi-scale approach has shown promising results in refining the
cost volume for a higher accuracy of the final depth map [31]. To add consistency and robustness to
the proposed cost function, we then adopt a multi-scale approach. Taking inspiration from [31], we
build three different layers with a scaling factor s = 2, to ensure coherence among images. It has been
verified in [31] that building more levels does not significantly improve the final estimation. The cost
volume calculated on the smaller scale is then upscaled back and propagated to the initial cost volume.
Differently from [31], however, we do not propagate only the best results of the down-scaled
estimation. This idea ensures faster computations, but can lead to larger errors. Instead, we sum
the whole cost volume using a weighted average based on the priors information, in this case the
frequency map.
Cmsc(p) = ws0(p)C(p) + ws1(p)Cs1(p) + ws2(p)Cs2(p) (11)
As shown in Equation (11), the multi-scale cost (Cmsc) is a weighted contribution of the cost
computed at different scales, being Cs1 and Cs2 respectively the costs computed at scale s1 = 2 and
s2 = 4. In Equation (11) C(p) indicates a general cost volume: in our case this is applied to both cost
volumes, calculated in Equations (5) and (9). From now on they will be denoted as Cde f ,msc and Ccor,msc.
The weights wsi, i = 0, 1, 2 come from the frequency map, that is quantized into a number of levels





γ1 if p ∈ fi
γ2 if p ∈ fi±1
γ3 otherwise
(12)
where we ensure 1 ≥ γ1 ≥ γ2 ≥ γ3 ≥ 0, and typical values are γ1 = 0.6, γ2 = 0.3 and γ3 = 0.1. Here
we denote with wsi the weight relative to the i-th scale, with γsi the parameter controlling the weight
of i-th scale contribution and with fi and fi±1 the i-th and (i ± 1)-th level of the frequency map.
This allows to shape the cost volume based on the characteristics of the pixels, e.g., pixels that
belong to high frequency areas will have a cost based on higher resolution and viceversa, pixel from
texture-less regions will have a cost built using the lower resolution.
Tuning the parameters allows us to control the impact of the down-scaled version, and by
changing them we can obtain more detail-preserving or smoother depth maps. Note that by setting
both γ1 = γ2 = γ3 = 0.33 we obtain a standard multi-scale approach that does not make use of the
priors information.
3.5. Superpixels
Another technique that reported significant improvement in the cost volume filtering is using
superpixels. Superpixels were introduced in [39] and exploited in the depth estimation task [19,32].
The idea behind this consists in grouping pixels with similar characteristics to obtain a more consistent
depth estimation. The superpixels are built using two parameters, controlling respectively the
approximate size and the similarity between the pixels.
For the depth estimation task there are two main ways of using them: by choosing a small size it
can be assumed that the portion of the image corresponding to this superpixel belong to a plane. This
allows to compute a single depth value for each superpixel, as done in [19]. This works particularly
well for structures that do not exhibit abrupt changes in depth. A different way is shown in [32], where
larger size is chosen to allow different depths within a single superpixel. A histogram is built and the
best depth estimations are selected and used to filter the cost volume.
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Based on these observations we build a flexible approach that takes inspiration from the latter
one, but can be restricted to the first. We take the cost volume of the pixels within the superpixels and
extract a tentative depth map by extracting the minimum values. From this, a histogram is built, where











where t loops through the labels (different focal planes or disparity values), the maximum function
is used to avoid negative functions, ind(Ni) indicates the index of the i-th peak and σ controls the
strictness of the index, i.e., how much a peak is widened to its neighbours. This way of building z(t)
ensures z(t) ∈ [0, 1], that provides an easy handling of the superpixels contribution. In fact, we can
sum this back to our cost volume using a penalizing factor. We can then write:
Csp(p) = C(p) + ρcsp(p) (14)
where we call Csp the cost volume updated with the superpixel contribution shown as csp(p), while ρ
is the factor that controls the impact of the contribution. In Equation (14) C(p) indicates a general cost
volume: in our case this is applied to both Cde f ,msc and Ccor,msc to obtain respectively Cde f ,msc,sp and
Ccor,msc,sp. Typical values are ρ = 0.2, Np = 3 and σ = 3.
Note that by changing the parameters and ensuring a smaller size of the superpixels, a maximum
number of peak Np = 1 and a small σ, we could obtain a single depth for superpixels, as in [19]. The ρ
parameter controls the contribution to the cost volume, with a large value of ρ leading to strongly
shape the cost volume for pixels belonging to the same superpixel, and a small value of ρ reducing the
cost for having different values within the same superpixel.
3.6. Depth Map Extraction
Many approaches are applicable to extract the depth map from the cost volume. Local and
semi-global approaches as winner-takes-all (WTA), semi-global matching (SGM) and more global
matching (MGM)[40] are shown to be outperformed from global approaches, where the depth map
refinement is posed as an energy minimization problem. The general solution is obtained through
minimization of an energy function that depends on two terms, one data term accounting for the cost
volume and a smoothness to ensure consistency between neighbouring pixels.
The energy minimization problem can be addressed using several approaches: the most used
approaches consist in using Markov random field, as in [25] where the two cost volumes are refined
based on their confidence, or in [41] where different energy functions are analyzed, using graph cuts
as in [23] or belief propagation as in [42], or a combination of the above methods [43].
We have chosen to use the graph cuts method to minimize an energy function defined as:
E(p) = Edata(p) + Esmooth(p) (15)
Intuitively, the data term should include both cost volumes. We used a strategy that allows
to cleverly merge the two cubes. By extracting two tentative depth maps using a winner-takes-all
approach, some initial considerations can be made. We mainly encounter two cases: one where both
guesses agree on a depth value and one where the cost curves have different shapes. The idea here
is to apply different weights in these two situations: in the case where there is a large difference, we
assume the pixel is unreliable, being either in a texture-less area or part of a repetitive pattern, thus we
choose to stick with the defocus estimation, that is most likely to have a guess similar to the real one.
In the second case, we choose to give more weight to the correspondence matching, because it is most
likely to be more accurate.
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We model this by creating an absolute difference map Mad = 1K |dde f ,wta − dcor,wta|, where dde f ,wta
and dcor,wta are respectively the tentative depth map from the defocus and correspondence cost volumes
and K is just a normalization factor, that will be used to weight the two contributions of each slice of
the cost volume.
Moreover, we want to exploit the points where the two estimations agree. We thus select the
reliable pixel where the difference map has its minimum (Mad = 0) and for these pixels we penalize
the curve with proportion to the distance from the minimum, creating ground control points that are
less likely to change their value during the optimization and will serve to distribute the correct value
to unreliable neighbours.
The final sum of these contributions can be expressed as
Edata(p) = (1−Mad(p))Cde f ,msc,sp(p) + Mad(p)Ccor,msc,sp(p) + βPgcp(p) (16)
where Cde f and Ccor are respectively the cost volume for defocus and correspondences and Pgcp is the
penalty function used on the ground control points cost curve to enhance the minimum and β is just a
scaling factor. The smoothness term ensures consistency across the four adjacent neighbours and can
be expressed as Esmooth(p) = ∑q∈N |l(p)− l(q)| where N contains the four neighbours of p and l(p)
indicates the pixel’s label, i.e., its depth value.
The energy is minimized using a multi-linear optimization as explained in [44–46]. The final
depth map is filtered using a weighted median filter with integer weights and a guided filter to remove
last outliers while preserving structures.
4. Comparative Performance Analysis
The algorithm has been planned for images acquired using the FiMic light field microscope [7],
where only visual comparison is possible. Therefore, to prove the worth of the proposed work,
additional comparisons were made. We created a set of synthetically generated images with its
corresponding ground truth, where numerical analysis can be conducted.
We compared state-of-the-art work on light field microscopy on their available images and
state-of-the art in depth estimation for both real and synthetic images. Methods for light fields are not
directly applicable to our images, therefore a fair comparison could not be made.
4.1. State-of-the-Art in Light Field Microscopy
Due to its recent introduction in the microscopy field, there are not many approaches available.
To the best of our knowledge, the best approach in literature belongs to [18], that built a light field
microscope using a Lytro first generation camera. The light field in this case consists in 9× 9 views of
379× 380 pixels, with lateral views exhibiting strong presence of noise. Moreover, the scale of such
images, in the order of millimeters, are quite different from the images acquired with FiMic, that can
discriminate up to some micrometers.
Despite the image conditions, the extracted depth maps achieve a high accuracy in the
reconstruction of the captured objects and maintains consistency in the structure, as shown in Figure 5.
The first image is the head of a daisy, where both approaches reach a satisfying solution, but ours
shows a higher level of detail and robustness, visible in the three-dimensional representation.
The second object is an interesting case, where noise, defocus and very low-light condition
increases the challenges. Nevertheless, our algorithm is able to reconstruct the structure of the tip of a
pencil, that is symmetrical on the y-axis, where the previous approach could not find a solution. This is
particularly visible on the lower part of the image.
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Image Ours (3D) Ours (disparity) Ihrke et al. [18]
Figure 5. Comparison of depth images from the INRIA dataset. The color coded 3D representation
shows the structure of the objects, and the disparity is scaled to try to match the colormap used in [18].
4.2. State-of-the-Art in Depth Map Estimation
To ensure that the proposed approach achieves high quality and accurate results, we also compare
against the top performing method for stereo and depth from defocus.
We have chosen to compare with the shape from the focus method, originally published in [47]
by taking the best focus measure as analyzed in [48] and a stereo method using neural network to
estimate disparity through patches of an image, described in [49]. Unfortunately, we cannot train the
network because of lack of dataset, so the pre-trained model is used.
The first set of images, shown in Figure 6, consists of biological samples: the first two images
show cotton fibers stained with a fluorescent dye. The third one shows the head of a zebrafish. The
target is excited with a single wavelength laser and is emitting light with longer waveleght (i.e., lower
energy). With a bandstop filter the laser’s light is filtered out and the light emitted from the sample is
captured by the sensor. The wavelength and the color depends on the fluorescent die of the sample.




Figure 6. Comparison with Neural Networks (CNN) [49] and Shape from Focus (SFF) [48] on dataset
of biological samples: first two rows consist of cotton fibers, last row is the head of a zebrafish.
Therefore, the image exhibits a dark background, where the matting technique described in
Section 3.1.3 can be applied. In this case the FiMic was set in order to have: r = 2.2 µm, DOF = 46.4 µm
and ZR = 17.5 µm.
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As expected, approaches from depth map estimation in natural images fail to follow the thin
structure because of the lack of texture in the dark region and the presence of repetitive patterns in
the fibers.
To ensure a fair comparison, we also applied our matting results to the estimated depth map,
obtaining more consistent results. This confirms the high quality of our approach and the robustness
of our algorithm that can tackle different kinds of input images.
This being a special case, we also evaluate the results on a different dataset. The second set of
images, shown in Figure 7, consists of images of small opaque electrical components. By using a
luminance ring it is possible to illuminate the object avoiding most of the shades. For this experiment
the FiMic was built differently so it led to: r = 14.5 µm, DOF=1812 µm and ZR = 17.5 µm. Such targets
do not need a matting pre-processing step and exhibit structure and texture, being therefore more
suitable for standard approaches.
Image Ours CNN SFF (LAPD)
Figure 7. Comparison with CNN [49] and SFF [48] on dataset of opaque electrical components.
Results on these images lead to some considerations: because of the size of the image, the
luminance condition and the reflectance of the metal, the depth map calculations are highly challenging,
as proven from results of the shape from focus method [48], that recovers only a very noisy
reconstruction. Nevertheless, more sophisticated approaches that incorporate filtering steps, as [49],
are able to reach satisfying results, obtaining comparable outcomes.
We acknowledge the lack of ground truth images in this field, therefore we propose a numerical
evaluation via synthetic images. In recent works Blender has shown to be suitable for emulating light
field behaviour and complex scenes [30,50]. We have chosen to use the Blender engine to simulate
realistic images of the fibers as if they were captured using the FiMic, thus obtaining the respective
ground truth data. To recreate realistic conditions, a special material was generated to emulate the
behaviour of semi-transparent fibers and laser illumination. Such images are shown in Figure 8.
By doing so, we also obtain the ground truth that allows for a more detailed analysis. Here we show
an example of a synthetically generated image and we recap our results in Table 1.
Figure 8. Synthetic images generated with Blender. They simulate the behaviour of the FiMic, shown
in Figure 2.
The algorithm was evaluated computing the error as the absolute value of the difference between
the estimated disparity and the real one, using the matting mask computed in our approach to reduce
6.5. Publication 5
103
Sensors 2019, xx, 1 12 of 16
the evaluation to the interesting pixels. Results were averaged over a set of five images with different
difficulties and shapes to ensure a fair and consistent comparison. The range of the disparities varies
among different images, but is consistent within different approaches.
Table 1. Table with results from synthetic images.
Approach Error Standard Deviation
Ours 2.32555 1.8154478
CNN [49] 2.4275436 2.4392762
SFF [48] 9.379839 4.1694072
The error is lower in the proposed approach, as well as the standard deviation, confirming the
accuracy and the robustness of the method. The algorithm based on neural network [49] obtains
similar performances but still exhibits larger errors, as suggested from the higher variance value, while
the shape from focus approach [48] fails in achieving high accuracy as expected, being the most naive
approach without post-processing. Nevertheless, it shows that the generated images constitute a
challenge for off-the-shelf methods for the disparity estimation and therefore enhance the importance
of tackling such challenges.
5. Applications
Depth information can also be used for displaying the 3D information of the microscopic objects.
With the technique of [51], one of the views and its corresponding depth map can be used to generate
an integral image. This image, projected in an integral imaging (InI) monitor, provides a 3D display of
the sample.
To generate the integral image, the view and its corresponding depth map are merged into a
3D point cloud. From this point cloud, a set of synthetic views are computationally generated, and
finally processed to obtain the final integral image, which will be projected in the InI monitor. An
InI monitor is implemented placing a microlens array in front of a pixelated screen: the lenslets of
the MLA integrate the rays proceeding from the pixels to reconstruct the 3D scene. This kind of 3D
display is autostereoscopic (glasses-free), it allows multiple observers to experience full parallax and
overcomes the accommodation-convergence conflict [52].
We implemented the InI monitor through a Samsung SM-T700 and a MLA composed of lenlets
having pitch p = 1.0 mm and focal length f = 3.3 mm (MLA from Fresneltech, model 630). We used
as input for the technique of [51] the RGB and depth images of Figure 7. The integral image obtained
and its projection in the 3D InI monitor are shown in Figure 9.
Figure 9. Integral image produced with the method described in [51] and its projection in the
3D monitor.
In this example the image reference plane is set at the background, so the MLA reconstructs the
3D object as a real image, floating in front of the InI monitor. The observer, through his binocular
vision system, perceives the depth of the reconstructed objects. A video recording the InI display is
visible at the address https://youtu.be/0fPQtckzc_8, in which the parallax and the depth sensation of
the reconstructed 3D object is apparent.
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In this video, the object shows increasing parallax as we move from far to closer objects. So the
left part of the chip and the solder edges move their position with respect to the point of view, while
the right part of the chip is almost fixed. This is because during the capture, the chip was tilted with
respect to the microscope, as reflected in the depth map of Figure 7.
This technique is very effective for the visualization of the 3D structure of the microscopic samples
and proves the usefulness of our work on depth estimation.
6. Summary
The work presented in this paper addresses an important challenge, namely estimating the
depth, i.e., the three-dimensional structure of microscopic images. Because of the nature of these
images, usually different from natural images, standard approaches may fail. Moreover, due to recent
development in the light field technology, light field microscope became a valid alternative for its
several applications.
We then use the light field images captured from the recently introduced FiMic [7] that exhibit
higher resolution and we showed that the proposed algorithm is capable of accurate reconstruction of
challenging scenes, even where previous approaches were failing. These improvements can be helpful
for several applications, as presented in the last chapter for the case of lenticular stereoscopic displays,
therefore constituting an important contribution for the community.
Appendix A. Implementation Details
Here we provide a table (Table A1) for the parameters relative to the implementation.
Table A1. Parameters Table. The names are consistent with the above formulas which they are referred
to. The proposed values are a recommendation and should be adjusted for specific applications.
The knowledge of the meaning and the range allow an easier manipulation of such values.
Name Value Range Equation Meaning
σ1, σ2 11, 20
σ1 > 0, σ2 > 0,
σ1 6= σ2, (4)
The variance of the two gaussians kernel used in the
difference of gaussians, to build the frequency map.
αc 0.7 αc ∈ [0, 1] (5)
Regulates contributions of TAD and Census in the
correspondences cost volume: a higher α leads to higher
weights for Census values.
hws 3 hws > 0,mod(hws, 2) = 1 (6), (7), (10)
Half of the size of the windows around the pixel in the
cost calculations. Window size can be calculated as
ws = 2× hws + 1.
αd 0.9 αd ∈ [0, 1] (9)
Regulates contributions of TAD and NCC in the defocus
cost volume: a higher α leads to higher weights for
NCC values.
γ1, γ2, γ3 0.6, 0.2, 0.1
γ1, γ2, γ3 ∈ [0, 1],
γ1 ≥ γ2 ≥ γ3 (12)
Used in the multi-scale part. Weights for pixels at
different scales with different labels in the frequency map.
σ 3 σ > 0 (13)
Used in the superpixels section. The width of the peaks in
the function penalizing the labels not being a peak.
Np 3 Np > 0 (13)
Used in the superpixels section. Number of selected
peaks. Such peaks will not be penalized. Larger numbers
allow more values within the same superpixels.
ρ 0.2 ρ > 0 (14)
Controls the weight of the superpixels contribution with
respect to the cost volume. ρ = 0 cancels superpixels
contribution.
The parameters are application dependent, thus the optimal value may not be the same across
different executions. We then propose for each parameter a recommended value and the range within
which it should vary, followed by a brief explanation of its meaning.
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Abstract—A multi-focus plenoptic camera (MPC) images a
world point at multiple sensor locations due to the array of
microlenses behind the main lens. The multiple focal lengths
on the array imply that some points in the images are blurred
but, in general, an MPC allows 3D reconstruction from a single
image, provided the camera is accurately calibrated. In this work,
we propose a new camera model for describing the microlens
array of an MPC that considers an unique affine mapping
complemented with a blur model associated with each microlens
type. The proposed camera model allows to define a calibration
procedure using calibration grid corners and their blur radius as
features. The features are extracted from the microlens images
(MIs) by means of a proposed algorithm that combines local
analysis with geometrical region-based refinement. The accuracy
of the calibration procedure and the corner detector proposed is
evaluated on synthetic and real calibration datasets. The results
show that the methods proposed outperform the state of the art.
Index Terms—Blur, Calibration, Corner Detection, Microlens
Camera Array, Multi-focus Plenoptic Camera.
I. INTRODUCTION
PLENOPTIC cameras are capable of discriminating thecontribution of each light ray emanating from a particular
point. The collection of rays captured by these cameras is
called a lightfield (LF) [2], [3]. There are several types of
plenoptic cameras, namely, standard plenoptic cameras (SPCs)
[4], focused plenoptic cameras (FPCs) [5] and, the most
recently available on market, multi-focus plenoptic cameras
(MPCs) [6].
Different plenoptic camera designs gave rise to various,
specialized, geometric camera models [7], [8], [9]. Works
[10], [11] generalized these models to the different plenoptic
cameras but to the best knowledge of the authors, almost no
works established relationships between the different camera
models. In this work, the different models are studied under
a common framework (general model). This general model
allows to represent a plenoptic camera despite the different
calibration procedures for SPCs, FPCs and MPCs.
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(a) MPC raw image, zoom of three microlenses
(b) MPC geometry, microlenses with three focal lengths
Fig. 1: Multi-focus effect. (a) Image acquired by an MPC
[1]. Small region is augmented to show microlens borders and
focusing. MIs, 1 and 2 are blurred, 3 is focused. (b) MPC
geometry illustrating the focused and blurred image formation.
Many applications of computer vision like 3D reconstruc-
tion require an accurate relationship between the collected LF
and the scene. This is significantly dependent on the camera
model and the quality of the calibration. In this work, we will
focus on MPCs which consist of a main lens, one single high
definition imaging sensor, and a microlens array composed
of different types of microlenses that differ on their focal
plane, i.e. focal length. In these cameras, the same scene point
is imaged in each microlens type with different degrees of
defocus (Figure 1). The geometry of an MPC is based on the
geometry of a FPC [5], [6] that generates focused microlens
images (MIs) by placing the focal plane of the microlenses on
the main lens focal plane.
Strobl et al. [12] highlighted the need to model the different





the only known works that model the different microlens types
are [10], [13]. In this work, we define a camera model for
describing the microlens array of an MPC based on the work
of Monteiro et al. [14] considering that the point projections in
each microlens are represented by an affine mapping [7] and
the defocus present in each microlens type is described by a
blur model [15], [16]. The camera model proposed allows to
define a calibration procedure for an MPC using corner points
and their corresponding blur in each microlens as features.
The corner detection in the MIs is particularly challenging
in this case, given the different microlens types and defocus
blur. Thus, one proposed a detector that separately estimates
corner location and radius blur in pixels. The corner location
estimation is based on intensity analysis of the boundaries of
a window centered around each corner to ensure robustness
against different degrees of defocus, while the blur calculation
makes use of a conventional focus measure from the literature
[17] which is adapted and calibrated for our purposes.
The performance of the corner detector and the calibration
procedure proposed is evaluated on synthetic and real calibra-
tion datasets. The code and datasets used are provided 1.
Contributions. The contributions of this work are three-fold:
(i) the extension of the affine mapping of Dansereau et al. [7]
and calibration procedure of Monteiro et al. [14] for MPCs, (ii)
the definition of the relationships between the affine mapping
of Dansereau et al. [7] and the camera models in the literature
[8], [11] which allow to unify the different models into a
single plenoptic camera model, and (iii) the development of a
corner detection algorithm that delivers more comprehensive
information, i.e. position and blur with sub-pixel precision, by
combining local and region-based approaches.
In terms of structure, we present in Section II a review
of the camera models and calibration methodologies defined
for SPCs, FPCs and MPCs. In Section III, we introduce the
FPC model considering the camera coordinate system origin
at the plane containing the viewpoint projection centers [14].
The mapping from the FPC model to the microlens array
representation is described in Section IV. In this section, one
also establishes the relationship with the microlens camera
model of Bok et al. [8]. The extension of the FPC model to
the MPC using a model to represent the defocus present in
each microlens type is described in Section V. In Section VI,
we describe our algorithm to robustly detect, cluster and refine
corners in the raw images. The corners are complemented with
an estimate of their blur radius that allows to estimate the blur
parameters of the MPC. The proposed calibration procedure
is described in Section VII with an emphasis in the linear so-
lution based on the microlens array representation. The results
of applying the corner detector and the calibration proposed
are reported in Section VIII and the major conclusions are
presented in Section IX.
Notation: non-italic letters correspond to functions, italic
letters correspond to scalars, lower case bold letters correspond
to vectors, and upper case bold letters correspond to matrices.
1URL for dataset and code.
Vectors represented in homogeneous coordinates are denoted
by (̃·).
II. RELATED WORK
The several works on plenoptic cameras consider the mi-
crolenses as pinholes and the main lens as a thin lens regard-
less of the type of plenoptic camera. One can divide the camera
models in the literature in 2D-based and 4D-based mappings.
The 2D-based mappings describe the projection of a point in
the object space on a particular microlens camera, i.e. give
the relationship between a point and a pixel. The 4D-based
mappings describe the projection of a point onto a collection
of 4D rays in the LF.
2D-based Mappings. Johannsen et al. [18] and Zeller et al.
[9] proposed to calibrate an MPC using a single lens type. In
these works, the MI center is assumed to lie on the optical
axis of the corresponding microlens which causes inaccuracy
on the reconstructed points [19]. Additionally, Strobl et al.
[12] noticed that the calibration of an MPC should consider
the different microlens types. Heinze et al. [13] used a similar
model to [18] accounting for the tilt-shift of the main lens and
the different microlens types but not considering an end-to-end
image formation. Bok et al. [8] performed the calibration of
a SPC based on line features extracted from the MIs on the
raw image. The model proposed describes a microlens camera
using 6 parameters and the knowledge of the corresponding
microlens center in the raw image. This SPC calibration
method is not robust when the calibration grid is placed near
the world focal plane of the main lens since no features are
detected on the unfocused MIs [8]. Nousias et al. [10] showed
that [8] can be extended to a FPC and considered this to
calibrate an MPC by performing an independent calibration
of each microlens type. Nousias et al. [10] acknowledged the
existence of common extrinsics among the microlens types but
has not proposed a simultaneous calibration of the different
microlens types.
In this work, we show that the model proposed by Bok et al.
[8] can be represented by a 4D-based mapping constraining
the microlenses centers coordinates on the raw image to be
regularly spaced. This gives further confirmation that a 4D
mapping can be extended to model a FPC and MPC.
4D-based Mappings. The mapping of rays defined in pixels
(i, j) and microlenses (k, l) indices to rays defined by a
position (s, t) and a direction (u, v) in metric units was first
proposed by Dansereau et al. [7]. This mapping considers a
5 × 5 matrix with 10 free intrinsic parameters. Monteiro et
al. [14] represented the 5 × 5 matrix with 8 free intrinsic
parameters by shifting the rays parameterization plane along
the optical axis of the camera [20] to the plane containing
the viewpoint projection centers and removing the parameters
redundant with the extrinsic parameters. Monteiro et al. [14]
also showed that the 4D mapping can represent a viewpoint
camera array which was used to define a methodology for the
linear solution step of a calibration based on corner points from
viewpoint images (VIs). These models were used to calibrate a
virtual SPC that assumes the microlenses define a rectangular




The virtual SPC is obtained after a decoding process [7]
to transform the 2D raw image into a 4D LF. This process
adds some artifacts [21] that can compromise the quality of
the VIs used for the calibration. Zhang et al. [11] proposed
a generalized model that considers a 5 × 5 matrix with 6
free intrinsic parameters that is capable of representing the
virtual SPC and the FPC. This mapping is identical to the
one proposed by Marto et al. [22] to describe a camera
array composed of cameras with identical intrinsic parameters.
Nonetheless, the viewpoint camera array defined by a SPC is
not composed of identical cameras since their intrinsics differ
on the principal point [14]. In this work, we show that the
model proposed by Zhang et al. [11] in fact corresponds to
a 4D mapping with 8 free intrinsic parameters. There are 2
intrinsic parameters that Zhang et al. [11] included in the radial
distortion model (Supp. Material F).
The models presented in the literature for the 4D mapping
only consider one microlens type. In this work, we com-
plement a 4D based mapping with a blur model for each
microlens type to describe an MPC. Additionally, we propose
a calibration procedure based on the microlens array repre-
sentation of the 4D mapping with a nonlinear optimization
that minimizes the reprojection and the blur radius errors
considering the simultaneous calibration of the microlens types
and ensuring common extrinsics among the different microlens
types.
In the recent years, several approaches have been proposed
for the calibration of plenoptic cameras. However, the most
used features in these approaches corresponds to corner points
whose detection relies on the generation of VIs [12], [7] where
traditional image processing techniques can achieve satisfying
results. However, the rendering process for the generation of
such VIs for a SPC implies having a calibrated microlens array
[10] and, in the case of FPC, having information about the
geometry of the scene [6]. Thus, these approaches suffer from
a causality dilemma [10].
Nevertheless, different solutions addressing the problem of
detecting corners or different features in the raw images have
been explored, usually exploiting special physical targets or
techniques to recreate favourable conditions for the feature
detection. Heinze et al. [13] considered a special calibration
target with circular pattern to help avoiding incorrect matches
along epipolar lines in the depth estimation process. Bok
et al. [8] claimed that due to the MI small size, corners
cannot be accurately detected, and, therefore, edge features of
a checkerboard pattern are detected and used for calibration.
This approach underperforms in terms of end-to-end image
formation and cannot handle different microlens types [10].
Nousias et al. [10] operates corners detection on MIs and is
able to categorize different microlens types. Corners are found
at the saddle point between the two regions of maximum and
minimum intensity, ensuring more robustness against blurred
MIs. Although outperforming classical state of the art like
Harris [23] or FAST [24] corner detectors, it leaves margin
for improvement.
In this work, we propose a dedicated corner detector that
takes inspiration from and combine ideas from the literature.
Namely, Bok et al. [25] analyzed the circular boundaries
assuming a sharp change between black and white regions that
do not happen for blurred images. Nousias et al. [10] used lines
towards the highest intensity points to overcome this issue, yet
it relies on the image formation process. Our approach does
not rely on any image formation process and works on the raw
images. We first compute a likelihood map from a boundary
centered around a pixel candidate, then remove false matches,
divide the corner into clusters and finally apply a refinement
step within each cluster to achieve higher accuracy.
III. FOCUSED PLENOPTIC CAMERA
The MPC has a similar geometry to the FPC with a
microlens array composed of different types of microlenses.
Thus, let us start by defining the camera model for a FPC with
a single microlens type.
A FPC can be represented by a 5 × 5 matrix H [7], [11]
which maps rays Φ̃ = [i, j, k, l, 1]T in the image space to rays
Ψ̃ = [s, t, u, v, 1]
T in the object (metric) space by
Ψ̃ = H Φ̃ , (1)
where rays Φ are parameterized using pixels (i, j) and mi-
crolenses (k, l) indices and rays Ψ are parameterized using
a position (s, t) on a plane Γ and a direction (u, v) defined
in metric units [26] (Figure 1.b). The mapping H defined by
Dansereau et al. [7] has 12 non-zero entries, however choosing
the plane Γ to coincide with the plane containing the viewpoint
projection centers and removing the redundancies with the
translational components of the extrinsic parameters allows




hsi 0 0 0 0
0 htj 0 0 0
hui 0 huk 0 hu
0 hvj 0 hvl hv




This representation is equivalent to the camera model pro-
posed by Zhang et al. [11] as demonstrated in the Supp.
Material F. In the following we denominate H as lightfield
intrinsics matrix (LFIM) 2 .
IV. MICROLENS CAMERA ARRAY
In this section, we represent a FPC as a camera array of
microlenses [8], [27]. The array representation is mapped
from the LFIM model (2). Let the projection matrix Pkl,
parameterized by the coordinates (k, l) ∈ Z2, represent the
FPC as an array
Pkl = Kkl
[




where Kkl denotes the intrinsic matrix, I3×3 is a 3 × 3
identity matrix, t0 defines the location of the microlens camera
2Notice that LFIM is a simplified term, as H effectively contains intrinsic
parameters information, however, it also contains baseline information, as
detailed in Section IV. Conventional extrinsic parameters, as found in pinhole





array relatively to the camera coordinate system origin, ∆tkl
corresponds to the location of the microlens projection center







body transformation between the world and camera coordi-
nate systems with rotation cRw ∈ SO(3) and translation
ctw ∈ IR3, and 01×3 is the 1× 3 null matrix.
Note that while cTw defines one coordinate system for
all microlens cameras, the intrinsic matrix and the projection
center are different for each microlens camera (k, l). In the
following, let the camera model for the microlens array (3)
take into account that the principal point and the projection
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where the scalars ku and kv denote focal lengths and conver-
sion from metric units to pixels (denominated as scale factors
in the remainder of the paper). The vector [u0, v0]
T defines the
principal point for microlens (k, l) = (0, 0), and the vectors
[∆u0,∆v0]
T and [∆x0,∆y0, 0]T denote principal point shift
and baseline between consecutive microlens cameras, respec-
tively. This camera model represents the microlens camera
array using 11 parameters.
A. Mapping from LFIM to Microlens Projection Matrices
An arbitrary point [x, y, z]T along the ray Ψ = [s, t, u, v]T
in the object space can be defined as [s, t, 0]T +λ[u, v, 1]T for
λ ∈ IR. Extending the definition of the ray in the object space
using the LFIM (2), one obtains the relationship between a

























where the LFIM is partitioned in three 2×2 sub-matrices and
one 2 × 1 vector huv = [hu, hv]T . The sub-matrices follow
the notation H(·)(·) where the subscript selects the columns and
the superscript selects the lines, i.e. for example, Hstij selects
the first two columns, denoted by ij, and the first two lines,
denoted by st.
Considering that the rays of one microlens camera converge
to a unique point (s, t), one may set constant the values (k, l)
and solve (6) relatively to (i, j). This gives an equation of a
microlens pixel (i, j) imaging a 3D point (x, y, z) that can be
rewritten as a pinhole model, (3) and (5), with the intrinsic












































This allows to obtain the mappings to the representations in














for the principal point. The scale factors are defined as





hsi huk/hui, htj hvl/hvj , 0
]T
. Finally,
the location of the microlens camera array relatively to the
camera coordinate system origin is defined as [x0, y0, z0]T =[
hsi hu/hui, htj hv/hvj , hsi/hui
]T
.
The mapping with the entries of the LFIM allows to redefine

























baseline between consecutive viewpoint cameras [14]. This
allows to represent the microlens camera array with 8 parame-
ters. Furthermore, considering the microlens pinhole constraint
(Supp. Material D)
ku bx = kv by , (10)
the microlens camera array can be defined with a minimum
of 7 parameters.
B. Mapping from Bok et al. [8] to Microlens Projection
Matrices
The model of Bok et al. [8] allows to define a similar
projection matrix for the microlens camera (k, l) associated
with the microlens center coordinates in the raw image (pc, gc)






















































where K1 and K2 are additional intrinsic parameters to the
conventional pinhole camera model [28], ċx = p0 − cx, ċy =
g0 − cy , and the raw image coordinates (p, g) are represented
by the 4D coordinates of the rays in the image space using
i = p−pc, j = g−gc, and (k, l) using a rectangular sampling













In this mapping, dh and dv correspond to the horizontal and
vertical distances between consecutive microlenses centers and
(p0, go) correspond to the origin for the (k, l) coordinates in
the raw image. The
(
fx, fy, cx, cy
)
are the parameters used
to convert normalized coordinates to image coordinates. The
camera coordinate system origin corresponds to the plane
containing the viewpoint projection centers [8].
Similarly to the microlens intrinsic matrix (8), one can
obtain the mapping to the representations in (5). For the












. The scale fac-
tors are defined as ku = fx/K1 and kv = fy/K1. Fi-











. Looking at these










The representation for the microlens camera (12) allows to
identify an incorrect definition for the extrinsic parameters
when the z-component of the translation is negative in the
calibration procedure proposed by Bok et al. [8]. Namely, in
this situation, one should change the signs of r1, r2, ctw and
K2. K1 is related with the scale factors ku and kv in (3) and
therefore its sign should not be changed.
V. MULTI-FOCUS PLENOPTIC CAMERA
In the previous sections, we described the camera model of
the microlens camera array composed of identical microlenses
in a FPC. Nonetheless, for an MPC, one has several types of
microlenses each with a different focal length. Considering the
thin lens equation to describe a microlens and a fixed distance
dµ, one can see that each microlens type will have a different
focal plane. Alternatively, for having a point in the main lens
focal plane in focus, each microlens type will need to have a
different spacing between the image sensor and the microlens
array (dµ, dAµ , and d
B
µ in Figure 1.b). However, there is only
one image sensor so some microlenses will produce blurred
images of the point. Additionally,the features extracted from
the MIs refer to the actual single image sensor at distance dµ
in the MPC and not the virtual image sensors dAµ and d
B
µ .
The camera models used for plenoptic cameras consider the
microlenses as pinholes [14], [7], [8], [11]. The pinhole model
accurately represents the chief-ray originating at a given 3D
point. This chief-ray does not depend on the microlens focal
plane and detecting its position in the blurred MIs poses a
challenge. Thus, in this work, we propose a corner detector
that locates the corner point in the blurred MIs as if it was in
focus at dµ (Section VI), and a camera model that describes the
point projections of a world point in the different microlenses
using a single LFIM (2) and the specific defocus behavior of









with s = w d/2 where w is the distance between the microlens
and the image sensor, d is the microlens aperture and zf is the
depth of the microlens focal plane in the camera coordinate
system. t3m̃ is the depth of the point m = [x, y, z]
T in the
camera coordinate system where t3 corresponds to the third
row of cTw. This allows to represent an MPC using an affine
mapping with 7 parameters and a blur model with 1 common
scale parameter and 1 additional parameter for each microlens
type (depth of the microlens focal plane).
VI. CORNERS DETECTION AND EXTRACTION
To be able to accurately calibrate the camera, one relies
on the precision of the correspondences detected in the cap-
tured images. Our aim is to provide a method capable to
detect, cluster and extract corners from images of conventional
checkerboards, without need for special calibration targets.
The detection is applied directly on the MIs, avoiding depen-
dencies from pre-processing or depth information. We develop
a dedicated corner detection algorithm that combines different
techniques used in similar works. Our proposed algorithm
works in three steps: first we use a boundary approach similar
to the one used in [25] to obtain a likelihood map of the
corners, then we create clusters of the points belonging to the
same checkerboard corners and finally we fit lines to estimate
the exact position of the corner within each single cluster.
Moreover, we emphasize the importance of accounting
for the different microlens types and thus the degrees of
defocus in each MI. The proposed solution is to model this
separately from the location, and we achieve this by using a
focus measure to estimate the lur radius and incorporate the
information in the calibration procedure. So, taking inspiration
from a similar idea [29], we generate an ad-hoc dataset of
synthetically generated MIs with a corner where we gradually
add an increasing amount of blur to simulate all possible blur
patterns to reliably map the blur measurements in pixels.
Likelihood Map. The first step of the proposed algorithm
consists in the generation of a likelihood map, where each
pixel value will indicate the probability of that pixel containing
a corner. Such map can be used to extract the actual corners
or, as in our case, as an initial estimation step before the
refinement step that implies a more sophisticated approach.
We search for corners in the MIs. This allows us to avoid
dark areas between MIs and to arbitrarily choose the number
of feature per lens, yet it requires knowledge about microlens
centers position. This is solved using a white image and the
methods described in [7], [8] or using the procedure described
in [13], common to Raytrix RxLive software [30] as in [31].
Due to the large number of MI in plenoptic images, each
operation will result in a large computational effort. Moreover,
we are interested only in the MIs that contain a corner. Based
on these considerations, a pre-processing step is performed,
classifying the probability of the presence of a corner in each
MI by looking at the ratio of dark and light pixels and the
presence of lines at different angles.
The calculation of the pixel-wise likelihood map is per-
formed then only on the MIs classified as possible candidates.
The proposed method takes inspiration from previous work,




[10] or circular boundaries were analyzed to find the switching
point between black and white regions [25].
By merging the two ideas, we calculate a likelihood score
by selecting the boundaries of a window around each point
and analyzing the curve of the intensity of its values. In our
experiment both squared and circular windows were tested,
and finally the squared version was chosen. No relevant
difference with the circular solution were encountered.
Once we extract the boundaries, we create a linear vector
with the values of the pixels intensity. Ideally, such vector
should exhibit a particular shape consisting of two distinct
maxima and minima value approximately at the same distance
between each other, being half of the vector length, as visible
in Figure 2.
(a) MI (b) Boundary profiles of points in (a)
Fig. 2: Example of a MI with a corner, where four different
regions relative to white and black textureless areas, an edge
and a corner region exhibit their characteristic shapes.
The likelihood score is calculated using two penalty func-
tions that reduce the score when the vector shape differs from
the ideal one:
L(p) = 1− ρI − ρp (14)
where L(p) denotes the likelihood score of pixel p and ρI , ρd
are the two penalty functions based respectively on intensity
and distance of the peak pixels.
The penalty functions are calculated using the difference
between the intensity and relative position values of the
minima and maxima and the ideal ones.









and the one regarding






where the m indicates the minima and M
the maxima points, I the intensity and p the position in the
vector. σd,M , σd,m, σI,M , σI,m are fixed value variable to
control the contribution of each penalty function. Im and IM
are respectively the minimum and maximum intensity value
of the whole image, and lv2 is half of the vector length.
A final step is required to detect and remove false matches.
To avoid assigning scores to pixels that do not actually
represent a corner, we run a connected component analysis on
a binary version of the map, where all pixels with likelihood
greater than zero are selected. If two unconnected components
are detected in the same image, we evaluate their score as the
sum of the likelihood of their points and choose the highest
one, removing the unwanted matches.
Clustering. The second part of our algorithm consists in
clustering. For this a two-dimensional coordinates is required,
so we transform our likelihood map into points, by selecting an
average position of the pixels that exhibits a likelihood greater
than zero. Since we ensured there is only one component per
MI, a simple weighted average is enough for our purpose,
where the weights used are in fact the likelihood scores.
Before the actual clustering, we filter the points by means of
a statistical outliers removal. Outliers are defined as points that
do not have enough neighbours within a predefined range. At
the same time, we build a grid with a rough guess of where
the clusters centers are, to facilitate the convergence of the
clustering algorithm. This step is not actually required, yet it
significantly reduces the probability of incurring into wrong
clustering and the number of iterations needed to reach the
final solution.
Following these two steps, we are able to provide as input
for the clustering an outlier-free ensemble of points and a
rough initial guess of the grid centers. The k-means algorithm
has been chosen for the final clustering, using the euclidean
distance as measure for the clusters classification.
Refine using Line Constraints. The final part is a region-
based process, repeated for every cluster. The operation ex-
plained in this section are performed on points within the
same cluster. At this step, we do not need two dimensional
coordinates, so the likelihood map is again used to achieve
higher accuracy in the selection of the final points.
(a) Lines drawn on the MIs (b) Detected corners
Fig. 3: Example of lines within a single cluster. Each epipolar
line is shown in a different color. On the right the likelihood
map is shown in a scale of blues and the corners after the
refinement with red crosses.
Since we know that the lenses are arranged on an hexagonal
grid, assuming rectified images, the epipolar geometry states
that the corresponding corners must lie on three epipolar lines,
with inclination respectively [0, 60, 120] deg.
Lines can be defined by two parameters, respectively slope
and y-intercept. By fixing the slope and tuning the y-intercept
value, a score is calculated accumulating the likelihood of
the points that lie on each generated line, e.g. a higher score




Intuitively, the correct lines should be those lines that cross
the pixels with higher probability. In order to choose the
correct lines and avoid false positives, one must ensure a
minimum distance between them to prevent adjacent lines to
be chosen together. In our experiment, such distance was set
to be the radius of a MI.
The corners lie in the intersection of the generated lines. In
an ideal situation, the three lines would intersect in the same
point being the corner. In the real case, the distance between
the intersections is very small. The final points are chosen if
their distance between the intersection with the other lines are
smaller than a predefined tolerance threshold.
A larger tolerance allows to select more points at the price of
reducing the accuracy, while the choice of a narrow tolerance
increases the accuracy but reduces the number of selected
points.
Blur Calibration and Estimation. For the case of MPCs,
the blur constitutes an important factor that should not be
neglected. In our case, the optimal solution consists in incorpo-
rating the blur information into our camera model. For that, we
estimate the blur radius in pixel for each detected corner. The
literature shows different approaches for the measurement of
blur. From the analysis conducted in [10] about focus measures
on MI for MPCs, we select the Tenengrad Variance method,
implemented in [17], which showed promising results.
To incorporate the blur information into the camera model,
one need to ensure the consistency of such measure. While in
[10] the focus measure was use just to classify the lens type,
we aim at precisely estimating the blur radius in pixels.
Our proposed solution is based on: i) estimating locally in
a smaller region around the detected corner instead of using
the focus measure on the whole MI . The remaining part of
the image should not affect our estimation, since corners at
the edge of a microlens may have less texture and thus obtain
different focus measurements. ii) creating a dedicated set of
images with a fixed size equal to the region used, where we
gradually increase the blur to obtain a series of templates of
corners with different amount of blur, ensuring the consistency
relation between blur and the focus measure,
In terms of implementation, we create a lookup-table for the
relationship between focus measure and blur radius in pixels.
Then, for each corner we detect in a MI, we apply the focus
operator and we fetch the desired blur value.
VII. CALIBRATION
The proposed calibration is based on finding the corners
of a planar calibration grid of known dimensions and the
corresponding blur radius as features. In the following, we
assume that the microlenses centers and types are known [10],
[7] and that the corners in the world coordinate system have
been matched with the imaged corners. An imaged corner is
defined by a ray Φ = [i, j, k, l]T in the image space. The
(i, j) coordinates correspond to the pixel coordinates of the
detected corners on the MIs relatively to the corresponding
microlens center. The (k, l) coordinates correspond to the
microlens coordinates considering a rectangular sampling to
represent the microlens center coordinates in the raw image
(Figure 4.b).
(a) Axial [32] (b) Rectangular
Fig. 4: Axial (a) and rectangular (b) coordinate systems to
represent the microlens centers in the raw image.
A. Linear Initialization
In this section, we will consider the mapping in Section IV
to define a linear solution for the microlens array (3) associated
with a plenoptic camera and the extrinsic parameters for each
pose of the calibration grid. The blur model (13) described
in Section V associated with each microlens type is used to
define the microlens focal planes.
Homography Estimation. Considering the microlens projec-
tion matrix (3), a point m = [x, y, z]T in the object space is
projected to a point in the image plane q by







where the symbol ∼ denotes equal up to a scale factor and
tkl = t0 + ∆tkl. The co-planar grid points allow to define
a world coordinate system such that the z-coordinate is zero.
In this context, denoting m̃ = [x, y, 1]T , one can redefine the








is the parametric homography matrix for the microlens camera
(k, l), and cRw = [r1, r2, r3]. The homography matrix Hkl
like the projection matrix (3) changes among microlenses as
a result of the principal point shift and baseline in (8).
Let us consider that Hkl can be defined from the homog-
raphy matrix H0 associated with the microlens coordinates











































Considering the homography projection of a calibration grid




point q̃ for the microlens camera (k, l), applying the cross
product by q̃ on each side of the projection equation leads
to [q̃]×H




× is a skew-symmetric
matrix that applies the cross product. Using the properties
of the Kronecker product [33] and solving for each of the
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and h0 and akl correspond to vectorizations of the matrix
H0 and Akl by stacking their columns and removing the





parametric homography matrix can be estimated using singular
value decomposition (SVD).
The parametric homography matrix (17) is defined using
15 parameters. In an MPC, each point in the object space
originates multiple image points and according to equation
(18), each point correspondence (m̃, q̃) originates three equa-
tions with only two being linearly independent. Nonetheless,
the restrictions on the microlens camera array also originate
restrictions on the projections of a point in the object space.
Namely, the ray in the image space Φkl = [i, j, k, l]T associ-
ated with an arbitrary microlens (k, l) can be described from
the ray coordinates Φ0 = [i0, j0, 0, 0]
T associated with the
microlens (k, l) = (0, 0) by Φkl = Φ0 +[kβ, lβ, k, l]T , where
β corresponds to the disparity of the point defined on the MIs.
This reduces the number of linearly independent equations
originated by a point in the object space to four [14]. Thus,
one needs at least four non-collinear points to obtain the entries
of the homography matrix Hkl.
Intrinsic and Extrinsic Estimation. The structure of the
homography matrix (16) in conjunction with the orthogonality
and identity of the column vectors of cRw allow to define
constraints on the intrinsic parameters as h1TBklh2 = 0
and h1TBklh1 − h2TBklh2 = 0 [34] where hn refers to
the n-th column vector of Hkl, and the symmetric matrix




−1 [34], [35]. Using the knowledge of the
intrinsic matrix defined in Section IV-A, one can represent
the absolute conic Bkl for a microlens camera (k, l) using a
minimal number of parameters.
The intrinsic matrix Kkl differs on the principal point for
each microlens leading to different images of the absolute







which can be used
to constraint the parametric representation of Bkl. Namely,
considering (8), Bkl can be defined as








































This allows to define a representation for Bkl using 11 distinct
non-zero entries bkl = [ b11, b13, b22, b23, b33, c13, c33, d23,
d33, e33, f33 ]
T where (·)mn represents the entry in row m and
column n of the matrix (·). Considering these parameters, the





h11h32 + h12h31 2 (h11h31 − h12h32)
h21h22 h21
2 − h222
h21h32 + h22h31 2 (h21h31 − h22h32)
h31h32 h31
2 − h322



























bkl = 02×1 .
(24)
Normally, each homography generates two equations for de-
termining the matrix of the absolute conic image [34]. The
parametric representation (17), representing an arbitrary mi-
crolens (k, l), generates six equations. Nonetheless, only two
equations are independent regarding the entries of B0, so one
needs to acquire at least three calibration grid poses to estimate
bkl defined up to a scale factor.
The intrinsic matrix parameters can be recovered from Bkl.





























one can define B0 = K0−TK0−1. This allows to estimate the
entries of K0 using the Cholesky decomposition of B0 and
correcting the scale factor considering k033 = 1. The principal
point shift can be estimated considering ∆u0 = −hukhui = −
c13
b11







The extrinsic parameters can be estimated once the intrinsic
matrix Kkl is known. From (16), the rotation matrix cRw =
[r1, r2, r3] is recovered considering
r1 = λK
kl−1h1 , r2 = λK
kl−1h2 , and r3 = r1 × r2 (26)





ctw and projection center tkl (9), considering the microlens




















Blur Estimation. The blur model described in Section V
defines the defocus that occurs in each microlens depending
on the distance of the point to the microlens focal plane.
The depth of the microlens focal plane corresponds to the
depth of the points with blur radius equal to zero (13), i.e.
zf = t3m̃ for b = 0. Normally, the blur radius is not zero
due to pixel discretization so one should consider a range for
selecting the points with zero blur radius and take the median
of the points depth to estimate the microlens focal plane. Once
the microlens focal plane depth is known, the parameter s is






In this section, the linear solution is refined and radial
distortion is considered on the coordinates (u, v). Namely,
the undistorted rays in the object space Ψu = [s, t, uu, vu]T
are defined from distorted rays in the object space Ψ =
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where u̇ = uu − bu, v̇ = vu − bv , r2 = u2 + v2, and
d = (k1, k2, k3, bu, bv) defines the distortion vector. In the
distortion vector, k1, k2 and k3 are the radial distortion
correction coefficients while the vector [bu, bv]
T defines the
distortion center. In the nonlinear optimization, we minimize
the reprojection error Θ (·) and the blur radius error τ (·)







+ τ (bm,Rp, tp) .
(30)
This optimization refines the intrinsic parameters Kkl and tkl,
the blur parameters bm = [s, zm]
T , m = 1, . . . ,M where
M is the number of microlens types, the extrinsic parameters
Rp (parameterized by Rodrigues formula [28]) and tp, p =
1, . . . , P where P is the number of poses, and the distortion
vector d.
















defines the error in pixels using the Euclidean distance be-
tween the detected corners q̂kln and the projections q
kl
n of
the world coordinate system point mn associated with the
corner n in the multiple microlens cameras χn, i.e. qkln =
Π
(
Rp mn + tp
)
where Π (·) defines the multiple projections
of a point in the camera coordinate system. The detected
corners are not directly the ones obtained from the raw image
but the projections obtained from the reconstructed point after





defines the reconstructed point after mapping the ray in the
image space Φn associated with the corner n to the ray in
object space (1), followed by distortion rectification (29) and
reconstruction [26]. Np corresponds to the number of corners



















defines the error in pixels using the Euclidean distance
between the detected blur radius b̂kln and the blur radius
bkln estimated for the point mn using (13) for the multiple
microlens cameras.
The nonlinear optimization is solved using the trust-region-
reflective algorithm [37], where a sparsity pattern for the
Jacobian matrix is provided. The number of parameters over
which we optimize is 7 for the intrinsic parameters, M + 1
for the blur parameters, 5 for the lens distortion parameters,
and 6P for the extrinsic parameters.
VIII. RESULTS
In this section, one will present the results of the corner
detector and the calibration procedure proposed in Sections VI
and VII, respectively. The methodologies proposed are applied
to synthetic datasets obtained using the toolbox [38] and to a
dataset acquired with a commercially available MPC with 3
microlens types, the R42 Raytrix with a 50 mm lens.
A. Synthetic Datasets and Corners Detection
Synthetic images have successfully proven to emulate
plenoptic cameras [38], so one created a dedicated set of
synthetic raw images with a checkerboard pattern using the
Blender engine.
The knowledge of the three dimensional position of the
pattern and the camera parameters allows to calculate the
corners’ positions on the rendered image using ray tracing. For
every pixel, a bundle of rays is emitted and traced to the scene
until they reach the object, fetching its position in the three-




(a) Synthetic image and detected corners.
(b) Number of detected corners per image.
(c) Ground truth based average corner location error.
Fig. 5: Results relative to the synthetic dataset. (a) shows
a checkerboard image and examples detected corners for
different microlens types and different amounts of blur, (b)
relates to the number of corners found and (c) reports the
average error in pixels.
rays may not converge to the same point, their positions can be
averaged to robustly recover the pixel’s positional information
[39]. One way to do this is to render a positional image along
with the colored image and matching the colored point with
its positional information. By rendering the positional image
with a higher resolution and picking the closest point, we can
reach a sub-pixel accuracy close to 0.1 pixels. This information
allows us to create a benchmark and evaluate the performance
of the corner detection algorithm proposed.
For this purpose, a set of 11 images of 3500 × 3500
pixels and 11017 MIs is created. On average, each image
contains 1335.4 corners, for a total of 14689 corners, ensuring
the statistical significance of our analysis. Standard corner
detection methods have shown to fail on MIs, so we performed
a performance comparison analysis only against the state of
the art [10] (denoted as Nousias17). Additionally, we show the
proposed method performance before and after the refinement
stage described in Section VI to give a further insight on
how the proposed method works. Errors are calculated as
the difference in pixels between the estimated corner point
position and the corresponding ground truth point. In Figure
5.c, the average error for the detected corners in each synthetic
image is shown. Our method retains a lower error in all the
images, and it is possible to see how the refinement step
improves the estimation, reducing the errors in average by
22.05%.
For a meaningful analysis of the error, the number of
detected corners has to be taken into account. In Figure 5.b, we
reported the number of corners detected from each algorithm
alongside with the number of ground truth corners for each
synthetic image.
TABLE I: Summary of the average results per pose obtained
using the different corner detectors. The highlighted values
indicates the best result for each category.
Average Results Error [pix] Corners Detected Detection Ratio
Nousias17 [10] 0.8842 491.09 36.88%
Proposed 0.5677 1237.8 92.79%
Proposed Refined 0.4420 731.55 55.29%
In Table I, we summarize the corner detection results
indicating the average error between the estimated and ground
truth corners and the average number of corners detected
per pose. The detection ratio gives the percentage of corners
detected with respect to the actual number of corners imaged
in the synthetic dataset. The proposed method outperforms
the state of the art [10]. As expected, the initial step before
refinement aims at detecting all corners, reaching almost the
full score. The quantity is then traded with the quality in the
refinement step.
B. MPC Calibration Results
MPCs have a microlens array composed of differently
focused microlenses. For example, the Raytrix camera has
three types of microlenses that exhibit different degrees of
defocus (Figure 1.a). Thus, the camera model proposed in
Section V considers a blur model for each microlens type and
the calibration procedure considers the detected corner points
and blur radius as features (Figure 6).
Fig. 6: Dataset acquired with a Raytrix camera. The corners
and blur radius detected on the raw image and the clustering
performed by the algorithm proposed are highlighted. A detail
of cluster 40 is shown in the blue rectangle. The association





TABLE II: RMS reprojection error in pixels for synthetic
dataset considering different calibration procedures and corner
detectors. The highlighted values correspond to the best result
for a given stage of the calibration. * denotes the calibration
procedure defined by Nousias et al. [10] with the correction
in Section IV-B.
Reprojection Error [pix] Corner Detector
Calibration Procedure Ground Truth Nousias17 [10] Proposed
Initial
Nousias17 [10] 7.939 4.684 7.887
Nousias17* [10] 17.155 3.541 12.402
Proposed 0.393 2.249 0.950
Optimized
Nousias17 [10] 0.720 1.202 4.273
Nousias17* [10] 0.197 0.727 0.534
Proposed 0.216 0.748 0.533
Optimized
(with Distortion) Proposed 0.213 0.743 0.528
TABLE III: RMS reconstruction error in mm for synthetic
dataset considering different calibration procedures and corner
detectors. The highlighted values correspond to the best result
for a given stage of the calibration. * denotes the calibration
procedure defined by Nousias et al. [10] with the correction
in Section IV-B.
Reconstruction Error [mm] Corner Detector
Calibration Procedure Ground Truth Nousias17 [10] Proposed
Initial
Nousias17 [10] 3154.9 1795.6 775.9
Nousias17 * [10] 133.4 86.8 13.9
Proposed 2.3 18.9 5.0
Optimized
Nousias17 [10] 52.3 55.6 485.5
Nousias17 * [10] 39.7 53.9 8.3
Proposed 1.1 6.6 5.3
Optimized
(with Distortion) Proposed 1.4 10.6 5.7
Synthetic Dataset Results. In this section, the performance
of the corner detectors is evaluated on the estimation of the
synthetic MPC parameters considering three different sets of
corners: (i) the ground truth corners provided by the synthetic
dataset, and (ii) the corners detected by the algorithm proposed
by Nousias et al. [10] and (iii) by the proposed algorithm (Sec-
tion VI). These corners are used by the proposed calibration
procedure (Section VII) and the state of the art calibration
procedure for MPCs [10] (denoted as Nousias17). For this
comparison, we consider the root mean square (RMS) of the
reprojection and reconstruction errors for the different stages
of the calibration process: the initial linear solution and the
nonlinear refinement with and without distortion estimation.
The results obtained are summarized in Tables II and III.
In Tables II and III, the reprojection and reconstruction
errors for the calibration proposed using the ground truth
corners attain small values which shows that the camera model
defined in Section V is suitable to represent MPCs. The
reprojection error is similar to the one obtained using the
correction defined in Section IV-B for the state of the art
calibration of Nousias et al. [10] while the reconstruction error
obtained using the calibration proposed is significantly smaller.
One should highlight that the proposed camera model does not
need to know the position of the microlenses centers, contrarily
to the method of Nousias et al. [10].
The correction proposed in Section IV-B to the calibration
procedure of Nousias et al. [10] provides better results than
applying directly the methodology of Nousias et al. [10].
Namely, the reprojection error decreases by 72.6% and the
TABLE IV: RMS reprojection and reconstruction errors for
Raytrix dataset considering different calibration procedures
and corner detectors. The highlighted values correspond to the
best result for a given stage of the calibration. * denotes the
calibration procedure defined by Nousias et al. [10] with the




Reprojection Error [pix] Reconstruction Error [mm]
Nousias17 [10] Proposed Nousias17 [10] Proposed
Initial
Nousias17 [10] 9.437 4.899 2158.4 3037.5
Nousias17* [10] 2.800 2.287 200.6 56.3
Proposed 18.311 4.621 176.9 14.6
Optimized
Nousias17 [10] 4.063 2.178 621.5 899.4
Nousias17* [10] 1.165 0.581 245.6 45.9
Proposed 0.791 0.520 10.8 6.3
Optimized
(with Distortion) Proposed 0.786 0.514 16.3 8.2
TABLE V: RMS blur radius error in pixels for Raytrix dataset
for the calibration procedure proposed using the blur radius
identified by the detector proposed.
Blur Error [pix] Overall Microlens TypesCalibration Stage Type 1 Type 2 Type 3
Initial 0.424 0.422 0.370 0.480
Optimized 0.404 0.353 0.364 0.494
Optimized
(with Distortion) 0.401 0.353 0.359 0.493
reconstruction error decreases by 24.1%. These findings are
also observed for the calibration dataset captured using a
Raytrix camera and is independent from the set of corners
used in the calibration.
Comparing the proposed corner detector with the one pro-
posed by Nousias et al. [10], one can see that the proposed
corner detector attains smaller reprojection and reconstruction
errors in the nonlinear refinement stage. The smallest errors
are obtained using the proposed corner detector and the
proposed calibration procedure. In this case, the reprojection
error attains sub-pixel error in the linear solution and decreases
by 43.9% in the nonlinear refinement to 0.53 pixels. On the
other hand, the reconstruction error is below 6 mm.
Raytrix Dataset Results. A Raytrix camera is used to obtain
images from 10 different poses of a calibration pattern with
a 8 × 6 grid of 48.2 × 36.2 mm cells. The estimation of
the MPC parameters using the calibration procedure proposed
is performed using the corners identified with the detector
proposed and with the corner detector [10]. The results are
compared with the state of the art calibration procedure [10].
As in the synthetic dataset, the results are compared using the
reprojection and reconstruction errors for the different stages
of the calibration. The results are presented in Table IV.
The corners identified using the proposed detector allow to
estimate camera parameters that exhibit consistently smaller
errors than the ones obtained by the camera model estimated
using the corners identified with the detector [10]. More
specifically, the reprojection error reduces by 50.1% and the
reconstruction error decreases by 81.3% for the state of the
art calibration procedure [10] with the correction defined in
Section IV-B. For the calibration proposed, the reprojection
error reduces by 34.3% and the reconstruction error decreases
by 68.2%. The combination that provides the smallest errors




TABLE VI: Parameters of the camera model proposed in Section IV. The parameters are estimated using the calibration
procedure proposed and by transforming the parameters (camera model equivalent parameters) estimated using the calibration
procedure of Nousias et al. [10] according with the mappings defined in Section IV-B. The ratio between the camera model
equivalent parameters and the estimated using the proposed calibration is presented in the last row.
Model ku kv u0 v0 x0 [m] y0 [m] z0 [m] ∆u0 ∆v0 ∆x0 [mm] ∆y0 [mm]
Proposed 2352.30 2336.40 -257.92 -230.20 0.13 0.11 -1.16 0.90 1.54 0.44 0.77
Bok et al. [8] 2535.38 2535.38 -144.24 -208.09 0.07 0.10 -1.21 0.94 1.64 0.45 0.78
Ratio 1.08 1.09 0.56 0.90 0.54 0.87 1.04 1.05 1.06 1.01 1.02
proposed corner detector, as in the synthetic dataset. In this
case, the reprojection error decreases to 0.52 pixels (10.5%
decrease) and the reconstruction error decreases to 6.3 mm
(86.3% decrease).
The radial distortion present in the Raytrix images acquired
is very small, therefore the decrease in the reprojection error
with the estimation of radial distortion is only 1.2%. The
previous discussions did not include the radial distortion
because the state of the art method does not consider distortion
estimation during the calibration.
The results in the synthetic and Raytrix dataset show that
besides the common extrinsic parameters, the MPC can be
described using common intrinsic parameters among the mi-
crolens types. More specifically, considering an intrinsic model
with 7 parameters (Section III), one is able to obtain smaller or
similar reprojection and reconstruction errors with the state of
the art calibration procedure [10] that considers 6 parameters
for each microlens type in a total of 18 parameters.
Blur Model. In Table V, one presents the blur radius error
obtained with the blur model (Section V) used to represent
the different microlens types. The blur model parameters
are estimated using the calibration procedure and detector
proposed. The overall blur error obtained after nonlinear
refinement is 0.40 pixels. More specifically, the blur error for
the microlens type 1 is 0.35 pixels, for the microlens type 2
is 0.36 pixels and for the microlens type 3 is 0.49 pixels. The
sub-pixel blur radius error shows that the blur model is suitable
to represent the defocus exhibited by the different microlens
types. In Figure 7, one can see that the blur radius estimated
is in accordance with the blur radius detected. The blur model
gives us a different focal plane depth for each microlens type
as expected. Namely, there are two microlenses (types 1 and
2) focusing at depths near the camera (1.19 m and 1.53 m)
and one microlens (type 3) focusing at a depth farther away
from the camera (2.66 m).
Bok et al. [8] Comparison. In Table VI, one presents the
parameters obtained for the camera model proposed (Section
IV). The parameters are either estimated using the calibration
procedure proposed (Section VII) or by transforming the cam-
era model parameters (denoted as camera model equivalent
parameters) of Bok et al. [8] according with the mappings
defined in Section IV-B.
The camera model parameters of Bok et al. [8] are obtained
using the calibration procedure of Nousias et al. [10] and
considering the same detected corner points as the ones used
in the calibration proposed. In the calibration procedure of
Nousias et al. [10], one assumes additionally that there is only
Fig. 7: Examples of the blur radius estimated using the
calibration proposed (cyan circles) and comparison with the
detected blur radius (red circles).
one microlens type as considered for modeling the MPC. The
calibration results in the following additional intrinsic param-
eters K1 = 18.48 and K2 = −22291.00, and coordinates for
converting normalized coordinates to image coordinates are(
fx, fy, cx, cy
)
= (46853.00, 46853.00, 2682.10, 3858.00).
Additionally, for transforming the Bok et al. [8] parameters
to the camera model equivalent parameters, one needs to
know the origin (p0, g0) and the spacing (dh, dv) between
microlenses. These parameters are obtained by analyzing the
microlens centers in the white image during the process of
defining the microlens coordinates (k, l). This analysis gives
an horizontal distance of dh = 34.89 pixels and a vertical
distance of dv = 30.22 pixels with an origin defined by
(p0, g0) = (16.50, 12.63) pixels.
The camera model parameters estimated and the camera
model equivalent parameters are very similar. Namely, most
of the parameters are within a maximum deviation of 10%.
The exceptions correspond to the principal point and the
(x0, y0) coordinates for the origin of the camera coordinate
system. The different estimates for these parameters can be
caused by the different calibration procedures used and in part
can explain the different results in terms of reprojection and
reconstruction errors.
IX. CONCLUSIONS
In this work, we proposed a camera model to describe the
microlens array of an MPC based on the works of Monteiro
et al. [14] and Baba et al. [15]. This camera model considers
an affine mapping to describe the point projections of a
world point in each microlens and a blur model to describe
the different microlens types’ focal planes with a total of 7
intrinsic parameters and M +1 additional blur parameters (M




The camera model is used to define a calibration procedure
for the MPC based on corner points and blur radius detected
in the MIs. The proposed algorithm for feature detection
is able to estimate the corner location and the blur radius
ensuring robustness to noise thanks to the combination of a
local analysis on each MI and a geometry-based refinement
across different MIs within each cluster.
The calibration procedure and the corner detector are evalu-
ated on a synthetic and on a dataset acquired with a commer-
cially available MPC. The corner detector algorithm and the
calibration proposed outperform the state of the art showing
that the MPC can be described using common intrinsic and
extrinsic parameters among the different microlens types. In
terms of future work, we want to explore how the additional
blur information can be used to estimate depth and generate
viewpoint-like images for Raytrix.
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INTRODUCTION TO THE SUPPLEMENTARY MATERIAL
The supplementary material deduces some of the formulas
used in the main paper and provides more insights regarding
the camera model and the mapping between the lightfield
intrinsics matrix (LFIM) H and the microlens camera array.
Namely, one deduces the camera model of a plenoptic camera
(Supp. Material A and B), and one explains the parameter-
ization of the rays and the influence of re-parameterization
on the LFIM (Supp. Material C). In Supp. Material D, one
presents the location of the microlens projection centers and
the restriction to consider the microlens cameras as pinholes.
The reduction of the number of non-zero entries in the LFIM
by considering the microlens projection centers location is
explained in Supp. Material E.
The relationships of the LFIM with the camera models of
Zhang et al. [1] and Bok et al. [2] are presented in Supp. Ma-
terial F and Supp. Material G, respectively. Additionally, the
results provided in Section VIII are segregated by microlens
type (Supp. Material H and the focus measure calibration for
blur radius detection is further explained in Supp. Material I.
A. Virtual Plenoptic Camera Model
The LFIM was first used to describe a SPC (Figure A.1).
More specifically, the camera model proposed by Dansereau et
al. [3] considers a virtual plenoptic camera whose microlenses
define a rectangular tiling. This camera is obtained after a
decoding process that transforms the 2D raw image into a
4D LF. This decoding process comprises segmentation of
the microlens images (MIs), alignment of the image sensor
relatively to the microlens array, and hexagonal sampling
correction (Figure A.2.c). For more details, please refer to [3],
[4].
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Fig. A.1: Geometry of a SPC considering the microlenses as
pinholes and the main lens as a thin lens. The LF in the
image space is parameterized using pixels and microlenses
indices while the LF in the object space is parameterized
using a point and a direction. The LF in the object space
can be parameterized on an arbitrary plane Π regardless of
the original plane Ω in focus.
The LFIM that describes this virtual camera and maps the
rays in the image space to the rays in the object space is
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In this virtual camera, the coordinates (i, k) and (j, l) are
independent, and therefore the series of transformations can
be analyzed separately for each pair of coordinates without
loss of generality. Additionally, note that the pixel coordinates
(i, j) are defined relatively to the origin of the corresponding
microlens. Thus, starting with the homogeneous coordinates
[i, k, 1]
















(d) Axial [5] (e) Zhang et al. [1] (f) Ours
Fig. A.2: Real and virtual microlens array structure of a plenoptic camera. The real microlens array (b) defines an hexagonal
tiling that is not aligned with the image sensor by an angle θ and can be represented using an axial coordinate system (d-e) or
a cartesian coordinate system (f). The microlens array with the hexagonal structure can be identified in the raw image of an
MPC [6] (a). The virtual microlens array (c) created by Dansereau et al. [3] defines a rectangular tiling that is aligned with
the image sensor. The virtual microlens array is obtained after a decoding process whose rays of the missing microlenses (in
orange) are estimated by interpolation.
obtains the 2D image sensor coordinates (pixels in the 2D
raw image) associated with a given ray in the image space
assuming that each microlens has N pixels and there is a













converts the 2D image sensor coordinates and microlenses
coordinates (k, l) to metric coordinates by assuming that there
are f(·) samples per meter and an offset o(·). This allows to
define the 4D ray using two points defined in two planes, the













allows to change the two-plane parameterization of the ray to
a point and a direction defined in the image sensor plane using
the distance between the image sensor and the microlens array
(dµ). This parameterization allows to use ray transfer matrices









propagates the ray in free space from the image sensor to the
main lens and defines the position of the ray in the main lens.
dM is the distance between the microlens array and the main









describes the refraction that occurs at the main lens with
focal length fM . This allows to obtain the direction (u, v)
in the object space without being modified by the optics of









defines the origin of the ray in the object space at a point
(q, r) in an arbitrary plane Π at a distance d from the main
lens. The six transformations allow to parameterize the ray in
metric units by a point in plane Π and a direction.
B. Plenoptic Camera Model
A plenoptic camera has a microlens array with hexagonal
tiling that is not aligned with the image sensor (Figure A.2.b).




the decoding transformations considered for the virtual plenop-
tic camera. Considering this plenoptic camera, the LFIM that
maps the rays in the image space to the rays in the object space
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The major difference relatively to Hv (A.1) is on the
mapping that allows to obtain the pixel in the raw image
associated with a given ray in the image space. This transfor-
mation in the virtual plenoptic camera is described using one
mapping Har while in the plenoptic camera this transformation
is represented by the product of two mappings, Haaµ and H
aµ
r .
The hexagonal grid of microlenses can be represented by
indices using an axial coordinate system (ka, la) [5] whose ba-
sis differ from the standard cartesian coordinate system (k, l)
(Figure A.2). The transformation between the two different
coordinate systems makes the ray coordinates dependent, and
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converts the LF coordinates (i, j, ka, la) to pixel coordinates
assuming that each microlens has Ni and Nj pixels horizon-





. The mapping Hs describes the hexagonal
sampling of the microlenses which have a well defined basis
(axial coordinate system). Considering the width (Ni) and








Alternatively, one can redefine this basis considering the
distance R between the center of the hexagon that includes the
MI and the hexagon corners, or considering the horizontal (dh)
and vertical (dv) distances between consecutive microlenses
















respectively, where dh = Ni =
√
3R and dv = 34Nj =
3
42R.
Additionally, the misalignment of the microlens array rel-
atively to the image sensor introduces more dependencies
among the coordinates of the ray in image space. This mis-
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of the microlens array relatively to the image sensor. The re-
maining matrices represent the same transformations described
in Supp. Material A. Normally, the misalignment between
the microlens array and the image sensor is small, and in
recent MPCs can be ignored. Thus, one can consider that
Haaµ = I5×5 where I5×5 is a 5 × 5 identity matrix. This
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In the virtual plenoptic camera, the misalignment is also
not considered in the camera model. The decoding process
that originates the virtual plenoptic camera corrects this mis-
alignment and the microlens hexagonal sampling. Namely, the
rectangular tiling of the microlenses [3] result in a sampling
that is described by a rectangular basis Sµ = I2×2 where I2×2
is the 2× 2 identity matrix. This implies that the coordinates
of the rays in the image space, (i, k) and (j, l), are independent
(Supp. Material A). However, the transformations associated
with the decoding process introduce some aliasing artifacts [4]
that may affect calibration and reconstruction results.
In order to maintain the same structure of (A.2) to represent
the plenoptic camera, one can incorporate the axial coordinate
system basis in the microlenses coordinates as in Zhang et
al. [1] (Figure A.2.e). Namely, considering the microlens
coordinates defined as [kz, lz]
T
= Sµ [ka, la]








. However, this originates non-integer indices
which might difficult the access to a particular microlens.
Alternatively, one can use a rectangular sampling basis without
resorting to a decoding process (Figure A.2.f). This allows to
represent the hexagonal structure of the microlens centers in
raw image coordinates (p, g) using integer (k, l) coordinates






2 , 1) and (p0, g0) correspond to the origin for the
(k, l) coordinates in the raw image. These approaches allow to
model a plenoptic camera with a LFIM H identical to the one
described by Dansereau et al. [3] with 12 non-zero entries, i.e.




C. Ray Parameterization and Re-Parameterization
In this section, one summarizes the parameterization and
re-parameterization of the LF in the object space presented in
[7].
Fig. A.3: Geometry of a FPC. The LF in the image space is
parameterized using pixels and microlenses indices while the
LF in the object space is parameterized using a point and a
direction. The LF in the object space can be parameterized on
an arbitrary plane regardless of the original plane Ω in focus.
Let us consider a LF in the object space LΠ (q, r, u, v)
acquired by a plenoptic camera with the plane Ω in focus
(Figure A.3). LΠ (q, r, u, v) is a set of rays, where each ray
Ψ̃Π = [q, r, u, v, 1]
T is parameterized using a point (q, r)
on a plane Π and a direction (u, v) defined in metric units
[8]. The notation (̃·) represents a vector in its homogeneous
coordinates. This LF is mapped to the LF in the image space
L (i, j, k, l) by the LFIM HΠ introduced by Dansereau et al.
[3]:
Ψ̃Π = HΠ Φ̃ , (A.16)
where Φ̃ = [i, j, k, l, 1]T corresponds to a ray that is parame-
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This mapping allows writing the positions (q, r) and the
directions (u, v) as affine mappings on the pixels (i, j) and
microlenses (k, l) indices.
On the other hand, the LF in the object space LΠ (q, r, u, v)
can be redefined on another plane Γ by shifting the parame-
terization plane Π along the optical axis of the FPC, i.e. along
the normal to the plane Π. Assuming that Γ is at a distance
dΠ→Γ from Π, the re-parameterization [9] is defined as





1 0 dΠ→Γ 0 0
0 1 0 dΠ→Γ 0
0 0 1 0 0
0 0 0 1 0




Note that D maps a ray Ψ̃Π to a ray Ψ̃Γ = [s, t, u, v, 1]
T
representing a ray passing through a point (s, t) in plane Γ
with a direction (u, v). Notice that D changes the camera
coordinate system origin but does not change the directions
(u, v).
Mapping the LF in the object space LΠ (q, r, u, v) to the
LF in the image space L (i, j, k, l) by (A.16), one has
Ψ̃Γ = D HΠ Φ̃ . (A.20)
The intrinsic matrix HΓ = D HΠ maps the LF in the image
space L (i, j, k, l) to the LF in the object space LΓ (s, t, u, v).
D. Microlens Pinhole Constraint
In this section, we show that the LFIM [3] can represent an
array of parallel microlens cameras. In this work, we follow
the same steps of Monteiro et al. [7] that demonstrated that the
LFIM can represent an array of parallel viewpoint cameras.
From the previous section, let us consider the LF in the
object space whose rays are parameterized at a plane Π using
a point [q, r, 0]T and a direction [u, v, 1]T (Figure A.3). The
LFIM HΠ (A.17) maps the rays in the image space Φ to the
rays in the object space ΨΠ by (A.16) [3]. For a microlens
camera, the microlens coordinates (k, l) are fixed and are
considered as parameters. Hence, for a microlens camera, the
positions (q, r) and the directions (u, v) are affine mappings




q (i; k,HΠ) = hqi i+ hqk k + hq
r (j; l,HΠ) = hrj j + hrl l + hr
u (i; k,HΠ) = hui i+ huk k + hu
v (j; l,HΠ) = hvj j + hvl l + hv
(A.21)
where the LFIM HΠ is also considered as a parameter. To
simplify the notation, we will not include the parameters
(k, l,HΠ) in the following expressions.
A ray captured by a FPC and parameterized by (i, j, k, l)
intersects the plane Π at point p (i, j) = [q(i), r(j), 0]T with
a direction n (i, j) = [u(i), v(j), 1]T . This allows to define
an arbitrary point c (i, j, λ) = [x, y, z]T along the ray [10] as
c (i, j, λ) = p (i, j) + λ n (i, j) , λ ∈ IR . (A.22)
Note that by sweeping the range of (i, j) in (A.22) with λ = 0,
one samples an area of the plane Π through which pass all
the microlens imaging rays. In addition, by sweeping (k, l),
one obtains all the microlens cameras, and therefore all rays
that can be imaged by the FPC. Finally, sweeping λ, allows
representing all world points within the field of view of the
FPC.
The location of the projection centers of an optical setup is




in the flux density [10], [11]. The convergence of the rays
captured by a camera at a single point, i.e. a unique projec-
tion center, is considered a degenerate configuration of the
caustic surface (point caustic) [10]. Although there are many
techniques to derive the caustic surface, in this work, we will
consider the Jacobian method [11].
The caustic surface is defined at the points in the object
space where the ray to image mapping (A.22) is singular,
i.e. the mapping from (i, j, λ) to (x, y, z) is singular. The
singularities occur at the set of points where the Jacobian
matrix of the transformation does not have full rank, i.e.





c (i, j, λ)
))
= 0. Solving the vanishing constraint one








Replacing λ1 or λ2 in (A.22) identifies the caustic profile
for the microlens camera. The caustic profile of a single
microlens consists of a line with (i) unique (x, z) and variable
y components if λ = λ1 or (ii) unique (y, z) and variable x
components if λ = λ2. In case λ1 6= λ2 the microlens is a
non-central camera. The microlens camera corresponds to a
central camera, i.e. a camera with a unique projection center,








Assuming this constraint and replacing λ in (A.22), expanded
by the expressions in (A.21), the location of the projection
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Furthermore, considering all microlens cameras that can be
defined, the LFIM can represent a co-planar grid of equally
spaced projection centers. Notice that the microlens coor-
dinates (k, l) only affect the x- and y-components of the
projection centers while the z-component of the projections
centers is always the same.
E. Reducing the Parameters of the LFIM Parameterization
The LFIM has 12 non-zero entries (A.17) but some pa-
rameters can be avoided by choosing an appropriate camera
coordinate system origin and considering them on the extrinsic
parameters. Namely, Monteiro et al. [7] defined a LFIM with
8 non-zero entries by choosing the camera coordinate system
origin at the plane containing the viewpoint projection centers.
In this section, we will show that a similar representation is
obtained by choosing the camera coordinate system origin at
the plane containing the microlens projection centers.
Considering the parameterization plane Π (Figure A.3) for
the origin of the different rays Ψ̃Π = [q, r, u, v, 1]
T in the
object space, an arbitrary point is defined as [x, y, z]T =
[q, r, 0]
T
+λ [u, v, 1]
T , λ ∈ IR [10]. The re-parameterization of
the rays in the object space to the plane Γ (A.18) corresponds
to a shift along the z-axis of the camera coordinate system,
which results in [x, y, zΓ]
T
= [s, t, 0]
T
+ λ [u, v, 1]
T where
s = q+ u dΠ→Γ, t = r+ v dΠ→Γ, and zΓ = z− dΠ→Γ. Thus,
the re-parameterization is redundant with the z-translation of
the extrinsic parameters. Assuming that the plane Γ corre-
sponds to the plane containing the microlens projection centers
at dΠ→Γ = −hqi/hui (Supp. Material D), one obtains a LFIM




0 0 hsk 0 hs
0 0 0 htl ht
hui 0 huk 0 hu
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Furthermore, extending the definition of the point (s, t) to
consider the LF coordinates in the image space and redefining
x and y as xΓ = x − hs and yΓ = y − ht, one obtains
[xΓ, yΓ, zΓ]
T
= [hsk k, htl l, 0]
T
+ λ [u, v, 1]
T . Hence, the
entries hs and ht are redundant with the (x, y)-translational
components of the extrinsic parameters [7], [3]. Thus, remov-





0 0 hsk 0 0
0 0 0 htl 0
hui 0 huk 0 hu
0 hvj 0 hvl hv




Considering this representation for the LFIM, the microlens









F. Generic 6-Intrinsic-Parameter Model Transformation
The model proposed by Zhang et al. [1] considers that the
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A similar representation with 6 non-zero entries has been
proposed by Marto et al. [12] to represent a camera array with
co-planar projection centers and whose cameras are identical
(same intrinsic parameters). Nonetheless, this normally is not
the case for plenoptic cameras, i.e. the cameras in the array
are not identical [7], [13].
The LFIM defined in Supp. Material E has a minimal form
with 8 non-zero entries as a consequence of the different
intrinsic parameters between different microlens cameras (Sec-




proposed by Zhang et al. [1] is equivalent to the 8 non-zero
entries representation for the LFIM (A.27) considering that the
two additional radial distortion parameters defined in Zhang
et al. [1] relatively to Brown [14] are included in the Hz
matrix. The two additional parameters for example, in the SPC,
are responsible for defining an epipolar plane image (EPI)
geometry that is consistent with the zero disparity plane at the
main lens world focal plane [7], [8].
Let us consider the relationship between a point [x, y, z]T
in the object space and the distorted ray Ψz = [s, t, u, v]
T in
















Additionally, consider the radial distortion model proposed by
Zhang et al. [1] assuming that the standard radial distortion
correction αr =
(
1 + k1 r
2







uu = αr u+ k3 s
vu = αr v + k4 t
, (A.31)
where r2uv = u
2 + v2, [k1, k2, k3, k4]
T denotes the distortion
vector, and Ψu = [s, t, uu, vu]T is the undistorted ray in the
object space. Defining u′ = u + s k3αr and v
′ = v + t k4αr to
convert the Zhang et al. [1] radial distortion model (A.31) to
the model defined by Brown [14], and replacing on (A.30),
one has [x, y]T = [s, t]T + z[u′− s k3αr , v
′− t k4αr ]
T . In order to
obtain a relationship of the form [x, y]T = [s, t]T + z[u′, v′]T ,
let us define the mapping between the rays in the object space
Ψ =
[






1 0 0 0 0
0 1 0 0 0
k3
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0 1 0 0
0 k4αr 0 1 0






Extending the definition of Ψz to consider the rays in the
image space Φ = [i, j, k, l]T using the LFIM Hz proposed by
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G. Microlens Camera Array Mapping to LFIM
In this section, one shows that the model proposed by Bok
et al. [2] can be represented by a LFIM by constraining
the microlenses centers coordinates on the raw image to be
regularly spaced. The structure of the LFIM will depend on
the sampling basis that is considered for representing the
microlenses coordinates (Supp. Material B).
The microlens camera model, defined by Bok et al. [2] and
adapted by Nousias et al. [15] to describe an MPC, represent
the projection of a point in the object space on a microlens
using 6 parameters and the knowledge of the microlens center









fx x− z ṗc
fy y − z ġc
]
, (A.34)
where K1 and K2 are additional intrinsic parameters to the
conventional pinhole camera model [16], ∆p = p − pc and
∆g = g − gc with (pc, gc) defining the microlens center
coordinates associated with the raw image coordinates (p, g),
and ṗc = pc−cx and ġc = gc−cy . The
(
fx, fy, cx, cy
)
are the
parameters used to convert normalized coordinates to image
coordinates. This model can be rewritten to get a pinhole-
like representation by isolating the coordinates of the point
[x, y, z]
T . This allows to define the projection matrix Pb for

































where Kb and Eb correspond to the intrinsic and extrinsic
matrix for the microlens camera, respectively. The extrinsic
matrix Eb allows to define the position of the microlens
camera array relatively to the camera coordinate system origin
which corresponds to the plane containing the viewpoint
projection centers [2]. For considering the relationship with
the world coordinate system, one should consider the matrix







rigid body transformation between the world and camera co-
ordinate systems with rotation cRw ∈ SO(3) and translation
ctw ∈ IR3, and 01×3 is the 1 × 3 null matrix. Representing
the raw image coordinates by the 4D coordinates of the rays
in the image space using i = ∆p, j = ∆g, and (k, l) using
































































respectively. The parameters dh and dv correspond to the hor-
izontal and vertical distance between consecutive microlenses
centers.
The LFIM associated with the camera model of Bok et al.
[2], considering the plane containing the microlenses projec-



































The LFIM HbΠ is not represented in its minimal form since
the entries non-dependent on the ray coordinates in the image
space are not included in cTw, i.e. there are some redundant
parameters with the extrinsic parameters. Since the camera
coordinate system origin of Bok et al. [2] is defined on the
plane containing the viewpoint projection centers, one should
re-parameterize the rays assuming dΠ→Γ = −K2/K1 (Supp.
Material C). This allows to define a LFIM with a minimum
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defines the baseline shift be-
tween consecutive viewpoint cameras.
H. Corner Detection: Additional Results
A further analysis on the error of the corner detection. Since
the MPCs use three different lens type, we can divide the
measurements for each lens type.
Number of Images


























Error of corners detected per lens type
(Nousias et al.) - Lens Type 0
(Nousias et al.) - Lens Type 1
(Nousias et al.) - Lens Type 2
(PbR) - Lens Type 0
(PbR) - Lens Type 1
(PbR) - Lens Type 2
(PaR) - Lens Type 0
(PaR) - Lens Type 1
(PaR) - Lens Type 2
Fig. A.4: Error of the methods
The measurements show some interesting results. While for
the approach used in [15] the third lens type seems to exhibits
lower error, the same seems to be more difficult to estimate for
our method, before the refinement step. In fact, that is the only
measurement for which our approach does not perform better.
After the refinement, however, this trend is re-established and
the error related to the third lens type is again the lowest.
Number of Images





















Number of corners detected per lens type
(Nousias et al.) - Lens Type 0
(Nousias et al.) - Lens Type 1
(Nousias et al.) - Lens Type 2
(PbR) - Lens Type 0
(PbR) - Lens Type 1
(PbR) - Lens Type 2
(PaR) - Lens Type 0
(PaR) - Lens Type 1
(PaR) - Lens Type 2
Fig. A.5: Number of corners found from each methods
The first two lens types do not show particularly interesting
results and are quite similar to each other.
With respect to the number of corners found, we performed
a similar analysis. Here the only visible trend seems to be a
lower number of corner found for the first lens type, while the
second and the third show similar behaviours.
The meaning behind these results may be related to the
amount of focus blur and to particular characteristics of the
optics of each lens. Such investigation goes out of the scope
of this work and is left for future research.
I. Corner Detection: Blur Calibration
Here a more detailed overview over the blur calibration
process is given. The challenge discussed here is intrinsicly
related to the definition of the blur radius. Even for a human
observer is hard to define the blur radius of a blurred corner,
so we describe our approach to overcome it.
To ensure consistency and have a clear definition of blur, we
make use of synthetic images. After creating an ideal image
of a corner, we use the Gaussian Blur plug-in from GIMP to
blur the corner of a desired amount. In our experiment, we
have 21 different images with a blur radius ranging from 0
to 10 pixels each 0.5 pixels. To emulate real image we also
add gaussian noise using Matlab’s imnoise function, with zero
mean and a small variance. In our experiment the variance
value was set to be σnoise = 0.0003.
The focus measure operator chosen for this work was, as
explained in the main text, the Tenengrad Variance [17], and
it is used to compute a mapping function that, given the focus
measure as input, returns the blur radius in pixels.
This procedure is done selecting a window around the
corner of a specific size, the same size that it will be later
used in the actual blur estimation step. In our experiments
we have a window size of 9. The window size is a dataset
dependent parameters: the minimum requirement is that the
actual values is larger than the maximum blur visible in a MI,
to correctly compute it. The largest the window gets, however,
will negatively apply to the detected corners that lie at the
border of the MIs, since there is not enough information there




Fig. A.6: The mapping function. On the y-axis, the focus
measure is displayed, while on the x-axis the corrispondent
blur radius in pixel is shown.
Different type of corner template accounting for lens border
regions can be taken into account for future research, yet were
not considered as a requirement because the parameter has
shown to work correctly on our datasets.
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Analyzing Disparity and Compression
across Plenoptic Cameras
Luca Palmieri, Waqas Ahmad, Mårten Sjöström and Reinhard Koch
Abstract—Light Field (LF) constitutes a solid foundation for
immersive visual applications due to its ability to capture and
represent angular and spatial information of the scene. Plenoptic
cameras uses microlens array to record the scene on a two-
dimensional sensor. The optical setting of plenoptic cameras
regulates different multiplexing of LF information, introducing
new challenges in the processing. Fewer assumptions can be
made on the structure of the input light field, thus novel
approaches have to be developed. In addition, capturing LF
contents requires huge computational power, large network and
storage resources. This work presents a detailed analysis on
practical aspects of plenoptic image processing like capturing,
rendering, compressing and estimating the disparity on plenoptic
images acquired with available commercial implementations. Two
of the most important processing tasks, disparity estimation
and compression, are investigated across different plenoptic
camera models. Using a publicly available dataset, standard
and focused plenoptic cameras are compared. Results show that
image compression is more beneficial for images captured using
focused plenoptic cameras. When compressing the same scene
in different representations, the sub-aperture image is more
efficient compared to its lenslet representation for both plenoptic
camera models. Diverse disparity estimation methods based on
different representations are analyzed to reveal their strength
and limitations for each camera model. Moreover, the behaviour
of disparity under different compression rates is inspected, giving
further insights about possible applications.
Keywords—compression, disparity, light field, plenoptic camera,
representation
NOTATION
In this work, the following notation will be used:
• sub-aperture image (SAI) refers to a conventional viewpoint
image rendered from a captured light field;
• microlens image (MI) refers to an image captured within a
single microlens on the sensor of a plenoptic camera; the image
formed on the sensor by all MIs is denoted as lenslet image;
• standard plenoptic camera (SPC) refers to plenoptic cameras
where the microlens array (MLA) is placed at the focal plane of
the main lens, also denoted as conventional plenoptic cameras,
described in [1];
• focused plenoptic camera (FPC) refers to plenoptic cameras
where the MLA is moved away from the focal plane of the
main lens, described in [2].
• spatial and angular resolution refers to their pixel properties:
spatial resolution refers to the width and height of the rendered
image for the angular resolution to the number of perspective
views for the sub-aperture images;
• angular density refers to the distance in pixels between two
consecutive angular sample.
I. INTRODUCTION
Light Field (LF) imaging has recently received significant research
attention mainly due to the large availability of LF contents. The
field is growing into several branches, ranging from acquisition,
compression, to visualization of the captured contents. LF acqui-
sition technologies offer various possibilities to sample the spatial
and angular information of the scene. Initially, the LF information
was captured using a set of calibrated and synchronized multiple
traditional cameras [3]. Later on, thanks to the advancements in
optical technology, handheld plenoptic cameras were introduced [1],
[4]. This enabled capturing the LF in a single shot, reducing the
hardware costs and computational complexity, while allowing the
capture of dynamic scenes.
Fig. 1: A scheme to summarize the contents and the structure
of the paper for an easier visualization.
Plenoptic camera records the spatial and angular information
of the scene onto a single two-dimensional image by placing a
MLA between the main lens and image sensor. The arrangement
of main-lens, MLA and image sensor regulates the sampling of the
LF. Plenoptic cameras has demonstrated their influence in various
applications, e.g, refocusing, scene reconstruction, depth estimation
and novel view synthesis. Since its introduction, the resolution of
the images captured with plenoptic cameras has seen a dramatic
improvement, at the cost of additional transmission and storage
resources. The traditional image and video encoders can be used
to compress plenoptic image with limited compression efficiency.
The recent initiative of JPEG referred to as JPEG Pleno [5] to seek
efficient compression and grand challenges [6], [7] for plenoptic
image compression highlights the importance of LF compression.
Parallel to the hardware improvement, software algorithms are also
proposed to supplement the rendering of captured LF information.
Since the LF exhibits redundancy, its cues are used to calculate
a super resolved rendered image. Several approaches have been
proposed in this direction, trying to maximize the optical capability
using focused plenoptic cameras and dedicated rendering models to
generate images with higher spatial resolution [8], computing simulta-
neous depth and all-in-focus super-resolved images [9], analyzing and
restoring the images using bayesian framework [10], [11], or using a
variational approach and makes use of disparity maps to render novel
views [12], [13]. Although different in their implementations, the
methods have a common background: the knowledge of geometrical
information about the scene, mostly in form of a disparity or depth
map. Therefore, the analysis of different disparity estimation methods
assumes particular importance. Disparity methods showed promising
results using stereo matching on microlens images [14], [15], building
a cost volume using the sub aperture images [16]–[21] and analyzing
the images in the epipolar plane image domain [22], [23].
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Contributions
The scope of this work is to give an overview of the different
plenoptic camera configurations and to investigate two of the most
critical processes involved in LF imaging, namely compression and
disparity estimation. More in details, the main contributions of this
paper are:
1) an overview of the characteristics of the different plenoptic
camera models and their respective commercial implementa-
tion in Section III,
2) an improved version of the rendering algorithm for focused
plenoptic cameras capable of deliver high resolution images
incorporating several steps in the image formation process in
Section III-D1,
3) a novel analysis on the compression methods, where we
introduced the comparison using different encoders for the
same scene captured with both standard and focused plenoptic
cameras in Section IV,
4) a comparison of disparity estimation approaches based on
different lightfield (LF) representations acquired with both
plenoptic camera models in Section V,
5) an analysis of the disparity estimation under different compres-
sion rates in Section V-E.
Structure of the paper
The rest of the paper is structured as depicted in Figure 1:
in Section II the state of the art is discussed, in Section III the
capturing and representation process with different plenoptic cameras
is discussed, in Section IV the task of light field compression is
analyzed, in Section V the challenges of disparity estimation are
covered and finally in Section VI conclusions are presented.
II. STATE OF THE ART
The first standard plenoptic cameras were introduced in [1] and
made commercially available by the Lytro company [25]. They
achieved capturing of a four dimensional light field in a single
shot, yet resolution limitations were evident. The standard plenoptic
camera saw a second generation with higher resolution [25] allowing
LF processing to be treated as a special case of multi-view stereo,
with most approaches exploiting the SAIs representation [18], [21].
Further work compared and evaluated images acquired with standard
plenoptic cameras with images from a synthetic dataset generated
with a virtual camera at different position, equivalent to a camera
array with a narrow base line around 18− 20 micro meters [26].
Capturing and Representations
The development of focused plenoptic camera had the larger
improvement in terms of spatial resolution [8], [27]. The trade-off
in their work consists, assuming a fixed microlens size, in reducing
the angular density to increase the spatial resolution. Because of
the low resolution of the original standard plenoptic camera and
the advances in novel view synthesis, this trade-off is beneficial for
many application [27]. The introduction of the focused plenoptic
cameras accounted for some modification in the rendering process.
Contrary to the initial theoretical explanation [27], as noticed in
[28], the rendering of all-in-focus images when capturing the scene
with a focused camera requires depth information of the scene, as
investigated in [9], [29]. This requirement poses specific constraints to
the image model formation, particularly the challenge of processing
the microlens images before the rendering. Such a shift is visible
in several work related to filtering [30], calibration [31] or depth
estimation [32]. The focused plenoptic camera instead became more
of a niche topic, and its commercial implementation from the Raytrix
1The code relative to the rendering algorithm has been released under the
GPL license as part of the Plenoptic Toolbox, available at the following link:
https://github.com/freerafiki/PlenopticToolbox2.0
company [33] introduced an additional novelty, namely the three
different focal lengths in the microlens array [4]. Such cameras
go under the name of multi-focus plenoptic cameras. Having three
different focal lengths enables multi-focus plenoptic cameras to
enlarge the depth of field of the camera by a factor of three, while
reducing the spatial resolution only by the half [4]. However, the
computational effort increased significantly to account for microlens
images with different amounts of blur. Recently, novel approaches
have been proposed including calibration [31], toolbox for disparity
estimation [15] and additional softwares to render realistic synthetic
images [24].
Compression
Due to availability of benchmark contents [34] and grand chal-
lenges [6], [7], compression of plenoptic images captured using a SPC
as the Lytro camera received significant attention from the research
community compared to plenoptic images captured using FPC like
the Raytrix camera. Initially, the lenslet representation of plenoptic
images was exploited by using modified HEVC intra coding schemes
[35]–[37]. Later the compression efficiency was improved by using
video coding schemes on the SAI representation [38], [39].
Disparity estimation
As previously mentioned, estimating the disparity is one of the
main applications of LF processing. Therefore, many approaches
have been proposed to deal with this challenge. Some methods
work directly on the lenslet image [14], [15] building a cost volume
based on the pixel similarity and using stereo-matching to exploit
the redundancy of the MI to calculate disparity. Another approach
is to combine correspondence and focal cues [16] or specifically
modelling more sophisticated characteristics as the shadows [17] or
the occlusions [19]. An iterative refinement function was also used to
reach higher accuracy in the estimation in [18]. The estimation has
been addressed also in the epipolar plane image (EPI) domain with
variational framework [22] and building a dedicated operator to detect
slopes of the lines [23]. Recently, learning-based approaches started
to show promising results, learning pixel-based similarity measures
[20] or training a neural network on the stack of SAI to extract
features and achieve accurate estimations [21].
III. PLENOPTIC CAPTURING AND REPRESENTATION
In this section we review the different possibilities for capturing
a scene with MLA-based plenoptic cameras and the various repre-
sentation and the relative trade-off in terms of resolutions. The terms
MLA-based plenoptic camera refers to a camera where a MLA is
placed between the sensor and the main lens. Each microlens samples
a portion of the scene, allowing the recording of the light field in
a single shot. In fact, based on their position and their size, the
microlenses collects a different set of light rays from the scene. The
optical configuration of the main lens, MLA and sensor regulates the
sampling process of the scene.
A. Camera Models
The first camera model we want to describe is the SPC. This
camera model, described graphically in Figure 2a, is able to capture
the light field with high density of angular information. Its optical
configuration places the MLA at the focal plane of the main lens.
Because of this choice, each microlens capture only one spatial point
and its angular information, as visible in Figure 2d. The advantage
of this approach is the possibility of rendering a large number of
viewpoints image from a single shot. On the other hand, its limitation
consists in the spatial resolution, that amounts exactly to the number
of microlenses in the camera [27].
To overcome the spatial resolution limitation, the second camera
model was introduced, namely the FPC, depicted in Figure 2b. The
difference consists in the placement of the MLA, that is now shifted
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(a) Schematic model of standard plenoptic
camera.
(b) Schematic model of focused plenoptic
camera (Galilean configuration).
(c) Simplified schematic model of integral
plenoptic camera.
(d) Rendering of a standard plenoptic camera
using the simulator in [24].
(e) Rendering of a focused plenoptic camera
using the simulator in [24].
(f) Rendering of an integral plenoptic camera
using the simulator in [24].
Fig. 2: Schematic model and image rendering for the three camera models explained in the text. Focused plenoptic cameras
have two possible configurations, Galilean and Keplearian. Here the Galilean was chosen for an easier visualization. The two
configurations are equivalent. The rendering are obtained using the plenoptic simulator described in [24].
so that its focal plane coincide with the one of the main lens. This
means that in each MI a portion of the scene is captured, similarly to
a camera-array, as visible in Figure 2e. It follows that the spatial
resolution of the rendered image increases, since each single MI
records not only the spatial information of one point, but several
of them. The price to pay in this case is the reduction of the angular
density in the captured light field.
If we were to follow this intuition and set up the camera so that
each MI records the whole scene, the recorded spatial resolution
would increase to reach exactly the MI size, while strongly reducing
the angular density. In fact, if each lens capture the whole scene,
the angular resolution corresponds to the number of microlenses,
similarly to the spatial resolution in the case of SPC. We denote such
a camera model integral plenoptic camera (IPC) and it is the third
model that we take into account. Although originally developed be-
fore the other camera models, it was discontinued and never reached
a commercial implementation, therefore it is less widely used. There
are different possible implementations as result of combination of
main lens, prisms, negative or positive lenses, as well described in
[2]. Another approach has been taken in [40] and [41], where a more
sophisticated system of lenses is used to recreate similar condition for
light field microscopy. A simplified schematic model of this camera
model is graphically depicted in Figure 2c and one virtually generated
image is shown in Figure 2f.
The images shown in Figures 2d, 2e and 2f were not acquired
with plenoptic cameras, instead were generated using the plenoptic
simulator described in [24]. They are intended to give a visual
explanation about how each camera model capture the same scene.
B. Commercial Implementations
In this section we aim at analysing the differences between the
different plenoptic camera models. To compare several applications
on images captured with actual plenoptic cameras, we rely on the
commercial implementations. While the simulator can be fine-tuned
to achieve almost all possible combinations of light field sampling,
commercial implementations impose more rigid constraints.
Even though the first mention of light field dates to almost a
century ago, MLA-based plenoptic cameras flourished only recently
and did not yet became a standard camera for the consumer market,
therefore commercial implementations are limited. The most used
plenoptic cameras are the Lytro [25], now discontinued, built fol-
lowing the SPC model. The Raytrix camera [33] instead constitutes
a special case of the FPC model, namely the multi-focus plenoptic
cameras. Both cameras are used for research purposes, and Raytrix
cameras extended their usage to industrial application. The prototype
of the third camera model was produced by Adobe, as described in
[2], but was never made commercially available. It can be seen in
Figure 3. Since there are no commercially available cameras of the
third type for IPC, this model received less attention and therefore
will not be used for this work.
(a) Lytro Illum Camera (b) Raytrix R29 Camera (c) Adobe’s prototype
Image from [25] Image from [33] Image from [2]
Fig. 3: Commercial implementations of plenoptic cameras.
To ensure a fair comparison between plenoptic camera models we
have to rely on images acquired from cameras produced by Lytro and
Raytrix. In this work we use images from the database acquired using
Lytro Illum and Raytrix R29 [42], the plenoptic cameras with highest
quality available. Lytro’s Illum capture raw images of 5368 × 7728
pixels, while Raytrix R29 raw images consists of 4384×6576 pixels.
C. On the Angular-Spatial Resolution Trade-off
Each camera models samples the light field with a different pattern.
As already pointed out in previous works [2], an increase in the
spatial resolution results in a decrease in the angular resolution, and
vice versa. The three models account for the whole range of LF
sampling, from lowest to highest angular and spatial resolution, and
are suitable to give a full overview of the trade-offs of LF capturing.
If we assume a fix sensor size and a similar structure with regards
to the MLA size, we can summarize the characteristics of the different
camera in a very simple and intuitive way in Table I. We denote
with MI the microlens size and with NL,h and NL,v respectively
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(a) Scene acquired with a Lytro Illum Camera and rendered with the toolbox
in [43]
(b) Scene acquired with a Raytrix R29 Camera and rendered with the proposed
algorithm.
Fig. 4: The central sub-aperture image and two slices in the epipolar plane from a scene acquired with both Lytro and Raytrix
cameras. [42]
the number of microlenses in the horizontal and vertical direction.
Spatial and angular resolution are denoted respectively as φ and ρ.
Since their value is camera dependent, the interval (1,MI) is defined.
The three camera models describe the whole spectrum of the
spatio-angular trade-off. The SPC and the IPC can be considered as
the two bounds for the resolutions. When spatial resolution drops
to the minimum, angular resolution reach its maximum. No gain
in terms of overall resolution is achieved with a different optical
configuration, only the sampling distribution is varied. For the case
of SPC and IPC, it is straightforward to calculate the actual size of the
rendered image if we assume no post-processing. It is dependent on
the number of lenses and the MI size, or in other terms, the number
of pixels in the sensor behind a single microlens.
Camera Resolution for MI Resolution for rendered image
Model Spatial (ρ) Angular (φ) Spatial (ρ) Angular (φ)
SPC 1 MI NL,h×NL,v MI
FPC ρ, φ ∈ (1,MI) depth-dependent
IPC MI 1 MI NL,h×NL,v
TABLE I: Summary of the spatio-angular resolution trade off
for different plenoptic camera models. ρ refers to spatial and
φ to angular resolution. Values in pixels.
The FPC is a more complex case, where the actual resolution
depends on the depth of a single point in the scene. As described in
[28], [44], the spatial resolution increases when the image projected
through the main lens is closer to the MLA, and the angular density
follows the opposite path.
Because of the characteristics of the different plenoptic cameras, a
careful setup is required to obtain a similar light field representation
when the same scene is captured with two different cameras. To
achieve this we propose an improved version of the rendering
algorithm, which enables a larger flexibility in the parameterization
and allows to create a more unified representation, a requirement for
a fair comparison between the cameras.
D. Rendering Process
Our aim is to create a unified representation to compare images
taken with different plenoptic cameras, namely SPC and multi-focus
plenoptic camera (MPC). Using two different camera models results
in a different sampling of the light field. However, the recorded
information is partially redundant and can be represented in the same
way. The chosen solution is to adopt the SAI representation, which
constitutes the standard for most application and serves as basis for
the EPI domain. An example is visible in Figure 4.
Rendering SAIs from a LF captured with SPC can be done by
selecting one pixel from each MI, and this method is implement in
the LF Toolbox [43] which was used to render the images. Rendering
SAIs from a LF captured with FPC involves the extraction of a patch
instead of one single pixel for each MIs. This process requires the
disparity information, because, as discussed in Section III-C, the
spatial resolution is not constant across the image. The patch size
is directly proportional to the spatial resolution and depends on the
position of each object in the three dimensional scene, i.e. its distance
from the camera. So in the following, we assume the disparity has
been estimated. For more information about the disparity estimation,
please refer to Section V.
Two approaches have been proposed to estimate the patch sizes
and tile them together to generate a SAI [28], [29]. The first proposed
algorithm in [28] assumes all microlenses have the same focal length,
which is not the case for the multi-focus plenoptic cameras. In
general, both approaches [28], [29] use integer pixels for the window
size, reducing the quality of the rendered image.
We propose an adapted version of the rendering algorithm to
overcome these limitations: it handles different types of microlenses
without rendering blurred part of the image and work on patch sizes
with floating precision numbers. The underlying strategy remains the
same: for each lens a patch size is selected based on the disparity
information available, and those patches tiled together generates the
final image. When dealing with different microlens types, we need a
technique to merge seamlessly the MI with different blur levels. This
is achieved by creating one image for each microlens type, dividing
regions based on the disparity values. When merging the images for
the rendering, instead of discarding the information recorded on the
unfocused microlenses, we use a weighted average, where the weights
for the focused part are significantly larger, avoiding any shifts or
artefacts.
The first step of our algorithm consists in the classification of the
microlenses. This is done by exploiting the regular grid structure of
the MLA that, as analyzed in [14], [45], follows the same pattern. The
information about the microlenses focal length is known only to man-
ufacturers, yet using the RxLive software [46] to capture the images,
a configuration file with information about the microlens ranges can
be extracted. Alternatively, a calibration can be performed to estimate
the optical configuration of the microlenses, or a classification based
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(a) Grid using 17
sample per lens
(b) The patch extracted
using the grid in (a).
(c) Grid with a 0.5
north-west pixel shift.
(d) The patch extracted
using the grid in (c).
(e) rendered view with 17
sample per lens: 1441 ×
946 pixels
(f) Grid using 7
sample per lens
(g) The patch extracted
using the grid in (f).
(h) Grid with a 1.5
north-west pixel shift.
(i) The patch extracted
using the grid in (h).
(j) rendered view with 7
sample per lens: 595×392
pixels
Fig. 5: The images shows excerpts of the rendering algorithm. Please notice how up-scaling and down-scaling are integrated
due to the choice of the sample per lens. Also the shift can assume decimal values, allowing us to create more view with
less disparities. This is particularly important when creating views as input for different algorithms. The two views have very
different resolution, yet the shows no visual difference, proving the robustness of our algorithm. No visible artifacts arises at
larger resolutions.
on focus measure can also be applied, as in [31].
The second step consists in the extraction of the patches from each
MI. The patch size is calculated based on the disparity value and the
camera configuration. Instead of using a window of n× n (n ∈ Z)
pixels, a regular sampling grid of size ps× ps (ps ∈ R) is applied.
For a more accurate extraction, the raw image is interpolated, which
enables the usage of decimal values to select the optimal patch
size and the distance between each sample within the grid. The
distance between samples is calculated from the number of samples
per lens. By tuning this parameter, one can control the final spatial
resolution of the rendered image, as shown in Figure 5. This sampling
mechanism implicitly performs the down- and up-sampling usually
required for the rendering. Because the number of samples per lens
is constant across different microlenses, larger patch size will have
larger distance between samples, thus resulting always in a patch of
the desired size, without need of resizing.
The proposed algorithm allows a more flexible generation of
different viewpoint images. Since the approach work on interpolated
image, the constraints on the integer pixel do not exist anymore and
we can move the viewpoint by a desired amount. By doing this, we
can control the parallax between adjacent views and we can generate
denser or sparser sets of SAIs. This allows us to recreate a number
of SAIs similar to the SAIs obtained from an image captured with a
Lytro camera by changing the parameters in the rendering algorithm.
The rendering algorithm also has its limitations. The maximum
parallax in the scene cannot be increased, only the density of the
sampling can be chosen. Moreover, it requires the microlens centers
grid to be known and the estimation of the disparity to be correct.
However, the rendering algorithm is robust to noise due to the way the
estimation is handled. First, for every microlens only one patch size
is needed, more specifically only one disparity value. This enable
the usage of approaches that calculates a coarse disparity map, as
described in [14], [47], which reduces the noise in the estimation.
Second, disparity estimation, particularly stereo-matching, tends to
fail in texture-less regions while being more accurate in areas full
of features. This results in accurate patch size for highly textured
region, where the exact patch size is needed to avoid artifacts, and
less accurate estimation of the patch size in uniform regions, where
the patch size is almost irrelevant for the rendering. Therefore the
rendering image does not show any artifact. This allows to render
artifacts-free viewpoint images with sparse or noisy disparity images,
which would be significantly harder in the case of a geometrical
approach that projects points in the three dimensional space and then
trace them back to render the image.
An example of the same scene captured with Lytro and Raytrix
plenoptic cameras is visible in Figure 4. The two rendered images
looks very similar, although the plenoptic image captured with the
Raytrix camera has higher spatial resolution and lower angular
resolution. In Figure 5 some example of the rendering algorithm and
two version of the same scene rendered with low and high spatial
resolution are shown to support our explanation.
IV. PLENOPTIC IMAGE COMPRESSION
The plenoptic image captured using Lytro camera contains angular
correlation within each microlens and spatial correlation among
neighbouring microlenses. In Raytrix R29 camera, each microlens
captures a small portion of the scene. The angular correlation exist
among neighbouring microlens and spatial correlation is contained
within each microlens. As discussed in the previous section, a
plenoptic image can be transformed into its SAI representation, which
shows the different perspectives of the scene. Firstly, a compression
analysis is presented for Lytro and Raytrix plenoptic images in
lenslet format using image coding standard. Secondly, a comparison
is presented between lenslet representation and SAI representation
using image and video coding standard.
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A. Selected Dataset
The research is conducted using publicly available dataset [42].
The dataset contains real scenes captured using the Lytro Illum
camera and the Raytrix R29 camera from same view position and
under the same conditions. The table II shows the selected LF images
from the dataset.
TABLE II: Selected LF images from dataset in [42].
S/N Image Name Resolution (WxH)
1 RTX 007 6576x4384
2 RTX 015 6576x4384
3 IMG 001 7728x5368
4 IMG 004 7728x5368
B. Performance Comparison
For the performance comparison, the peak signal to noise ratio
(PSNR) is used as a quality measure and calculated using the original













[I(x, y)− I ′(x, y)]2 (2)
The rate is calculated in bits per pixel (bpp) and is obtained by
dividing the compressed size by the total number of pixels of a raw
plenoptic image.
C. Plenoptic image compression using image encoder
The High Efficiency Video Coding (HEVC) coding standard has
shown significant compression efficiency compared to its predecessor
Advance Video Coding (AVC) and JPEG2000 [48]. The HEVC image
encoder mainly relies on its intra prediction modes to exploit the
spatial correlation present in the data. HEVC uses DC, Planar and
33 directional modes for prediction of the current block from already
encoded neighboring pixels [48]. Fig. 6 shows an example of HEVC
intra prediction modes, i.e. vertical, horizontal, diagonal and DC.
In recent past, researchers has proposed modifications in HEVC
image coding standard to improve the rate distortion (RD) efficiency
for plenoptic images [35], [36]. However, such changes requires
modification in reference HEVC standard which already deployed
on most of the available software and hardware infrastructures. An
experiment is performed to evaluate the coding efficiency for Lytro
and Raytrix plenoptic images using already available HEVC reference
coding scheme. The plenoptic images captured using Lytro and
Raytrix cameras are given as input to reference HEVC image coding
scheme and compressed on four different bit-rates in order to cover
different bit rate scenarios. The compression efficiency is evaluated
based on RD relationship. Fig. 7 shows the RD performance of
HEVC-intra coding for Raytrix and Lytro plenoptic images.
The Raytrix plenoptic images show significantly better compres-
sion efficiency compared to Lytro plenoptic images. The HEVC-
Intra coding traverses the plenoptic image block by block and takes
prediction for each current block from already encoded neighbouring
blocks. The neighboring border pixels are simply replicated on
the current block. Figure 8 shows the small portion of Lytro and
Raytrix plenoptic images. In Lytro plenoptic image, pixels under each
microlens have different intensity values which is not very suitable
for HEVC Intra prediction modes. However, in Raytrix plenoptic
image each microlens records small portion of scene that may contain
uniform regions. Hence, the HEVC-intra prediction modes works
better on Raytrix plenoptic images compared to Lytro plenoptic
image.











































Available pixels of 
neighboring blocks
Pixels of current block
Fig. 6: Example of Intra prediction available in HEVC. The
pixels of current block are interpolated using border pixels
mark with labels A-H and R-Z.
Fig. 7: Rate Distortion Analysis between Raytrix and Lytro
plenoptic images
D. Plenoptic image compression using video encoder
Each SAI depicts the scene from a unique perspective which
mimics the views of multiple camera system captured with narrow
baseline. High correlation exists among neighbouring SAIs that can
be efficiency coded using MV-HEVC based coding scheme [49]. The
MV-HEVC scheme converts the two dimensional set of SAIs into
multiple pseudo video sequences. The coding scheme enables each
SAI to take two dimensional prediction from its neighbouring SAIs.
Fig. 9 shows the coding structure of MV-HEVC scheme for 5 × 5
SAIs which is interpreted as five pseudo videos, each of them with
five frames.
1) Lytro: The 13 multi-view sequences with each having 13
frames are given as input to MV-HEVC encoding scheme. The Fig.
10 shows the rate distortion performance between MV-HEVC based
coding scheme applied on SAIs in comparison with HEVC intra
based lenslet coding. It can be seen that MV-HEVC based coding
scheme perform significantly better then HEVC intra based coding.
The SAI representation of plenoptic image makes the input more
suitable for video encoder which is built with assumptions of image
and video signal. The state-of-the-art tools in video coding efficiently
encodes the SAIs.
2) Raytrix: The optical configuration of Lytro camera enables a
very simple methodology for transforming plenoptic image into SAIs
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Fig. 8: A visualization of the compression of a block for
images captured respectively using a Raytrix and a Lytro
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Fig. 9: MV-HEVC based coding scheme for a set of 5x5 sub-
aperture images.
since by gathering a single pixel from each micro lens generates a
single perspective of the view. On the other hand, the optical setting
of Raytrix camera complicates the SAI generation process. The depth
information is required to accurately generate the SAIs from plenoptic
image. In this paper we have generated SAIs from Raytrix plenoptic
image using four different sampling methods, i.e., using either all
microlenses or using only focused microlenses. The table III shows
the angular and spatial resolution of each SAI generation scheme.
TABLE III: Sub-aperture image representation for plenoptic
images captured with a Raytrix R29 Camera.
S/N Scheme Angular Resolution Spatial Resolution
1 All microlens 13x13 1612x1054
2 Focused microlens 13x13 1062x690
3 Focused microlens 7x7 1062x690
4 All microlens 5x5 1612x1054
Figure 11 shows the compression efficiency of each SAI generation
scheme when given as input to MV-HEVC coding scheme [49]. In
all the SAI generation schemes the total number of pixels of raw
plenoptic image (6576× 4384) are used as reference for estimating
the bits per pixel for each scheme. For both LF images it can be
observed that the SAI representation with angular resolution of 7x7
provide better compression efficiency. The SAI scheme with 7x7
angular resolution produces less redundant information in SAIs and
the sampling of pixels from focused lenses results in better quality
















Fig. 10: Compression of Lytro lenslet images using the HEVC
Intra coding scheme and sub-aperture images using the MV-
HEVC coding scheme.
of SAIs.






















Fig. 11: Sub-aperture image captured with a Raytrix camera
compressed using the MV-HEVC scheme.
The Fig. 12 shows the comparison between lenslet coding and
SAI coding of Raytrix plenoptic image. It can be seen that SAI
representation of Raytrix plenoptic image yields better compression
efficiency compared with lenslet coding.
















Fig. 12: Compression of images captured with a Raytrix
camera using the MV-HEVC coding scheme for sub-aperture
images and the HEVC intra coding scheme for the lenslet
images.
V. PLENOPTIC DISPARITY ESTIMATION
At this point, it is clear that the disparity estimation plays a
crucial role in the processing plenoptic image. As expected, there are
several possibilities that have been investigated to find the optimal
solution for this task. Each approach has its benefits and limitations.
In this chapter we give an overview about the different methods for
estimating the disparity of an image acquired with a plenoptic camera.
We divide the approaches into three main categories based on the
representation chosen: microlens images (MI), sub-aperture images
(SAI) and epipolar plane images (EPI). The analysis is performed
on images selected from the dataset in [42], which allows us to
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Disparity with SPC Disparity with MPC
Image SAI [18] SAI [21] EPI [23] MI [15] SAI [18] SAI [21] EPI [23]
Fig. 13: Overview of disparity and depth estimation methods using different representation and approaches. Each method was
developed for a specific input type of images, yet all methods can recover the overall shape of the scene. Nevertheless, some
methods clearly shows much noisier results. Best viewed in colors.
A. Using Microlens Images (MIs)
The first category includes approaches that estimate disparity from
the information recorded in each MI. Datasets suitable for these
approaches have been made available in [5], [42]. In the FPC and
MPC case, this can be seen as a special case of multi-view stereo,
and correspondence matching can be applied. Images acquired with
SPC show unfocused MI and do not need geometrical information
to transform the sampled light field to the SAI domain, therefore no
methods for estimation based on the MI have been proposed, up to
our knowledge.
Even though the environment is similar to the standard stereo
matching, the size of the MIs introduces new challenges: disparities
are low and no information about larger structure can be inferred
from a single MI. On the other hand, the advantage in the search for
correspondences in the MIs lies in their redundancy. The number of
time the same object is imaged in different MI is depth-dependent,
yet multiple correspondences are guaranteed, enabling a more robust
matching process.
The approaches shown in the literature tend to converge to a similar
solution, tackling the delicate process of micro-lenses selection [45],
creating a cost volume and extracting the disparity values after a
regularization step [14], [15]. Another possibility is the calculation
of a feature-based sparse disparity map and a successive filling step
to obtain a dense disparity image [50].
In this work we use the method from [15], which delivers a
dense disparity map per microlens, to compare disparity estimation
based on MIs. The algorithm selects the optimal combination of
adjacent microlenses to calculate the cost volume using a pixel-
based similarity function. The cost volume is filtered using semi-
global matching, disparity labels are extracted and a taylor expansion
is applied to create a continuous version of the disparity map. We
denote this disparity as per lens disparity to distinguish it from the
conventional disparity map. We denote as conventional disparity the
disparity image of a SAI, which allows for a easier comparison
with other approaches that use a different representation. In fact,
the rendering algorithm described in Section III-D is used to convert
the per lens disparity maps to conventional disparity maps for the
comparison, applying only a gentle median filter as a post-processing
step.
B. Using Subaperture Images (SAIs)
Here we discuss methods based on estimating disparity from SAIs.
For images captured with a SPC, the transformation to the SAIs rep-
resentation is straightforward and does not require knowledge about
the geometry of the scene. Moreover, the SAI representation depicts
multiple perspective of the captured scene, which is similar to images
acquired with camera arrays and therefore more suitable for many
standard applications. A wider access to datasets [26], [42], [51]–
[54] and benchmarks [55], [56] accounted for its diffusion, making
this approach the most widely used within light field community.
The disparity estimation based on SAI is in fact similar to the idea
just discussed for the MI case, being both a special case of multi-view
stereo. The difference lies in the structure of the images and the cost
volume. A grid of sub aperture images has the advantage of having
the same number of views in both direction, and the possibility to use
off-the-shelf methods for the correspondences matching, including
methods based on a global optimisation on the image structure. Dif-
ferent focal cues, as defocus and correspondences, can be combined
to create a more robust cost volume, as presented in [16] and extended
in [17] where the shading is also taken into account. The usage of
global optimization techniques lead to more accurate result, as evident
with the solution adopted in [18] that makes use of graph cuts and
iterative methods to refine the cost volume. Other methods focused
on handling occlusion [19] or proposed a learning-based approach, as
learning the most effective pixel similarity measure [20] or training a
network to calculate the disparity based on a subset of the SAI [21].
Creating SAIs from the same scene captured with a SPC and a
MPC and using them as input for one method allows to obtain an
interesting view on how the same approach perform on different
sampling of the light field. In this work two implementations are
adapted and used. The one from [18] to estimate disparity maps from
SAIs based stereo cues and global optimisation, and the approach
described in [21] which uses neural network trained on synthetic
images from the light field benchmark [26]. In both cases, parameters
have been tuned for optimal results and the set of SAI were created
with a similar configuration.
C. Using the Epipolar Plane Image (EPI)
The third representation, also widely used in the light field commu-
nity, is the EPI. The four-dimensional structure relies on the two-plane
parameterization described in [57]. Extracting two-dimensional slices
from the structure allows us to analyse the structure of the scene in
different dimensions. An example of such slices is shown in Figure 4.
The slices are extracted by fixing one axis in the image plane, while
collecting the pixels from the angular domain. Therefore, each point
in the image becomes a line in the EPI representation. The slope of
the line is due to the shift in the rendering from different viewpoints
and thus related to its three-dimensional position in the scene.
Using this representation, the aim of the estimation is to calculate
the slope of each lines to recover the depth information. A robust
estimation requires high angular density and resolution to obtain
an image where lines and regions can be detected. A low angular
density in a caputred plenoptic image causes lines to be separate into
segments, and low resolution results in blocky lines, in both cases
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preventing an accurate detection and estimation of the disparity of the
scene. It follows that scenes acquired with a SPC are more suitable for
this technique, because of their larger angular resolution. However,
we try to replicate a similar angular resolution in the scenes captured
with FPC by selecting a lower parallax between adjacent views.
Different approaches have been proposed to guarantee robustness
of the estimation: a local analysis using structure tensor is followed by
a global optimization step in [22], a dedicated spinning parallelogram
operator is devised in [23].
In this work the spinning parallelogram operator described in [23]
was chosen for the comparison. The parameters were adjusted to fit
the scene and achieve the best outcome. The operator separates the
EPI in two regions based on the lines slope and is able to robustly
handle occlusions.
D. Performance Analysis and Comparison
The main challenge in the performance analysis is the lack of
ground truth. It is not trivial to gather geometrical information with
high accuracy from the same perspective of the scene which was
captured with multiple cameras. Synthetic scenes have been used as
an alternative solution in recent approaches [26], yet they do not
take into account the diversity of the input and the different ways of
sampling the light field, they assume always an ideal grid of virtual
cameras capturing the scene.
In this work we perform a visual analysis of the results obtained
from applying different approach to the same scene. The comparison
between the same scene acquired with different camera models gives
us a further insight about advantages and limitations of plenoptic
camera models. Moreover it allows us to compare methods with very
different approach starting from the same recorded light field.
In Figure 13 we show an overview of the results obtained on three
images of the dataset [42]. Since we perform a visual analysis, images
with particular characteristics were chosen to ensure variability in the
estimation. In particular, we are interested in the challenging regions
for disparity estimation: specularities (first image), light reflections
on metal components (last image), complex structures with thin
components (first and last image) and low-texture regions (second
image).
Looking at the comparison, it is clear that there is not a single
algorithm that outperforms the other in all cases, instead each method
shows different behaviours with their advantages and limitations.
The disparity computed on the MI reaches a high accuracy
overall, yet it exhibits noisy behaviours and do not deal well with
specularities, as noticeable in the first image. This can be explained
from the lack of a global refinement step, since the disparity map is
calculated for each MI and tiled together, with only a gentle median
filter as post-processing. Adding a refinement step on the rendered
image may improve the disparity in terms of smoothness and noise
reduction. Nevertheless, this approach recovers very well the fine
details and the small structures. This is clearly visible in all images,
where smaller details are preserved.
The disparity computed on the SAI using the techniques described
in [18] has the refinement step based on the structures in the scene.
The optimization uses graph cuts which reduces the noise in the
disparity at the price of decreasing the accuracy of fine structures.
Even though parameters were tuned to find the optimal trade-off
between preserving high frequencies and noise reduction, fine details
are lost. This is visible on disparity maps calculated using images
captured with the SPC. Surprisingly, the images captured using MPC
constitute a better input for the algorithm, and the results preserve
the scene structure more reliably.
Using the neural network from [21] brings to slightly different
results. Here again no strong post-processing filters were used and
therefore the scene is noisier since the network was trained on
synthetic images and therefore expected images without noise. Nev-
ertheless, fine structures are very well estimated and using images
acquired with the SPC results in very accurate and detailed disparity
maps.
Results using the spinning parallelogram operator from [23] show
very accurate disparity maps with fine structures preserved and pre-
cisely estimated. It seems to work better for the images acquired with
SPC and delivers the best results on the regions with specularities,
as the dark red ball in the first image.
Overall it can be concluded that each algorithm has its strength and
limitations, yet some show more promising results. For the images
acquired with SPC, the neural network approach from [21] and the
spinning parallelogram operator from [23] both show impressive
results, with the latter exhibiting particular strength on the preser-
vation and estimation of finer structures and the former excelling in
estimating uniform or textureless regions with very low noise. In the
case of FPC however, esimating disparity based on the MI similarity
as described in [15] seems to be the most effective approach to reduce
the noise and estimate scene details.
E. Evaluation of disparity estimation on microlens images
under different compression rates
In this section we investigate the performance of the disparity
estimation on microlens images compressed with the HEVC scheme
under different compression rates. Since the analysis is performed on
MI, our choice is to use images acquired with a FPC. Therefore, for
this particular section images acquired with a Raytrix camera were
used. Images comes from the database acquired in [42], as for the
previous sections.
The conditions for this analysis are the following: working on
lenslet images, a disparity estimation method which calculates the
disparity for each pixel using a similarity based function is applied
[15], therefore we expect a degradation of the quality of the disparity
map under lower compression rates. Even though a single algorithm
is used, it is safe to generalize the results across different approaches
based on matching which relies on pixel similarity. For completely
different approaches, the same conclusions may not held. To quan-
titatively evaluate the image quality, the PSNR measure has been
applied on both color and disparity images in this analysis.
The objective of this analysis is to find out whether additional
information about different behaviours of the disparity estimation
under different compression rates can be beneficial for the choice
of the compression for different applications.
Fig. 14: Analysis of the quality of lenslet image and disparity
under different compression rates. On the left absolute values
in PNSR are plotted, while on the right the ratio between the
PSNR value of a compressed image and the uncompressed
image is shown.
The results confirm our hypothesis: a reduction in the quality of
the lenslet image due to to lower compression rates translates into
a degradation of the quality of the estimated disparity maps. This is
straightforward and clearly visible in the left graph of Figure 14.
Although both curves look very similar, they have slightly different
shapes. This is more visible in the right graph of Figure 14. The curve
is a plot of exactly the same data using a different representation. The
y-value in this case is the reference ratio: the ratio between the PSNR
value of a compressed image and the uncompressed image. Therefore
the value is normalized and expressed as a percentage between 0 and
7. Manuscripts
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100%. This normalization allows us to see the difference in the shape
of the two curves.
At high compression rates, the disparity estimation seems to be
less affected from the degradation of the quality of the lenslet image.
This effect is relatively small, yet is interesting, because it gives
additional reasons for the choice of the optimal compression rates.
An explanation could be found in the noise reduction effect of the
compression. Slight compression acts as a pre-processing filter and
improves the matching in the similarity-based estimation, thus it
does not reduces the accuracy of the estimation. However, when the
bitrates drops below a certain threshold, in our experiments around
0.6 bpp, the quality of the disparity starts to decrease drastically.
This effect is associated with the failure in the correspondence
matching caused by a stronger degradation of the lenslet image.
This is expected and accounts for a disadvantage of using lower
compression rates.
VI. CONCLUSION
The analysis reported in this work aims at expanding the research
field to include different types of camera models to account for
a wider application range. In recent years, plenoptic images cap-
tured using Lytro camera has received enormous research attention
compared to plenoptic image captured with Raytrix camera. Various
factors contributed to the popularity of Lytro cameras in the research
community, e.g., availability of benchmark datasets, availability of
Matlab toolbox and its usage in various plenoptic image compression
competitions. Initial proposals tend to code plenoptic image in lenslet
format by introducing novel tools in HEVC intra coding. Later on, its
sub-aperture image representation was exploited using video coding
tools which has shown significance compression improvement. The
results show that the sub-aperture image representation of Raytrix
plenoptic image also perform better using video coding tools com-
pared to lenslet based coding.
Using a similar representation allowed us to set up a fair compar-
ison of disparity estimation techniques from images acquired with
both plenoptic camera models. It is possible to obtain high quality
results with both plenoptic camera models, yet each camera model
has its advantages and limitations. Recent approaches involving a
learning step or a dedicated parallelogram operator achieved the
most accurate results when using standard plenoptic cameras. Using
focused plenoptic camera instead, the best results were achieved by
working directly on the microlens image with a matching approach.
Moreover, analyzing the behaviour of the disparity estimation under
different compression rates delivers further insights on the advantages
and limitations of potential use of these images for certain types of
applications. This analysis may serve as a basis for future research
on the topic.
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[50] R. Ferreira and N. Gonçalves, “Accurate and fast micro lenses depth
maps from a 3d point cloud in light field cameras,” in Pattern Recogni-
tion (ICPR), 2016 23rd International Conference on. IEEE, 2016, pp.
1893–1898.
[51] A. Ghasemi, N. Afonso, and M. Vetterli, “Lcav-31: A dataset for
light field object recognition,” in Proceedings of the SPIE, vol. 9020,
International Society for Optics and Photonics, 2014.
[52] C. Hazirbas, “4.5d lightfield-depth benchmark,” http://hazirbas.com/
datasets/ddff12scene/, [Online, 2018].
[53] A. Mousnier, E. Vural, and C. Guillemot, “Lytro first generation dataset,”
https://www.irisa.fr/temics/demos/lightField/index.html, [Online, 2018].
[54] M. Rerabek and T. Ebrahimi, “New light field image dataset,” in
8th International Conference on Quality of Multimedia Experience
(QoMEX), no. EPFL-CONF-218363, 2016.
[55] K. Honauer and O. J. et al., “A taxonomy and evaluation of dense
light field depth estimation algorithms,” in Computer Vision and Pattern
Recognition (CVPR), 2017.
[56] S. Wanner, S. Meister, and B. Goldluecke, “Datasets and benchmarks for
densely sampled 4d light fields.” in VMV. Citeseer, 2013, pp. 225–226.
[57] S. J. Gortler, R. Grzeszczuk, R. Szeliski, and M. F. Cohen, “The
lumigraph,” in Proceedings of the 23rd annual conference on Computer




[AB91] Edward H Adelson and James R Bergen. The plenoptic func-
tion and the elements of early vision. Vision and Modeling
Group, Media Laboratory, Massachusetts Institute of Tech-
nology, 1991.
[AP] Waqas Ahmad and Luca Palmieri. Matching light field datasets
from plenoptic cameras 1.0 and 2.0. https://doi.org/10.6084/m9.
figshare.6115487. [Online, 2020].
[APK+18] Waqas Ahmad, Luca Palmieri, Reinhard Koch, and Märten
Sjöström. “Matching light field datasets from plenoptic cam-
eras 1.0 and 2.0”. In: 2018-3DTV-Conference: The True Vision-
Capture, Transmission and Display of 3D Video (3DTV-CON).
IEEE. 2018, pp. 1–4.
[AW92] Edward H Adelson and John Y. A. Wang. “Single lens stereo
with a plenoptic camera”. In: IEEE Transactions on Pattern
Analysis & Machine Intelligence 2 (1992), pp. 99–106.
[BBM87] Robert C Bolles, H Harlyn Baker, and David H Marimont.
“Epipolar-plane image analysis: an approach to determining
structure from motion”. In: International Journal of Computer
Vision 1.1 (1987), pp. 7–55.
[BGY+13] Michael Broxton, Logan Grosenick, Samuel Yang, Noy Co-
hen, Aaron Andalman, Karl Deisseroth, and Marc Levoy.
“Wave optics theory and 3-d deconvolution for the light field
microscope”. In: Optics express 21.21 (2013), pp. 25418–25439.
[BHK16] Yunsu Bok, Hyowon Ha, and In So Kweon. “Automated
checkerboard detection and indexing using circular bound-
aries”. In: Pattern Recognition Letters 71 (2016), pp. 66–72.
143
Bibliography
[BJK17] Yunsu Bok, Hae-Gon Jeon, and In So Kweon. “Geometric
calibration of micro-lens-based light field cameras using line
features”. In: IEEE transactions on pattern analysis and machine
intelligence 39.2 (2017), pp. 287–300.
[Ble20] Blender. Open source 3d creation suite. https://www.blender.org.
[Online, Accessed on July, 2020].
[BSH+17] Noah Bedard, Timothy Shope, Alejandro Hoberman, Mary
Ann Haralam, Nader Shaikh, Jelena Kovačević, Nikhil Bal-
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