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Abstract. We review recent progress in the dynamics of nonlinear lattice waves
in heterogeneous media, which enforce complete wave localization in the linear wave
equation limit, especially Anderson localization for random potentials, and Aubry-
Andre localization for quasiperiodic potentials. Additional nonlinear terms in the wave
equations can either preserve the phase-coherent localization of waves, or destroy it
through nonintegrability and deterministic chaos. Spreading wave packets are observed
to show universal features in their dynamics which are related to properties of nonlinear
diffusion equations.
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1. Linear waves
Propagating lattice waves often encounter heterogeneities e.g. due to impurities or
defects, spatial gradients caused by external fields, or due the destruction of perfect
spatial periodicity with a secondary incommensurate lattice. Heterogeneity leads
to strong modifications of the transport properties of waves, starting from expected
renormalizations of transport coefficients and ending with completely new states of the
system.
1.1. Anderson localization
The propagation of a free electron in a perfectly periodic crystal is described in terms
of extended Bloch waves, and results in ballistic transport [1]. Since artificial as well as
conventional materials are not ideally periodic, a natural question arises: what happens
in a realistic situation when the periodicity of the system is broken by impurities, defects,
or other imperfections?
Classical transport theory viewed disordered materials as multiple-scattering media,
where scattered Bloch waves loose phase coherence on the length scale of the mean-free-
path lm – an average distance traveled by the electron between collisions. The transport
of electrons in such media can be thus described as a diffusion process. One then arrives
at the Ohmic dependence of conductance on the length of a sample with the Drude
conductivity [2].
A breakthrough was achieved in the seminal paper by Anderson [3], who proposed
that at a certain amount of disorder the diffusive motion of the electron will come to
a complete halt. Anderson considered the tight-binding approximation for an electron
on a lattice, with on-site energies being randomly distributed and only nearest-neighbor
tunneling. In brief, the electron inability to diffuse away from an initial position was
related to the convergence of a renormalized perturbation series, up to all multiple
scattering electronic paths incorporated. In terms of the electron wave function this
means, that its amplitude falls off exponentially with growing distance from its original
location. Most importantly the electronic state keeps phase coherence, reflecting the
fact that wave localization is a phase-coherent phenomenon, and loss of phase coherence
means wave delocalization [4].
Being essentially a product of wave interference, Anderson localization (AL) is
not restricted to electrons, but manifests itself for many types of wave propagation
in inhomogeneous media. Indeed, AL has been experimentally observed for
electromagnetic, acoustic and matter waves propagating in random media. S. John et al.
predicted phonon localization in disordered elastic media [5] and, similarly, the critical
behavior of electromagnetic waves in disordered dielectric media [6] (for a comprehensive
review see [7]).
Anderson model is governed by the Hamiltonian [3]
HˆA =
∑
l
l |l〉 〈l|+
∑
l,m
Jlm |l〉 〈m| , (1)
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where |l〉 is a Wannier state localized about the l-th potential well, i.e. the l-th lattice
site. The non-diagonal elements Jlm describe the electron hopping from the site l to
the site m. In the original Anderson model (see the sketch in figure 1), the electron
is allowed to tunnel between nearest-neighbor sites with a constant rate Jlm = 1 and
the disorder is introduced by taking the on-site energies l from the box probability
distribution P(l) = 1/W for |l| < W/2 and zero otherwise. Here W parametrizes
the disorder strength. A more detailed account on different models of disorder, such as
structural, topological, orientational can be found in [8].
Figure 1. Bottom: schematic representation of the Anderson tight-binding model for
an electron on disordered lattice. Top: due to disorder, the electronic wave-function
ψ becomes spatially localized with the exponentially decaying tails.
The wave-function amplitudes on lattice sites Ψ =
∑
l ϕl |l〉 then evolve according
to the discrete Schro¨dinger equation (DLS):
iϕ˙l = lϕl + ϕl+1 + ϕl−1. (2)
The stationary states ϕl(t) = ψle
−iEt satisfy the eigenvalue problem
Eψl = lψl + ψl+1 + ψl−1, (3)
which eigenstates are exponentially localized |ψl|2 ∝ e−|l−l0|/ξE with the eigenvalue-
dependent localization length ξE. Alternative methods for quantifying localized states
are e.g. the inverse participation number, intensity-intensity correlation functions,
Lyapunov exponents [8, 9].
Approaches for evaluating ξE include the transfer matrix method, random matrix
theory, perturbative techniques (see [8, 9, 10] and references therein). For a one-
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dimensional (1D) system with weak uncorrelated disorder W  1 and eigenvalues close
to the band center
ξE ≈ 24(4− E
2)
W 2
. (4)
The largest localization length of the mode in the band center (E = 0) reads ξ0 ≈ 96/W 2.
In case of strong disorder W  1, perturbation theory yields ξ0 ≈ [ln(W/2)]−1.
(b)
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Figure 2. Numerical evaluation of various length scales of (3). Average localization
volume V (red (r)), participation number P (green (g)), and localization length ξ
(blue (b)) vs. disorder strength W are shown for the most extended eigenstates (with
eigenfrequencies located about the band center). Dashed lines correspond to 330/W 2
and 100/W 2 for V and ξ in the small disorder limit, respectively. Reprinted from [11].
Inset: numerically calculated dependence of log10 V on W for the 2D DLS (squares)
and KG (diamonds) lattices, see (5) and (23)). The gray region denotes standard
deviation. The solid line guides the eye. Reprinted from [12].
Alternative measures of the degree of localization are the second moment m2 and
the participation number P . m
(ν)
2 quantifies characteristic width of the ν-th eigenstate
and can be computed as m
(ν)
2 =
∑
l(m
(ν)
1 − l)2 |ψν,l|2 with m(ν)1 =
∑
l l |ψν,l|2 being
the spatial center. The participation number P (ν) = 1/
∑
l |ψν,l|4 roughly counts the
number of strongly populated lattice sites. Both quantities averaged over modes and
disorder realizations may approximate the spatial extent of eigenstates – the localization
volume V . In case of flat compact distributions in the 1D problem both m2 = m¯
(ν)
2 and
P = P¯ (ν) can define localization volume as V =
√
12m2 +1 or V = P . For weak disorder
and fluctuating distributions the participation number underestimates the localization
volume. Numerical results [11] show that the mean localization volume V ≈ 3.3ξ0 in
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the limit of weak disorder and tends to unity as the disorder gets sufficiently large (see
figure 2).
Generalization to higher-dimensional, for example 2D, lattices is straightforward:
iψ˙l,m = l,mψl,m − (ψl+1,m + ψl−1,m + ψl,m+1 + ψl,m−1). (5)
The above equations of motion can be derived from the following Hamiltonians by
iψ˙l = ∂H/∂ψ∗l :
1D: HD =
∑
l
[
l |ψl|2 − (ψl+1ψ∗l + c.c.)
]
, (6)
2D: HD =
∑
l,m
{
l,m |ψl,m|2 −
[
ψ∗l,m (ψl+1,m + ψl,m+1) + c.c.
]}
. (7)
Persistent efforts to directly observe AL have accumulated in a bevy of various
experimental works. An exhaustive review on the past state of art can be found, e.g.
in [8]. Here we briefly mention more recent studies. Bose-Einstein-Condensates (BECs)
are an ideal tool to realize and experimentally study AL. Experiments are commonly
based on dilute BEC of 39K or 87Rb prepared in a trap. The BEC is usually loaded
onto an optical lattice and a magnetic trap confines its expansion [13, 14]. Then the
trap is turned off letting the gas to diffuse across an optically generated disordered
potential. It is created by a speckle field, the result of passing a laser beam through
a diffusive medium [15]. The influence of atom-atom interactions in the condensate is
either reduced to a negligible level by Feshbach resonances or compensated by deep
optical potentials. Under these conditions the almost non-interacting Bose gas can be
characterized by a single wave function. The localization of the atomic wave function
can be studied in situ, employing absorption or fluorescence techniques to image the
atomic density. This approach has led to groundbreaking results demonstrating AL of
BEC in random potentials in one [16, 17, 18], and three [19, 20] dimensions. Figure 3
illustrates one of the pioneering results supporting AL of ultra-cold atoms in random
potentials [16]. Localization of microwaves in a 2D random medium composed of
dielectric cylinders and placed between two parallel aluminum plates was reported in
[22]. Sharp peaks observed in the transmission spectrum and the energy density of the
microwave probe were attributed to the existence of localized modes. The same concept
of wave localization by scattering can be applied to acoustic waves. Indeed, localization
of ultrasound in 3D random elastic network of aluminum beads has been reported [23].
Direct observation of AL of light was performed in photonic lattices. The light
intensity distribution can be measured and visualized at the lattice output. Recent
experiments report on the transverse localization of light due to presence of disorder
potentials in 2D photonic lattices [21]. Disorder was introduced by adding a speckle
beam so that the properties of the random potential could be varied easily and
controlled quite precisely. The authors demonstrated that ballistic transport turns
diffusive in the presence of weak disorder and a crossover to AL occurs at a higher
level of disorder (figure 4). The transition from ballistic wave packet expansion to
exponential localization has also been observed in 1D disordered lattices of coupled
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which extends 4mm along the z direction. The three-dimensional
autocorrelation of the disordered potential—that is, of the light
intensity—is determined by diffraction from the diffusive plate onto
the atoms’ location22.
Transversely, the correlation function (an ellipse with semi-axis
lengths of 97 mm and 10 mm) is much wider than the atomic matter
wave, and we can therefore consider the disorder as being
one-dimensional for the BEC expanding along the z direction.
Along this direction, the correlation function of the disordered
potential is V 2R(sin(z/sR)/(z/sR))
2, where the correlation length
sR5 0.266 0.03 mm (61 s.e.m.) is calculated knowing the numer-
ical aperture of the optics, and VR is the amplitude of the disorder.
The corresponding speckle grain size is psR5 0.82 mm. The power
spectrum of this speckle potential is non-zero only for k-vectors
lower in magnitude than a cutoff of 2/sR. The amplitude of the
disorder is directly proportional to the laser intensity22. The cal-
ibration factor is calculated knowing the geometry of the optical
system and the properties of the rubidium-87 atoms.
When we switch off the longitudinal trapping in the presence of
weak disorder, the BEC starts expanding, but the expansion rapidly
stops, in stark contrast with the free expansion case (Fig. 1d inset,
showing the evolution of the root-mean-square width of the
observed profiles). Plots of the density profile in linear (Fig. 1c)
and semi-log (Fig. 1d) coordinates then show clear exponential
wings, a signature of Anderson localization. Our observations are
made in a regime allowing Anderson localization, unlike in the
experiments in refs 19 and 20. First, the disorder is weak enough
(VR/min5 0.12) that the initial interaction energy per atom is rapidly
converted into a kinetic energy of the order of min for atoms in the
wings. This value is much greater than the amplitude of the disor-
dered potential, so there is no possibility of a classical reflection from
a potential barrier. Second, the atomic density in the wings is low
enough (two orders ofmagnitude less than in the initial BEC) that the
interaction energy is negligible in comparison with the atom kinetic
energy. Last, we fulfil the criterion, emphasized in ref. 13, that the
atomic matter wave k-vector distribution be bounded, with a max-
imum magnitude kmax of less than half the cutoff in the power spec-
trum of the speckle disordered potential used here, that is,
kmaxsR, 1. The value of kmax is measured directly by observing the
free expansion of the BEC in the waveguide in the absence of disorder
(seeMethods). For the runs corresponding to Figs 1c, 1d, 2, and 3, we
have kmaxsR5 0.656 0.09 (62 s.e.m.).
An exponential fit to the wings of the density profiles yields the
localization length Lloc, which we can compare to the theoretical
value13
Lloc~
2B4k2max
pm2V 2RsR (1{kmaxsR)
ð1Þ
valid only for kmaxsR, 1 (m is the atomic mass). To ensure that the
comparison is meaningful, we first check that we have reached a
stationary situation, in which the fitted value of Lloc no longer
evolves, as shown in Fig. 2. In Fig. 3, we plot the variation of Lloc
with the disorder amplitude VR, for the same number of atoms, that
is, the same kmax. The dash–dot line is a plot of equation (1) for the
values of kmax and sR determined as explained above. It shows quite a
good agreement between our measurements and the theoretical pre-
dictions: with no adjustable parameters we obtain the correct mag-
nitude and general shape. The shaded area reflects the envelope of the
dash–dot line when we take into account the uncertainties in sR and
kmax. The uncertainty in the calibration of VR does not appear in
Fig. 3. We estimate it to be no greater than 30%, which does not
affect the agreement between theory and experiment.
An intriguing result of ref. 13 is the prediction of density profiles
with algebraic wings when kmaxsR. 1, that is, when the initial inter-
action energy is great enough that a fraction of the atoms have a
k-vector greater in magnitude than 1/sR, which plays the role of an
effective mobility edge. We investigate this regime by repeating the
experiment with a BEC containingmore atoms (1.73 105 atoms, min/
h5 519Hz), for VR/min5 0.15. Figure 4a shows the observed density
profile in such a situation (kmaxsR5 1.166 0.14 (62 s.e.m.)), and a
log–log plot suggests a power-law decrease in the wings, with an
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Figure 1 | Observation of exponential localization. a, A small BEC
(1.73 104 atoms) is formed in a hybrid trap that is the combination of a
horizontal optical waveguide, ensuring a strong transverse confinement, and
a loose magnetic longitudinal trap. A weak disordered optical potential,
transversely invariant over the atomic cloud, is superimposed (disorder
amplitudeVR low in comparisonwith the chemical potential min of the initial
BEC). b, When the longitudinal trap is switched off, the BEC starts
expanding and then localizes, as observed by direct imaging of the
fluorescence of the atoms irradiated by a resonant probe. In a and b, false-
colour images and sketched profiles are for illustration purposes; they are
not exactly to scale. c, d, Density profiles (red) of the localized BEC one
second after release, in linear (c) and semi-log (d) coordinates. In the inset in
d we display the root-mean-square (rms) width of the profile versus time t,
with (VR? 0) and without (VR5 0) disordered potential. This shows that
the stationary regime is reached after 0.5 s. The diamond at t5 1 s
corresponds to the data shown in c and themain panel of d.Blue lines in c are
exponential fits to the wings, and correspond to the straight blue lines in
d. The narrow central profiles (pink) represent the trapped condensate
before release (t5 0 s).
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c
Figure 3. AL of ultra-cold atoms in a random potential [16].The BEC is initially
prepared in a magnetic trap and confined transversely to the z-axis in a 1D optical
waveguide (a). When the trap is switched off, the condensate is allowed to expand along
the waveguide superimposed with a speckle potential (b). The BEC st ps it expansion
after about 0.5 s. Its atomic density distribution shows exponentially decaying tails
(c). The inset displays the time dependence of the root mean square width of t e
density profile with/without disordered potential VR. Reprinted from [16].
interference pattern into a refractive-index change in a dielectric
material (see Supplementary Information). Disorder is introduced
by adding a speckled beam—created by passing a laser beam through
a diffuser—to the interference pattern of the plane waves inducing
the lattice. The disorder level is set by controlling the intensity of the
speckled beam, and ranges continuously from a perfectly periodic
lattice (without the speckled beam) to a strongly disordered lattice.
We quantify the disorder strength by the ratio between the power of
the speckled beam inducing the disorder, and the total power of the
lattice-forming beams. As explained in Supplementary Information,
we make the fluctuations in the lattice z-independent (propagation-
invariant) by creating ‘non-diffracting speckles’ (a random super-
position of diffraction-free Bessel beams).
After forming the disordered lattice, we launch a probe beam into
it, and image the intensity distribution at the lattice output onto a
CCD camera. Two representative output intensity patterns are dis-
played in Fig. 1. When the lattice is perfectly periodic (Fig. 1b), the
probe beam undergoes ‘ballistic transport’, manifested by the sym-
metric hexagonal intensity pattern24. In the presence of 15% disorder
(Fig. 1c), light tunnels randomly among lattice sites, producing a
random intensity distribution at the lattice output after a distance
L, I x,y,Lð Þ. As we are dealing with a statistical problem in a finite
system, it ismost important tomeasure ensemble averages overmany
realizations of disorder—that is, to repeat the experiment many
(,100) times under the same conditions (strength and statistics of
di order), each timewith a different realizatio of the disorder. To do
this, we vary the diffuser position, generating a new speckle pattern,
which induces a new disordered lattice, with the same statistical
properties as before (see Supplementary Information). The probe
beam is launched into the new lattice (at th sa e location), a d
its output intensity is recorded. We test the propagation of the probe
beam for 12 levels of disorder, and the statistical da a for each dis-
order level is taken over 100 individual experiments.
Figure 2 presents the results of these statistical measur men s. For
each realization of disorder, the confinement of the beam at the
output plane is quantified by the inverse participati n ratio
P:
ð
I x,y,Lð Þ2dxdy
 , ð
I x,y,Lð Þdxdy
 2
, which has units of
inverse area, and an average effective width eff~ Ph i{1=2, wher
  h i stan s for averaging over multiple realizations of disorder (of
the same level). Figure 2a shows the average (over 100 realizati n )
effec ive width at the l tice output as a function of disord r level,
revealing that the effective width of the output probe b a decreases
monotonically as the level of isorder is incre sed. That is, transport
in the lattice is reduced by the presence of random fluctuations, even
though these fluctuations are very weak ( Dnj j=n0 < 2|10{4).
Figure 2b shows the corresponding average value of the inverse par-
ticipation ratio, Ph i, as a function of the disorder level, along with its
statistical standard deviation (marked by error bars). Figure 2b
reveals that, when Anderson localization occurs, the relative fluctua-
tions of the inverse participation ratio,DP= Ph i, are very large—of the
order of unity. This result agrees with the prediction25,26 that the
relative fluctuations inP are inversely proportional to the dimension-
less diffusion coefficient (‘conductance’). In our experiments, this
coefficient is close to unity, so these large fluctuations are expected.
According to the scaling theory of localization, in two-dimensional
systems Anderson localization always occurs, for any amount of
disorder25 (unlike three-dimensional systems, where localization
occurs above some critical level of disorder). However, the local-
ization length is exponentially large, posing a great challenge for
the observation of two-dimensional localization. In the transverse
localization scheme13, a narrow beam propagating through the med-
ium first undergoes diffusive broadening, until its width becomes
comparable to the localization length. Then, localization takes place,
and the beam stays localized, acquiring exponentially decaying ‘tails’.
As the disorder level is increased, the initial distance of diffusive
propagation decreases, and the beam evolves faster into the localized
50 µm
z
y
x
 
ba c
Figure 1 | Transverse localization scheme. a, A probe beam entering a
disordered lattice, which is periodic in the two transverse dimensions (x and
y) but invariant in the propagation direction (z). In th experiment escribed
here, we use a triangular (hexagonal) photonic lattice with a periodicity of
11.2mm nda refractive-index contrast of,5.33 1024. The lattice is induced
optically, by transforming the interference pattern amo g three plane waves
into a local change in the refrac ive index, i side a photorefractive SBN:60
(Sr0.6Ba0.4Nb2O6) crystal. The input probe beam is of 514nmwavelength and
10.5mm full-width at half-maximum (FWHM), and i is lways launched at
the same location, while the disorder is varied in each realization of the
multipl exp rime ts. b, Experimentally observed diffraction pattern after
L510mm propagation in the fully periodic hexagonal lattic . c, Typical
experimentally obse ved intensity distribution after L510mm propagation
in one particular realization of the 15% disorder in the lattice.
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Figure 2 | Experimental results for propagation in disordered lattices.
a, Ensemble-averaged effective width measured experimentally at the lattice
output, as a function of disorder level. The ensemble average is taken over
100 realizations of disorder. b, Average inverse participation ratio as
function of disorder level. The ensemble average is taken over 100
realizations of disorder. The error bars are the statistical standard deviations
of P. c– , Exp rimentally measured intensity distributions at the lattice
output, without disorder (c) and with 15% (d) and 45% (e) disorder. d and
e are averaged over 100 realization of disorder. The white curves show the
logarithm f the averaged intensity profile, taken along the horizontal line
passing through the beam’s peak. In d, fitting the curve to a gaussian profile
of the form I / exp(22r2/s2) yields the value s5 92 mm. In e, the fitted
curve corresp nds to an intensity profile of the form I!exp {2 rj j=jð Þ,
where rj j is the distance from the centre of the beam, and j5 64 mm is the
localization length as determined by the exponential fit. In terms of FWHM,
the width of the fitted profile of e is 44mm, compared to 108mm FWHM for
the gaussian fit in the diffusive case of d, and it is also three times narrower
than the diffraction pattern observed in the absence of disorder: 120mm
(c). The transition from the gaussian curve of d to the exponentially decaying
curve of e displays the crossover from diffusive transport (d) to Anderson
localization (e).
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Figure 4. AL of light in 2D disordered photonic lattices [21]. Panel (a) shows he
scheme of experi ental setup: a light beam enters the optically induced photonic
lattice. Disorder is introduced by adding a speckle beam. In th absenc of disorder
the lattice is perfectly periodic in x- and y-directions. The intensity distribution
of light is measured at the lattice output. Panel (b) shows the output diffraction
pattern of light in the perfec ly periodic lattice. Panel (c) displays the verage o tput
intensity distribution of light in the presence f disorder (100 disorder realizations).
The logarithm of the average intensity profile (white line in (c)) manifests linearly
decaying ta ls, the hallmark f AL. Reprinted from [21].
optical waveguides [24], where disorder was introduced through a randomly varying
waveguide width (see figure 5).
1.2. Quasi-periodic lattices and Aubry-Andre localization
The translational symmetry of a perfectly periodic system is also destroyed by a
secondary periodic potential with incommensurate frequency. Quasiperiodic potentials
gained much attention due to quasicrystals [25, 26] and different generation schemes
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Anderson Localization and Nonlinearity in One-Dimensional Disordered Photonic Lattices
Yoav Lahini,1,* Assaf Avidan,1 Francesca Pozzi,2 Marc Sorel,2 Roberto Morandotti,3
Demetrios N. Christodoulides,4 and Yaron Silberberg1
1Department of Physics of Complex Systems, The Weizmann Institute of Science, Rehovot, Israel
2Department of Electrical and Electronic Engineering, University of Glasgow, Glasgow, Scotland
3Institut national de la recherche´ scientifique, Universite´ du Que´bec, Varennes, Que´bec, Canada
4CREOL/College of Optics, University of Central Florida, Orlando, Florida, USA
(Received 19 April 2007; revised manuscript received 10 August 2007; published 10 January 2008)
We experimentally investigate the evolution of linear and nonlinear waves in a realization of the
Anderson model using disordered one-dimensional waveguide lattices. Two types of localized eigen-
modes, flat-phased and staggered, are directly measured. Nonlinear perturbations enhance localization in
one type and induce delocalization in the other. In a complementary approach, we study the evolution on
short time scales of -like wave packets in the presence of disorder. A transition from ballistic wave
packet expansion to exponential (Anderson) localization is observed. We also find an intermediate regime
in which the ballistic and localized components coexist while diffusive dynamics is absent. Evidence is
found for a faster transition into localization under nonlinear conditions.
DOI: 10.1103/PhysRevLett.100.013906 PACS numbers: 42.25.Dd, 42.65.Tg, 72.15.Rn
The propagation of waves in periodic and disordered
structures is at the foundation of modern condensed-matter
physics. Anderson localization is a key concept, formu-
lated to explain the spatial confinement due to disorder of
quantum mechanical wave functions that would spread
over the entire system in an ideal periodic lattice [1– 4].
Although Anderson localization was studied experimen-
tally, the underlying phenomena—the emergence of local-
ized eigenmodes and the suppression of wave packet
expansion—were rarely observed directly [5,6]. Instead,
localization was usually studied indirectly by measure-
ments of macroscopic quantities such as conductance [2],
backscattering [7,8], and transmission [9,10].
An interesting issue concerns the effect of nonlinearity
on Anderson localization. Nonlinear interactions between
the propagating waves and nonlinearly accumulated phases
can significantly change interference properties, thus fun-
damentally affecting localization. The theoretical study of
the nonlinear problem advanced using several approaches:
the study of the transmission problem [11], the study of the
effect of nonlinear perturbations on localized eigenmodes
[12], and the study of the effect of nonlinearity on wave
packet expansion in the presence of disorder [13]. Only a
few experiments were reported [5]. Recently, optical stud-
ies enabled the study of wave evolution in nonlinear dis-
ordered lattices [14–16], using a scheme discussed in
[17,18]. In particular, Schwartz et al. [16] reported the
observation of Anderson localization of expanding wave
packets in 2D lattices.
In this work we investigate directly linear and nonlinear
wave evolution in one-dimensional (1D) disordered pho-
tonic lattices, using two different approaches. In the first
part of this work, all the localized eigenmodes of a weakly
disordered lattice are selectively excited. Nonlinearity is
then introduced in a controlled manner, to examine its
effect on localized eigenmodes. The second part of this
work presents a study of the effect of disorder on the
evolution of -like wave packets (single site excitations).
A transition from free ballistic wave packet expansion to
exponential localization is observed, as well as an inter-
mediate regime of coexistence. We then measure the effect
of nonlinearity on this process.
Our experimental setup is a one-dimensional lattice of
coupled optical waveguides patterned on an AlGaAs sub-
strate [19,20], illustrated in Fig. 1(a). Light is injected into
one or a few waveguides at the input and can coherently
tunnel between neighboring waveguides as it propagates
along the z axis. Light distribution is then measured at the
output [see, for example, Fig. 1(b)–1(d)].
The equations describing light dynamics in these struc-
tures are identical (in the linear limit) to the equations
describing the time evolution of a single electron in a
lattice under the tight binding approximation [19], i.e., a
set of coupled discrete Schro¨dinger equations:
FIG. 1 (color online). (a) Schematic view of the sample used in
the experiments. The red arrow indicates the input beam. (b)–
(d) Images of output light distribution, when the input beam
covers a few lattice sites: (b) in a periodic lattice, (c) in a
disordered lattice, when the input beam is coupled to a location
which exhibits a high degree of expansion, and (d) in the same
disordered lattice when the beam is coupled to a location in
which localization is clearly observed.
PRL 100, 013906 (2008) P H Y S I C A L R E V I E W L E T T E R S week ending11 JANUARY 2008
0031-9007=08=100(1)=013906(4) 013906-1 © 2008 The American Physical Society
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Figure 5. AL of light in a 1D disordered waveguide lattice, obtained in [24]. Panel
(a) shows a sketch of the experiment and its geometry. The (red) arrow indicates the
input beam, that generally covers a few lattice sites. Panels (b)-(d) display the output
light distribution in the case of a periodic lattice (b), and in the case of a disordered
lattice (c, d). In (e) the average output light distribution is shown. Initially, light was
injected into a single lattice site and, at strong enough disorder, the outcome light
distribution reveals localization. The inset in (e) shows the light distribution on a
semi-log scale, clearly indicating the exponential tails. Adopted from [24].
(Fibonacci, Thue-Morse, Cantor, etc.) [27]. The primary periodic lattice can be easily
created via interference patterns of two counter-propagating beams and quasi-periodicity
is introduced by superimposing a weak secondary lattice with incommensurate
wavelength [28]. This bichromatic lattice configuration has recently been used in ultra-
cold atomic physics for direct observation and exploration of Aubry-Andre localization
[29, 30] (see figure 6).
The corresponding model is obtained by a slight change of the Anderson tight-
binding model (1):
HˆAA =
∑
l
ϑ cos(2piαl) |l〉 〈l|+
∑
l,m
Jlm |l〉 〈m| , (8)
where the hopping rate Jlm = δl,m±1. The parameter ϑ controls the potential
modulation depth, similar to the disorder strength W for the Anderson model.
The incommensurability ratio α is usually chosen as the inverse golden mean α =(√
5− 1) /2. Such quasi-periodic lattices constitute a paradigmatic class of systems
mediating between the ordered and disordered cases. While all eigenstates are localized
in 1D disordered systems and extended in periodic ones, quasi-periodic potentials display
a metal-insulator transition from extended to localized states at a critical value of
modulation depth [31].
The quasi-periodic version of the 1D discrete Schro¨dinger equation reads
iϕ˙l = ϑ cos(2piαl)ϕl + ϕl+1 + ϕl−1 (9)
also known as the Aubry-Andre´ model [31] (for the critical case ϑ = 2 it is identical to
the Harper equation [32]). The ansatz ϕl = Ale
−iEt yields the eigenvalue problem
EAl = ϑ cos(2piαl)Al + Al+1 + Al−1. (10)
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Disorder
Ti
m
e
Diffusion Localization
Figure 6. The metal-insulator transition of a non-interacting BEC loaded into a
quasi-periodic lattice. Left panel: absorption images of the BEC for different values
of modulation strength ϑ and a constant tunneling rate J . In a regular lattice (the
leftmost part), the condensate expands ballistically. The speed of condensate expansion
reduces with increasing modulation. In the limit of strong modulation, the condensate
width remains constant, manifesting the onset of localization. Right panel: The
condensate width is measured at a fixed evolution time of 750 ms. The dashed line
guides the eye to the initial condensate size. Reprinted from [29].
At variance to the Anderson model, here the spectrum of the eigenvalues Eν has a
complex fractal structure. For a given α it consists of a hierarchy of bands (figure 7(b)),
related to the Hofstadter butterfly [33].
The transform ϕl =
∑
k e
2piαiklφk to the quasi-momentum basis {φk} leads to
iφ˙k = 2 cos(2piαk)φk +
ϑ
2
(φk+1 + φk−1). (11)
Equation (9) describes dynamics in real space and ϑ controls the on-site energy
terms, while (11) describes the dynamics in the momentum representation, and ϑ
controls the kinetic coupling of the momentum modes. Even though the two equations
are strictly different, through a swapping of prefactors they appear to be equivalent.
This property known as self-duality, was first discovered by Aubry and Andre´ [31].
Both equations become identical at the self-dual point ϑ = 2, where the system
states undergoes a transition from extended to localized. For ϑ < 2 all states are
extended in real space (and localized in momentum space). At the critical point ϑ = 2,
the two representations have identical spectra and eigenstates. For ϑ > 2 the eigenstates
become exponentially localized in real space with localization length ξ = [ln(ϑ/2)]−1,
while they become delocalized in momentum space [31, 35].
The spectrum of the Aubry-Andre´ model at ϑ = 2 reveals criticality and fractal
properties of eigenstates that has remained a subject of intensive studies. Approaches
include analyzing the density of states [36], density-density correlations [37], Husimi
distributions [38], and spreading of density moments [39, 40]. The Aubry-Andre model
shows an abrupt metal insulator transition simultaneously for all eigenstates. Mobility
Nonlinear lattice waves in heterogeneous media 9
Figure 7. (a) Schematic representation of the 1D Aubry-Andre´ model. (b)
Eigenvalues Eν of the system (9) obtained from numerical diagonalization of (10)
as a function of the modulation strength ϑ. (c) Average localization volume V of
eigenstates as a function of ϑ, numerically calculated in [34].
edges in the spectrum can be obtained by e.g. the replacement cos (2piαl) 7→ cos (2piαlς).
Then one obtains a mobility edge already in dimension one if 0 < ς < 1 and ϑ < 2
[41, 42]. Another generalization to the Aubry Andre model, that is varying the radius
of interactions, leads to a shift of the transition point and again to the appearance of a
mobility edge [43].
2. Nonlinear waves
Interactions (e.g. between atoms) and nonlinear response (e.g. of a medium to
propagating light fields) lead to nonlinear terms in wave equations. Nonlinearity couples
the localized eigenmodes of the linear wave equation, altering their characteristics. The
problem of localization in nonlinear systems can be considered in different contexts: (i)
the evolution of wave packets in the zero temperature limit or (ii) finite temperature
conductivity. The major part of the section is devoted to the first problem. A brief
discussion of conductivity issues is also provided. We employ the basic models, widely
utilized to study the joint impact of nonlinearity and spatial heterogeneity. Guided by
the previous results, discrete Nonlinear Schro¨dinger and Klein-Gordon equations with
cubic nonlinearity are chosen as specific examples.
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2.1. Discrete nonlinear Schro¨dinger equations
A variety of nonlinear wave processes are described by the discrete nonlinear Schro¨dinger
(DNLS) equation
iψ˙l = lψl − J(ψl+1 + ψl−1)± β |ψl|2 ψl, (12)
which is used also to describe nonlinear localization phenomena in arrays of identical
anharmonic oscillators l = 0 [44]. For a review on the major results and historical
aspects, we also refer the reader to [45, 46]. Beside the total energy, DNLS arrays
conserve the total norm S =
∑
l |ψl|2. Note, that depending on the experimental context
that DNLS would describe, the physical meaning of the norm density could be e.g. the
density of an atomic condensate or the intensity of light. It is also easy to see that
varying the nonlinearity strength β is strictly equivalent to varying the norm. Due to
this fixing S = 1 and having β as a control parameter is a convenient and frequent
choice for finite norm studies.
2.1.1. Nonlinear disordered lattices Introducing purely random l, we obtain the
disordered DNLS (dDNLS), which in one dimension (1D) reads
iψ˙l = lψl − ψl+1 − ψl−1 + β |ψl|2 ψl, (13)
where ψl is the complex valued function subjected to the l-th site of a lattice and the
strength of nearest-neighbor interactions J = 1. Similar to equation (2) random on-
site energies l are drawn from an uncorrelated uniform distribution on [−W/2,W/2]
parametrized by the disorder strength W . We restrict ourselves to considering only
positive nonlinearity strength β ≥ 0, which corresponds to defocusing nonlinearity
or repulsive interactions. A sign-alternating staggering and complex conjugation
transformation of the wave amplitudes (−1)lψ∗l together with a change of sign of β
leaves the equations (13) invariant.
The 2D generalization is straightforward:
iψ˙l,m = l,mψl,m − (ψl+1,m + ψl−1,m + ψl,m+1 + ψl,m−1) + β |ψl,m|2 ψl,m.(14)
dDNLS equations are Hamiltonian systems with
1D : HdD =
∑
l
(l |ψl|2 − (ψl+1ψ∗l + c.c.) +
β
2
|ψl|4), (15)
2D : HdD =
∑
l,m
(l,m |ψl,m|2 −
[
ψ∗l,m (ψl+1,m + ψl,m+1) + c.c.
]
+
β
2
|ψl,m|4). (16)
The two conserved quantities (energy and norm) ensure integrability of dDNLS
equations only in the case of two coupled sites, the well-studied dimer [46, 47]. An
integrable arbitrary size DNLS-type lattice was proposed by Ablowitz and Ladik [48, 49],
though its physical relevance is less evident.
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The above dDNLS equations (13), (14) embody only the effect of cubic (third-
order) nonlinearity, although at certain conditions higher-order terms may become
relevant. In certain optical materials, semiconductors, doped glasses [50], and at
the BEC-BCS crossover in ultra-cold Fermi gases [51] one may also parametrize the
index of nonlinearity. Thus, studying generalizations to arbitrary nonlinearity index is
challenging.
The Hamiltonians of such generalized DNLS (gDNLS) equations are
1D : HgD =
∑
l
[
l |ψl|2 − (ψl+1ψ∗l + c.c.) +
2β
σ + 2
|ψl|σ+2
]
, (17)
2D: HgD =
∑
l,m
[
l,m |ψl,m|2 − (ψ∗l,m (ψl+1,m + ψl,m+1) + c.c.
]
+
2β
σ + 2
|ψl,m|σ+2), (18)
where σ > 0. The respective equations of motion read
1D: iψ˙l = lψl − ψl+1 − ψl−1 + β |ψl|σ ψl, (19)
2D: iψ˙l,m = l,mψl,m − (ψl+1,m + ψl−1,m + ψl,m+1 + ψl,m−1)
+ β |ψl,m|σ ψl,m. (20)
The linear dDNLS and gDNLS equations (β = 0) reduce to the Anderson model,
and thus display exponential localization of all eigenstates (cf. section 1).
2.1.2. Nonlinear quasi-periodic chains The second type of localizing inhomogeneity is
the quasi-periodic potential l = ϑ cos(2piαl). Then the 1D DNLS equation (qDNLS)
takes the form
iψ˙l = ϑ cos(2piαl)ψl − (ψl+1 + ψl−1) + β|ψl|2ψl. (21)
gDNLS equations approximate dynamics of interacting BECs in optic traps [52, 53], or
propagation of high-intensity light pulses in Kerr photonics [54], where quasi-periodic
potentials are easily reproduced by bichromatic optical lattices.
The equations of motion are associated to the Hamiltonian
HqD =
∑
l
[
ϑ cos(2piαl)|ψl|2 −
(
ψl+1ψ
∗
j + c.c.
)
+
β
2
|ψl|4
]
. (22)
Its key parameters are the strengths of nonlinearity β and quasi-periodic potential ϑ,
and the irrational number α, responsible for quasi-periodicity. As before, we use the
inverse of the golden mean α = (
√
5− 1)/2 as a convenient choice (cf. section 1.2).
In the linear case (β = 0), equations (21), (22) coincide with Aubry-Andre´ model
that was discussed in section 1.2. Therefore, the eigenstates of the linear qDNLS model
undergo a transition from extended to exponentially localized shape at λ = 2. The
qDNLS equation, thus, offers a convenient framework to study the impact of nonlinearity
on a localization-delocalization transition.
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2.2. Klein-Gordon lattices
Alternative oscillatory lattice models – arrays of coupled nonlinear oscillators – have also
been studied intensively in variety of physical applications, including material science,
and biophysics (see, for instance, the reviews [55, 56, 57]). The number of models
and their applications are enormous: Fermi-Pasta-Ulam (FPU) chains [58], Frenkel-
Kontorova model [59], Peyrard-Bishop model [60] are just a few examples.
In the following we focus on the Klein-Gordon (KG) class of such lattices. It has
a fourth-order anharmonicity in the on-site potential and harmonic nearest-neighbor
interactions. The KG chain is a suitable model of atomic arrays subject to external
fields, e.g. anharmonic lattice vibrations in crystals [61].
In analogy to the DNLS equations, we introduce the disorder in the linear on-site
potential and the model (dKG) reads
u¨l = −˜lul + 1
W
(ul+1 + ul−1 − 2ul)− βKu3l (23)
with the corresponding Hamiltonian
HdK =
∑
l
[
p2l
2
+
˜lu
2
l
2
+
1
2W
(ul+1 − ul)2 + βK
4
u4l
]
. (24)
We remind that ul and pl are the generalized coordinates and momenta of the l-th
oscillator in the chain. The coefficients ˜l take uncorrelated random values drawn
uniformly from the interval [1/2, 3/2]. The set of dynamical equations (23) conserves
only the total energy HdK =
∑
l El, where
El = p
2
l
2
+
˜lu
2
l
2
+
βK
4
u4l + +
1
4W
(ul+1 − ul)2 + + 1
4W
(ul−1 − ul)2 (25)
is the energy associated with the l-th lattice site. Note, that rescaling βK is equivalent
to rescaling the total energy. In the following we set βK = 1 and use the total energy as
a control parameter.
It is also straightforward to extend the KG model to two dimensions
u¨l,m = − ˜l,mul,m + 1
W
(ul+1,m + ul−1,m + ul,m+1 + ul,m−1 − 4ul)
− u3l,m (26)
with the corresponding Hamiltonian
HdK =
∑
l,m
(
p2l,m
2
+
˜l,mu
2
l,m
2
+
1
2W
[
(ul+1,m − ul,m)2 + (ul,m+1 − ul,m)2
]
+
u4l,m
4
). (27)
Similarly to DNLS, the linear parts of equations (23) and (26) are reducible to
the Anderson model. Therefore, all linear eigenstates of KG model are exponentially
localized. Exact mapping between DNLS and KG in their linear limits is summarized
in table 1.
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Table 1. Characteristic quantities of the DLS eigenvalue problem and their mapping
to the KG case.
D DLS mapping KG
D = 1 l ∈
[−W
2
, W
2
]
1 + l/W 7→ ˜l ˜l ∈
[
1
2
, 3
2
]
D = 2 l,m ∈
[−W
2
, W
2
]
1 + l,m/W 7→ ˜l,m ˜l,m ∈
[
1
2
, 3
2
]
D = 1
Eν (Eν + 2)/W + 1 7→ ω2ν ω2ν
∆ = W + 4 ∆ 7→ ∆/W ∆ = 1 + 4/W
D = 2
Eν (Eν + 4)/W + 1 7→ ω2ν ω2ν
∆ = W + 8 ∆ 7→ ∆/W ∆ = 1 + 8/W
Several publications suggest a strong similarity between their nonlinear versions as
well [62, 63, 64]. In the small energy limit, applying slow modulation/rotating wave
approximations, one recovers dDNLS equations (13), (14) from KG versions under an
approximate mapping βS ≈ 3WHdK. It connects the dKG initial parameters HdK and
W to the total initial norm S and nonlinear parameter β of the corresponding dDNLS
model.
Generalizations to different powers of nonlinearity yield the generalized Klein-
Gordon lattice (gKG)
1D: u¨l = − ˜lul + 1
W
(ul+1 + ul−1,m − 2ul)− |ul|σ ul, (28)
2D: u¨l,m = − ˜l,mul,m + 1
W
(ul+1,m + ul−1,m + ul,m+1 + ul,m−1 − 4ul)
− |ul,m|σ ul,m. (29)
with corresponding Hamiltonians
1D: HgK =
∑
l
[
p2l
2
+
˜lu
2
l
2
+
1
2W
(ul+1 − ul)2 + |ul|
σ+2
σ + 2
]
, (30)
2D: HgK =
∑
l,m
(
p2l,m
2
+
˜l,mu
2
l,m
2
+
1
2W
[
(ul+1,m − ul,m)2 + (ul,m+1 − ul,m)2
]
+
|ul,m|σ+2
σ + 2
). (31)
The approximate mapping from the KG to DNLS model can be generalized to
arbitrary order of nonlinearity σ, and reads in the 2D case
β
∑
l,m
|ψl,m|σ ≈ aσW
∑
l,m
Eσ/2l,m , aσ ≡
8(σ + 1)Γ(σ)
σ(σ + 2)Γ2(σ/2)
. (32)
Finally we introduce a quasi-periodic version of a KG (qKG) chain governed by the
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Hamiltonian
HqK =
∑
l
[
p2l
2
+ (2 + cos(2piαl))
u2l
4
+
1
2ϑ
(ul+1 − ul)2 + u
4
l
4
]
, (33)
Parameters α and ϑ has the same meaning as for qDNLS (21). The equations of motion
read
u¨l = − (2 + cos(2piαl)) ul
2
+
1
2ϑ
(ul+1 + ul−1 − 2ul)− u3l . (34)
Similar to qDNLS, the linear counterpart of (34) can be reduced to the Aubry-Andre´
eigenvalue problem (section 1.2).
The small amplitude mapping from nonlinear KG to DNLS models suggests that
both models will behave similarly, and it is enough to study one of them, whichever
is more suitable for practical or technical reasons. That view might fail, since the KG
model class conserves only one integral of motion - the energy, while the DNLS class
conserves in addition also the norm. That has consequences as e..g the appearance of
a strict selftrapping regime and a non-Gibbs statistical state in the DNLS case, which
is related to the well-known phenomenon of blowup and finite time singularities in
corresponding space-continuous nonlinear Schro¨dinger equations. However, the results
for spreading wave packets discussed below has turned out to be surprisingly independent
of the chosen model class. Therefore we will discuss results using the framework of the
DNLS models, yet represent numerical results for both DNLS and KG systems. In
some cases only KG results have been published. This is due to the fact that long
time numerical simulations are needed, and computational restrictions arise (e.g. in two
dimensions). The study of the KG model remains appealing for at least two reasons.
First, it allows for testing the generality of phenomena in the lattice with just one
conserved quantity. Secondly, the KG model is advantageous from the numerical point
of view, allowing for up to two orders of magnitude faster integration speed within
the same integration error (see, e.g. [65]). Lastly, existing simulations of both models
[66, 65, 67, 68] show similar qualitative results in a wide range of energy and disorder.
2.3. Key measurables
In section 1 the participation number P (measures the number of effectively excited
sites) and the second moment m2 (quantifies the squared width of the packet) were
used to quantify the localization of eigenstates in heterogeneous systems. Clearly, they
can also be utilized to characterize the spatio-temporal evolution of wave packets.
Consider first 1D arrays. In the case of DNLS equations, we follow the time-
dependence of normalized norm density distribution zl ≡ |ψl|2 /
∑
l′ |ψl′ |2, for the KG
– of the normalized energy density distribution zl ≡ El/
∑
l′ El′ . We compute the
participation number P = 1/
∑
l z
2
l and the second moment m2 =
∑
l(l − l¯)2zl, where
l¯ =
∑
l lzl is the distribution center. Additionally, the wave packet sparseness can
be quantified by the compactness index ζ = P 2/m2 [65]. Flat compact distributions
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have ζ = 12, “ well-thermalized” distributions have ζ ≈ 3, while ζ  3 indicates very
inhomogeneous sparse wave packets (see [65] for more details).
Similarly, for 2D DNLS the normalized norm density distribution is zl,m ≡
|ψl,m|2 /
∑
l′,m′ |ψl′,m′|2 and zl,m ≡ El,m/
∑
l′,m′ El′,m′ is the normalized energy density
distribution for 2D KG lattice. The measurables are calculated as P = 1/
∑
l,m z
2
l,m,
m2 =
∑
l,m
[
(l − l¯)2 + (m− m¯)2] zl,m (here the density center lattice coordinates are
l¯ =
∑
l,m lzl,m, m¯ =
∑
l,mmzl,m), and ζ = P/m2.
In the same way, we can calculate P , m2 and ζ in the NM space. In addition,
for some numerical simulations we measure the fraction of wave packet norm SV for
DNLS and the fraction of wave packet energy HV for KG within the localization volume
V around the initially excited state in real space. For a localized state this fraction
asymptotically tends to a constant nonzero value, while in case of spreading wave packets
it goes to zero.
2.4. First numerical experiments
Already the first numerical experiments on the evolution of an initial single site
excitation in nonlinear disordered chains (13), (23) showed the destructive effect of
nonlinearity on Anderson localization [69, 70, 71, 65, 66]. The above studies reported
spreading of a wave packet beyond the limits set by the linear theory The common
fundamental observation was subdiffusive wave packet spreading of initial single site
excitations with the second moment diverging as m2 ∝ tαm with αm < 1.
The first prediction for αm was made in [70], where αm = 2/5 was suggested, relying
on the analogy with the kicked rotator model [72]. The basic assumption was dynamical
chaos, and fast decoherence of phases of all NMs participating in the wave packet
dynamics. This regime, which is accessible using spreading wave packets, was however
not reachable using the initial conditions in [70] (see below). Moreover, if reached, this
regime will yield αm = 1/2. Therefore the result 2/5 is first of all a consequence
of incorrect treating the underlying diffusion equations, which are obtained by the
above assumption. Second, the initial assumption is not sufficient, since when correctly
treated, it yields 1/2 and is clearly much larger than the numerical observations, namely
α ≈ 0.31...0.34 [70] and α ≈ 0.33 [71]. Note that Ref. [69] suggested even smaller
αm < 0.3, but that is clearly due to very short integration times t = 10
4.
Ref. [66] initially also assumed dynamical chaos and phase dceoherence of NMs.
The diffusion equation approach resulted in αm = 1/2 and was numerically confirmed
by enforcing NM dephasing. The same theoretical approach was phenomenologically
modified by using notions of resonance probabilities. The main conclusion was that
only a part of the NMs, which are participating in the wave packet dynamics, are also
resonant, chaotic and quickly dephaising. Consequently, the authors of [66, 65] obtained
the exponent α = 1/3. Accurate numerical long time simulations have confirmed that
exponent impressively for both DNLS and KG models [66, 65].
Further tests revealed a regime of strong nonlinearity and self trapping. For the
Nonlinear lattice waves in heterogeneous media 16
z	2 /2. For KG we follow normalized energy
density distributions z	E /E with E=A˙ 
2 /2+
2A
2 /2,
where A is the amplitude of the th NM and 
2
=1+ 
+2 /W.
III. WAVE PACKET EVOLUTION
Below we will mainly use the DNLS case for theoretical
considerations and also discuss crucial points to be taken into
account when considering the KG case. We will present nu-
merical results for both models.
We first consider a wave packet at t=0 which is compact
either in real space or in normal-mode space. Compactness
in real space implies a single-site excitation l=l,l0 with the
choice l0 =0 for the DNLS model. For the KG model we set
pl=0 and ul=cl,l0, with ˜l0 =1 and c being a constant which
defines the initial energy E. Compactness in normal-mode
space instead implies a single-mode excitation =,0 with
00 for the DNLS model, while in the case of the KG
system we have A=c,0 and A
˙
=0, with 0
2 1+ 2 /W,
i.e., 0
2 is located in the middle of the frequency spectrum.
Again the constant c defines the initial energy of the wave
packet. We will later also consider finite-size initial distribu-
tions of width L.
A. Expected regimes
Let us consider a single-site initial excitation with a cor-
responding nonlinear frequency shift l. We compare this
frequency shift with the two scales set by the linear equa-
tions: the average spacing 	 which corresponds to 	D for
DNLS and to 	2 for KG and the spectrum width 	 with
	 denoting 	D for DNLS and 	K for KG. We expect three
qualitatively different dynamical regimes: I l	, II
	l	, and III 	l. In case I the local frequency
shift is less than the average spacing between interacting
modes; therefore no initial resonance overlap of them is ex-
pected, and the dynamics may at least for long times evolve
as in the linear case =0 for DNLS and E→0 for KG. In
case II resonance overlap may happen immediately, and the
packet should evolve differently. For case III the frequency
shift exceeds the spectrum width; therefore some renormal-
ized frequencies of NMs or sites may be tuned out of reso-
nance with the NM spectrum, leading to self-trapping. The
above definitions are highly qualitative since localized initial
conditions are subject to strong fluctuations.
If we instead consider a single-mode initial excitation, we
have to replace l by  in the above argumentation. For both
the DNLS and the KG model, it follows lp. The mean
NM participation number the localization volume p1
depends on the disorder strength W.
If an initial excitation of the DNLS model is characterized
by some exponentially localized not necessarily compact
distribution l with S=1, the nonlinear frequency shift may
be roughly estimated as 2, where the maximum norm
density 2=supll2. The left graph of Fig. 1 shows the
location of the three different regimes in the plane of the
control parameters, i.e., the frequency shift  and the disor-
der strength W. Note that 	W3 for W1 15, and the
intermediate regime II disappears around W20, where the
participation number of a NM becomes of the order of 1, and
the NMs become almost single-site solutions. Similarly, for
the KG model we have the estimation E and the corre-
sponding parameter space of the three different regimes is
shown in the right graph of Fig. 1.
B. Self-trapping theorem
Regime III is also captured by a theorem presented in
10, which proves that for 	 for the DNLS case the
single-site excitation can not uniformly spread over the en-
tire infinite lattice. Indeed, with the notations
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FIG. 2. Color online Single-site excitations. m2 and P versus
time in log-log plots. Left plots: DNLS with W=4, 
=0,0.1,1 ,4.5 o, orange; b, blue; g green; and r red. Right
plots: KG with W=4 and initial energy E=0.05,0.4,1.5 b blue;
g green; and r red. The orange o curves correspond to the
solution of the linear equations of motion, where the term ul
3 in Eq.
7 was absent. The disorder realization is kept unchanged for each
of the models. Dashed straight lines guide the eyes for exponents
1 /3m2 and 1 /6P, respectively. Insets: the compactness index
 as a function of time in linear–log plots for =1 DNLS and
E=0.4 KG.
(b)(a)
FIG. 1. Color online Schematic representations of the three
different regimes of spreading for the DNLS left graph and the
KG model right graph in the parameter space of disorder strength
W and of the nonlinear frequency shift  at initial time t=0. For
each regime the dependence of log m2 blue solid curves and of
log P red dashed curves versus log t are shown schematically see
section III C for details.
DELOCALIZATION OF WAVE PACKETS IN DISORDERED… PHYSICAL REVIEW E 79, 056211 2009
056211-3
Figure 8. Spatio-temporal evolution of single-site excitations in disordered nonlinear
chains: the measures of m2 and P are shown versus t in log-log plots. Left panel :
dDNLS (13) with parameters W = 4 and β = 0, 0.1, 1.0, 4.5 ((o) orange, (b) blue, (g)
green, (r) red). Right plots: dKG (23) with W = 4 and initial energies E = 0.05, 0.4, 1.5
((b) blue, (g) green, (r) red). The orange (o) curves correspond to the solution of the
linear equations (βK = 0). Dashed straight lines guide the eye for exponents 1/3 for
m2(t) and 1/6 for P (t), respectively. Insets: ζ(t) shown in linear-log plots for β = 1
(dDNLS) and E = 0.4 (dKG). Adapted from [65].
DNLS model with β = 1.0 and KG model with E = 1.5 the participation number P
does not grow significantly, while the second moment diverges again as m2 ∝ tα with
α = 1/3 (figure 8, (r) curves). For dDNLS arrays the energy and norm conservation
arguments allow for a rigorous proof that at least part of initial wave packet with high
enough energies must remain self trapped [73, 65]. In dKG arrays, where only energy is
conserved, the theorem is not applicable though numerics does display self-trapping, at
least on the computationally attainable time scales.
For values of β = 1.0 (dDNLS) and E = 0.4 (dKG) self-trapping is avoided and
subdiffusive spreading is observed with m2 ∝ t1/3 and P ∝ t1/6 (figure 8, (g) curves).
For smaller values of β and E one finds no visible spreading up to some time τ0, which
increases with decreasing nonlinearity. Nevertheless for t > τ0, both m2(t) and P (t)
behaviors do not change and reveal power-laws m2 ∝ t1/3 and P ∝ t1/6. Finally, the
simulation of the equations of motion in the absence of nonlinear terms (figure 8, (o)
curves) shows AL.
Remarkably, in all simulations for single-site initial wave packets the spreading
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exponent did not show any substantial dependence on β (dDNLS), E (dKG) or W .Their
variation affects only the transient time τ0 and prefactors. A consistent protocol has been
elaborated to ensure accuracy, consistency and reproducibility of the results. Fittings
were performed by analyzing 20 runs with different realizations of disorder [65]. For
each realization αm was fitted and then averaged over computational measurements:
αm = 0.33 ± 0.02 and αm = 0.33 ± 0.05 respectively were found for DNLS and KG
[66, 65]. Therefore, the theoretically predicted exponent α = 1/3 appears to explain the
data [65].
The authors of [66, 65] also attempted to mimic strongly incoherent wave packet
spreading to probe limitations of the theory. They took the same disorder realizations
and single-site initial conditions an were artificially dephasing the normal modes in a
random way every one hundred time units [65]. In that case the subdiffusion speeded up
to m2 ∝ t1/2. An extremely intriguing result that inspired further progress in the subject
concerned single mode excitations (occupying more than one site in direct space). In
this case, authors detected a growth of m2, which was also subdiffusive but faster than
t1/3, at least on some intermediate time scales. Although the theory presented in [66, 65]
gave a convincing description of the single-site excitation spreading, it clearly missed
answers for multiple-site initial wave packets and further analytical and computational
studies were needed.
Numerical integration of qDNLS (21) [74] and wsDNLS (21) [75, 76, 77, 78]
equations also confirmed that nonlinearity destroys initial localization and wave packet
spreads subdiffusively (unless suppressed by self-trapping). This result is consistent
with the previously discussed finding for purely disordered nonlinear chains. However,
the spreading exponents αm have shown some dependency on the nonlinearity strength.
2.5. Theories
A predictive theory of the spreading explaining its subdiffusive nature has been first
proposed in Ref. [66, 65] and further shaped in Ref. [67, 79, 68]. Here we present its key
ideas using 1D dDNLS (13), with subsequent extensions to other models. Corresponding
numerical experiments will be discussed in section 2.7.
2.5.1. NM representation Nonlinearity induces interaction between normal modes.
Due to the localized character of NMs no spreading is possible in the absence of their
interaction, i.e. of nonlinearity. The observed wave packet spreading phenomena occur
well below the self trapping regime. The latter can be viewed as a nonperturbative
strong nonlinearity effect. Its natural space is the direct space, in which the pure
nonlinear terms decouple. The wave packet spreading however is a perturbative effect
of nonlinearity on the linear wave equation, whose natural space is the NM one. In
order to rewrite the equations of motion, we apply the transformation ψl =
∑
ν Aν,lφν ,
where φν is the time-dependent amplitude of the ν-th NM Aν . Taking into account the
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orthogonality of NMs the equations of motion (13) become
iφ˙ν = Eνφν + β
∑
ν1,ν2,ν3
Iν,ν1,ν2,ν3φ
?
ν1
φν2φν3 (35)
with the overlap integrals
Iν,ν1,ν2,ν3 =
∑
l
Aν,lAν1,lAν2,lAν3,l. (36)
It follows that interactions between normal mode oscillators are formally infinite-range.
However, each NM is effectively coupled only to a finite number of neighboring modes
due to exponential localization. Therefore the effective interaction range is finite.
Average eigenvalue spacing inside a localization volume – Consider an eigenstate
Aν,l for a given disorder realization. How many of the neighboring eigenstates will have
non-exponentially small amplitudes inside its localization volume Vν? Note that there
is a one-to-one correspondence between the number of lattice sites, and the number
of eigenstates. Therefore, on average the number of neighboring eigenstates will be
simply Vν . Let us consider sets of neighboring eigenstates. Their eigenvalues will be in
general different, but confined to the interval ∆ of the spectrum. Therefore the average
spacing d of eigenvalues of neighboring NMs within the range of a localization volume
is of the order of d ≈ ∆/V , which becomes d ≈ ∆W 2/300 for weak disorder. The two
scales d ≤ ∆ are expected to determine the packet evolution details in the presence of
nonlinearity.
The secular normal form – Let us perform a further transformation φν = e
−iλνtχν
and insert it into Eq. (35):
iχ˙ν = β
∑
ν1,ν2,ν3
Iν,ν1,ν2,ν3χ
∗
ν1
χν2χν3e
i(λν+λν1−λν2−λν3 )t . (37)
The right hand side contains oscillating functions with frequencies
λν,~n ≡ λν + λν1 − λν2 − λν3 , ~n ≡ (ν1, ν2, ν3) . (38)
For certain values of ν, ~n the value λν,~n becomes exactly zero. These secular terms define
some slow evolution of (37). Let us perform an averaging over time of all terms in the
rhs of (37), leaving therefore only the secular terms. The resulting secular normal form
equations (SNFE) take the form
iχ˙ν = β
∑
ν1
Iν,ν,ν1,ν1|χν1|2χν . (39)
Note that possible missing factors due to index permutations can be absorbed into the
overlap integrals, and are not of importance for what is following. The SNFE can be
now solved for any initial condition χν(t = 0) = ην and yields
χν(t) = ηνe
−iΩνt , Ων = β
∑
ν1
Iν,ν,ν1,ν1|ην1|2 . (40)
Since the norm of every NM is preserved in time for the SNFE, it follows that
Anderson localization is preserved within the SNFE. The only change one obtains is
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the renormalization of the eigenfrequencies λν into λ˜ν = λν + Ων . Moreover, the phase
coherence of NMs is preserved as well. Any different outcome will be therefore due to
the nonsecular terms, neglected within the SNFE. We note that Iν,ν,ν,ν ≡ p−1ν . Then
the sum in (36) contains only nonnegative terms. By normalization Aν,l ∼ 1/
√
V inside
its localization volume, and therefore Iν,ν,ν,ν ∼ 1/V . Similar argumentation leads to
Iν,ν,ν1,ν1 ∼ 1/V .
2.5.2. Mechanisms of spreading As indicated in the above, an effective interaction in
disordered systems is only possible between whose modes that lie in the same localization
volume. Such modes in the “cold” exterior on the wave packet boundary can be excited
in two possible ways: incoherently “heated” up by the packet (non-resonant process) or
directly excited by some packet mode from a boundary layer (resonant process).
Incoherent heating beyond the secular normal form – In general, nonlinearity
leads to the loss of integrability, chaotic dynamics and ergodic properties. The chaotic
dynamics inside a wave packet will enforce a decoherence of the NM phases after suitable
times (typically the inverse of some Lyapunov exponents). It is well known that wave
localization relies entierly on keeping the phase coherence of the participating waves [4].
Loss of phase coherence replaces the wave equation by a diffusion equation [4]. In this
case expansion of wave packets has much in common with the process of heat transfer
from a hot droplet (the wave packet) into the cold exterior. Here the average energy
density becomes an analog of temperature.
The time-averaged secular norm form (39) keeps the integrability of the nonlinear
wave equation, and therefore also keeps Anderson localization. Any deviation from
Anderson localization is therefore due to the omitted time-dependent oscillating terms
in (37). Let us isolate one of the many terms in the rhs sum in (37)
χ˙ν = βIν,~nχ
∗
ν1
χν2χν3e
iλν,~nt . (41)
Assume a solution of the secular normal form equations (39) in the limit of weak
nonlinearity. Consider the solution of (41) as the first order correction. This correction
has an amplitude
|χ(1)ν | = |βην1ην2ην3|R−1ν,~n , Rν,~n ∼
∣∣∣∣λν,~nIν,~n
∣∣∣∣ , (42)
The perturbation approach breaks down, and resonances set in, when |ην | < |χ(1)ν | for
at least one triplet ~n, and for at least one excited reference mode ν:
|ην | < |ην1ην2ην3 |
β
Rν,~n
. (43)
Let us discuss this result. The eigenfrequencies contribute through the quadruplet λν,~n
(38). Resonances will be triggered for small quadruplets. The above quadruplet can
become small for eigenvalues which are separated way beyond d. An extreme example is
an equidistant spectrum which allows for exact zeros of quadruplets. In the disordered
case with V  1, for one reference mode ν we consider V states in its localization
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volume, which allow for about V 3 quadruplet combinations. It is reasonable to assume
that the set of V eigenvalues will show correlations on energy separations of the order of
d (level spacing), but a decay of these correlations at larger energy distances. Therefore,
for most of the V 3 combinations, the participating eigenvalues can be considered to be
uncorrelated. With that assumption, the PDFWλ(λν,~n), which is a sum of four random
numbers, can be expected to be close to a normal distribution due to the central limit
theorem, i.e.
Wλ(x) ≈ 1√
2piσ
e−
x2
2σ2 , σ2 =
∆2
12
. (44)
In a recent study of a one-dimensional ladder geometry [80] the closeness of Wλ to
the normal distribution was numerically confirmed. Since we are interested in small
quadruplet values, we stress that the normal distribution has a finite value at zero
argument, i.e.
Wλ(0) ≈
√
3√
2pi∆
. (45)
Again the predicted value is only a factor of two off the actual numbers computed in
[80].
The second important quantity which enters (43) through the definition of Rν,~n in
(42) are the overlap integrals Iν,~n. Much less is known about these matrix elements
(however see [11]). This is mainly due to the strong correlations between eigenvectors
of states residing in the same localization volume but having sufficiently well separated
eigenvalues. Let us ignore those difficulties for the moment, and assume that we can
operate with one characteristic (average) overlap integral 〈I〉. Then the PDF WR of R
becomes
WR(x) = 〈I〉Wλ(〈I〉x) , WR(0) =
√
3〈I〉√
2pi∆
. (46)
With the additional assumption that all amplitudes η ∼ √n (note that this excludes a
systematic consideration of a single normal mode excitation) we arrive at the resonance
condition
βn < Rν,~n . (47)
For a given set {ν, ~n} the probability of meeting such a resonance is given by
Pν,~n =
∫ βn
0
WR(x)dx , Pν,~n|βn→0 →
√
3〈I〉√
2pi∆
βn . (48)
For a given reference mode ν there are V 3 combinations of quadruplets. The probability
that at least one of these quadruplets satisfies the resonance condition is equivalent to
the probability that the given mode violates perturbation theory:
Pν = 1−
(
1−
∫ βn
0
WR(x)dx
)V 3
, Pν |βn→0 →
√
3V 3〈I〉√
2pi∆
βn . (49)
The main outcome is that the probability of resonance is proportional to βn for weak
nonlinearity. Moreover, within the disorder interval 1 ≤ W ≤ 6 a numerical evaluation of
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the average overlap integral 〈I〉 ≈ 0.6 V −1.7 [11]. This yields Pν |βn→0 ≈ 0.43 V 0.3(βn/d).
The uncertainty of the correct estimate of the overlap integral average, and the restricted
studied disorder range may well address the weak dependence V 0.3. What remains
however is evidence that the resonance probability for weak nonlinearity is proportional
to the ratio (βn)/d. Therefore a practical outcome is that the average spacing d sets
the energy scale - for βn d the resonance probability P ∼ (βn)/d, while for βn d
the resonance probability P ≈ 1.
A straightforward numerical computation of the above probability can be performed
avoiding a number of the above assumptions. For a given NM ν we define Rν,~n0 =
min~nRν,~n. Collecting Rν,~n0 for many ν and many disorder realizations, we can obtain
the probability density distribution W(Rν,~n0). The probability P for a mode, which is
VI. DISCUSSION
We have studied statistical properties of eigenvalues and
eigenvectors of waves in disordered one-dimensional sys-
tems as a function of the disorder strength. We estimated the
localization volume of a mode which defines the number of
interacting partner modes. We obtained the dependence on
the disorder strength of the overlap integrals which deter-
mine the interaction strength. We analyzed the statistics of
level spacings of normal modes within one localization vol-
ume. Finally, we obtained distribution functions for reso-
nance probabilities of normal modes interacting in the pres-
ence of nonlinearity. Let us discuss some of the
consequences of our findings.
A. Overlap integrals
In order to estimate the absolute value of the overlap in-
tegral Eq. 5 for modes within one localization volume for
weak disorder, Shepelyansky 22 and Imry 23 assumed
that the sum extends roughly over the localization volume V,
with each term in the sum A,lA1,lA2,lA3,l having a random
sign. The absolute value of the eigenvector is on the order of
1 /V1/2 due to normalization. Then, Eq. 5 can be evaluated
using the central limit theorem for which the average abso-
lute total value IrpV−3/2W3. Our numerical finding I
W3.4 clearly rules out the random sign result W3. As shown
in the perturbation calculation in Sec. III, the reason for the
random sign failure is that NMs are similar to plane waves
with definite phases on each lattice site inside the localiza-
tion volume. These phases enforce selection rules, which
become strict in the very limit W=0.
While we can now exclude the random sign result W3, we
cannot tell whether the numerical estimate IW3.4 is cor-
rect or the perturbation result I−W4 lnW will set in for
small enough W. Ponomarev and Silvestrov 24 also
stressed the importance of phase correlations in Eq. 5. A
numerical calculation of the average of the squared overlap
integral was performed by Frahm et al. 25 for 1.4W
4 yielding IW3.3, in good agreement with our numeri-
cal data.
The random sign estimate W3 was taken to predict a
strong increase of the localization length of two interacting
particles in a one-dimensional random quantum chain
22,23. The two-particle localization volume V2, within a
renormalization-group approach, is given by V2 /VI2V4,
where V is the single-particle localization volume. For the
random-phase result, this yields V2V2 22,23,26. We can
clearly rule out such an outcome. Instead, we expect either
V2V1.6 numerical data or V2V ln2 V perturbation ap-
proach which give a much weaker effect. These controver-
sies call for more detailed investigations.
B. Asymptotic spreading of wave packets in nonlinear chains
According to a recent analysis of the spreading scenario
of wave packets 12, the only scale which separates differ-
ent dynamical spreading regimes is the average spacing d.
Therefore, the constant C from Sec. VI A is inversely pro-
portional to the mean level spacing,
C 
1
d
. 26
Following the theory developed in 7,9,12 for the
asymptotic spreading, an exterior mode 	 which is heated
up by the packet obeys the following evolution equation in
accordance with Eq. 4:
i	˙  	 + IV3Pnn3/2ft , 27
where ftft=t− t ensures that ft has a continuous
frequency spectrum. Note that here we also introduce the
contribution of the overlap integrals estimated as IV3. Re-
peating the previous derivations 7,9,12, we finally get the
following expression for the asymptotic growth of the sec-
ond moment of spreading wave packets in nonlinear chains:
m2  4/3V8/3I2/3t1/3. 28
From our numerical data for weak disorder it follows that
m2W−3.074/3t1/3, while the perturbation approach yields
m2W−8/3−ln W2/34/3t1/3. The prefactor dependence of W
is another intriguing test which awaits numerical verification.
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Figure 9. The probability densitiesW(Rν, ~µ0) for NMs to be in resonance presented in
linear-log (main figure) and log-log (inset) scales. Numerics for dDNLS (13) adapted
from [11]. Disorder trengths are W = 4 ((b) bl ck curve), W = 6 ((g) gree curve),
W = 8 ((o) orange curve), W = 10 ((v) violet curve), W = 15 ((r) red curve).
Reprinted from [11].
excited to a norm n (the average norm density in a packet of modes), to be resonant
with at least one triplet of other modes at a given value of the interaction parameter β
is again given by [11, 65]
P =
∫ βn
0
W(x)dx . (50)
Th refore again W(Rν,~n0 → 0) → C(W ) 6= 0 [65]. For the cases studied, the constant
C drops with increasing disorder strength W , in agreement with (49), which suggests
C =
√
3V 3〈I〉√
2pi∆
(see Fig.9).
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The large power V 3 in (49) allows to make a simple exponential approximation
W(R) ≈ Ce−CR , C =
√
3V 3〈I〉√
2pi∆
. (51)
which in turn can be expected to hold also for the case of weak disorder. It leads to the
approximative result
P = 1− e−Cβn . (52)
Therefore the probability for a mode in the packet to be resonant is proportional to
Cβn in the limit of small n [66, 65].
We stress again that the discussed uncertainty in the definition of an average overlap
integral, and the fact that the distribution of quadruplets is expected to be controlled
by the stiffness of the set of eigenvalues of the normal mode set {ν, ~n} rather than its
spacing d, might be related. This does become evident if assuming an equidistant set.
But then again, for a disordered system discussed here, the only scale on which the
quadruplets can fluctuate close to zero, is the spacing d.
Resonant spreading. – Now, we consider the process of resonant excitation of an
exterior mode by a mode from the packet as a possible spreading mechanism. The
number of packet modes in the boundary layer of width V , which are resonant with the
mode of a cold exterior is proportional to βn. After long enough spreading the norm
density decays and βn  d. Therefore, as a rule, there will be no mode inside the
packet that efficiently resonates with an exterior mode. Then the wave packet becomes
trapped at its edges, while the phases in the interior of the wave packet get randomized
by nonlinear interactions (the wave packet thermalizes). Thus, on large time scales the
packet will be able to incoherently excite the exterior and to increase its size, while the
resonant excitation becomes an unlikely event and can be excluded.
Measuring chaos – Michaeli and Fishman studied the evolution of single site
excitations for the DNLS model [81]. They considered the rhs of Eq.(37) as a function
of time iχ˙ν = Fν(t) for a mode ν = 0 which was strongly excited at time t = 0. The
statistical analysis of the time dependence of F0(t) shows a quick decay of its temporal
correlations for spreading wave packets. Therefore the force F0(t) can be considered as
a random noise function on time scales relevant for the spreading process. This is a
clear signature of chaos inside the wave packet.
Vermersch and Garreau (VG) [82] followed a similar approach for the DNLS model.
They measured the time dependence of the participation number P (t) of a spreading
wave packet. VG then extracted a spectral entropy, i.e. a measure of the number of
participating frequencies which characterize this time dependence. Spectral entropies
are convenient measure to discriminate between regular and chaotic dynamics. VG
concluded that the dynamics of spreading wave packets is chaotic. They also measured
short time Lyapunov exponents to support their conclusion.
The long-time dependence of the largest Lyapunov exponent Λ as chaos strength
indicators inside spreading wave packets for KG models was recently tested in [83]. The
crucial point is that during spreading the energy density is decreasing, and therefore
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a weakening of the momentary chaos indicator is expected. Therefore Λ(t) will be not
constant in time, but decrease its value with increasing time. Moreover, the calculation
of Lyapunov exponents for integrable systems will also yield nonzero numbers when
integrating the system over any finite time. This is due to the method used - one evolves
the original trajectory in phase space, and in parallel runs the linearized perturbation
dynamics of small deviations from the original trajectory in tangent space. Since
this deviation is nonzero, any computer code will produce nonzero estimates for the
Lyapunov exponent at short times. The crucial point is that for integrable systems the
long-time dependence of Λ follows Λ ∼ 1/t. This is also the result found in [83] for the
linear wave equation which obeys Anderson localization. However the nonlinear case of
wave packet spreading yields a dependence
Λ(t) ∼ 1
t1/4
 1
t
. (53)
The authors of [83] further compare the obtained chaoticity time scale 1/Λ with the time
scales governing the slow subdiffusive spreading and conclude, that the assumption
about persistent and fast enough chaoticity needed for thermalization and inside the
wave packet is correct. The dynamics inside the spreading wave packet is chaotic, and
remains chaotic up to the largest simulation times, without any signature of a violation
of this assumption for larger times (no visible slowing down).
A further very important result concerns the seeds of deterministic chaos and their
meandering through the packet in the course of evolution. The motion of these chaotic
seeds was visualized by following the spatial evolution of the deviation vector distribution
(DVD) used for the computation of the largest Lyapunov exponent [83]. This vector
tends to align with the most unstable direction in the system’s phase space. Thus,
monitoring how its components on the lattice sites evolve allow to identify the most
chaotic spots. Large DVD values tell at which sites the sensitivity on initial conditions
(which is a basic ingredient of chaos) is larger. The authors of [83] observe that the
DVD stays localized, but the peak positions clearly meander in time, covering distances
of the order of the wave packet width.
Effective noise theories – Having established that the dynamics inside a spreading
wave packet is chaotic, let us proceed to construct an effective noise theory for spreading.
For that we replace the time dependence on the rhs of Eq. (37) by a random function
in time:
iχ˙ν = F (t) , 〈F 〉 = 0 , 〈F 2(t)〉 = f 2; . (54)
Assume that the norm density (norm per site/mode) inside the wave packet is n.
Consider a normal mode µ which is outside the wave packet, but in a boundary layer
of one of its edges. The boundary layer thickness is of the order of V . The equation of
motion for this mode is given by (54). At some initial time t0 assume that the norm of
the considered mode is close to zero |χµ(t0)|2 = nµ(t0)  n. Then the solution of the
stochastic differential equation (54) is yielding a diffusion process in norm/energy space
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of the considered NM:
nµ(t) ∼ f 2t . (55)
The considered mode will reach the packet norm n after a time T whose inverse will be
proportional to the momentary diffusion rate of the wave packet D ∼ 1/T :
D ∼ f
2
n
. (56)
Let us estimate the variance f for the nonlinear wave equation. It follows from (37)
that f ∼ βn3/2〈I〉. With that, we arrive at D ∼ (βn〈I〉)2. The main point here
is that the diffusion coefficient is proportional to n2, therefore the more the packet
spreads, the lower its density, and the smaller D. We obtain a time-dependent diffusion
coefficient, and a tendency to spread slower than within a normal diffusion process. The
second moment m2 of a wave packet is inverse proportional to its squared norm density
m2 ∼ 1/n2. At the same time it should obey m2 ∼ Dt. Since D ∼ 1/m2 it follows
m2 ∼ t1/2.
The second way is to write down a nonlinear diffusion equation [84, 85] for the
norm density distribution (replacing the lattice by a continuum for simplicity, see also
[77]):
∂tn = ∂ν(D∂νn) , D ∼ nκ . (57)
The solution n(ν, t) obeys the scaling n(ν, t/a) = bn(cν, t) with b = c = a1/(κ+2) if
n(ν ±∞, t)→ 0. Therefore the second moment
m2 ∼ tα , α = 2
κ+ 2
. (58)
With κ = 2 we obtain the subdiffusive law m2 ∼ t1/2 again. Note that the above
nonlinear diffusion equation can be derived through a master equation and a Fokker-
Planck equation for both norm and energy densities [86], or Boltzmann equations [87].
Until now we have obtained the subdiffusion exponent 1/2, but the numerically
observed 1/3 remains unexplained. However, recalling that enforced randomization of
NM phases during the spreading does yield the exponent 1/2 one finds himself on the
right track. That is artificially randomized NM phases fulfill an assumption of the
effective noise theory. What is then the reason for the even slower subdiffusion with
α = 1/3? We recall that perturbation theory leads to a probability P of a given
NM being resonant which is small for small densities (49): Pν |βn→0 →
√
3V 3〈I〉√
2pi∆
βn. In
case when this probability is equal to one, the above diffusion constant assumption
would make sense. In the case when the resonance probability is zero, perturbation
theory should be applicable, the secular normal form yields Anderson localization, and
spreading should stop. In that case f = 0 and then D = 0. Therefore another factor is
missing in the expression of f . This factor was assumed be a function of P such that
the factor becomes one when P = 1 and zero when P = 0. The simplest prefactor is P
itself [66, 65] and yields
f ∼ Pβn3/2〈I〉 , D ∼ (Pβn〈I〉)2 , P = 1− e−Cβn , C =
√
3V 2〈I〉√
2pid
. (59)
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Then the solution of the nonlinear diffusion equation (57) reads
m2 ∼ (β〈I〉V )4/3d−2/3t1/3 , Cβn 1 : weak chaos , (60)
m2 ∼ β〈I〉t1/2 , Cβn 1 : strong chaos . (61)
We arrived at a construction which results in the correct weak chaos exponent α = 1/3
[66]. We also predict that there must be an intermediate regime of strong chaos for
which α = 1/2 - without any enforcing of the randomization of NM phases [79]. It has
to be intermediate, since with an assumed further spreading of the wave packet, the
density n will decrease, and at some point satisfy the weak chaos condition (60) instead
of the strong chaos condition (61). Therefore, a potentially long lasting regime of strong
chaos has to cross over into the asymptotic regime of weak chaos [79]. That crossover is
not a sharp one in the time evolution of the wave packet. It might take several orders of
magnitude in time to observe the crossover. Therefore, instead of fitting the numerically
obtained time dependence m2(t) with power laws, it is much more conclusive to compute
derivatives d〈log10m2〉/d log10 t in order to identify a potentially long lasting regime of
strong chaos, crossovers, or the asymptotic regime of weak chaos.
2.5.3. Dynamical regimes of spreading Let us discuss evolution from several different
initial states. (a) If only one normal mode is initially excited to norm n, then it follows
from (40) that its frequency renormalization Ων = βnp
−1
ν ∼ βn/V where V is a typical
localization volume of a normal mode. Comparing this value to the spacing d ∼ ∆/V
we conclude that weak chaos holds if βn ∼ ∆. (b) If however a large group of normal
modes is excited inside a wave packet such that all normal modes have norm n, then
the sum in (40) will change the frequency renormalization to Ων ∼ βn for each of the
participating modes. Comparing that to the spacing d we now find that weak chaos
breaks down at sufficiently weaker nonlinearities βn ∼ ∆/V . (c) Finally assume that
only one lattice site is initially excited with norm n. That means that V normal modes
are excited each with norm n/V . After some short transient time the wave packet
will occupy a localization volume region, and stay in there for all times for the linear
wave equation. Then the frequency normalization for each participating mode becomes
Ων ∼ βn/V as in (a), and weak chaos holds up to βn ∼ ∆.
All of the considered lattices allow for selftrapped states in the regime of strong
nonlinearity. The natural basis for selftrapped states is the original lattice itself,
rather than the normal modes of the linear wave equation. This becomes evident
when considering a lattice without any disorder, for which the normal modes of the
linear wave equation are extended states, yet selftrapping is present as well within
the nonlinear wave equation. Selftrapping is an example of a nonperturbative physics
of strong nonlinearity. For the above cases of initial conditions, selftrapping can be
effectively predicted whenever a single oscillator on one site renormalizes its frequency
l + β|ψl|2 such that it exits the linear wave spectrum. For the above initial state case
(a) this happens when βn ∼ V (∆/2 − λν), about V times larger than the weak chaos
threshold. For case (b) the norm n per normal mode is also the norm n per lattice
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site. Therefore selftrapping is expected at βn ∼ ∆/2, again about V times larger
than the corresponding weak chaos threshold. However, case (c) is different. Here we
place a norm n initially on one site. If the selftrapping condition for that site holds,
the dynamics will stay from scratch in the nonperturbative discrete breather regime,
without any chance to spread into a localization volume region set by the linear wave
equation. Therefore the selftrapping threshold reads βn ∼ ∆/2− l and becomes of the
same order as the weak chaos threshold. Single site excitations will be thus launched
either in a weak chaos regime, or in a self trapped one. The other initial states allow for
a third regime - outside the weak chaos regime, but well below the selftrapping one. For
reasons to come, we coin this additional regime strong chaos regime. We recapitulate
again, that single site excitations are expected to be either in the regime of weak chaos,
or selftrapping. Other initial states allow for another intermediate regime of strong
chaos.
Consider a wave packet at t = 0 which has norm density n and size L. Let us wrap
the above discussion into expected regimes of spreading [79]. Note that due to the above
ambiguities, the following estimates are at the best semi-quantitative.
Single site excitations with norm n and l = 0 at the excitation site:
βn < ∆/2 : weak chaos
strong chaos not present (62)
βn > ∆/2 : selftrapping
Single mode excitations with norm n and λν = 0 for the excited mode:
βn < ∆ : weak chaos
∆ < βn < V∆/2 : strong chaos (63)
V∆/2 < βn : selftrapping
Multi site/mode wave packet with norm density n per site/mode and size V :
βn < ∆/V : weak chaos
∆/V < βn < ∆/2 : strong chaos (64)
∆/2 < βn : selftrapping
Figure 10 draws these regimes in the {δ,W} parameter space, where δ ≡ βn, for
L = V , the lines corresponding to the regime boundaries δ = d and δ = 2. The lower one
is analytically found via d = ∆/(3.3ξ0) with the weak-disorder estimate ξ0 = 96W
−2.
More sophisticated numerical estimates of d yield only slight corrections for W > 6 [11].
It is necessary to remark that the regime boundaries in Figure 10 are not sharp, rather
there are transitional bands between the regimes.
Let us discuss figure 10. Depending on disorder strength and initial norm density,
the packet can be launched in one of the three regimes. A wave packet launched in the
weak chaos regime stays in this regime for all times as the decrease of norm density does
not lead to slowing down. Conversely, launched in the strong-chaos regime the wave
packet crosses over to the weak chaos (which is asymptotic), when its norm density
Nonlinear lattice waves in heterogeneous media 27
d
Figure 10. Parametric space of disorder strength W versus the nonlinear frequency
shift δ ∝ βn for the dDNLS (13). Three spreading regimes are shown for dynamics
dictated by: weak chaos (pale blue), strong chaos (green), and onset of self-trapping
(pale red). The circles show the initial values used in numerics. Reprinted from [67].
drops below the threshold of probability 1 resonances. Note, that the time it takes
may be quite long. A part of a packet launched in the self-trapped regime will remain
localized, while the other part will be spreading and follow weak chaos subdiffusion
asymptotically. The ratio between them and the dynamics of the spreading exponent
remains poorly studied.
2.5.4. Generalization to higher dimensions and arbitrary nonlinearities Let us consider
D-dimensional lattices with nonlinearity order σ > 0:
iψ˙l = lψl − β|ψl|σψl −
∑
~m∈D(l)
ψm . (65)
Here l denotes a D-dimensional lattice vector with integer components, and m ∈ D(l)
defines its set of nearest neighbor lattice sites. We assume that (a) all NMs are spatially
localized (which can be obtained on a lattice for strong enough disorder W ), (b) the
property W(x → 0) → const 6= 0 holds, and (c) the probability of resonances on
the edge surface of a wave packet is tending to zero during the spreading process. A
wavepacket with average norm n per excited mode has a second moment m2 ∼ 1/n2/D.
The nonlinear frequency shift is proportional to βnσ/2. The typical localization volume
of a NM is still denoted by V , and the average spacing by d.
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Consider a wave packet with norm density n and volume L < V . A straightforward
generalization of the expected regimes of spreading leads to the following:
βnσ/2
(
L
V
)σ/2
V < ∆ : weak chaos ,
βnσ/2
(
L
V
)σ/2
V > ∆ : strong chaos ,
βnσ/2 > ∆ : selftrapping .
The regime of strong chaos, which is located between selftrapping and weak chaos, can
be observed only if
L > Lc = V
1−2/σ , n > nc =
V
L
(
d
β
)2/σ
. (66)
For σ = 2 we need L > 1, for σ → ∞ we need L > V , and for σ < 2 we need L ≥ 1.
Thus the regime of strong chaos can be observed e.g. in a one-dimensional system with
a single site excitation and σ < 2.
If the wave packet size L > V then the conditions for observing different regimes
simplify to
βnσ/2 < d : weak chaos ,
βnσ/2 > d : strong chaos ,
βnσ/2 > ∆ : selftrapping .
The regime of strong chaos can be observed if
n > nc =
(
d
β
)2/σ
. (67)
Similar to the above we obtain a diffusion coefficient
D ∼ β2nσ(P(βnσ/2))2 . (68)
In both regimes of strong and weak chaos the spreading is subdiffusive [66, 79]:
m2 ∼ (β2t) 22+σD , strong chaos , (69)
m2 ∼ (β4t) 11+σD , weak chaos . (70)
Note that the strong chaos result was also obtained within a Boltzmann theory approach
[87, 86].
2.6. Other heterogeneities
2.6.1. Nonlinear quasi-periodic chains The first attempt to discern the different
dynamical regimes of initial excitation spreading in nonlinear quasi-periodic chain was
done in [74]. Larcher et al. additionally incorporated a lattice phase shift, such that for
qDNLS chain (21) the on-site potential depth becomes ϑ cos(2piαl+θ). Three spreading
regimes were found in dependence on the nonlinearity strength β, lattice phase θ, and
strength of potential ϑ : (I) strong self-trapping; (II) ballistic spreading, but with
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discrete breather structures being seen; (III) mixed behavior, when the initial states are
self-trapped for θ = 0 and subdiffusive for θ = pi. The latter effect was also suggested
in [88].
This paper was followed by a deeper theoretical and computational study of both
DNLS and KG chains [34]. Employing the ideas of the wave packet spreading theory
the nonlinear frequency shift δ should be compared with relevant frequency scales set
by the linear spectrum ∆ and d. While the nonlinear frequency shift stays the same as
for dDNLS δ ∝ βn, the linear scales d and ∆ differ (for more details, see section 1.2).
Since the central issue is the localization-nonlinearity interplay, we restrict ourselves
to the case of ϑ > 2. In this case, the spectrum is fractal-like and characterized by
an infinite number of gaps and bands (see figure 7). It has major gaps dividing the
spectrum in main parts; each of them is divided in turn in smaller parts, etc. We will
refer to subparts of spectrum as “mini-bands”.
The spectrum structure suggests that now the meaningful average frequency spacing
d must be defined taking into account the number of mini-bands M . Numerically it can
be done as follows. The value of ∆ (whether the width of the whole spectrum or a
mini-band) can be measured as the difference between the largest and the smallest
eigenvalues. Then, consider a given mini-band and the eigenstates that lie within it.
For each ν-th eigenstate one can calculate its localization volume Vν . Thereafter, form
the subset of those eigenstates {µ}, which effectively interact with mode ν, i.e. fulfill the
condition |Xν−Xµ| < Vν/2, where Xν =
∑
l l |Aν,l|2 are the center-of-norm coordinates.
The average number of states in the subset can be estimated as 〈V 〉/M and the spacings
within this subset can be calculated. This procedure is repeated for each eigenstate in
the band and the average gives the mean spacing d. Note that the number of mini-bands
M one has to take into account to get a good approximation of the spectrum varies with
ϑ: the authors’ choice was M = 9 for ϑ . 2.1, M = 3 for 2.2 . ϑ . 2.75 and M = 1 for
ϑ & 2.75.
Comparing the scales δ, d, and ∆, we expect qualitatively the same regimes of wave
packet spreading, namely the weak chaos, strong chaos and self-trapping. It appears
that at variance with disordered arrays partial self-trapping can occur even for arbitrary
small βn due to the presence of an infinite number of mini-bands and gaps in the linear
spectrum. Figure 11 sketches the suggested regimes in a parametric space, for the case
of initial wave packet of norm n and size L ≥ V .
The similarity of numerical observations between dDNLS and qDNLS suggests that
the spreading theory may also be applicable here. Indeed, with ansatz ψl =
∑
ν Aν,lφν ,
the qDNLS equations of motion (21) can be rewritten in normal mode form identical
to (35). Analogously, one considers the heating mechanism of spreading, for which the
number of mode-mode resonances within the wave packet is a key parameter. The
probability for the onset of a resonance can be calculated with the same numerical
analysis [11, 65]. Let us reiterate that for a given normal mode ν on can calculate
the quantity Rν, ~µ0 = min~µ{Rν,~µ}, which reflects the variations in amplitude of the ν-th
mode due to its interaction with a set ~µ of three other modes. In case of the qDNLS
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Figure 11. Parametric space of quasi-periodic potential strength ϑ versus the
frequency shift induced by nonlinearity δ ∝ βn. The ratio of scales δ, ∆, and
d conditions the three regimes of wave packet spreading for qDNLS model (21):
weak chaos, strong chaos, and self-trapping. The separation between the regimes
should be interpreted as a smooth crossover rather than as a sharp boundary. The
downward (white) and upward (red) triangles show parameters used in computational
experiments. Figure was adapted from [34].
model, Rν, ~µ0 was calculated not only for many modes, but also for many values of the
phase θ. The obtained probability density distribution W(Rν, ~µ0) for ϑ = 2.5 is shown
in figure 12.
The behavior of W(Rν, ~µ0) is qualitatively similar to the case of purely random
systems apart from sharp peaks in the distribution (see figure 9). Still the most essential
property W(Rν, ~µ0 → 0)→ C 6= 0 is kept. As a consequence, the probability for a mode
of norm n to be resonant at a given nonlinearity strength β is also approximated by
P ≈ 1− e−Cβn. Similarly to disordered systems, for Cβn 1 a finite fraction of packet
modes interact resonantly with the probability P ∝ Cβn in the weak chaos regime.
Conversely, for Cβn > 1 almost all the modes interact resonantly and P ≈ 1 predicts
the strong chaos regime.
Following the analysis for the 1D dDNLS model, we expect to that the second
moment of the wave packet grows as m2 ∝ t1/3 in the weak chaos regime, and as
m2 ∝ t1/2 in the strong chaos regime. The strong chaos regime can only exist transiently
for the same reason: as the wave packet spreads, its norm density n decreases and
eventually will satisfy the condition βn < d. Thus, a crossover from strong to weak
chaos is expected to occur as time grows.
Nonlinear lattice waves in heterogeneous media 315
From now on we assume that all the modes that belong
to the packet have the same norm equal to n. The per-
turbation approach breaks down and resonance sets in
when
√
n < |φ(1)ν |. Substituting expression (9) for φ(1)ν
one can rewrite the last inequality as
Rν,~µ < βn. (11)
This expression tells us that the resonance condition, for
a given normal mode ν, is fulfilled if there is at least one
triplet of modes ~µ that satisfies inequality (11).
The probability for the onset of a resonance can there-
fore be calculated with the following statistical numerical
analysis [6, 30]. For a given normal mode ν we define
Rν, ~µ0 = min~µ{Rν,~µ}. Collecting Rν, ~µ0 for many modes
and many values of the phase ϕ, we find the probabil-
ity density distribution W(Rν, ~µ0). From this quantity
we can calculate the probability P for a mode, which is
excited to a norm n, to be resonant with at least one
triplet of other modes at a given value of the interaction
parameter β. This is obtained by integrating W(Rν, ~µ0)
from zero to βn
P =
∫ βn
0
W(R) dR. (12)
An example of probability density W(Rν, ~µ0) for λ = 2.5
is shown in Fig. 3 (red line). For comparison we also show
the same quantity for the random DNLS model (black
line) discussed in [6, 30]. Except for fine structures, like
small sharp peaks appearing in the quasiperiodic case,
the overall behavior is qualitatively very similar in the
two cases. In particular, the probability densityW tends
to a finite constant value C when Rν, ~µ0 → 0. As a con-
sequence, for small values of βn, a finite fraction of the
modes is resonant with the packet. The probability to
be resonant is given by P ∼ Cβn and we are in the weak
chaos regime. Conversely, for large values of βn, all the
modes interact resonantly and P = 1 and we are in the
strong chaos regime.
Following the reasoning presented in [9] this implies
that also in the quasiperiodic case, as in disordered sys-
tems, we expect to find m2 ∼ t1/3 in the weak chaos
regime and m2 ∼ t1/2 in the strong chaos regime. The
strong chaos regime can only exist as a transient regime.
Indeed, as the wave packet spreads, his density n de-
creases and eventually will reach a situation where βn <
d. Then a crossover from strong to weak chaos is always
expected to occur during the time evolution [11].
Let us finally stress that the “transition lines” that we
have introduced by comparing the nonlinear frequency
shift with the typical energy scales of the linear spectrum
do not define sharp phase transitions between different
spreading regimes. Instead we expect to see a relatively
smooth crossover, such that the regimes of self-trapping,
strong chaos and weak chaos should be clearly identified
only far from the transition lines.
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FIG. 3: (color online) Comparison between the probability
density function W(Rν, ~µ0) of the quasiperiodic DNLS model
(red (r) curve) and of the random DNLS model (black (b)
curve). For the quasiperiodic case, λ = 2.5, while for the ran-
dom case, we choose a disorder strength that gives a similar
localization length.
V. TIME EVOLUTION
We perform extensive numerical simulations solving
equations (2) and (5) for different sets of parameters
{λ, β} and {λ, E} for DNLS and KG models, respectively.
For each choice of parameters we average over N differ-
ent realizations of the quasiperiodic potential obtained by
changing randomly the phase shift ϕ. As initial condition
we use compact wave packets that lie in the center of our
computational box and we take care that during the time
evolution the wave packet never reaches the box bound-
aries. The number of realizations that we consider varies
between 100 and 500 and the number of lattice sites be-
tween 200 and 2000. To solve the equations of motion we
use symplectic integration schemes of the SABA family
[7, 31] that allow us to reach large integration times with
good accuracy [32].
In order to quantify the type of subdiffusive behaviour
we calculate the exponent γ by considering the logarithm
of the second moment log10m2 for different realizations of
the potential. We compute the average value 〈log10m2〉
and its statistical error given by the standard deviation
divided by the square root of the number of realizations
N . Then the value of γ at a given time t is calculated by
applying a linear fitting procedure to the curve 〈log10m2〉
within a fixed time interval around log10 t. By repeating
this procedure at different t, we extract the behaviour of
γ as a function of time and the relative statistical error.
A. Results of the DNLS model
Let us first show our results for the DNLS model. As
initial wave packet we choose a square shaped distri-
Figure 12. Probability density function W(Rν, ~µ0) for the qDNLS model (red (r)
curve) is shown in comparison with one for the dDNLS model (black (b) curve). For
quasi-periodic case, the strength of potential is ϑ = 2.5, while for the disordered case
disorder strength is taken to give a similar localization length. Figure reprinted from
[34].
2.6.2. Generalization to KG models Due to the equivalence of KG and DNLS models
(at least, within the small amplitude range) we expect the same regimes of the wave
packet spreading. For the disordered KG chain (23) with cubic nonlinearity the nonlinear
frequency shift for a single-site oscillator is proportional to its energy δ ∝ E . In order
to compare the nonlinear frequency shift of the 1D dKG model with the scales of
the 1D dDNLS (13), we make use of the approximate mapping, which in this case
is βS ≈ 3WHdK. Therefore, the dynamical regimes of wave packet spreading for 1D
dDNLS model can be straightforwardly adapted for th dKG chain (in this case, for the
spreading of the wave packet with initial energy density E):
EL˜ < d/3 weak chaos,
EL˜ > d/3 strong chaos, (71)
E > ∆/3 self-trapping,
where L˜ = L/V for L < V and L˜ ≈ 1 for L ≥ V . As well as for DNLS equations, the
average spacing between the eigenvalues can be approximated by d = ∆/3.3ξ0, where
ξ0 ≈ 96W−2 is the maximal localization length in the weak-disorder approximation and
∆ = 1 + 4/W is the width of eigenvalues spectrum of dKG linear problem. We do not
show the parametric space of the above regimes, since it can be obtained from DNLS
analog (cf. figure 10) by the small-amplitude mapping, i.e. simply by dividing the
regimes boundaries by 3W .
In a similar way, we can adapt the spreading regimes of the gDNLS model to the
gKG model using the mapping formula (32). Approximating the nonlinear frequency
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shift of a single-oscillator in gKG lattice as δ ∝ Eσ/2, we obtain
(EL˜)σ/2 < d/aσ weak chaos,
(EL˜)σ/2 > d/aσ strong chaos, (72)
Eσ/2 > ∆/aσ self-trapping.
Here, for the 1D gKG lattice the values of d and ∆ are the same as mentioned above,
while for the 2D case ∆ = 1 + 8/W . For a single-site excitation (L = 1) of energy E
expanding in the 2D gKG lattice, the regime boundaries (72) are shown in figure 13.
Figure 13. Dynamical regimes for the 2D gKG model (29) in the parameter space σ
and E of a single site excitation (L = 1, W = 10). The different symbols correspond
to the particular numerical simulations discussed in section 2.7.3. Dashed lines show
the variation of the the boundary obtained from variation of localization volume V .
The quasi-periodic DNLS (21) also has its qKG counterpart (34). In order to
compare the nonlinear frequency shift δ ∝ E of the qKG model with the energy scales of
the qDNLS model, we use the approximate mapping βS ≈ 6ϑHqK. The quantity that
is plotted in figure 11 for the qKG model (upward red triangles) is 6ϑE .
2.7. Testing the theories
2.7.1. Subdiffusion of nonlinear waves in 1D disordered lattices The numerical
verification of spreading theory requires high precision computational methods for
integration and analysis [67, 68]. For both models (13), (23) we considered initial
distributions of width L with: constant internal norm density n = 1 (or energy density
E = HdK/L for the gKG) and zero outside this interval; a random phase at each site.
In the KG case one sets initial momenta equal to pl = ±
√
2E with randomly assigned
signs.
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Figure 14. Wave packet spreading in the dKG (23) with W = 4 and E = 0.01 (left),
E = 0.2 (middle), E = 3.0 (right). The color code shows the real space averaged energy
density distributions 〈zl〉 on logarithmic time and linear space scales.
Equations (13), (23) were integrated by SABA-class symplectic schemes [89, 65],
with time-steps order 10−2− 10−1 up to a maximum time t = 107− 109. The particular
scheme used for dDNLS is described in [68]. The number of lattice sites was varied
between N = 1000 to N = 2000 in order to exclude finite size effects in the wave packet
evolution. In all simulations, the relative tolerance of the norm and energy conservation
stayed below 0.1%.
For each set of parameters, we followed the dynamics of the three quantities m2(t),
P (t), and ζ(t), averaging the results over 103 disorder realizations (unless otherwise
stated). The averaged data 〈log10m2〉 and 〈log10 P 〉 were additionally smoothed with a
locally weighted regression algorithm [90], which allows to calculate local derivatives on
log-log scales with central finite differences
αm =
d〈log10m2〉
d log10 t
, αP =
d〈log10 P 〉
d log10 t
. (73)
Figure 14(a)-(c) illustrates the dynamics of the averaged energy density
distributions 〈zl〉 in real space for three typical cases: E = 0.01 (weak chaos), E = 0.2
(strong chaos) and E = 3.0 (self-trapping). The evolution starts from the same initial
profile with size L = V . In the weak chaos regime (figure 14(left)), the wave packets
remain close to their initial configuration for some time, followed by delocalization. At
t = 107 the wave packet has spread to about 250 sites, which is an order of magnitude
larger than the localization volume set by the linear theory of Anderson localization.
In the case of strong chaos (figure 14(middle)), the spreading is considerably faster
and leads to final time profiles spanning more than 1000 sites. In the self-trapping
regime (figure 14(right)), the spreading part of the wave packet covers 1000 sites about
100 times faster, with another clearly visible part staying self-trapped at the initial
excitation region.
The results of the quantitative analysis are presented in figure 15. For small initial
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Figure 15. Numerical results for the dKG chain (23) with initial parameters W = 4,
L = 21 and E = 0.01, 0.04, 0.2, 0.75, 3.0 (black (bl), magenta (m), red (r), blue (b),
green (g)). Evolution of (a) 〈log10m2〉, (b) 〈ζ〉, (c) αm, and (d) 〈HV 〉 are shown
vs. log10 t. The straight lines in panels (a), and (c) correspond to the theoretically
predicted power laws m2 ∝ tαm with αm = 1/3 (dashed lines) and αm = 1/2 (dotted
lines). Error bars in panel (a) denote standard deviation errors. Reprinted from [68].
energy density E = 0.01, the characteristics of the weak chaos regime are observed. After
a transient time τ0 ≈ 105, we find a subdiffusive growth of m2 according to m2 ∝ tαm
with αm ≈ 1/3. The wave packets stay thermalized as they spread since 〈ζ〉 ≈ 3
(figure 15(b)), and the fraction 〈HV 〉 of the energy remaining in the initially excited
region decreases (figure 15(d)). For E = 0.04 we enter the crossover region between
weak and strong chaos: the spreading exponents αm ≈ 0.38 lie between 1/3 and 1/2
and show slow time dependence with a tendency to decrease towards the weak chaos
value as time progresses.
The typical strong chaos scenario was observed for E = 0.2: subdiffusive growth
ma ∝ tαm with αm ≈ 1/2 observed for about two decades 3.5 . log10 t . 5.5, and
followed by a crossover to the weak chaos dynamics with αm decreasing.
The duration of the strong chaos regime αm = 1/2 can be increased by simply
reducing the strength of disorder W in order to increase the distance to the weak chaos
and selftrapping crossovers. This is illustrated in figure 16 for the dKG chain. For
W = 1, 2 a long-lasting spreading in the strong chaos regime is clearly observed. For
W = 4, 6 the strong chaos window in the energy density is small (see inset in figure 16)
and, even if initial conditions belong to it, the energy density decrease in the course of
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m
Figure 16. Spreading behavior in the strong chaos regime for the dKG model (23)
with initial energy density E = 0.1: time behavior of αm is shown vs. log10 t. The four
curves are for the disorder strengths W = 1, W = 2, W = 4, and W = 6 (red (r), green
(g), orange (o), blue (b)). Inset : the dKG analog of the dDNLS parametric space (see
figure 10). The four points show the parameters used in the simulations presented in
the main figure. Reprinted from [67].
spreading will quickly transfer the dynamics into the weak chaos regime, αm < 1/2.
Getting closer to the self-trapping regime for E = 0.75 or being deep inside it for E =
3.0 one observes its typical features: the compactness index 〈ζ〉 decreases (figure 15(b)),
and 〈HV 〉 tends to stabilize at small but finite non-zero values (figure 15(d)). Besides, m2
(figure 15(a)) manifests initially the fast growth with αm > 1/2 (figure 15(c)) followed
by a decrease in αm value.
The presented results convincingly support the predictions of weak and strong
chaos, as well as the dynamical crossover between them. Self-trapping is observed
as well, with a less understood dynamics of the trapped and spreading portion of
norm/energy. We stress that none of the simulations exhibits a pronounced deviation or
significant slowing down to values αm < 1/3. Qualitatively same results were obtained
for the dDNLS model, including the case of strong disorder W ∈ [15, 40] [68].
As an additional test of the theory two cases with spatially inhomogeneous
nonlinearity in dKG chain (23) have been studied [68]. The first one had a non-zero
nonlinearity in the central region of length L = V only. Following theoretical predictions
the wave packets evolved chaotically and spread subdiffusively only within the nonlinear
part. Since the NMs with mass-centers far in the linear parts interact with the chaotic
NMs in the inner nonlinear part exponentially weak, their excitation takes times that
increase exponentially with growing distance, causing a slowing down of the wave packet
spreading. In the second case the inner part of the chain is linear and the outer part is
nonlinear. As long as most of the wave packet stays in the linear region, the dynamics
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remains close to regular and no spreading beyond the localization volume occurs for
substantial times. However, after these large transient times parts of the packet leak
into the nonlinear regions and the weak chaos spreading sets in again.
2.7.2. Subdiffusion in 1D generalized DNLS and KG models The numerical evidence
for the validity of predictions (72) was presented in [91], where the evolution of single-
site excitations (L = 1) in gKG chain (28) was addressed. The simulations were done
for different integer and non-integer values of the nonlinearity index σ and energies away
from the self-trapping regime. We show the main outcome of these results in figure 17.
The second moment of the wave packet is expected to increase in time according to the
power law m2 ∝ tαm . In these cases, the participation number follows the law P ∝ tαP
with αP = αm/2. For the case of the gKG chain, the dependence of the exponent αm
on the nonlinearity index σ (see the general predictions (69),(70)) was suggested to be
[79]:
αm = 1/(1 + σ) , weak chaos,
(74)
αm = 2/(2 + σ) , strong chaos.
According to the estimates (72), a single-site excitation, if it is not self-trapped,
belongs to the weak chaos regime for σ ≥ 2. Additionally, the strong chaos regime can
be entered for σ < 2. Indeed for σ ≥ 2, the computed exponents are in good agreement
with the theoretical prediction α = 1/(1 +σ) for weak chaos regime of subdiffusion (see
dashed line in figure 17). The open red diamond data were obtained by Mylansky for
the DNLS chain [92]. It is instructive that the results coincide witht the KG data, in
particular e.g. for the value σ = 4.
Note that the exponents were obtained from power law fits in [91] and not using
local derivatives. For σ < 2 the initial state happens to be deeper and deeper in the
strong chaos regime. Therefore, the fits result in numbers which tend towards the strong
chaos values as σ decreases. We stress that many other attempts to fit m2(t) with power
laws suffer from the same deficiency - if the initial state is launched in the strong chaos
regime, the fits will produce exponent values located between the strong and weak chaos
values, which is due to the actual slow crossover dynamics. Instead the above described
computations of local derivatives do not suffer from the same deficiencies, and yield a
much clearer picture of the studied dynamics.
For σ < 0.1 the evolution of the wave packet in [91] shows even a destruction of
Anderson localization in the tails of the spreading packet, which is a phenomenon yet
to be explored analytically.
Note that for σ → 0 both regimes yield normal diffusion. At the same time, the
system dynamics should approach the behavior of the linear system (σ = 0) which
is characterized by Anderson localization and therefore absence of diffusion. This is
possible, since the prefactor in m2 ∝ tαm also depends on σ. As it was shown in [91],
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the prefactors indeed tend to zero, leading to a vanishing of the corresponding diffusion
constant.
Figure 17. Numerical results for 1D gKG model (28): spreading exponent αm
vs. the nonlinearity index σ for integration without dephasing (filled squares) and
with dephasing of NMs (filled triangles). The theoretically predicted functions
αm = 1/(1 + σ) for weak chaos and αm = 2/(2 + σ) for strong chaos are plotted
by dashed and solid lines, respectively. Reprinted from [91].
2.7.3. Subdiffusion in 2D disordered latices with tunable nonlinearity The interplay
between disorder and nonlinearity in 2D arrays was first addressed numerically in
[71]. However, the computational challenges precluded detailed studies and only more
recently systematic results have been obtained [12].
For 2D gKG lattice (29) the predicted regimes of subdiffusion from single-site
excitations (72) are
(E/V )σ/2 < d/aσ weak chaos,
(E/V )σ/2 > d/aσ strong chaos, (75)
Eσ/2 > ∆/aσ self-trapping.
The second moment of the wave packet is expected to grow subdiffusively in time
as m2 ∝ tαm with αm < 1 and participation number as P ∝ tαP , αP = αm. The
theoretically predicted dependence of the spreading exponent αm on the nonlinearity
index σ (69),(70) is
αm = 1/(1 + 2σ) , weak chaos,
(76)
αm = 2/(2 + 2σ) , strong chaos.
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To test the predictions (76), the disorder strength W = 10 was chosen, for which
the 2D localization volume V ≈ 34. Then varying the values of the energy density E
and nonlinearity power σ one can probe the expected spreading regimes (75) as shown
in figure 13. This also includes non-integer values of σ and those σ values at which
the theory suggested an anomaly in the number of wave packet surface resonances (cf.
section 2.5.4 for details), which would grow in the course of spreading. Initial states
were single site excitations.
Numerics largely confirms the theoretical predictions, e.g. for σ = 2 the numerical
weak chaos exponent αm ≈ 0.21 compares well with its theoretical prediction αm = 1/5
[12]. Large integration times (up to t = 108) are required to capture the asymptotic
power-law, while insufficient times result in an overestimate [71]. Lowering the
nonlinearity index one also finds agreement for the weak chaos exponents for 1 < σ < 2
(markers “◦” in figure 13). Strong chaos spreading from single site excitations was also
observed for σ < 2 (markers “×” in figure 13) with the expected spreading exponents.
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Figure 18. Numerics for the parameter set marked by “+” in figure 13. The curves
for parameters (σ, E) = (0.5, 0.00001), (0.7, 0.0005), (1.0, 0.006) are colored respectively
in red (r), green (g), and blue (b). Left column: 〈log10m2〉 (top) and its power-law
exponent αm (bottom) vs. log10 t. Similarly, “I”-bar bounds denote the theoretical
expectations for weak chaos (lower bound) and strong chaos (upper bound). Right
column: 〈log10 P 〉 (top) and 〈ζ〉 (bottom) vs. log10 t. In both columns of the upper
row, the lighter clouds correspond to a standard deviation.
Wave packet snapshots taken at the largest attainable times in different regimes
of spreading indicate only a quantitative difference in their volumes, while the rough
structure of their surfaces appears qualitatively the same (cf. figure 18).
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Figure 19. Wave packet contours at t = 106, the inner part defined as the set of sites
with the local energy exceeding 10−5 . The black area in the center is the contour for the
spreading in linear equations, while the gray region corresponds to subdiffusion in the
following regimes (from left to right): weak chaos for (σ, E) = (1.5, 0.04), intermediate
spreading for (σ, E) = (0.5, 0.00001), and strong chaos for (σ, E) = (0.5, 0.005).
2.7.4. Subdiffusion of nonlinear waves in quasi-periodic potentials Numerical [74, 34]
and experimental [52] studies show that a compact initial excitation in a 1D lattice
with quasi-periodic potential spreads subdiffusively with its second moment growing as
m2 ∝ tαm with αm < 1.
According to the most recent and detailed results [34], three dynamical spreading
regimes are observed, analogously to purely disordered systems [65, 66, 67, 68, 79]. If the
nonlinear frequency shift exceeds the width of the linear spectrum, at least a major part
of the wave packet is self-trapped. Otherwise, two outcomes are possible. If the nonlinear
frequency shift is less than the average frequency spacing, the wave packet spreads in
the weak chaos regime with the asymptotic divergence of the second moment m2 ∝ tαm
with αm = 1/3. For nonlinear frequency shifts larger than the average spacing, the wave
packet temporarily evolves in the regime of strong chaos characterized by m2 ∝ tαm with
αm = 1/2, with the inevitable crossover to the asymptotic weak chaos later, when its
density drops down. Let us reiterate that in the quasi-periodic case partial self-trapping
is possible even for arbitrary weak nonlinearities due to the complicated multi-band
structure of its linear spectrum (cf. section 2.6.1). Similar to random systems, this
may give rise to larger transient exponents. This effect is an inherent property of quasi-
periodic systems which inevitably manifests itself in all spreading regimes, while in the
disordered case it was shown to occur only in the self-trapping regime [67, 68].
Due to the existence of an approximate mapping between qKG and qDNLS models,
we expect to observe much the same spreading characteristics in both models. This has
been already confirmed for purely random systems, where both dDNLS and dKG models
reveal qualitatively similar results [65, 66, 67, 68, 79]. The following numerical data are
therefore shown for qKG chain (34) only.
The results of the simulations are shown in figure 20 (see also figure 11 for
theoretically predicted diagram). After initial transients, which become longer with
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Figure 20. Numerical integration of the qKG equations of motion (34): evolution of
〈log10m2〉 (left panel, top), αm (right panel, top), 〈log10 P 〉 (left panel, bottom), and
〈ζ〉 (right panel, bottom) is shown vs. log10 t for the spreading of wave packets of widths
L = 13 (red (r), green (g), magenta (m), and yellow (y)) and L = 11 (blue (b)). The
curves for parameters (ϑ, E) = (2.5, 0.005), (2.5, 0.01), (2.5, 0.055), (2.5, 0.075), (2.5, 1.0)
are colored respectively in red (r), green (g), blue (b), magenta (m), and yellow (y).
In the top right panel the two dashed lines correspond to the theoretically predicted
αm = 1/3 and αm = 1/2.
decreasing nonlinearity, all simulations reveal subdiffusive growth of the second moment
m2 according to power law m2 ∝ tαm with αm < 1. If self-trapping is avoided,
all simulations show a similar subdiffusive behavior for the participation numbers.
Moreover, the wave packets remain compact as they spread since compactness indexes
at the maximal computational times saturate around a constant value 〈ζ〉 ≈ 3.5± 0.25.
For the two smallest values of initial energy density E = 0.05 and E = 0.01, the
characteristics of the weak chaos regime are observed, namely, the exponent αm saturates
around 1/3 (red and green curves in figure 20) after a transient time. We stress, that
the only difference from the purely random systems is the overshooting phenomenon at
transient times, which is believed to be due to partial selftrapping in minigaps of the
spectrum, which is destroyed at later times.
For the two energy densities E = 0.055, 0.075 the theory predicts the strong chaos
behavior. The simulation with E = 0.055 (blue curve in figure 20) exhibits the behavior
typical of the strong chaos scenario: the characteristic exponent αm increases up to
αm = 1/2 and keeps its value for about two time decades, followed by a crossover to
the weak chaos dynamics with decreasing αm. However, there is also another possibility
for larger E = 0.075, when intermediate strong chaos is masked due to partial self-
trapping. Here αm attains values larger then 1/2 but still with subsequent decay to
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slower subdiffusion. We would like to underline that none of the simulations exhibits a
pronounced deviations from strong or weak chaos regimes of spreading, i.e. long-lasting
overshooting with αm > 1/2, or, significant slowing down to values αm < 1/3.
Finally, for E = 1.0 the dynamics enters the self-trapping regime as the theory
predicts. There a major part of an initial excitation stays localized, while the remainder
spreads (yellow curves in figure 20). The participation numbers, therefore, do not grow
significantly and 〈log10 P (t)〉 levels off at large time (figure 20, left panel, bottom). In
contrast, the non-selftrapped spreading portion contributes to a continuous increase of
the second moment m2 (figure 20, left panel, top), which initially is characterized by
large overshooting values of αm > 1/2. Due to selftrapping the compactness index 〈ζ〉
(figure 20, right panel, bottom) drops down to small values, similar to purely random
systems [67, 68].
Numerical integration of qDNLS equations (21) shows similar results (cf. [34]
for more details). For ϑ = 2.5 and small values of nonlinearity β = 0.5, 1.0, the
characteristics of the weak chaos regime αm ≈ 1/3 were observed. Simulations with
ϑ = 2.5 and β = 5, 10 reveals typical behavior of the strong chaos scenario: at
intermediate times, spreading is characterized by a saturated αm ≈ 1/2 for about two
decades, followed by a crossover to the weak chaos dynamics with αm decreasing. Finally,
for ϑ = 2.5 and large nonlinearity β = 100 self-trapping is observed.
Importantly, these results may provide a consistent interpretation of the
experimental data [52], where the subdiffusive expansion of BEC in bichromatic
optical lattice was observed with different diffusion exponents larger than 1/3 even
for weak nonlinearities (cf. section 2.9). Within the short time window of the
experimental observations, such values αm can be reasonably explained in terms of
transient overshooting caused by partial self-trapping in mini-bands. Further numerical
simulations of gDNLS equations (21) presented in [34] have also verified that the main
results do not depend on the details of the shape of the initial wave packet.
2.8. Heat conductivity
So far we discussed the nonequilibrium process of wave packet spreading into an empty
lattice. Assuming this lattice has infinite size, the corresponding average energy and
norm densities are zero. Nevertheless, the effective noise theory predicts the dependence
of diffusion rates on the finite densities inside the wave packet. Since the system size
does not enter this dependence, we can use the effective noise theory to predict the
dependence of the diffusion rate and of corresponding conductivities on the average
densities in an equilibrium state with finite average densities.
In linear systems heterogeneity-induced localization of modes yields zero
conductivity. Nonlinearity couples the normal modes and the resulting energy transfer
can lead to intricate physics, as it has been recently discussed for the anomalous
conductivity when a part of the linear normal modes remains extended in space
[93, 94, 95]. The case when all linear modes are localized demonstrates diffusive
Nonlinear lattice waves in heterogeneous media 42
0.001 0.01 0.1 1 10
T
0.0001
0.01
1
100
κ
κ  ~ T 2
Figure 21. KG chain: Heat conductivity κ(T ) for W = 2 (filled squares). For
comparison we also show the data for the ordered case ˜l ≡ 1 (filled circles). Thin solid
lines guide the eye. The dashed line corresponds to the power law T 2. The stronger
disorder case W = 6 corresponds to the open diamond data points. Adapted from [97]
transport of energy and finite conductivity K [96]. Its temperature dependence is
however much less clear. Some numerical studies indicated that for low temperatures
K ∝ T 1/2 [96], which would correspond to a singularity at zero temperatures. Other
expectations claim that heat conductivity vanishes strictly for weak enough (but still
finite) anharmonicity [94].
Assuming the validity of effective noise theory, we arrive at the prediction that
the heat conductivity of a thermalized system at small temperature (density) must be
proportional to the diffusion coefficient (59) where the density n is replaced by the
temperature T . While one has to be careful in the DNLS case, where two conserved
quantities (energy, norm) enforce Gibbs, or non-Gibbs distributions [86], the KG case
might be again a better testing ground, where one conserved quantity (energy) can be
expected to enforce a Boltzmann distribution. The calculation of the heat conductivity
for was performed in Ref.[97]. Its dependence on the temperature is shown in Fig.21.
The strong chaos scaling κ(T ) ∼ T 2 is observed nicely. The expected weak chaos regime
was not reachable by the heavily extensive numerical efforts. Note that the decay of the
heat conductivity for large temperatures is due to selftrapping, and observed even for
the ordered chain at W = 0 (solid circles in Fig.21).
2.9. First experiments on nonlinear heterogeneous media
Significant theoretical and computational achievements in the understanding of the
destruction of heterogeneity-induced localization by nonlinearity for lattice wave
dynamics have been obtained. In contrast, there are only few related experimental
studies related to interacting BEC in quasi-periodic potential [53, 52], and the
propagation of light in disordered photonic lattices [98, 21, 24, 54] with attempts to
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observe the subdiffusive processes. The main reason is the very subdiffusion process
- a very slow dynamics which needs many decades in time/space in order to resolve
universal exponents. The mentioned experimental efforts, when properly translated
into dimensionless units, achieve effective evolution times of the order of 104. This is
clearly not enough. The subdiffusive spreading sets in after a quick ballistic explosion
around t ≈ 102. To resolve an exponent 1/3, with requested two decades of variation on
both quantitites, up to six additional decades in time are needed, pushing the dynamics
to t ≈ 108. While this time can be reduced when using proper averaging techniques,
and proper methods of analysis (local derivatives), experience tells that still one needs
t ≈ 106 at least. Therefore experiments still lack at least two decades. That is a
challenging issue, since phase coherence of the waves is absolutely needed to avoid
slipping into a trivial regime of normal diffusion.
0.5
(a) (b)
Figure 22. Measurements of the spreading of an interacting BEC in a quasi-1D
incommensurate lattice. Panel (a) shows the time evolution of the width σ =
√
m2
of the atomic cloud: squares correspond to the case of non-interacting BEC, triangles
and circles – to the cases of interacting BEC with different initial interaction energies.
The continuous lines are the fit σ(t) ∝ tγ . The dash-dotted line shows the expected
behavior for normal diffusion (γ = 0.5). Panel (b) shows the spreading exponent γ
fitted from the σ(t) dependences (see panel (a)) versus the initial interaction energy
Eint in the experiment (triangles and squares) and simulations of 1D quasi-periodic
DNLS (circles) [74]. The vertical bars are the fitting error to the data, while the
horizontal bars indicate the statistical error. Adopted from [52].
Still the experiments do demonstrate the delocalizing effect of nonlinearity per
se. Particularly, figure 22 illustrates the results of an expansion experiment of a BEC
cloud of 39K atoms with controllable nonlinearity along 1D bichromatic optical lattice.
For non-interacting BEC no transport is expected, due to Anderson localization of all
single-particle eigenstates. In the experiment (figure 22a, squares), only an extremely
slow expansion was observed, presumably, due to parasitic noise. Addinional repulsive
atom-atom interactions lead to an expansion of the BEC. The width of atomic cloud
was found to grow subdiffusively according to σ(t) ∝ tγ with γ ≈ 0.2− 0.4 (figure 22a,
triangles and circles). The measured exponents γ (see figure 22b) show values that
are larger than those obtained from theory and numerical simulations of the 1D quasi-
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periodic DNLS equation (note that γ = αm/2) [74, 34]. A possible explanation of this
disagreement, which we have mentioned in the section 2.7.4, is partial selftrapping in
minigaps between minibands and the subsequent release process.
Qualitatively similar conclusions can be drawn from experiments with light
propagation in disordered [98] and quasi-periodic [54] photonic lattices, where an
expansion of a single waveguide excitation was studied. Other results [21, 24] were
mainly focused on the self-focusing effect of nonlinearity, which can halt the spreading
of initial excitation as well as Anderson localization does.
3. Nonlinear Anderson localization
3.1. Localization or wave propagation?
As we have seen, nonlinearity couples Anderson modes, induces chaotic dynamics and
subdiffusive wave propagation, at least for sufficiently high energy densities. The
remarkable success of the wave packet spreading theory (effective noise theory and
nonlinear diffusion) are in sharp contrast with deep controversies about the fundamentals
of the dynamics at weak nonlinearity and energy. For example, it is unknown, whether
there exists a lower bound on the nonlinearity strength, beyond which wave packets do
obey Anderson localization, and therefore do not spread at all [70]; are some time scales
diverging in this limit [99, 100, 101]? Another basic question comes from realizing that
even with spreading wave packets one inevitably approaches the low density and, hence,
the linear limit as the wave packet expands. It remains debated, whether the observed
spreading will continue infinitely or slow down and even stop to restore localization,
once wave packet densities become substantially small [102, 103, 104].
It is possible that the theory of nonlinear Anderson localization will be probabilistic
in terms of the measure of localized regular trajectories in phase space (periodic orbits
and tori). Indeed, the mere assumption that a wave packet belongs to a chaotic
trajectory at time zero leads to the conclusion that chaos remains forever: Arnold’s
conjecture, unproved but widely accepted, states the uniqueness of the chaotic region
in phase space [105]. If initial conditions belong to a chaotic trajectory, then it will
be unbounded in phase space, and, characterized by mixing, by visiting all parts of
the chaotic domain. That corresponds to unlimited spreading of a wave packet. The
spreading is absent only if the initial conditions belong to a periodic orbit or torus, and
this regular trajectory is bounded in the phase space.
Despite the clarity of the question, the studies are still giving contradicting answers
and no general agreement has been achieved. The progress in rigorous mathematical
analysis has been quite limited up to now due to the difficulty of the task. The
downsides of any direct computational experiment are unavoidable finite size, time,
energy, and precision limitations will make the most advanced numerical results not
entirely convincing. The wave packet spreading theory predicts unlimited divergence of
the packet width, and numerical search for a slowing down of the subdiffusive exponent
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below the theoretically predicted asymptotic value was not successful (although some
decrease of the subdiffusion exponent was claimed to be observed [102], though its
value stays within the bounds complying with the wave packet spreading theory, and
much larger time scales need be covered in computations to make the interpretation
clear). Still, it cannot be excluded that observations might change the picture at even
larger integration times. Finite time measurements of Lyapunov exponents either for
wave packets [103] or uniform energy distributions [106, 107] have also to be interpreted
carefully. Indeed, the chaotic evolutionary dynamics is expected to exhibit prolonged
sticking about regular-like trajectories [104], and so it does intermittently with strongly
delocalizing behavior observed in between [108]. See also the already discussed long
time Lyapunov exponent measurements in [83] which support the effective noise and
nonlinear diffusion theory for spreading wave packets.
At the risk of being subjective, we think that the overall picture is already well-
shaped. At weak nonlinearity below a certain threshold localized tori seem to persist
with a non-zero probability and disappear with asymptotic probability 1 above it
[103, 104, 108]. We highlight the arguments behind these statements in more detail
below.
We also stress again that at sufficiently large energy/nonlinearity wave packets get
selftrapped due to the finite width of the spectrum of the linear lattice wave equations.
This is a nonperturbative effect of nonlinearity on the dynamics of nonlinear lattice
waves, is present even in the absence of disorder [109], and is not discussed here.
3.2. Localization
Up to now, the persistence of tori has been proved for a special class of weakly nonlinear
infinite systems [110] and for finite tori dimensionality [111] only. It also remains unclear
whether the continuation is uniform and what the precise dependence of existence
thresholds on the energy (nonlinearity) and disorder are.
A substantial advance in the problem is due to Johansson, Kopidakis and Aubry
who conjectured that these theorems have an extension to generic infinite systems and
estimated the probability of existence of infinite-dimensional tori [103, 104].
They considered the disordered DNLS chain model
iψ˙l = (l + β |ψl|2)ψl − J(ψl−1 + ψl+1) (77)
with l ∈ [−W/2,W/2] and conserved norm S =
∑
l |ψl|2. They rewrote the equations
in the basis of linear Anderson modes {Aν,l} with respective eigenvalues Eν that obey
EνAν,l = lAν,l − J(Aν,l−1 + Aν,l+1) (78)
as ψl(t) =
∑
ν Aν,lφν(t) to obtain
iφ˙ν = Eνφν + β
∑
ν′,µ,µ′
Iν,ν′,µ,µ′φ
∗
ν′φµφµ′ , (79)
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where mode interaction weight coefficients are defined as Iν,ν′,µ,µ′ =
∑
lAν,lAν′,lAµ,lAµ′,l.
Note, that the overlap coefficients for the modes that do not belong to the same
localization volume are exponentially small due to their Anderson localization.
The authors estimated the energy current between a couple of modes ν, ν ′ assuming
that the unperturbed solutions φν,ν′,µ,µ′ ∝ e−iEν,ν′,µ,µ′ t are good approximations, at least,
for weak nonlinearity (small energy) and over some finite time scale. For localization to
hold they requested that the energy current time average is much less than the energy of
the seed mode. This led them to the Chirikov-type criterion of the absence of resonances:
|Eµ − Eµ′ ± (Eν − Eν′)| > η |βIν,ν′,µ,µ′ | · |φµ(0)| · |φµ′(0)| , (80)
where η is a parameter of order 1. Assuming that the eigenvalues are independent
random numbers with smooth probability law and maximum density P0, the authors
bounded the probability to find at least one resonance PR by
PR < P0ηβAS, (81)
where A is a finite positive value proportional to the squared localization length.
Correspondingly, the probability to have no resonance is
PN > 1− P0ηβAS, (82)
or, in the limit of a distributed wave packet with low norm/energy, PN ≈ e−P0ηβAS,
which agrees well with numerical data of [11].
Numerical calculations of recurrence rates and Lyapunov exponents gave supportive
evidence for the increase in the fraction of regular-like localized trajectories as the wave
packet energy decreases [103, 104].
Led by qualitative arguments and numerics the authors conjectured that for
sufficiently small packet energy there is always a finite measure of localized regular
trajectories and a finite probability of Anderson localization which survives nonlinearity.
Moreover, they proposed that even chaotic trajectories may show asymptotic slowing
down of spreading, as the volume of regular motion, presumably, expands with the decay
of energy density and the spreading trajectories become trapped by close vicinity tori
for increasingly long times. While a systematic verification of this hypothesis is needed,
there exist supportive evidence of intermittent spreading in the strong disorder limit
[108]. This effect, though, does not lead to slowing down of subdiffusion on average, in
contrast to expectations of [104].
Further development of these exciting results and ideas is much awaited, in
particular, improving the non-resonance criterion, working towards the existence proof
of infinite dimensional tori and their non-zero measure, pushing up precision and time
scales of detecting chaotic motion or recurrent quasi-regular dynamics.
3.3. Delocalization
Recent attempts to estimate the KAM tori probability, rigorously speaking, have not
yet produced sufficient conditions for tori persistence, nor their measure in the phase
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space. An alternative approach, much less complicated, suggested by Ivanchenko et
al. [108] is to derive sufficient conditions for wave spreading, and for localized periodic
orbits and tori to break up.
3.3.1. Strong disorder limit Consider first the paradigmatic Fro¨hlich-Spencer-Wayne
(FSW) type classical chain, for which the linear eigenmodes of a disordered system are
compact single-site excitations with random frequencies, and where infinite dimensional
KAM tori exist [110]. This model can be taken as the strong disorder limit of generic
classical Klein-Gordon and semi-classical discrete nonlinear Schro¨dinger arrays.
The FSW Hamiltonian reads
HFSW =
∑
l
[
p2l
2
+
lu
2
l
2
+
∑
m=l±1
(um − ul)γ
2γ
]
, (83)
where ul is the displacement of the l-th particle from its original position, pl its
momentum, and the random uncorrelated l ∈ [1/2, 3/2] are uniformly distributed.
Unless explicitly specified, a chain with quartic anharmonicity γ = 4 is considered.
Without the loss of generality one also assumes 0 = 1.
As argued above, Anderson localization can be observed under two simultaneous
conditions: existence of a localized regular trajectory and the initial conditions belonging
to it. Therefore, the probability for such a trajectory to exist at a given energy, with
realizations of disorder varied, will give an upper bound for localization probability.
Generically, one should consider the wave packets of different initial width L and energy
profile and, hence, derive the existence probability of L-site localized periodic and quasi-
periodic solutions to (83).
Start with periodic orbits, which are single-site localized solutions, and derive
conditions of their destruction (when regular trajectories delocalize the corresponding
wave packets are assumed to spread). Construct an exact time-periodic orbit of (83)
localized at l = 0 by perturbation theory ul(t) =
∑∞
k=0 u
(k)
l (t) in the small-amplitude
limit, taking u
(0)
0 (t) = Al cos t, u
(0)
l 6=0(t) = 0 as the zero-order approximation (note that
0 = 1). In the first order one finds
u±1(t) = A±1 cos t, A±1 =
3A30
4(±1 − 0) , (84)
and in higher orders
u±l(t) = A±l cos t, A±l =
3A3±(l−1)
4(±l − 0) . (85)
The necessary condition for convergence of the perturbative solution (78) is the the
decay of amplitudes:∣∣∣∣ A±lA±(l−1)
∣∣∣∣ = 3A2±(l−1)4 |±l − 0| < 1κ, κ > 1. (86)
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The probability for condition (79) to hold at the distance ±l from the central site
P(±l) is determined by respective random onsite potentials ±l and the amplitude of the
preceding oscillator:
P(±l) = 1− 3
2
κA2±(l−1) ≥ 1−
3
2
κ3−2lA20. (87)
The probability to obtain a localized time-periodic solution in the infinite chain P =∏∞
l=1
[P(l)]2 is bounded from above by the probability to have decreasing amplitudes at
least in the first neighbors
P ≤ P(1)P(−1) = (1− 3κE)2 ≡ P+, (88)
where E = A20/2 is the energy on the central site.
It follows from (88) that above the threshold E > 1/3 it is not possible to construct
a single-site localized (|Al/A0|  1, ∀l 6= 0) time-periodic orbit. Below it, the lower
bound of spreading probability always remains non-zero and scales linearly with the
total wave packet energy E , in agreement with [103, 104].
Consider now L-site localized solutions to (83), which, in the zero energy limit
would correspond to L-dimensional tori. Developing the perturbation theory in the
same manner as for single-site excitations one immediately observes that the existence
probability is maximized for sparse packets, when the most excited sites are separated by
intervals of weakly excited ones. In leading order the problem of a sparse excitation with
L sites with the energy E/L per site, separated by at least two non-excited sites, yields
L independent single-site problems. With (88), the upper bound for the localization
probability of L-site localization reads
PL =
(
1− 3κE
L
)2L
. (89)
PL is a monotonously increasing function of L with the infinite-size packet asymptotic
localization probability
P∞ = e−6κE . (90)
Equations (89) and (90) constitute the central results of the nonlinear Anderson
localization theory.
Projecting these results on the original problem of Anderson localization of an
initial L-size excitation one calculates the ratio of the volume vl of all points in the
2L-dimensional phase space, which yield localization, to the full available volume vl +vs
where vs is the volume of all points which yield spreading: PL = vl/(vl +vs) and averages
over disorder realizations. Clearly, the existence of localized trajectories gives an upper
bound for this probability. Therefore, for a wave packet of size L no regular Anderson
localized states are expected if the energy density h ≡ E/L > 1/3. But even for h < 1/3
there is always a finite probability to observe spreading trajectories.
Remarkably, at a given fixed total energy E , the probability for Anderson
localization has a finite limit for the infinite packet size L (90). Thus there remains
always a nonzero probability to spread, i.e. vs/(vl + vs) 6= 0 in this limit.
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It is worth noting that the derivative ∂PL/∂L ∝ L−2 is vanishing as a power law,
and not as an exponential for large L. Therefore, at variance to the case of Anderson
localization, there is no new length scale emerging. In particular, already the first
moment 〈L〉 obtained with such a probability distribution function diverges.
V, t
g  > 4
g = 4
g < 4
VP
Figure 23. Schematic dependence of the probability PV for wave packets to stay
localized (dark area) together with the complementary light area of spreading wave
packets versus the wave packet volume V (either initial or attained at some time t) for
three different orders of nonlinearity γ < 4, γ = 4 and γ > 4. Adapted from [108].
These results can be easily generalized for arbitrary degree of nonlinearity γ and
lattice dimensionality D. Here one should consider localized solutions of equally excited
sites that occupy volume V of characteristic size L. Like before, sparse solutions
maximize their existence probability PV . As the volume scales as V ∝ LD the
probability to find a localized solution is given by the following product:
PV =
(
1− κγE
γ/2−1
V γ/2−1
)2VD
. (91)
Remarkably, for any γ no regular localized wave packets can be obtained if the energy
density h exceeds a γ-dependent threshold. For smaller h there is always a finite
probability to launch a spreading wave packet. One further finds that the fraction
of localized wave packets vl/(vl + vs) tends to zero in the limit V → ∞ at fixed E for
γ < 4, and tends to unity for γ > 4 (but this is only the upper bound and the actual
probability may still remain less than 1), as shown schematically in figure 23.
It follows that the evolution of wave packets of different volume is sensitively
controlled by the order of nonlinearity (figure 23). For small-order nonlinearities γ < 4
the upper bound for localization probability vl/(vl+vs) converges to 0 exponentially fast.
In the case of quartic nonlinearity (γ = 4) its asymptotic value lies in the interval (0, 1),
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becoming exponentially close to 0 with the increase of the total energy E . Conversely,
for high-order nonlinearities γ > 4 the upper bound for localization probability tends
to unity for γ > 4 (note, that the actual probability may still prove to be less than 1).
3.3.2. General case Let us turn to the case of a generic nonlinear lattice with
exponentially localized modes and multi-mode interactions within a localization volume.
As a representative model consider the 1D Klein-Gordon lattice (23).
Define Aν,l to be the spatial components of the ν-th eigenvector of the linear
counterpart of (23) and ω2ν to be the corresponding eigenvalue. Canonical transform
ul =
∑
ν QνAν,l, pl =
∑
ν PνAν,l gets (23) into the reciprocal (linear mode) space. The
equations of motion read
Q¨ν = −ω2νQν −
∑
ν1,ν2,ν3
Iν,ν1,ν2,ν3Qν1Qν2Qν3 , (92)
where Iν,ν1,ν2,ν3 =
∑
lAν,lAν1,lAν2,lAν3,l are the overlap integrals.
As above, construct a regular periodic/quasiperiodic orbit by the perturbation
theory and estimate the probability of such solution to exist. Start with constructing
a localized periodic orbit centered at the mode ν0, taking a single mode excitation
Q
(0)
ν0 = A0 cos(ω¯ν0t) and Q
(0)
ν 6=ν0 = 0 as a zero-order approximation. Here the nonlinear
frequency shift is taken into account ω¯ν0 = ων0 + 3Iν0,ν0,ν0,ν0A
2
0/(4ων0). The first order
corrections in the mode ν 6= ν0 read:
Qν = Aν cos ω¯ν0t, Aν ≈
3
4
Iν,ν0,ν0,ν0A
3
0
ω2ν − ω¯2ν0
. (93)
The perturbation theory breaks up when |Aµ/A0| ≥ 1/κ, where κ > 1 is some constant.
The corresponding probability is P−ν,ν0 = Prob(
∣∣ω2ν − ω¯2ν0∣∣ < 34κIν,ν0,ν0,ν0A20).
To proceed it one needs to know the probability distribution of the eigenvalue
spacingW(s) inside a localization volume, where s ≡ ω2ν−ω2ν0 . Due to level repulsion it
is reasonable to assume a linear dependence W(s) ∝ s similar to Gaussian Orthogonal
Ensemble matrices [112]. Under this conjecture the probability for localization is
bounded from above by
P+ν0 ≈ 1− CE2, (94)
where C is some constant. It follows, that for small finite energies there is a non-zero
probability for the localized periodic orbit to be destroyed, which guarantees spreading
from the corresponding type of initial wave packet.
However, the mere existence of a localized periodic trajectory is not enough for the
set of regular tori (localized in the mode space) to exist around this orbit. Indeed, its
instability would mean the break up of the tori structure and spreading for all wave
packets, whose initial conditions belong to the neighborhood of the periodic orbit, even
if the latter is localized.
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Let us linearize (92) about an exact periodic solution Q¯µ(t) centered at ν0 taking
Qµ(t) = Q¯µ(t) + ξµ(t):
ξ¨ν = −ω2νξν − 3
∑
ν1,ν2,ν3
Iν,ν1,ν2,ν3Qν1Qν2ξν3 . (95)
The level repulsion conjecture is effective for pairs of eigenvalues and coexists with
a finite probability of exact triplet resonances ωµ + ων = 2ων0 . Keeping the resonant
terms for such triplets one gets the generalized Mathieu equation
ξ¨ν = −(ω2ν +
3
2
Iν,ν0,ν0,ν)ξν −
3
2
Iν,ν0,ν0,µA
2
ν0
cos(2ω¯ν0t)ξµ,
ξ¨µ = −(ω2µ +
3
2
Iµ,ν0,ν0,µ)ξµ −
3
2
Iµ,ν0,ν0,νA
2
ν0
cos(2ω¯ν0t)ξν . (96)
Standard stability analysis yields the probability of instability Puµ,ν0,ν ∝
|Iν,ν0,ν0,µ| E/V . Taking into account all triplet interactions in the localization volume
we obtain the probability for the localized orbit to be linearly stable:
Psν0 ≈ 1− Cˆ〈|Iν,ν0,ν0,µ|〉E , (97)
where Cˆ is some constant. It follows, that the probability for the single-mode localized
periodic orbit to be unstable drops only linearly with the energy. So does the probability
of spreading, same as in the FSW system.
Let us discuss multiple mode (hence, multiple frequency) excitations. It is easy to
show that if at least two modes interact effectively, i.e. belong to the same localization
volume, triplet resonances become possible and break up the existence of the localized
multi-mode solution with the probability linear in E . That contrasts the case of single-
mode excitations, for which the energy dependence it quadratic (94). Therefore, sparse
solutions consisting of locally single mode excitations minimize the probability of the
break up, as before. The lower bound for this probability (and, hence, the upper
bound for the existence) is given by the product of the one for single-mode localizations.
Assuming L effectively excited modes in the sparse wave packet, E/L being the energy
of each, one gets
P+L =
[
1− C
(E
L
)2]L
. (98)
For any finite wave packet width there exists a finite threshold in the energy density
above which the upper bound of a localized regular solution probability becomes 0, and
below which is less than 1. For infinitely sparse wave packets with the energy density
below the threshold it is asymptotically close to 1, P+∞ = 1.
However, the upper bound for stability has a different scaling:
PsL =
[
1− Cˆ E
L
]L
, (99)
giving Ps∞ = exp(−CˆE) < 1 independent on how sparse the solution becomes.
We conclude that the probability of a stable single-mode periodic orbit has an
upper bound linearly decreasing with the increase of the energy. Above some threshold
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in energy it becomes zero. It also serves as an upper bound for the existence of localized
infinite-dimensional tori around the orbits, and hence for the no-spreading probability.
For multiple-site solutions the probability of existence decreases linearly which
leads to the same conclusions for spreading/non-spreading probabilities. The existence
criterion can be relaxed if sparse solutions of many single-mode centers of excitations are
considered and the energy density is lowered. Still, the probability of instability decays
only linearly with energy which again gives a non-zero “sparsening” limit dependent on
the total energy, not its density, the final answer for localization probability being the
same as for the FSW case.
3.3.3. Numerical results The analytical results can be verified by direct numerical
experiments. The most straightforward way is to simulate the evolution of wave packets,
tracking their distribution characteristics (second moment m2, participation number
P , see the previous section). The work [108] analyzed dynamics of single-mode initial
excitations in dependence on energy E in FSW (83) and KG (23) 1D lattices. Numerical
integration was performed by a symplectic SABA-type scheme [65] up to tend = 10
9.
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Figure 24. Numerical results for FSW chain (83) with initial parameters γ = 4 and
E = 1: for two different disorder realizations the second moment m2 of a single-site
excitation is shown vs. time. Dashed and dash-dotted lines with the slopes 1/3 and
1/2, respectively, guide an eye. Inset: for two different disorder realizations the second
moment m2 of a spreading and a non-spreading single-site excitation is shown vs. time
(initial energy is E = 0.05). Adapted from [108].
It was found that the spreading dynamics of the FSW model depends strongly
on the disorder realization. For sufficiently large energies the divergence of m2 varies
between m2 ∝ t1/3 and m2 ∝ t1/2 (figure 24, E = 1). Although the spreading theory
predicts the strong chaos regime here, a large variance makes it impossible to specify
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a characteristic exponent of the power-law divergence. For small enough energies some
realizations manifest Anderson localization (see inset in figure 24, E = 0.05).
Sorting realizations in increasing order of their participation numbers at tend breaks
them into spreading and non-spreading groups (figure 25). As predicted, the increase of
energy increases the spreading fraction. Define the localized single-site (single-mode for
the KG chain) trajectory as the one whose participation number at the end of integration
P (tend) < 1+ε = 1.2. Taking into account that P ≈ 1+2(Eν0−1 +Eν0+1)/Eν0 for strongly
localized trajectories, (87) yields for the non-spreading fraction
P ≈ 1− 6
√
2
ε
E . (100)
The numerically obtained dependence of the non-spreading fraction on the energy
shows a linear decay and agrees well with the analytical estimate (100) (see inset in
figure 25). The KG system manifests a linear decay as well, following theoretical
predictions.
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Figure 25. Numerical results for FSW chain (83) with initial parameters γ = 4 and
E = 0.08, 0.05, 0.03, 0.02, 0.002 (black (bl), violet (v), blue (b), green (g), orange (o)).
For Nr = 10
3 different disorder realizations the sorted participation numbers Pi with
1 ≤ i ≤ Nr are shown at t = 108, 5 · 108, 109 (bottom-top). Inset: single-site localized
fractions PL=1, numerics by symbols, linear fits for FSW and for KG by solid lines.
Adapted from [108].
3.4. Lyapunov exponents
Direct simulations of spreading wave packets give an obvious point for criticism: they
are inevitably constrained by numerical integration time limits. A way to go about
it, taken in several studies, is to calculate Lyapunov exponents for both the initially
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localized wave packets and uniform initial density distributions [104, 106, 107, 113].
Indeed, as we pointed out before, chaos would guarantee that the wave packet diverges
infinitely. Therefore, if one obtains positive Lyapunov exponents on finite integration
times, as it was clearly shown in [83], is enough to claim spreading.
The papers [104, 106, 107, 113] convincingly demonstrate the existence of regular
and chaotic trajectories at, respectively, lower and higher energies, and even coexistence
at the same parameters in principle. The still open question is the scaling of the
ratio between these types of behavior with energy (nonlinearity), as one faces a very
complicated problem of distinguishing between very small positive and zero Lyapunov
exponents.
Extrapolation of such numerics to infinite size systems is based on the conjecture
of the locality of chaos [106, 113], stating that for weak nonlinearity (small energy)
chaos emerges locally. It relies on the assumption that the probability to observe a
regular behavior in a long array is to a good approximation the product of respective
probabilities for its segments: (i) if at least one segment of the array displays chaos then
the whole will do as well, and (ii) if both segments produce regular oscillations so the
whole array will do. Moreover, it led to propose a mechanism for the onset of chaos
via mode triplets with second order resonance and the scaling of chaos probability with
energy density as h2 [107, 113].
The main approach in numerics was to find array size independent functions and
check whether the data collapse approximately on the same curve. In [106] the starting
point was the hypothetical scaling relation between the probabilities of regular behavior
P (n,W,L) = P (n,W,L0)
L/L0 in DNLS arrays of lengths L and L0 with disorder strength
W and norm density n. An L-independent quantity is then R(n,W ) = P (n,W,L)1/L.
Having found that the scaling holds with a satisfactorily good accuracy, Pikovsky and
Fishman fixed the chain length L0 = 16 and analyzed the norm density scaling of the
function Q(n,W ) = P0/(1 − P0) to find the power law Q ∝ n−2.25, which for small Q
simply means the probability of chaos. Finally, they estimated the length of an array at
which the probability of chaos and spreading would vanish for typical numerical values
nL ≈ 1, 1 < W < 10 to obtain giant L ∼ 3 · 104 . . . 2 · 105. They conjectured it was the
main reason why slowing down had not been computationally observable with current
computing facilities.
In turn, Basko considered the probability of chaotic dynamics in the FSW model
with the energy density h, led by the scaling hypothesis to P (h, L) = 1 − e−w(h)L,
where the size-independent function to be recovered from numerics would read w(h) =
ln[1/(1− P (h, L))]/L [107]. He found a nice collapse of w(h) data for different sizes L,
and, specifically, fitted w ∝ h2.
The marked difference with the scaling for spreading wave packets that depends
linearly on the energy [108] made him propose that wave packet spreading does not
necessarily implies chaos.
Very recently, Mulansky attempted to determine the scaling of the ratio of chaotic
trajectories with the (finite) energy density and compare it for different order of
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nonlinearity in the FSW model [114]. Reporting some difference he went further to
relate the observed dependence to the wave packet spreading probability, in general,
supporting conclusions of [107]. However, the presented results should be treated as
inconclusive since the proposed power-law scaling has been validated on the range of
variables less than a single decade of magnitude. Moreover, the quality of power law fits
is judged by a naked eye inspection of the proximity of scaled curves, lacking a rigorous
assessment. After all, the scaling of chaos probability in disordered lattices still presents
an open problem.
4. Conclusion
4.1. Nonlinear Anderson localization
It appears to be quite well established that nonlinear Anderson localization has
pronounced probabilistic features. For moderate energies there exist finite probabilities
of wave propagation or Anderson localization, which occur depending on whether an
initial state belongs to cthe haotic or regular part of the phase space (shaped by disorder
realization and parametrized by energy). This observation appears very convincing now,
following from the direct measurements of wake packet profiles and Lyapunov exponents.
On the other hand, there has been no clear evidence of a systematic slowing down of
spreading and clear signatures of a dynamical transition from subdiffusive wave packet
spreading to localization.
An intriguing question that may impact the near future research is whether all
spreading wave packets are characterized by a positive Lyapunov exponent. Currently,
there are multiple arguments that resonances in the wave packet occur with probability
that scales linearly with small energy density h, correspondingly destroying localization
[11, 104, 108]. On the other hand there is a numerical observation that the measure for
chaotic trajectories decays with the energy density as h2 [107] that is faster compared
to the linear scaling above. One trivial explanation could be that the measure of
trajectories with zero Lyapunov exponents has been overestimated due to insufficient
numerical integration times. Indeed, the temporal characteristics of the wave packet
spreading in the FSW model show intermittent divergence, that is a fast expansion
followed by prolonged stages with an almost constant second moment and participation
number (figure 24), whose time duration may easily well exceed the whole integration
time reserved for Lyapunov exponents calculations [107].
The non-trivial possibility is that finite time Lyapunov exponent are positive, as
they are measured during rapid expansion stages, while the statistics of these rare
events drives the asymptotic Lyapunov exponent to be zero, leading thus to chaos with
zero Lyapunov exponent. The third possible answer would be the existence of a non-
zero measure of regular delocalized trajectories, i.e. spreading by regular trajectories
in disordered arrays, which if proved to be true would certainly alter our current
understanding of Anderson localization in one dimension.
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4.2. Subdiffusive spreading
If a linear wave equation generates localization with upper bounds on the localization
length (degree of localization), then the corresponding nonlinear wave equation
shows destruction of this localization in a broad range of control parameters, and a
subdiffusive spreading of initially localized wave packets. This observation holds for a
broad range of wave equations, e.g. with uncorrelated random potentials (Anderson
localization), quasiperiodic potentials (Aubry-Andre localization), dc fields (Wannier-
Stark localization), kicked systems (dynamical localization in momentum space). What
is the cause for the observed subdiffusion? Firstly it is the nonintegrability of the
systems, which leads to generic intrinsic deterministic chaos in the dynamics of the
nonlinear system. Second, wave localization is inherently based on keeping the phases
of participating waves coherent. Chaos is destroying phase coherence, and therefore
destroying localization. Wave packets can spread, but the densities will drop as
spreading goes on. Therefore the effective nonlinearity and strength of chaos decreases,
and spreading is slowing down, becoming subdiffusive. The subdiffusive exponents are
controlled by very few parameters and therefore rather universal. Typically we only
need to know the dimensionality of the system, and the power of nonlinearity (Anderson,
Aubry-Andre, and dynamical localization). For Wannier-Stark localization the dc field
strength is also becoming a control parameter, probably because the wave packet not
only expands in space, but also in the frequency (energy) domain.
4.3. Model classes
The more models are accumulated for the above studies, the more qualitative differences
are becoming visible. For instance, models can be classified according to the number of
integrals of motion (KG - one, DNLS - two). Other models differ in the connectivity in
normal mode space - while cubic DNLS and KG equations have connectivity K = 4 (four
modes are coupled), FSW models have connectivity K = 2. Again the strong disorder
limit of K = 4 models yields K = 2 in leading order, which is one of the cases where
analytical methods are applied. Time might be ripe to perform comparative studies.
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