Recent research has found a strong positive effect of a country's financial development on economic growth. We propose that this relationship may vary according to the level of financial development (divided in three regions). In the low region (countries with very low levels of financial development), additional improvements in financial markets have an uncertain effect on growth. In the intermediate region, financial development has a large, positive effect on growth. Finally, in the high region, the effect is positive, but smaller. We examine a panel of 74 countries using generalized method of moments (GMM) dynamic panel techniques and find support for the different regions. D
Introduction
The relationship between financial development and economic growth has received a lot of attention in the economic literature in the last 10 years. The predominant view is that the increased availability of financial instruments and institutions reduces transaction and information costs in an economy. Well-developed financial markets help economic agents hedge, trade, and pool risk raising investment and economic growth. While many economic thinkers (e.g., Schumpeter, 1912; Robinson, 1952; Hicks, 1969; McKinnon, 1973; Fry, 1995) had discussed the relationship between financial development and growth, advances in computing power and the availability of economic data for a large number of countries in the late 1980s launched the large-scale empirical literature on the subject. Specifically, a series of empirical articles by King and Levine (1993a,b,c) brought the discussion to the forefront of economic literature in the 1990s.
1 The general conclusion from this literature is that financial development exerts a strong positive effect on economic growth.
This relationship has been further explored by Demetriades and Hussein (1996) , Rioja and Valev (2004 ), De Gregorio and Guidotti (1995 ), and Odedokun (1996 who find that finance may have a different effect on growth in different countries, time periods or stages of development. For example, Levine et al. (2000) and De Gregorio and Guidotti (1995) show that the effect declines as the level of financial development increases.
2 De Gregorio and Guidotti (1995) even present evidence of a negative effect on growth in a sample of 12 Latin American countries during . Our goal in this paper is to examine whether variations in the finance -growth relationship observed by other authors have a systematic component. We develop a structure that explicitly allows the effect of finance on growth to differ and show that differences can, at least partially, be attributed to scale and diminishing returns effects in the development of financial sectors.
Using a broad sample of 74 countries during the 1960-1995 period, we find that the effect of finance on growth is not uniformly positive and even when positive its size differs. Our results suggest that financial development exerts a strong positive effect on economic growth only once it has reached a certain size threshold, i.e., in what we call the ''middle'' region. In the ''low'' region (below this threshold), the effect is uncertain as different empirical measures of bank-based financial development suggest a zero effect or a positive effect. At the other end, in the ''high'' region, the growth effect of financial development declines once it reaches very high levels.
There are several theoretical justifications for the three regions that we propose. Concerning the low region, a number of arguments point to the importance of economies of scale in the process of allocating savings to projects with higher rates of return. One argument is based on the assumption that projects with higher rates of return are indivisible and have minimum size requirements (Acemoglu and Zilibotti, 1997) . In that environment, the financial sector has to develop to a certain minimum size before sufficient funds can be pooled together to finance larger projects. 3 Another framework that studies potential structural breaks in this relationship points to the importance of pooling risk and the liquidity services provided by financial intermediaries. For example, in Saint-Paul (1992) , agents choose between a more liquid investment project with a lower rate of return and a less liquid project with a higher rate of return. In that model, as in Bencivenga and Smith (1991) , financial intermediaries allow agents to mitigate idiosyncratic risk by holding diversified portfolios. The resulting shift towards more high-return projects contributes to economic growth. In that setting, the scale of risk diversification and the resulting positive effect on growth increase as the size of the financial system grows from low to high levels.
Several authors have also emphasized the importance of financial intermediaries in reducing the cost of collecting and analyzing information on investment projects. In Greenwood and Jovanovic (1990) , financial intermediaries arise endogenously to perform that function. Since the organization of financial intermediaries is costly, however, as the economy grows, financial depth increases with a strong feedback effect on growth.
Other arguments relate to learning-by-doing effects. Lee (1996) , for example, models lending decisions as a process of learning-by-doing where lenders acquire project-specific information by making investment decisions. Also, the experiences of many countries have shown that expansion in the financial sector produces sound results only if the regulatory and supervisory authorities have enough expertise to manage that expansion. 4 Since financial sector ''expertise'' is accumulated in a learning-by-doing manner, the financial sector may have to develop to a certain size before the rules of its functioning are sophisticated and regulators are more effective. Finally, Rousseau and Wachtel (2002) have shown that the effect of finance on growth is significantly reduced in high inflation environments, which may be more common in lower income countries with less developed financial markets.
Concerning the high region, the theoretical literature guides us to expect that the effect of finance on growth will decline with further improvements because of diminishing returns (Greenwood and Jovanovic, 1990) . In addition, the structure of financial markets changes as a country becomes more developed. Some studies have shown that market-based external financing becomes increasingly important as the financial system evolves (e.g., Levine and Zervos, 1998; De Gregorio and Guidotti, 1995) . That effect, however, is not readily captured using standard bank-based measures for financial development.
In summary, a number of theoretical results point to the possibility of nonlinear effects of financial development on economic growth. The empirical analysis presented here explicitly tests for structural breaks in terms of the level of financial development. However, we do not distinguish between the various channels through which the nonlinearities occur, e.g., through indivisibility of investment, improved risk pooling and liquidity services or through learning-by-doing.
In order to identify and test for these potential regions, we use recent generalized method of moments (GMM) dynamic panel data techniques, which can deal with the possible simultaneity between financial development and economic growth, so as to concentrate on the causal effect of the exogenous component of financial development on economic growth. Using panel data also allows us to control for country-specific effects and to incorporate information from individual countries over time. The paper proceeds as follows. Section 2 describes some observations from the data to motivate the analysis. Then, Section 3 presents the methodology; Section 4 describes the results; and Section 5 concludes.
Some observations from the data
To begin our discussion, we present several observations that point to the need for a more detailed examination of the standard hypothesis of a positive effect of finance on growth across the board. Appendix A presents real per capita GDP growth rates and financial development data for 74 countries during the 1966-1995 period. Three measures of bank-based financial development are shown in Appendix A and are later used in the empirical section. These measures of financial development have been commonly used in the literature as data are available as far back as 1960 for a large number of countries. However, at this stage we only discuss the Private Credit measure, which is defined as credit issued by deposit money banks and other financial institutions to the private sector as percent of GDP. Private Credit is a commonly used measure in the literature (e.g., Levine et al., 2000) .
First While clearly these are only casual observations from the data, they do provide motivation to studying potential structural breaks in the financial development -growth relationship. We now turn to describing the methodology and data for formally testing our hypothesis.
Methodology and data
Following Levine et al. (2000) and Beck et al. (2000) , we use recently developed dynamic panel generalized method of moments (GMM) techniques to address potential endogeneity in the data.
5 Let y it be the logarithm of real per capita GDP in country i at time t. We are interested in the following equation:
where y i,t À y i,t À 1 is the growth rate in real per capita GDP, X i,t is a set of explanatory variables, including our measures for financial development, g i captures unobserved country-specific effects, and e it is an error term. Rewrite Eq. (1) as:
and take first differences to eliminate the country-specific effect:
By construction, in Eq. (3), the lagged difference in per capita GDP is correlated with the error term, which along with the potential endogeneity of the explanatory variables X, requires the use of instruments. The GMM difference estimator uses the lagged levels of the explanatory variables as instruments under the conditions that the error term is not serially correlated and that the lagged levels of the explanatory variables are weakly exogenous (i.e., they are uncorrelated with future error terms). Then the following moment conditions are used to calculate the difference estimator:
Since persistence in the explanatory variables may adversely affect the small-sample and asymptotic properties of the difference estimator (Blundell and Bond, 1998) , the difference estimator is further combined with an estimator in levels to produce a system estimator.
The equation in levels uses the lagged differences of the explanatory variables as instruments under two conditions. First, the error term is not serially correlated. Second, although there may be correlation between the levels of the explanatory variables and the country-specific error term, there is no correlation between the difference in the explanatory variables and the error term. This yields the following stationarity properties:
The additional moment conditions for the regression in levels are:
In summary, the GMM system estimator is obtained using the moment conditions in Eqs. (4), (5), (7), and (8). Following Blundell and Bond (1998) , we use two specifications tests: the Sargan test which tests the validity of the instruments, and a test that the error term of the difference equation is not serially correlated.
Recall that three hypothesized stages of financial development are the essence of this paper. In order to capture these, we first create the dummy variables low region (LR) and high region (HR) such that LR is equal to 1 if financial development is below a certain lower threshold and zero otherwise. Similarly, HR equals 1 if financial development is greater than a certain upper threshold, zero otherwise. Next, the LR and HR dummies are interacted with the financial development (FD) variable as follows:
With this specification, the effect of financial development on growth in the low region is b 0 + b 1 ; in the middle region it is b 0 ; and in the high region it is b 0 + b 2 . The estimated effects for each region are reported in Results.
Of course, where exactly the thresholds are (if they exist) is not known a priori. Hence, we estimate the model repeatedly varying the location of both thresholds over a wide range of the distribution of each financial development measure. 6 We use three financial development measures, which are commonly adopted in the literature: Private Credit (already described above), Liquid Liabilities, and Commercial vs. Central Bank. Liquid Liabilities is defined as currency plus demand and interest-bearing liabilities of banks and non-bank financial intermediaries as percent of GDP. This is a size or ''financial depth'' measure that has been used in the literature by Goldsmith (1969) and King and Levine (1993b) among others. Commercial vs. Central Bank is defined as commercial bank assets divided by commercial bank plus central bank assets. This measures the relative importance of commercial banks vs. central banks in allocating savings. Presumably, commercial banks are better at evaluating the potential returns and risks of various projects.
The data set consists of a panel of observations for 74 countries for the period 1961 -1995. This is the same data set used by Levine et al. (2000) . 7 The data are averaged over 5-year intervals: 1961 -1965, 1966 -1970,. . ., 1991 -1995, so there are seven observations per country when available. Table 1 presents descriptive statistics for all the variables. The control variables are: initial income per capita; average years of schooling; government size (government spending/GDP), openness to trade ((exports + imports)/GDP); the average inflation rate; and the black market premium. This is a list of control variables commonly used in this literature (e.g., Beck et al., 2000; Levine et al., 2000) . 8 We also include time dummies to capture period-specific effects.
Results
In order to ascertain the existence and location of the proposed low and high thresholds, the model is estimated repeatedly varying the thresholds over a wide range. The low threshold is alternatively placed at the 10th, 15th, 20th, 25th, 30th, 35th, 40th, and 45th percentiles of the distribution of each financial development measure. Similarly, the high threshold is placed at the 55th, 60th, 65th,. . ., and 90th percentiles. Each low threshold is paired with every possible high threshold, so a total of 64 regressions are run for each of our three measures.
For each of the three financial development variables, we present two tables of results. The first table shows estimates without regions (monotonic relationship) and with regions (non-monotonic relationship) for comparison purposes. The estimated coefficients for the control variables are also presented in the first table. In the second table, we only present coefficient estimates for the financial development variables using several different thresholds for the high and low regions. We choose to report nine sets of results for each financial development variable where we see strongest evidence of all three regions.
9 These estimates are obtained using the same control variables as in the first table. Results using Private Credit are reported in Tables 2a  and 2b; Liquid Liabilities in Tables 3a and 3b; and Commercial -Central Bank in  Tables 4a and 4b . 
Private Credit
In general, Private Credit appears not to have a statistically significant effect on growth in the low region, while it has a positive, significant effect in the middle and high regions. In addition, we observe that the positive effect in the middle region is larger than in the high region. Consider the estimates in Table 2a where the low threshold is placed at the 25th percentile (Private Credit < 0.14) and the high threshold at the 60th percentile (Private Table 4a Financial development and growth: dynamic panel regression, system estimator
Regressors
(1) Credit >0.30). The reported coefficients are those for the regions, so we report b 0 + b 1 (low); b 0 (middle); b 0 + b 2 (high), and the p-values associated with significance tests for the sum of coefficients when appropriate. 10 In the low region, the estimated coefficient is À 0.045 but it is not statistically significant. In the middle region (0.14 V Private Credit V 0.30) the coefficient is 0.061, so a 0.10-point increase in Private Credit would lead to a 0.61 percentage points increase in the growth rate. Finally, the coefficient for the high region is 0.041, which is only about two-thirds as large of that in middle region (0.061).
11
In comparison, without regions we obtain a positive, statistically significant and monotonic relationship. As regression (1) shows, the estimated coefficient for Private Credit is 0.037, i.e., a 0.10-point increase in Private Credit raises growth by 0.37 percentage points regardless of the position of the country.
While the results discussed above use low and high thresholds at 25th and 60th percentiles, varying these to 20th and 30th percentiles for low and 55th and 65th percentiles for high yield very similar results (Table 2b) . Once the thresholds are moved much past these values, some of the regions start to merge together and become not statistically significant.
In summarizing these results, perhaps the most striking finding is the zero effect in the low region. It is interesting to see how many countries fall in the low region. As data in Appendix A show, in 1966-1970, 16 countries out of 65 for which we have data were in 11 Note that Table 2a also presents the estimated coefficients for the control variables. Most of these are statistically significant and of the expected sign, with the exception of openness to trade which was expected to have a positive effect. The Sargan tests are consistent with the instruments being correlated with the residuals. The serial correlation test rejects the null that the errors in the first-difference regression exhibit no serial correlation. 
Liquid liabilities
The results using the Liquid Liabilities measure (presented in Tables 3a and 3b ) are very similar to those above. Consider, for example, the low threshold placed at the 25th percentile (Liquid Liabilities < 0.21) and the high threshold at the 70th percentile (Liquid Liabilities >0.50). The full results of this specification are presented in Table 3a , regression (2). The coefficient in the low region is 0.020, but is not statistically different from zero. Consequently, raising Liquid Liabilities in this low region appears not to help growth. As Appendix A shows, 21 countries out of 65 for which we have data fell in this low region in 1966 -1970 were 10 countries out of 72 in this region.
Conversely, the effect in the middle region is significantly positive, 0.050. A 0.10-point increase in Liquid Liabilities would lead to a 0.50 percentage points increase in the growth rate. As before, the coefficient for the high region (0.030) is significant, positive, and smaller than that of the middle region.
Commercial vs. Central bank
Finally, consider the results using the Commercial vs. Central Bank (CCB) measure presented in Tables 4a and 4b . The striking result is that, in the low region (25th percentile), the effect is statistically significant, positive, and economically large. The estimate is 0.037, which implies that a 0.10 increase in CCB leads to a 0.37 percentage points increase in the growth rate. In 1991-1995, 13 countries out of 74 were in this low region as Appendix A shows. This is very different from the low region results found for the other two measures which yielded not significant coefficients.
13
Concerning the other two regions, Table 4a shows that CCB has a statistically significant and positive effect. As before, the high region's (80th percentile) coefficient (0.023) is lower than the middle region's (0.038). The effects in the low and middle region are approximately of equal size.
Discussion of results
We find evidence of differential effects of financial development on growth depending on the position of a country. For every financial development measured used, we find that 13 Note from Table 4b that a positive, significant estimate is found for this low region even when changing the low threshold to the 20th and 30th percentiles, so it is pretty robust. 12 Using the 1991 -1995 data on Private Credit, the countries that fall in the low region are the Central African Republic, Gambia, Ghana, Guatemala, Haiti, Malawi, Niger, Peru Rwanda, Sierra Leone, Sudan, Syria, and Zaire. The middle region includes Algeria, Argentina, Brazil, Cameroon, Colombia, Costa Rica, Dominican Republic, Ecuador, Egypt, El Salvador, Honduras, India, Iran, Jamaica, Kenya, Lesotho, Pakistan, Papua New Guinea, Paraguay, Philippines, Senegal, Sri Lanka, Togo, Uruguay, Venezuela, and Zimbabwe. The remaining countries were in the high region. Note, however, that this grouping is only illustrative as groups change depending on the sample period.
there is indeed a large positive effect in a middle region. Also, the effect remains positive, but diminishes as countries reach the high region.
The results for the low region, however, are not uniform for the different financial development measures. The effect is zero using Private Credit and Liquid Liabilities, and positive when using Commercial vs. Central Bank. This has important implications for developing countries with still low financial development levels. One explanation may be that these financial sector proxies measures somewhat different things. For instance, Liquid Liabilities and Private are size measures, which may not entirely reflect the effectiveness of the financial sector. In developing countries, sometimes cheap and abundant credit has been issued by government directive or by official banks without many questions about the expected productivity of the project. As many of these projects later fail, the increase in Liquid Liabilities or Private may not lead to higher growth rates.
The Commercial vs. Central Bank (CCB) measure is somewhat of an improvement as it measures the importance of commercial bank assets with respect to central bank assets. A larger share of the country's savings being allocated by commercial banks is presumed to be more efficiently allocated. This argument seems to fit the result that increases in CCB have large positive effects on growth in the low region. Consequently, the growth rate rises in countries where commercial banks are becoming more important (i.e., CCB is increasing) relative to the central bank.
Stock markets and non-banks
One possible explanation for the declining effect of bank-based financial development on economic growth may be that market-based external financing becomes increasingly important at higher levels of financial development, while bank-based financing dezclines in importance. Several recent papers (e.g., Levine and Zervos, 1998; Demirguc-Kunt and Maksimovic, 2002) have explored the relative importance of bank-based vs. market-based financing using detailed data on the establishment of new firms and the expansion of existing firms. These papers generally find that while the overall effect of financial development (captured by joint significance of bank and stock market measures) on growth is positive, there is no clear evidence that a bankor a market-based financial system produces stronger effects. In that sense, it is a priori not clear whether or not the diminishing effects of the bank-based measures we use can be attributed to the growing importance of stock markets.
To explore this possibility, we use stock market and non-bank financial institution data from Demirguc-Kunt and . Unfortunately, these data are only available for about 40 countries and start in 1976. This means that our sample would be reduced significantly from 456 observations to 164. More importantly, most countries in our low region and many countries in our middle region would be eliminated from the estimation since data on them are not available. To avoid losing so many observations and still be able to study three regions, we construct dummy variables for the non-bank measures in the following way. For stock market variables, for instance, the dummy variable equals 1 if the country's stock market variable is larger than the observed median value in the data set and 0 otherwise. By doing so, we attempt to pick up countries and time periods where stock markets are an ''important'' part of the financial system. We recognize that this approach has limitations as ideally we would like to use stock market data for all countries and periods in our original sample. 14 Two stock market variables are used: the Turnover Ratio and the Trade Volume (as percent of GDP). The Turnover Ratio measures the value of trades of shares on domestic exchanges divided by the total value of listed shares. The Trade Volume is the total shares traded in the domestic stock market divided by GDP. Both these variables are measures of activity and liquidity in the domestic stock market. Table 5 presents the results of including the dummy variables in our basic regression with the Private Credit measure. The benchmark results from Table 2a are placed in the first column for comparison. We find that the Turnover Ratio dummy enters insignificantly, while the Trade Volume dummy has a significant positive effect albeit only at the 10% level. More importantly, the coefficients from the middle and high regions of Private Credit are still different, while the low region remains not significant as in the benchmark. The middle region's coefficient is still larger than the high region's.
We also use two variables for banklike institutions: Banklike Assets (% of GDP) and Banklike Credit (% of GDP). These include for instance savings banks, cooperative banks, mortgage banks and building societies, and finance companies. These variables are obtained 14 The countries for which we have no stock market data are generally less developed which may allows us to make the assumption that their stock markets are less developed than the stock markets of the countries that are included in the sample. We therefore split countries into those with ''very well developed stock markets'' (with a stock market measure above the 50th percentile in the sample) and the rest. Although much information is lost in this way, such an aggregation is preferable to assuming that the countries excluded from the sample do not have a stock market at all or to using the very restricted sample. The same applies to the banklike financial measures. from the Beck et al. (1999) data set. Again due to data limitations, we use the dummy variable approach described above. Results in Table 5 show that the Banklike Assets dummy is not significant, while the Banklike Credit dummy is positive and significant at the 5% level. While the coefficient estimates for the regions vary somewhat, they are still significantly different from one another and the effect in the middle region is the largest.
The effect of high inflation
A common feature in several of the countries classified in the low region in our data is a relatively high level of inflation. As Boyd et al. (2001) and Rousseau and Wachtel (2002) have shown, high inflation leads to underdeveloped financial systems and, more importantly for our purposes, to a breakdown of the finance-growth nexus. It is possible, then, that the statistically not significant effect of finance on growth in the low region may be attributed to high inflation. While we control for the rate of inflation in all our regressions, it is important to note that it is inflation beyond a certain threshold than has been shown to alter the effect of financial development on growth.
To investigate that hypothesis, we construct a dummy variable for ''very high'' inflation rates and interact it with Private Credit. The inflation threshold we use is 25% which is in the range identified empirically by Boyd et al. (2001) and Rousseau and Wachtel (2002) . The results, shown in the last column of Table 5, suggest that indeed the effect of Private Credit on growth is lessened in the presence of very high inflation. However, the estimated coefficients for the three regions are still significantly different from one another.
Conclusion
This paper finds evidence for a differential effect of finance on growth in three distinct regions, which have been suggested in the theoretical literature, but have not been previously tested systematically. The existence and location of such regions are tested using a large panel data set and state-of-the-art econometric procedures (which control for countryspecific effects and endogeneity). Our findings do support economically significant positive effects in the middle and high regions. However, it is not clear what the effect is in countries in the low region. Increasing some measures of financial development in these countries may have negligible effects on economic growth. In this sense, the results suggest caution in forecasting the economic growth effects of financial sector expansion.
While precise measures of these effects are important to the academic literature, they are also essential for the policy arena. Financial market reform is high on many countries' agenda and is frequently addressed in policy prescription packages by the IMF and the World Bank. It is important to know how financial development policies will affect growth. In fact, one of the reasons why financial sector development is interesting as a determinant of growth is that there is much a government can do to foster or restrain it.
There are a number of developing countries in what we identify as the low region where a robust positive effect of finance on growth cannot be established. In light of our results, an important policy question is how a country moves to the middle region where the payoff from financial development appears more certain. The threshold to reach a middle region seems fairly low (e.g., about 0.14 for Private Credit; 0.21 for Liquid Liabilities) suggesting that the effect of finance on growth does kick in fairly early. Nevertheless, papers that study poverty traps (e.g., Saint-Paul, 1992) show that sustained improvements in financial development can be difficult to engineer especially starting from very low levels. countries 
