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Abstract 
This paper proposes a multiple criteria decision making (MCDM)-based framework to address two fundamental issues in cluster validation: 1) 
evaluation of clustering algorithms and 2) estimation of the optimal cluster number for a given data set. Since both issues involve more than 
one criterion, they can be modeled as multiple criteria decision making (MCDM) problems. The proposed framework is examined by an 
experimental study. The results suggest that MCDM methods are practical tools for the evaluation of clustering algorithms. In addition, the 
selected MCDM method, PROMETHEE II can estimate the optimal numbers of clusters for ten out of fifteen datasets by adjusting the weights 
of criteria. 
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1. Introduction 
As an essential step in cluster analysis, cluster validation has been an active research area. Many validity measures have been 
proposed and can be classified into three categories: external, internal, and relative [1]. Extensive reviews of cluster validation 
techniques can be found in [1-3]. Two fundamental issues that need to be addressed in cluster validation are: 1) evaluating 
clustering algorithms and 2) estimating an optimal cluster number[4].  
Since the evaluation of clustering algorithms and the determination of the number of clusters normally involve more than one 
criterion, they can be modeled as multiple criteria decision making (MCDM) problems [5,6] and solved by MCDM methods. 
This paper develops a framework to choose an appropriate clustering algorithm and estimate the optimal number of clusters for a 
given data set using MCDM methods. The proposed framework is examined by an experimental study using fifteen public-
domain UCI data sets.  
The rest of the paper is organized as follows. Section 2 describes the proposed framework, the selected MCDM method, the 
clustering algorithms, the validity measures, and the correlation analysis. Section 3 presents details of the experimental study and 
analyzes the results. Section 4 summarizes the paper. 
2. Research methods 
2.1. Proposed framework  
The proposed MCDM-based cluster validation framework consists of two major parts (see Figure 1). The left portion of the 
framework is designed to assess the performances of clustering algorithms. This study chooses external measures because they 
correspond to error measurement and perform well in predicting the clustering error in previous studies [7]. Highly ranked 
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clustering algorithms are then recommended to data sets that share similar structures but have no class labels. The right portion 
of the framework utilizes relative validity measures and MCDM methods to estimate the number of clusters in a data set. For 
each data set, different numbers of clusters are considered as alternatives by MCDM methods. The performances of the best 
clustering algorithm, which is determined in the previous step, on the relative measures with different numbers of clusters 
represent criteria in MCDM methods. The result of this analysis is a rank of numbers of clusters, which evaluates the 
appropriateness of different numbers of clusters for a given data set. 
   
Fig.1. A MCDM-based framework for cluster validation 
2.2. Preference Ranking Organisation METHod for Enrichment of Evaluations (PROMETHEE) 
This section introduces the selected MCDM method, PROMETHEE II and explains how it is used to rank clustering 
algorithms and estimate the optimal number of clusters for a given data set. 
Brans [8]proposed the PROMETHEE I and PROMETHEE II, which use pairwise comparisons and outranking relationships 
to choose the best alternative. The final selection is based on the positive and negative preference flows of each alternative. The 
positive preference flow indicates how an alternative is outranking all the other alternatives and the negative preference flow 
indicates how an alternative is outranked by all the other alternatives [9]. This study utilizes PROMETHEE II in the 
experimental study, which is presented by Brans and Mareschal (2005) [9] and described in the following:  
Step 1: define aggregated preference indices. 
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where A is a finite set of possible alternatives {a1, a2, , an}, k represents the number of evaluation criteria and wj is the 
weight of each criterion.  
Step 2: calculate ( , )a b  and ( , )b a  for each pair of alternatives of A. There are six types of preference functions and the 
decision-maker needs to choose one type of the preference functions for each criterion and the values of the corresponding 
parameters [10].  The usual preference function, which requires no input parameter, is used for all criteria in the experiment.  
Step 3: define the positive and the negative outranking flow as follows:  
The positive outranking flow:
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The negative outranking flow:
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Step 4: compute the net outranking flow for each alternative as follows:  
 ( ) ( ) ( ).a a a                                                                                                                                                                  (4) 
When  ( ) 0,a  a is more outranking all the alternatives on all the evaluation criteria. When  ( ) 0,a  a is more outranked. 
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2.3. Clustering algorithms 
The notations summarized in Table 1 are used throughout this paper.  
Table 1. Table of notations 
Notation  Description 
n The number of objects in a data set. 
nk The number of objects in the kth cluster. 
K The number of clusters. 
Ci The ith cluster, i {1,2, ,K}. 
C The set of clusters, C={C1,C2, ,CK}. 
xi An object, i {1,2, ,n} 
vi The center of cluster Ci, i {1,2, ,K}. 
m The number of true classes in a data set. 
X A data set. 
Seven algorithms are chosen for the empirical study. They are the k-means, the expectation-maximization (EM), the 
COBWEB, the density-based cluster, the farthest-first traversal algorithm, the agglomerative hierarchical clustering algorithm, 
and the fuzzy c-means. The fuzzy c-means algorithm is implemented by KNIME (Konstanz Information Miner), an open source 
data analytics platform [11]. Other six algorithms are implemented using WEKA (Waikato Environment for Knowledge 
Analysis), a free machine learning software [12]. 
 The k-means algorithm, the most well-known partitioning method, is an iterative distance-based technique [13]. The 
input parameter k predefines the number of clusters. First, k objects are randomly chosen to be the centers of these clusters. All 
objects are then partitioned into k clusters based on the minimum squared-error criterion, which measures the distance between 
an object and the cluster center. The new mean of each cluster is calculated and the whole process iterates until the cluster 
centers remain the same [14,15]. The expectation-maximization (EM) algorithm [16,17] can be considered an extension of the k-
means algorithm. The EM algorithm determines the membership of each data object according to a probability. It consists of two 
main steps. The expectation step calculates the cluster probability of each object and the maximization step calculates the 
distribution parameters that maximize the likelihood of the distributions given the data [15,18]. COBWEB is an incremental 
conceptual clustering system introduced by (Fisher 1987) [19] for nominal attributes and extended by Gennari et al. (1989)[20] 
for numeric attributes. Objects are organized into a classification tree, where each node contains a probabilistic description of a 
concept. A classification tree is built using four basic operators, including placing an object in an existing class, creating a new 
node/class, merging two nodes, and splitting a node [19]. The density-based method considered in this study is developed in 
WEKA. The algorithm is called MakeDensityBasedClusterer, a meta-clusterer which wraps a clustering algorithm to return a 
probability distribution and density [14]. The base clustering algorithm used in the experiment is k-means. The farthest-first 
traversal algorithm is a simple approximation algorithm for the k-center problem [21]. It starts with a random data point and then 
chooses the point furthest from it. The process continues to find the point furthest from the selected set until k points are acquired. 
The distance of a point x from a set S is the min{d(x, y): y S}. These k points are used as cluster centers and other points are 
assigned to the closet center [22]. FarthestFirst (FF) function of Weka implements the farthest-first traversal algorithm. The 
agglomerative hierarchical clustering algorithm used in this study chooses default options provided by the HierarchicalCluster 
(HC) function of Weka, which uses Euclidean distance and single linkage. The fuzzy c-means (FCM) algorithm is a derivative of 
the k-means algorithm [23]. Any data point x is associated with every cluster using a set of coefficients, which represent the 
degree of memberships to the clusters for each data point. Similar to the k-means algorithm, the number of clusters and 
coefficients are assigned randomly at the beginning. The fuzzy c-means algorithm is implemented by KNIME.  
2.4. Clustering validity measures 
This study chooses seven external and ten relative measures for the experiment, namely, purity, entropy, F-measure [24], rand 
index [25], adjusted rand index [26], Jaccard coefficient [27], Fowlkes and Mallows index [28],  statistic, normalized 
[29,30], the Dunn s index [31], the Davies-Bouldin index [32], the CS measure [33], the SD index[2,3], the S_Dbw 
index[2,3], the silhouette index [34], PBM [35], and the C-index [29]. Due to the space limitation, validity measures are not 
described in this paper. The details of cluster validation measures can be found in [1]. 
2.5. Correlation analysis 
Most MCDM methods require the decision-maker to assign weights of relative importance of the criteria [9]. This study uses 
the Pearson correlation coefficient to measure the dependence between two validity indices and provides this information to 
domain experts as a reference for determining the weights of the criteria. The Pearson correlation coefficient measures the linear 
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dependence between two random variables X and Y is defined as follows [36,37]:  
       
1
2 2
1 1
( )( )
( ) ( )
n
i i
i
xy n n
i i
i i
x x y y
r
x x y y
                                                                                                                                            (5) 
where n is the number of measurements of X and Y, and x  and y  are the mean of variable X and Y, respectively.  
3. Experiment 
3.1. Data sets 
A total of fifteen data sets are used in the experiment. They are provided by UCI machine learning repository 
(http://archive.ics.uci.edu/ml/)  [38]. Table 2 summarizes the characteristics of the data sets. 
Table 2. Data set structures 
Data Set Number of Records Number of Classes 
Breast cancer 699 2 
Breast tissue 106 6 
Acute inflammations 120 2 
Ecoli 336 8 
Glass 214 6 
H s survival 306 2 
Ionosphere 351 2 
Iris 150 3 
Parkinsons 197 2 
Pima Indians diabetes 768 2 
Sonar 208 2 
Transfusion 748 2 
Wine 178 3 
Wine quality (red) 1599 6 
Yeast 1484 10 
 
3.2. Experimental design 
The experiment is carried out according to the following process: 
Input: fifteen UCI machine learning data sets 
Output: Ranking of clustering algorithms and estimation of appropriate number of clusters for each data set 
Step 1 Prepare the data sets: remove class labels from the data sets. 
Step 2 Upload the data sets to Weka 3.6 and KNIME to get clustering solutions using the seven clustering algorithms 
described in Section 2.3 and compute the values of the external and relative indices for each partition. 
Step 3 Compute the Pearson correlation for the external and relative indices. The correlation coefficients are used as 
references by domain experts in Step 4 to assign weights for each validity index. 
Step 4 Obtain weights of criteria (i.e., validity indices). Each external index gets one score, which is assigned by twelve 
domain experts according their experiences and the correlation coefficients, and each relative index gets fifteen scores, which are 
assigned by the same group of domain experts based on their experiences and the results of correlation analysis for every data set. 
The score ranges from 0 to 10 with increasing importance. 
Step 5 For each data set, calculate the seven external measures for each clustering algorithm using MATLAB 7.0 (Matlab 
2005). The result is a 7 8  matrix for each data set. 
Step 6 Generate the ranking of clustering algorithms using PROMETHEE II for each data set. PROMETHEE II was 
implemented by the MCDM software D-Sight.  
Step 7 Generate the rankings of different numbers of clusters using the MCDM methods for all the data sets. For each data set, 
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the clustering algorithm ranked as the best from step 6 is used to compute relative indices nine times, each time with a different 
number of clusters (i.e., from 2 to 10). The weights of relative indices from step 4 are inputs to the MCDM methods. 
END 
The 0-10 scale used by domain experts indicates increasing importance of criteria. Number 0 indicates that the domain expert 
is not interested in that criterion and number 10 indicates that the domain expert considers the criterion extremely important. 
When the top-ranked clustering algorithms have very close scores, the decision-maker should be noticed.  
3.3. Results and discussion 
Table 3 shows the correlation coefficients of seven external measures, which are the average correlation coefficients across all 
the data sets. 
Table 3. Correlation coefficients of external measures 
 Purity Entropy F-measure Rand Adjusted Rand Jaccard FM 
Purity 1.0000       
Entropy -0.9417 1.0000      
F-measure 0.8728 -0.8033 1.0000     
Rand 0.7631 -0.7023 0.9401 1.0000   
Adjusted Rand 0.8148 -0.7518 0.8269 0.7947 1.0000   
Jaccard 0.8456 -0.8678 0.9419 0.8915 0.7341 1.0000  
FM 0.8478 -0.8788 0.9269 0.8514 0.7097 0.9930 1.0000
For relative measures, one set of correlation coefficients are calculated for each data set. Table 4 summarizes the correlation 
coefficients of the ten relative measures for the wine data set as an example.  
Table 4. Correlation coefficients of relative measures for the wine data set 
 Hubert 
Normalized 
Hubert 
Dunn DB SD S_Dbw CS Silhouette PBM C-index
Hubert 1.0000          
Normalized 
Hubert 
0.9978 1.0000         
Dunn -0.9727 -0.9570 1.0000        
DB 0.7897 0.7545 -0.8964 1.0000       
SD 0.8801 0.8908 -0.8277 0.5329 1.0000      
S_Dbw -0.0610 -0.0972 -0.0653 0.3681 -0.4061 1.0000     
CS 0.8863 0.8849 -0.8870 0.6955 0.9622 -0.2643 1.0000    
Silhouette  -0.8828 -0.8913 0.8331 -0.5389 -0.9662 0.3352 -0.9114 1.0000   
PBM -0.6679 -0.6904 0.6050 -0.3005 -0.9282 0.5821 -0.8884 0.8494 1.0000  
C-index 0.4227 0.3675 -0.6153 0.8375 0.2577 0.3851 0.4754 -0.2374 -0.1123 1.0000 
Twelve domain experts are asked to assign a score, which is a number between 0 and 10 with increasing importance, to each 
validity measure based on their experiences and the correlation coefficient. The averaged and normalized scores are weights of 
validity measures. Each external measure obtains one weight and each relative measure gets fifteen weights, one for each data set. 
Table 5 and 6 represent the respective weights of external and relative measures.  
Table 5. Weights of external measures  
Purity F-measure Rand Adjusted Rand Jaccard FM Entropy 
0.162  0.119  0.171 0.118  0.134  0.138 0.158  
Table 6. Weights of relative measures 
 
Hubert 
Normalized 
Hubert 
Dunn DB SD S_Dbw CS SilhouettePBM C-index 
Breast cancer 0.057  0.060  0.132 0.119 0.102 0.083  0.128 0.120  0.081 0.118  
Breast tissue 0.066  0.067  0.111 0.084 0.100 0.132  0.070 0.100  0.115 0.154  
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Acute inflammations 0.071  0.069  0.101 0.066 0.109 0.103  0.126 0.090  0.107 0.157  
Ecoli 0.077  0.080  0.104 0.087 0.113 0.084  0.127 0.087  0.090 0.151  
Glass 0.065  0.070  0.103 0.105 0.108 0.089  0.100 0.076  0.154 0.131  
H s survival 0.085  0.092  0.079 0.072 0.095 0.105  0.164 0.102  0.123 0.082  
Ionosphere 0.069  0.067  0.083 0.105 0.097 0.106  0.117 0.105  0.097 0.153  
Iris 0.070  0.072  0.069 0.096 0.095 0.159  0.089 0.085  0.127 0.137  
Parkinsons 0.069  0.069  0.147 0.126 0.116 0.060  0.141 0.090  0.083 0.101  
Pima Indians diabetes 0.063  0.062  0.128 0.140 0.094 0.059  0.138 0.098  0.140 0.077  
Sonar 0.061  0.065  0.110 0.140 0.110 0.118  0.122 0.101  0.096 0.077  
Transfusion 0.062  0.068  0.114 0.098 0.111 0.111  0.131 0.110  0.131 0.063  
Wine 0.054  0.064  0.134 0.140 0.118 0.078  0.137 0.085  0.135 0.055  
Wine quality (red) 0.068  0.063  0.102 0.102 0.105 0.105  0.122 0.119  0.146 0.067  
Yeast 0.075  0.094  0.129 0.075 0.118 0.109  0.107 0.067  0.149 0.077  
3.3.1. Ranking of clustering algorithms by PROMETHEE II 
Table 7 shows the scores and rankings of clustering algorithms generated by PROMETHEE II. The top-ranked algorithms are 
highlighted in boldface and italic. 
Table 7. Rankings of PROMETHEE II for the data sets 
 Cobweb EM Farthest-first 
Hierarchical 
Cluster 
k-means 
Density 
based 
Fuzzy  
c-means 
Breast cancer -0.44 0.00 -0.56 -1.00 0.72 0.89 0.39
Breast tissue 0.23 0.45 0.51 -0.36 -0.57 0.06 -0.32 
Acute inflammations 0.89 -0.26 -1.00 -0.47 0.77 -0.26 0.33 
Ecoli 0.28 0.36 -0.14 -0.22 -0.49 0.50 -0.27 
Glass 0.19 -0.48 0.33 -0.09 0.36 -0.42 0.11 
 -0.21 0.30 0.09 0.96 -0.51 -0.13 -0.51 
Ionosphere -0.89 0.47 -0.59 0.37 -0.29 0.05 0.89 
Parkinsons -0.53 -0.28 0.32 0.80 0.17 -0.39 -0.09 
Pima Indians diabetes -0.65 0.06 0.44 -0.24 -0.23 0.05 0.57 
Sonar 0.34 -0.74 0.02 0.52 -0.40 -0.28 0.54 
Transfusion -0.32 -0.24 0.54 0.54 -0.02 -0.37 -0.14 
Iris -1.00 1.00 -0.39 -0.51 -0.05 0.67 0.28 
Wine quality (red) 0.17 -0.03 0.17 0.50 -0.40 -0.15 -0.26 
Wine -0.903 1 -0.054 -0.443 -0.387 0.667 0.121 
Yeast 0.22 -0.05 0.09 0.17 -0.20 0.37 -0.60 
 
3.3.2. Estimating the optimal number of clusters by MCDM methods 
 
Table 8 summarizes the best ranked numbers of clusters for the data sets produced by PROMETHEE II. The optimal 
clustering algorithm determined by PROMETHEE II was applied to the corresponding data set nine times with the number of 
clusters range from 2 to 10 to get nine sets of relative measures. The number of clusters with the highest value for each data set is 
listed in the third column in Table 8. The last column shows the number of classes provided by UCI machine learning repository. 
Table 8. PROMETHEE II rankings of the optimal numbers of clusters  
Data set Optimal Algorithm # Cluster  # Class  
Breast cancer Density-based 2a 2 
Breast tissue Farthest-first 2c 6 
Acute inflammations Cobweb 4b 2 
Ecoli Density-based 3c 8 
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Glass k-means 4b 6 
 Hierarchical Cluster 2a 2 
Ionosphere Fuzzy c-means 3b 2 
Iris EM 2c 3 
Parkinsons Hierarchical Cluster 4b 2 
Pima Indians diabetes Fuzzy c-means 4b 2 
Sonar Fuzzy c-means 7b 2 
Transfusion Hierarchical Cluster 2a 2 
Wine quality (red) Hierarchical Cluster 4b 6 
Wine EM 3c 10 
Yeast Density-based 9c 10 
 
The PROMETHEE results can be classified into three situations. In the first situation, the optimal number of clusters is equal 
to the known number of classes in the data set. Three data sets belong to this situation and indicated by the exponent number a. 
In the second situation, the optimal number of clusters estimated by PROMETHEE is not equal to the known number of classes. 
However, these two can be equal by changing the weights of relative measures. Seven data sets are in this category and indicated 
by the exponent number b. The PROMETHEE-GAIA (Geometrical Analysis for Interactive Assistance) methodology [9] can be 
used to graphically display the best solution when the weights of criteria are modified. The alternatives are represented by points 
and the criteria by axes. The weights vector is also projected to the GAIA plane as the decision axis. The ranking of alternatives 
can then be determined by the relative positions of the projections of all the alternatives on the decision axis. By modifying the 
weights of criteria, the ranking of alternatives is changed accordingly.  
Take the acute inflammation data set as an example. Before the modification of weights of relative measures, k=4 is the best 
alternative. Figure 2 shows the GAIA plane with adjusted weights of relative measures. This time two number of clusters (k=2) 
becomes the best alternative and it equals to the known number of classes in the data set. In the third situation, the optimal 
number of clusters produced by PROMETHEE is not equal to the known number of classes and this situation can not be adjusted 
by changing the weights. Four data sets are in this situation and indicated by the exponent number c. 
 
 
Fig.2. PROMETHEE-GAIA ranking for the acute inflammation data set with adjusted weights 
A number of observations can be made based on the experimental study. First, MCDM methods are practical tools for 
clustering algorithm evaluation. They can evaluate clustering algorithms using a combination of validity indices. Second, the 
proposed approach is useful in estimating the optimal number of clusters. PROMETHEE II can estimate the optimal numbers of 
clusters for three datasets without adjusting the weights of criteria and can estimate the correct numbers of clusters for seven 
datasets with adjusted weights.  
4. Conclusion remarks 
This paper proposed a MCDM-based cluster validation framework to address two fundamental issues in clustering analysis: 1) 
evaluation of the performances of clustering algorithms and 2) estimation of the optimal number of clusters presented in a data 
set. Both issues involve multiple criteria and thus can be modeled as multi-criteria decision making problems. Clustering 
algorithms are evaluated using PROMETHEE II. The performances of top-ranked clustering algorithm on the relative measures 
for a given data are then used to estimate the optimal number of clusters by PROMETHEE II. 
There are three major steps in the proposed approach. The first step determines the weights of external and relative measures. 
Domain experts are asked to assign scores to validity measures based on their experiences and the results of correlation analysis. 
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The second step uses PROMETHEE II to rank clustering algorithms according to their performances on a selection of external 
measures and the weights of external measures determined in the first step. The best clustering algorithm ranked by 
PROMETHEE II in the second step is applied to the same data set to decide the appropriate number of clusters in the third step. 
The performances of the best clustering algorithm on a set of relative measures and the weights of relative measures provided by 
the first step are inputs to the PROMETHEE II to rank different numbers of clusters for the data set. An experiment is designed 
to examine the proposed framework using seven clustering algorithms, seventeen validity measures, and fifteen public-domain 
UCI machine learning data sets. The results suggest that MCDM methods are practical tools for the evaluation of clustering 
algorithms and the estimation of the number of clusters.   
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