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Variabili aleatorie Negli spazi di probabilita` il termine variabile
aleatoria indica una funzione misurabile.
Quindi se (Ω,A, P ) e` uno spazio di probabilita` allora X : Ω → R e`
una variabile aleatoria se per ogni a ∈ R l’insieme X−1 ([a,+∞)) e`
misurabile, cioe` X−1 ([a,+∞)) ∈ A
X−1 ([a,+∞)) = {ω ∈ Ω | X(ω) ≥ a} ∈ A
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Nelle applicazioni Ω rappresenta gli esiti di un esperimento aleatorio
che possono essere osservati mediante misurazioni, che assegnano va-
lori numerici ai risultati. Nelle pratica ci si chiede sostanzialmente




σ- algebre generate da variabili aleatorie
Assegnata una variabile aleatoria X : Ω→ R si considera la σ-algebra
X−1 (B) =
{
S ⊂ A | S = X−1(B) per qualche B ∈ B}
B e` la σ-algebra boreliana.
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σ- algebre generate da variabili aleatorie
Assegnata una variabile aleatoria X : Ω→ R si considera la σ-algebra
X−1 (B) =
{
S ⊂ A | S = X−1(B) per qualche B ∈ B}
B e` la σ-algebra boreliana.
Nel seguito la σ-algebra X−1 (B) sara` indicata con AX e chiamata
σ-algebra generata da X
Il caso piu` semplice si ha quando X e` una funzione costante: X ≡ a
In questa situazione X−1(B) e` Ω o ∅ secondo che a ∈ B oppure no,
La σ-algebra generata da X e` quella banale AX = {∅, Ω}
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Se X assume due valori distinti a 6= b allora AX e` formato da quattro
elementi
AX =
{∅, Ω, X−1({a}), X−1({b})}
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Se X assume due valori distinti a 6= b allora AX e` formato da quattro
elementi
AX =
{∅, Ω, X−1({a}), X−1({b})}
In generale se X assume un numero finito di valori AX e` finito, mentre
se X assume una infinita` numerabile di valori AX e` infinito ma non




Assegnata la variabile aleatoria X possiamo definire una misura in R
sulla σ-algebra di Borel ponendo
PX(B) = P (X−1(B))




Assegnata la variabile aleatoria X possiamo definire una misura in R
sulla σ-algebra di Borel ponendo
PX(B) = P (X−1(B))
in questo modo costruiamo una probabilita` (R,B, PX)
Esempio 1 Se X e` costante, cioe` X ≡ a allora PX e` la misura di
Dirac concentrata in a essendo
δa(B) =
1 se a ∈ B0 se a /∈ B
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Se X prende due valori
X(ω) =




Se X prende due valori
X(ω) =




1 se a, b ∈ B
p se a ∈ B, b /∈ B




E` comodo esprime la probabilita` in termini di combinazione lineare
della delta di Dirac







E` comodo esprime la probabilita` in termini di combinazione lineare
della delta di Dirac
PX(B) = pδa(B) + (1− p)δb(B)
La distribuzione di una generica variabile aleatoria discreta, che as-
sume cioe` solo un numero finito, o una infinita` numerabile di valori,
eccetto al piu` in un insieme di misura nulla, ha sempre questa forma:


















(1− q)qi = (1− q)
∞∑
i=1
qi−1 = (1− q) 1










(1− q)qi = (1− q)
∞∑
i=1
qi−1 = (1− q) 1
1− q = 1
2) distribuzione di Poisson in cui pi =
λi−1
(i− 1)! e
















Integrazione rispetto a distribuzioni di probabilita`
Teorema
Se (Ω,A, P ) e` uno spazio di probabilita`, X : Ω → R una variabile








Misure assolutamente continue: esempi di densita`
Abbiamo constato, usando il teorema di Beppo Levi l’esistenza di
misure assolutamente continue del tipo




in cui f e` non negativa e misurabile. La funzione f in tale caso viene
chiamata densita` di φ rispetto alla misura di Lebesgue.






























































Si tratta di una famiglia di densita` indicizzata dai parametri λ, t > 0
in cui la distribuzione esponenziale e` il caso particolare corrispondente





λtxt−1e−λx se x ≥ 0
0 altrimenti
in cui Γ(t) =
∫ +∞
0










Se f e` continua, allora F e` derivabile e F ′(x) = f(x)
Essendo f sommabile F e` assolutamente continua
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Possiamo definire la funzione di distribuzione cumulativa di una va-
riabile aleatoria X : Ω→ R
FX(y) = P ({ω ∈ Ω | X(ω) ≤ y}) = PX ((−∞, y])
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Le Proprieta` della funzione di distribuzione cumulativa sono espresse
dal seguente
Teorema
(i) y1 ≤ y2 =⇒ FX(y1) ≤ FX(y2)
(ii) lim
y→+∞FX(y) = 1, limy→−∞FX(y) = 0
(iii) FX e` continua a destra
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Le Proprieta` della funzione di distribuzione cumulativa sono espresse
dal seguente
Teorema
(i) y1 ≤ y2 =⇒ FX(y1) ≤ FX(y2)
(ii) lim
y→+∞FX(y) = 1, limy→−∞FX(y) = 0
(iii) FX e` continua a destra
Osservazione FX e` continua se e solo se PX({y}) = 0 per ogni y
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Teorema Se una funzione F : R→ [0, 1] soddisfa le proprieta` (i)-(iii)
del Teorema precedente allora esiste una variabile aleatoria definita









La distribuzione cumulativa uniforme sull’intervallo [A,B] in cui A, B
sono finiti e A < B e` la funzione di distribuzione
F (x) :=

0 se x < A
x− A
B − A se A ≤ x ≤ B






















Distribuzione cumulativa di Poisson
F (x) :=








se x ≥ 0
1
