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CONSTRUCTING LOCAL L-PACKETS FOR TAME UNITARY GROUPS
DAVID ROE
Abstract. We generalize the work of DeBacker and Reeder [10] to the case of unitary
groups split by a tame extension. The approach is broadly similar and the restrictions on
the parameter the same, but many of the details of the arguments differ.
Let G be a unitary group defined over a local field K and splitting over a tame extension
E/K. Given a Langlands parameter ϕ : WK → LG that is tame, discrete and regular, we
give a natural construction of an L-packet Πϕ associated to ϕ, consisting of representations
of pure inner forms of G(K) and parameterized by the characters of the finite abelian group
Aϕ = Z ˆG(ϕ).
1. Introduction
The local Langlands correspondence has enjoyed great success in recent years, with
proofs for GLn [15, 16] and other classical groups [1]. However, these proofs do not give
an explicit construction of the L-packet associated to a particular Langlands parameter. A
different approach, initiated by DeBacker-Reeder [10], fills this gap at the cost of restricting
the class of Langlands parameters appearing on one side of the correspondence. In this
paper we extend the constructions of DeBacker-Reeder to tamely ramified unitary groups.
The DeBacker-Reeder case. Let K be a finite extension of Qp and suppose that G is a
quasi-split, connected, reductive group defined over K and splitting over an unramified
extension E/K. Write WK for the Weil group of K, ˆG for the connected, reductive group
over C with root datum dual to that of G and LG = ˆG ⋊ Gal(E/K) for a Langlands dual
group. DeBacker and Reeder consider Langlands parameters ϕ : WK → LG that are
(i) tame: ϕ factors through the quotient of WK by wild inertia,
(ii) discrete: the centralizer of ϕ in ˆG is finite modulo the center of LG, and
(iii) regular: the image of inertia is generated by a semisimple element of LG whose
centralizer in ˆG is a maximal torus ˆS.
We summarize their construction here to highlight the similarities and differences with our
version.
Suppose that λ ∈ X∗( ˆS). Given G, ϕ and λ they construct pairs (πλ, Fλ), where Fλ is a
twist of Frobenius, GFλ are the K-points of the pure inner form of G determined by Fλ,
and πλ is a representation of GFλ . They then define a notion of equivalence of such pairs
and prove that the equivalence class of (πλ, Fλ) depends only on the class of λ in a finite
quotient of X∗( ˆS) isomorphic to Irr(Aϕ).
The first step in the construction of πλ is the construction of a point xλ in the Bruhat-
Tits building B(G) as the unique fixed point of a specific automorphism of the apartment
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X∗( ˆS) ⊗ R. This point in the building determines a maximal compact subgroup Gλ used in
the construction of πλ. From xλ they also obtain an unramified anisotropic maximal torus
Sλ as a particular twist of a fixed maximal torus S ⊂ G.
The image of ϕ is contained within the normalizer of ˆSλ. If the image were in fact a
semidirect product, then the local Langlands correspondence for tori would give a character
of Sλ(K). In general there is no such semidirect product decomposition of the image, but
DeBacker and Reeder are able to modify ϕ in a canonical way to obtain a new parameter
whose image can be expressed as a semidirect product and thus defines a character on
Sλ(K). They can then use Deligne-Lusztig theory to define a representation of the parahoric
subgroup Gλ, which compactly induces to the desired supercuspidal representation of GFλ .
One benefit of the DeBacker-Reeder approach is that it explicitly constructs the repre-
sentations in an L-packet from the data of a Langlands parameter. It also works for a broad
class of groups G.
Expanding upon DeBacker-Reeder. In this paper we will expand and modify the meth-
ods of DeBacker and Reeder to remove their condition that G splits over an unramified
extension: this generalization constitutes our main result. We will continue to assume that
ϕ factors through the tame Weil group, and this requirement forces G to split over a tamely
ramified extension of K. While our methods should apply to tame, discrete, regular param-
eters for arbitrary G, we focus here on the case of unitary groups as a concrete example.
Suppose that K is a finite extension of Qp with p , 2, E/K is a ramified quadratic
extension of K, V is a Hermitian space over E, and G is the unitary group associated to V .
We require that ϕ is tame, discrete and regular as in DeBacker-Reeder.
Any unitary group has a pure inner form that is quasi-split. A Langlands parameter for
G will yield representations of all pure inner forms of G, so we may assume that G itself is
quasi-split. Let S be the centralizer of a maximal K-split torus in G; since G is quasi-split
S will be a maximal torus defined over K, uniquely determined up to conjugation within
G(K). We use S in the construction of the Langlands dual group ˆG, and thus ˆG comes
equipped with a maximal torus ˆS over C dual to S.
The first few sections of the paper describe the structures on unitary groups needed to
construct L-packets. In section 2, we review Hermitian spaces and unitary groups, and we
give a classification over p-adic fields. We continue in Section 3 by describing tori in uni-
tary groups, culminating in a concrete description of the relatively unramified, anisotropic
tori. These tori also hold the focus of Section 4, where we describe how they embed in
different unitary groups. In Section 5 we describe the Bruhat-Tits building of a unitary
group and discuss the reductions modulo π of the anisotropic tori and parahorics. We
also explain why each relatively unramified anisotropic torus embeds in a unique maximal
compact subgroup of G.
With this background in hand, the second part of the paper describes the construction
of an L-packet from a tame, discrete, regular Langlands parameter ϕ. In Section 6 we
show that any tame Langlands parameter can be conjugated to particular form, and use the
image of Frobenius to construct an anisotropic, relatively unramified torus T. We would
like to use the local Langland correspondence for tori to define a character of T(K), but are
thwarted by the fact that the normalizer of ˆT does not split as a semidirect product. In Sec-
tion 7 we develop groups of type L to sidestep this difficulty. Using groups of type L, we
define in Section 8 a depth-zero character of T(K)0. We also show that this character is reg-
ular, a property used in demonstrating that the associated Deligne-Lusztig representation
is irreducible. Finally, Section 9 puts the pieces together and defines the supercuspidal rep-
resentations that go into an L-packet. For odd unitary groups the induction process yields
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a reducible representation, and we describe how to pick out one of the two constituents
using a recipe for the central character.
Since DeBacker-Reeder have described L-packets for unramified unitary groups, we
focus here on the case that G = U(V) splits over a ramified quadratic extension E/K.
However, many of the results in Sections 6-8 work for any tamely ramified, connected,
reductive group. The primary exception is that we use the fact that q ≡ 1 (mod |Gal(E/K)|)
in Construction 6.4.
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2. Hermitian spaces and unitary groups
In this section we give a review of Hermitian spaces and unitary groups over p-adic
fields.
Let K be a finite extension of Qp and fix an algebraic closure ¯K. All finite extensions
of K are considered to be subfields of ¯K. We will write OK for the ring of integers in
K, k for the residue field and Γ = Gal( ¯K/K) for the absolute Galois group. Set Knr as
the maximal unramified subfield of ¯K, I = Gal( ¯K/Knr) as the inertia subgroup of Γ and
Γnr = Gal(Knr/K) as the quotient. Let E/K be a separable, quadratic extension of K and
let τ be the nontrivial element of Gal(E/K). Suppose that V is a free E-module of rank n.
Definition 2.1.
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(i) A Hermitian form on V is a function φ : V × V → E satisfying
(a) for all v1, v2, v′ ∈ V and a, b ∈ E, φ(av1 + bv2, v′) = aφ(v1, v′) + bφ(v2, v′),
(b) for all v, v′ ∈ V , φ(v, v′) = τφ(v′, v).
(ii) A Hermitian form is nondegenerate if φ(v, v′) = 0 for all v′ ∈ V implies v = 0.
(iii) A Hermitian space is a free E-module with a nondegenerate Hermitian form.
(iv) The unitary group U(V) ⊂ ResE/K GL(V) is the subgroup preserving φ.
We may associate to V a fundamental invariant. Suppose v1, . . . , vn is a basis for V .
Definition 2.2. The discriminant dV of V is the determinant of the matrix
[
φ(vi, v j)
]
, well
defined as an element of K×/NmE/K E×.
The discriminant behaves multiplicatively with respect to the orthogonal sum V ⊕W of
two Hermitian spaces V and W:
(2.1) d(V ⊕ W) = dV · dW.
Hermitian spaces over p-adic fields. We assume now that K is a p-adic field. Classifica-
tion of Hermitian spaces in this case relies on the following result:
Proposition 2.3 (c.f. [12, Thm 2.67, §4.4]). Two Hermitian spaces V and W associated to
E/K are isometric if and only if they have the same dimension and same discriminant.
Thus there are precisely two isometry classes of Hermitian space in each dimension
since K×/NmE/K E× has order 2 by local class field theory. We now give concrete descrip-
tions of these Hermitian spaces.
• V has dimension 1 over E:
Let v ∈ V be nonzero. The discriminant is given by the class of
φ(v, v) ∈ K×/NmE/K E×.
An element α ∈ GL(V)  E× will preserve φ if and only if NmE/K (α) = 1,
regardless of the value of φ(v, v). Thus the unitary groups associated to the two
Hermitian spaces of dimension one are isomorphic. We refer to this group as
U(E/K), or U1 if the extension E/K is fixed.
• V has dimension 2 over E and has an isotropic vector:
Suppose that there is an isotropic vector in V , namely some v ∈ V with v , 0
and φ(v, v) = 0. Since φ is nondegenerate, for w ∈ V not a multiple of v we have
φ(v,w) , 0. By adjusting α ∈ K, we can force
φ(w + αv,w + αv) = φ(w,w) + TrE/K (αφ(v,w))
to be zero, since TrE/K is surjective. By rescaling the resulting vector, we can
find a w ∈ V with φ(w,w) = 0 and φ(v,w) = φ(w, v) = 1. Therefore, any two
Hermitian spaces with an isotropic vector are isometric. We will call this space
the hyperbolic plane associated to E/K and denote it by H. The discriminant of
the hyperbolic plane is clearly dH = −1.
• V has dimension 2 over E and has no isotropic vector:
The other isometry class of two-dimensional Hermitian spaces has no isotropic
vector. One method for constructing it takes advantage of the fact that we know
that its discriminant must be different from −1 modulo NmE/K E×. For any α, β ∈
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K× with αβ . −1 (mod NmE/K E×), and any basis v,w of V we can define φ by
φ(v, v) = α,
φ(v,w) = 0,(2.2)
φ(w,w) = β.
Any two such spaces are isometric, and we will refer to this other isometry
class of two-dimensional Hermitian space as the anisotropic plane and denote it
by B.
One can also start with a quaternion algebra B containing E and put the struc-
ture of a Hermitian space on it: see Gross [13, §5] and Springer [29, §17.1.4]
for details. If this quaternion algebra is split we get an isomorphism with H; the
non-split case yields the anisotropic planes. In either case, the associated group
of unitary transformations can be identified with B×.
Note that the unitary groups U(H) and U(B) are not isomorphic: U(H) contains
a K-split torus of dimension 1, while U(B) does not contain a nontrivial K-split
torus.
We can express any higher dimensional Hermitian space as an orthogonal sum of these
one and two-dimensional spaces:
Proposition 2.4. Suppose V is a Hermitian space of dimension n. Then
(i) if n = 2m, then either
V  Hm dV ≡ (−1)m
or
V  Hm−1 ⊕ B dV . (−1)m.
We will call such unitary groups even. We have U(Hm)  U(Hm−1 ⊕ B).
(ii) If n = 2m + 1, then
V  Hm ⊕ L dV ≡ (−1)mdL
for some one-dimensional Hermitian space L. We will call such unitary groups
odd. We have U(Hm ⊕ L)  U(Hm ⊕ L′) for any Hermitian lines L and L′.
Proof. We obtain each possible discriminant and thus each isometry class of Hermitian
space. The inequality between even unitary groups follows from the difference in the
dimension of the maximal K-split torus in the two cases. For odd Hermitian spaces, scaling
the Hermitian form by an element of K× − NmE/K E× changes the discriminant but leaves
the notion of unitary transformation invariant. So the two different isometry classes of
Hermitian space in odd dimensions yield isomorphic unitary groups. 
It will be useful to specify a basis for V in each case.
• When V  Hm, let {vi, v−i} be the standard basis for the ith hyperbolic plane.
• When V  Hm ⊕ L, let {vi, v−i} be the standard basis for the ith hyperbolic plane,
and {v0} a basis for L. We require φ(v0, v0) ∈ O×K .
• When V  Hm−1 ⊕ B, we let {vi, v−i} be the standard basis for the ith hyperbolic
plane, and then choose two orthogonal vectors v0, v′0 ∈ B. We can normalize the
choice of v0 and v′0 by imposing the same conditions as on v0 above.
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3. Tori in unitary groups
In this section we describe a certain class of tori in unitary groups that will play a central
role in the construction of L-packets: the relatively unramified, anisotropic tori.
Maximal split tori. A maximal K-split torus in an algebraic group G is a subtorus that is
maximal among those that are split over K; any two such tori are conjugate over K [29,
Thm. 15.2.6]. Moreover, we can find a maximal K-torus containing any given maximal
K-split torus A ⊂ G, since ZG(A) contains a maximal torus defined over K [29, Thm.
13.3.6].
We say that G is quasi-split if one of the following conditions hold.
Proposition 3.1 (c.f. [29, Prop. 16.2.2]). The following are equivalent:
(i) the centralizer ZG(A) of any maximal K-split torus A is a maximal torus,
(ii) there is a Borel subgroup of G that is defined over K.
Note that since A is determined up to conjugacy, the first criterion allows us to pick out
a G(K) conjugacy class of maximal tori, which we will refer to as the quasi-split maximal
tori in G.
In order to understand these tori for unitary groups over p-adic fields, we begin with
the hyperbolic plane H. Let S′ be the maximal torus in GL(H) consisting of those matrices
with v−1 and v1 as eigenvectors, and define S ⊂ U(H) as the intersection of ResE/K S′ with
U(H) ⊂ ResE/K GL(H). Then S is isomorphic to ResE/K Gm, with K-points consisting of
those matrices scaling v1 by α ∈ E× and v−1 by τ(α)−1. We now define A as the maximal
K-split subtorus of S, which is also a maximal K-split subtorus in U(V). The K-points of
A consist of those matrices scaling v1 by α ∈ K× and v−1 by α−1.
We can choose a basis {χ1, χ−1} of X∗(S) so that τ ∈ Gal(E/K) acts by τ(χ1) = −χ−1
[29, Prop. 11.4.22]. Note that χ1 and χ−1 are not the characters that pick out the eigenvalues
of v1 and v−1. Rather, restriction induces an orthogonal projection X∗(S) → X∗(A) with
kernel spanned by χ1 + χ−1 and leaving χ1 − χ−1 fixed. We identify X∗(A) with the span
of χ1 − χ−1. The complementary subspace of X∗(S) spanned by χ1 + χ−1 corresponds to
A′ ⊂ S isomorphic to U1.
Using these tori in H, we may describe the maximal K-split tori and their centralizers
for all of the unitary groups listed in Proposition 2.4.
• The quasi-split torus S in U(H ⊕ · · · ⊕ H) merely uses more indices. We can
write down a basis {χ−m, . . . , χ−1, χ1, . . . , χm} of X∗(S) so that Γ acts through its
quotient Gal(E/K), with τ mapping χi to −χ−i. One can identify A as the subtorus
corresponding to the span of {χi − χ−i}mi=1, and we have
A  (Gm)m,
S  (ResE/K Gm)m.
• In U(H⊕· · ·⊕H⊕L) we add χ0 to the basis for X∗(S); Γ still acts through Gal(E/K)
with τ mapping χi to −χ−i. We have
A  (Gm)m,
S  (ResE/K Gm)m × U1(E/K).
• Both of the previous cases are quasi-split, with S equal to the centralizer of A.
The maximal K-split torus in U(H ⊕ · · · ⊕ H ⊕ B) is just the one included from
U(H⊕ · · ·⊕H), but its centralizer is (ResE/K Gm)m ×B. By Proposition 3.1 U(H⊕
· · · ⊕ H ⊕ B) is not quasi-split.
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Weyl groups. In studying anisotropic tori in unitary groups, it will be important to un-
derstand the Weyl group of S in the quasi-split case. Let N be the normalizer of S in
G = U(V), and W = N/S the Weyl group of S. Since U(V) is an inner form of GL(V), W
is isomorphic to the symmetric group Σn, generated by reflections ωi, j in the roots χi − χ j.
Define η ∈ W as a product of commuting reflections:
η =
m∏
i=1
ωi,−i.
The action of Γ on W is determined through the actions of Γ and W on X∗(S):
(γ.σ)(χ) = γ(σ(γ−1χ)) for σ ∈ W and γ ∈ Γ.
A computation shows that in fact this action is inner:
τ.σ = ηση.
Proposition 3.2. The rational Weyl group WΓ = ZW(η) is isomorphic to (Z/2Z)m ⋊ Σm.
Proof. The transpositions ωi,−i and the elements ωi, jω−i,− j for i, j > 0 visibly commute
with η; these generate a subgroup of W of the desired form. The cardinality of ZW(η) is
2mm! by the orbit-stabilizer theorem and the computation that there are n!2mm! permutations
conjugate to η. 
Remark 3.3. Reeder [24] includes a discussion of centralizers in Weyl groups. He focuses
on the Weyl group of E8, but his techniques are applicable to a general Weyl group.
We will need a description of the conjugacy classes in WΓ. Since WΓ  W(Bm), we can
turn to Carter [8, pp. 25-26].
The rational Weyl group WΓ acts on the set {χ±i}mi=1, and one can decompose any element
w ∈ WΓ into cycles on these vectors. Such cycles take the form
χi1 7→ χ±i2 7→ χ±i3 7→ · · · 7→ χ±ir 7→ χ±i1 .
Definition 3.4. We say that such a cycle (i1, . . . , ir) is positive if wr(χi1 ) = χi1 and negative
if wr(χi1 ) = χ−i1 . We call r the length of the cycle. The collection of lengths and signs of
the cycles of w is called the signed cycle type of w.
Given such a signed cycle type, we can define a pair of partitions µ and ν by setting
µ to be the collection of lengths of positive cycles and ν to be the collection of lengths
of negative cycles. For example, when n = 6 the element ω1,−1ω2,−2 yields µ = {1} and
ν = {1, 1}.
Proposition 3.5 (c.f. [8, Prop. 24]).
(i) A signed cycle type occurs for some element of WΓ if and only if |µ| + |ν| = m.
(ii) The conjugacy classes of WΓ are in bijection with the possible signed cycle types.
Relatively unramified tori. Assume now that G is quasi-split. Following Reeder [24, §6],
we describe tori in G as Galois twists of the quasi-split torus S.
We say that two tori S1 and S2 are rationally conjugate if there is an element of G(K)
conjugating S1(K) to S2(K), and stably conjugate if there is an element of G( ¯K) conjugat-
ing S1(K) to S2(K). These notions partition the K-tori in G into stable conjugacy classes,
and each stable conjugacy class into rational conjugacy classes. We have maps
H1(K,N) → H1(K,W),
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induced by the projection N → W, and
H1(K,N) → H1(K,G),
induced by the inclusion N → G. These cohomology groups give us a parameterization of
the K-conjugacy classes of maximal tori in G and its pure inner forms.
Proposition 3.6 (c.f. [24, Prop 6.1] and [28, Cor. 2 of Prop. I.36]). Let G be a quasi-split
group over K, ξ ∈ Z1(K,G) be a cocycle and Gξ be the twist of G corresponding to ξ.
(i) The rational classes of maximal tori in Gξ are in bijection with the set Rξ of
cohomology classes in H1(K,N) mapping to the class of ξ in H1(K,G). In partic-
ular, the rational classes of maximal tori in G are in bijection with the kernel of
H1(K,N) → H1(K,G).
(ii) The stable classes of maximal tori in Gξ are in bijection with the image of Rξ in
H1(K,W).
(iii) The stable classes of maximal tori in G are in bijection with H1(K,W).
Given a 1-cocycle ρ ∈ Z1(K,W) let Sρ be the twist of S corresponding to ρ. Since E/K
is ramified, no Sρ is actually unramified. In order to work with those that are closest to
unramified, we make the following definition.
Definition 3.7. We say that a torus Sρ is relatively unramified if it becomes isomorphic to
S over the maximal unramified extension Knr of K.
Proposition 3.8.
(i) The torus Sρ is relatively unramified if and only if the image of ρ in H1(I,W) is
trivial.
(ii) Stable classes of relatively unramified maximal tori in G are in bijection with
H1(Γnr,WI).
Proof. Both statements follow from the inflation-restriction sequence [27, §VII.6]
0 → H1(Γnr,WI) Inf−−→ H1(K,W) Res−−→ H1(I,W)F → · · ·
and the fact that H1(I,W) classifies stable classes of Knr-tori. 
Anisotropic tori. Suppose σ ∈ WI and let ρ ∈ Z1(Γnr,WI) be the 1-cocyle mapping
Frobenius to σ. We give a criterion for the torus Sρ to be anisotropic and give a concrete
description of Sρ in this case.
Proposition 3.9. The torus Sρ is anisotropic if and only if the signed cycle type of σ has
no positive cycles.
Proof. Since E/K is ramified, WI = WΓ and Proposition 3.5 applies. Suppose the order
of σ is r, and write ρ˜ for the homomorphism Γ → W ⋊ Gal(E/K) defined from ρ by
inflation. The image of ρ˜ will be isomorphic to Z/rZ × Z/2Z, generated by (σ, 1) and
(1, τ). The characters in X∗(Sρ) fixed by (1, τ) are spanned by χi − χ−i for 1 ≤ i ≤ m.
If σ has a positive cycle C then
∑
i∈C(χi − χ−i) provides a nonzero element of X∗(Sρ)Γ,
so Sρ cannot be anisotropic.
Conversely, if σ is a product of disjoint negative cycles then we may decompose X∗(Sρ)
as a corresponding direct sum. If (C,−C) is a negative cycle then the only character fixed
by the cycle is ∑i∈C(χi + χ−i), which is not fixed by (1, τ). Moreover, for odd n, χ0 is
negated by (1, τ). Thus X∗(Sρ)Γ = 0 and Sρ is anisotropic. 
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Elemental tori. The the decomposition of σ ∈ WI into negative cycles gives a corre-
sponding decomposition of the torus Sρ as a product of simpler tori. We first give an
intrinsic definition of these “elemental” tori, then prove the product decomposition, and
finally study elemental tori in more detail.
For any r, let Kr be the unramified extension of K of degree r, and note that Er = E · Kr
is an unramified extension of E of degree r. We have Gal(Er/K)  Z/rZ×Z/2Z, since the
element τr of order 2 fixing Kr is central. Let σr be the image of F ∈ ΓE in Gal(Er/K); it
will be an element of order r in Gal(Es/K) fixing E.
We will assume from now on that s = 2r is even. In this case, define ηs = τsσrs and let
Lr be the fixed field of ηs. The diagram of fields is:
Es
Er Lr Ks
E Kr
K
Gal(Es/Er )=〈σrs〉 Gal(Es/Ks)=〈τs〉
〈ηs〉
We will frequently suppress the subscript and write τ for τs, σ for σs, η for ηs and L for
Lr. Note that both τ ∈ Gal(Es/Ks) and η induce τ ∈ Gal(E/K) on E.
We define a torus Ts over K by
(3.1) Ts = ResL/K U1(Es/L).
These tori will form the building blocks for all maximal, relatively unramified, anisotropic
tori:
Theorem 3.10. Suppose that T ⊂ G is a maximal, relatively unramified anisotropic torus,
whose stable class corresponds to σ ∈ WI. Suppose σ = σ1 · · ·σ j is the decomposition of
σ into disjoint negative cycles, and let si be the length of σi.
(i) If G = U2m+1, then T ≃ ∏ ji=1 Tsi × U1.
(ii) If G = U2m, then T ≃ ∏ ji=1 Tsi .
Proof. In order to define each of these isomorphisms of tori, we may give a Γ-equivariant
isomorphism between X∗(T) and the character group of each right hand side. The character
group X∗(Ts) is easy to describe:
X∗(Ts)  IndΓΓL X∗(U1(Es/L)).
Since U1(Es/L) splits over Es, Γ acts on X∗(Ts) through its quotient Gal(Es/K). Let {χ}
be a basis for X∗(U1(Es/L))  Z. Each coset of Gal(Es/L) in Gal(Es/K) contains a
unique power of σ, and we can choose a basis for the induction where each basis func-
tion evaluates to χ on one power of σ and zero on the others. It will be convenient to
denote this basis by {χ−n, . . . , χ−1, χ1, . . . , χn}, where σ acts by the cyclic permutation υ of
{−n, . . . ,−1, 1, . . . , n} defined by
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(−n) · · · (−2) (−1) (1) (2) · · · (n)
Then the action of Gal(Es/K) on X∗(Ts) is given by
(3.2)
σ(χi) = χυ(i)
η(χi) = −χi,
and thus τ(χi) = −χ−i.
If σ breaks up as the product of disjoint negative cycles of lengths s1, s2, . . . , sk and G =
U2m, then X∗(T) will decompose as a representation of Γ into a direct sum of submodules
of dimensions 2s1, 2s2, . . . , 2sk, each spanned by the χi for i occurring in a single negative
cycle. The action of Γ is precisely the one on Ts given in (3.2).
The case that G = U2m+1 is similar, but there will be an additional 1-dimensional sum-
mand on which Γ acts through Gal(E/K), with τ negating χ0. 
Filtrations and Ne´ron models. Moy and Prasad define a decreasing filtration Ts(K)r on
Ts(K) (c.f. [21] and [32, §4-5]), where Ts(K)0 is given by the OK-points of the identity
component T◦s(OK) ⊂ Ts(OK) = Ts(K) of the Ne´ron model of Ts.
Proposition 3.11. The Ne´ron model Ts of Ts is connected.
Proof. Formation of the Ne´ron model commutes with Weil restriction [2, §7.6, Prop. 6],
and Ne´ron models of unramified anisotropic tori such as U1(Es/L) are connected [2, §10.1,
Prop. 3]. 
Corollary 3.12. The Ne´ron model T of a maximal, relatively unramified, anisotropic torus
in Un(E/K) will be connected if n is even and will have component group Z/2Z if n is odd.
Proof. This result follows from Theorem 3.10 and Proposition 3.11, together with the fact
that the Ne´ron model of U1(E/K) has two components. 
4. Embedding tori in other unitary groups
For each elementary torus Ts, we will define a family of Hermitian spaces {Vs,κ}κ∈L× ,
together with an embedding of Ts into each unitary group U(Vs,κ). These unitary groups
are not necessarily quasi-split. Instead, we get embeddings into both pure inner forms of
G, which will eventually yield representations of the different pure inner forms.
As an E-vector space, Vs,κ is simply Es. Following Euler (see [27, p. 56]), for any
κ ∈ Es, define a bilinear form φκ on Vs,κ by
φκ(x, y) = TrEs/E
(
κ
πL
· x · η(y)
)
.
Here πL is a uniformizer of L with TrL/Kr πL = 0, and we divide by πL in the definition of
φκ so that Proposition 4.2 holds.
Proposition 4.1. The bilinear form φκ is Hermitian if and only if κ ∈ L.
Proof. The trace pairing is bilinear and nondegenerate. Moreover, φκ(x, y) = τφκ(y, x) if
and only if κ ∈ L since η induces τ on E. 
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From now on we will assume that κ ∈ L×, in which case Vs,κ is a Hermitian space. Since
Ts(K) = {α ∈ Es | NmEs/L α = 1},
we have an embedding
Ts(K) → U(Vs,κ),
α 7→ multiplication by α.
Proposition 4.2. The unitary group U(Vs,κ) is quasi-split if and only if κ ∈ NmEs/L(E×s ).
Proof. We first reduce to the case s = 2. Let V ′κ be the two-dimensional Er-vector space
Es with Hermitian pairing φ′κ (relative to the quadratic extension Er/Kr) defined by
φ′κ(x, y) = TrEs/Er
(
κ
πL
· x · η(y)
)
.
We can reconstruct φκ from φ′κ via the identity φκ = TrEr/E ◦φ′κ. We relate Vs,κ to V ′κ in the
following lemma.
Lemma 4.3. The unitary group U(Vs,κ) is quasi-split if and only if U(V ′κ) is quasi-split.
Proof. If U(V ′κ) is quasi-split then there is a nonzero isotropic vector v ∈ V ′κ. One may
check that Er · v is an r-dimensional isotropic subspace of Vs,κ, and thus U(Vs,κ) is quasi-
split.
Conversely, suppose that X ⊂ Vs,κ is an r-dimensional isotropic subspace. Since TrEr/E
is E-linear, the set
Y = {y ∈ Er | TrEr/E(y) = 0}
is an (r − 1)-dimensional E-subspace of Er. The composition
X −֒−→ Es
∆
−→ Es × Es
φ′κ
−→ Er
is K-linear, and has image contained in Y. But dimK X = 2r while dimK Y = 2r − 2, so the
composition has nontrivial kernel. This yields a nonzero isotropic vector in V ′κ and finishes
the proof of the lemma. 
Suppose that κ1, κ2 ∈ E×s satisfy κ1 = NmEs/L(α)κ2. Then x ∈ Es is isotropic for φ′κ1 if
and only if αx is isotropic for φ′κ2 , and U(V ′κ1) is quasi-split if and only if U(V ′κ2 ) is quasi-
split. So we need only consider κ = 1 and κ = πL, representatives for the two cosets of
NmEs/L E×s in L×.
If κ = 1 then πL ∈ V ′1 is isotropic and thus U(Vs,1) is quasi-split by the lemma. An easy
computation shows that when κ = πL, the space V ′κ has a different discriminant, so U(Vs,πL )
is not quasi-split. 
Let u ∈ K× be a non-square unit (and thus u < NmE/K E×).
Corollary 4.4. We have disc(Vs,κ) ≡ uvL(κ)+r(q−1)/2 (mod NmE/K E×).
Proof. Since Es/L is unramified, κ ∈ NmEs/L E×s if and only if vL(κ) ≡ 0 (mod 2). By
Proposition 2.4, the discriminant of the quasi-split unitary group of dimension s is congru-
ent to (−1)r modulo NmE/K E×. Since −1 is a unit, it is a norm from E if and only if it is a
square, which occurs if and only if q ≡ 1 (mod 4). 
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Embeddings of products. We first consider even dimensional unitary groups. By Theo-
rem 3.10 we may write T ≃ ∏ ji=1 Tsi . Let s = (s1, . . . , s j) = (2r1, . . . , 2r j) be the tuple of
dimensions and set Li = Lri .
For odd dimensional unitary groups, Theorem 3.10 implies that T ≃ ∏ j−1i=1 Tsi ×U1. Let
s j = 1 and s = (s1, . . . , s j) = (2r1, . . . , 2r j−1, 1) be the tuple of dimensions. Set Li = Lri
as above, and L j = K. For κ j ∈ L×j we can define a one-dimensional Hermitian space
V1,κ j  E by setting φκ j (1, 1) = κ j/πK . We will write T1 for U1 to simplify notation: T1(K)
acts on V1,κ j by multiplication just as the other T si act on Vsi,κi . Note that the Hermitian
condition on φκ j forces κ j ∈ K×, and thus vE(κ j) must be even.
In both cases we set n = ∑i si. For every j-tuple κ = (κ1, . . . , κ j) with κi ∈ L×i , we get a
Hermitian space Vs,κ =
∏ j
i=1 Vsi,κi and a product embedding T →֒ U(Vs,κ). Write φκ for the
Hermitian pairing on Vs,κ, Gs,κ for U(Vs,κ) and Ts,κ for the image of T in Gs,κ.
Proposition 4.5. For n odd, Gs,κ is always quasi-split. For n even, Gs,κ is quasi-split if and
only if
j∑
i=1
vL(κi) ≡ 0 (mod 2).
Proof. The odd case is immediate since all odd unitary groups are quasi-split, so we as-
sume that n is even. The discriminant of H is −1, which is a norm from E if and only if
q ≡ 1 (mod 4). Therefore the discriminant of a quasi-split space of dimension 2m will be
u(q−1)m. The result now follows from Corollary 4.4 and Proposition 2.3. 
5. Bruhat-Tits buildings of unitary groups
Suppose G is a reductive group over K with anisotropic center. The Bruhat-Tits building
B(G/K) provides a tool for classifying models of G over OK and compact subgroups of
G(K). Various structures on B(G) play a role in this classification:
• B(G) is a complete metric space and a simplicial complex.
• G(K) acts on B(G) by simplicial isometries.
• B(G) is the union of a collection of distinguished subsets, known as apartments,
indexed by the maximal K-split tori in G. The apartment A(A) associated to A
is an affine space for the real vector space X∗(A)⊗R. When G is quasi-split, A is
determined by its centralizer S = ZG(A) and we will also write A(S) for A(A).
A facet is either a vertex or the interior of a positive-dimensional simplex, and an alcove
is a facet of maximal dimension. For more details on Bruhat-Tits buildings, see Tits’
introduction [30], the original articles by Bruhat and Tits [3–7], Yu’s survey article [33], or
Garret’s book [11] for buildings of split classical groups.
To each facet F we may attach three subgroups of G(K). We write G(K)F for the
subgroup that fixes every point of F and G(K)♭F for the subgroup that stabilizes F. These
groups may be interpreted as theOK-points of modelsGF andG♭F of G. These models have
the same identity component G◦F . The parahoric subgroup G(K)◦F = G◦F (OK) is the third
subgroup of G(K) associated to F. The Moy-Prasad filtration and the filtrations on the root
spaces Uα(K) yield a filtration {G(K)rx}r≥0 on the parahoric G(K)◦F [3; 4; 32, Thm. 8.3].
The depth-zero representations appearing in this paper arise via inflation along G(K)◦x →
G(K)◦x/G(K)0+x , so we need to understand these subgroups and their quotients.
We can give a concrete description of buildings of unitary groups in terms of lattices
using the following theorem.
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Theorem 5.1 (c.f. [22, Thm. 1.9]). Suppose H is a connected, reductive group over a
non-archimedian local field K and Ω is a finite group of K-automorphisms of H whose
order is not divisible by p. Then G = (HΩ)◦ is reductive and B(G) can be identified with
B(H)Ω.
In particular, if H = ResE/K H′ for some H′ defined over E, then Ω = Gal(E/K) acts
on B(H/K) = B(H′/E). Note that p does not divide |Ω| precisely when E/K is tamely
ramified. Applying this theorem to the case that H′ is U(V)/E  GLn /E we can realize
B(U(V)/K) as the fixed points of B(H) under the involution induced by Gal(E/K).
The building of GLn. For a vector space V over E, we seek a concrete description of the
building of GL(V) in order to describe B(U(V)) as a subset. The points of B(GL(V)/E)
will be equivalence classes of norms on V , where we consider two norms equivalent if they
differ by a constant [33, §2.1.3].
Norms are closely related to lattices. A basis B = {v1, . . . , vn} of V is a splitting basis
for α if there exist c1, . . . , cn ∈ R so that α (∑ λivi) = min (vE(λi) + ci). An apartment of
B(GL(V)) consists of those norm classes with a common splitting basisB; the correspond-
ing torus consists of the elements of GL(V) stabilizing the lines spanned by the vectors
in B. The hyperspecial norm associated to a basis B is the norm α (∑ λivi) = min vE(λi).
To any hyperspecial norm α we associate the lattice Lα = OE〈v1, . . . , vn〉. The equiva-
lence relation on norms translates to one on lattices: L and L′ are equivalent if L′ = πcEL
for some c ∈ Z. The hyperspecial points in B(GL(V)) are the vertices in the simplicial
decomposition of B(GL(V)) and correspond to equivalence classes of lattices.
A set of k + 1 vertices form a simplex if there are lattices L0, . . . , Lk representing the
corresponding lattice classes such that
L0 ) L1 ) · · · ) Lk ) πK L0.
The building of Un. We now return to the analysis of the building of G = U(V) in terms
of an action of Gal(E/K) on the building of H = ResE/K GL(V). Suppose that A is a
maximal K-split torus in U(V), contained in a maximal torus S that is defined over K. Since
S is defined over K, the apartment A(S/E) is Gal(E/K)-stable, and we can identify the
Gal(E/K)-fixed points with the apartmentA(A/K). If G is quasi-split, then each apartment
of B(G) will be contained in a unique apartment of B(H); if G is not quasi-split then the
dimension of the apartments ofB(G) will be one less, and each apartment will be contained
in many apartments of B(H).
Since Gal(E/K) acts on B(H) as a simplicial involution, there will be two types of
simplices that intersect B(H)Gal(E/K):
• Simplices of B(H) that are fixed by Gal(E/K), corresponding to simplices of
B(G) of the same dimension. The Hermitian form φ on V gives an identification
of V with its dual, and the dual of a lattice Λ will be the lattice
Λ
∨
= {v ∈ V | φ(v, λ) ∈ OE }.
The vertices of B(U(V)) of this type correspond to lattices satisfying Λ = Λ∨.
• Simplices of B(H) that are stabilized by Gal(E/K) but not fixed, each containing
a simplex of B(G) of one lower dimension fixed by Gal(E/K). Vertices of B(G)
of this type arise from 1-simplices in B(H) whose ends are exchanged by the
nontrivial element of Gal(E/K). Such edges correspond to pairs of lattices Λ0,
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Λ1 with
Λ0 ) Λ1 ) πEΛ0, or
Λ
∨
0 = Λ1.
Merging these two types, we see that vertices in the simplicial decomposition of B(U(V))
correspond to lattice classes with a representative Λ satisfying
Λ ⊇ Λ∨ ) πEΛ.
Anisotropic tori. In Section 4, we parameterized embeddings of the tori Ts,κ into unitary
groups Gs,κ. Since Ts,κ(K) is compact, it is contained in at least one maximal compact
subgroup of Gs,κ. In fact, we may use its action on the building B(Gs,κ) to see that Ts,κ(K)
is contained in a unique maximal compact subgroup.
Theorem 5.2. The action of the torus Ts,κ(K) fixes a unique vertex x in B(Gs,κ).
Proof. For the purpose of reducing subscripts, write Ei for Esi , Li for Lri and Oi for the
ring of integers of Ei for the duration of this proof. For each tuple b = (b1, . . . , b j) of
integers, we define a lattice
Λs,b =
j∏
i=1
πbiEOi ⊂ Vs,κ.
Since NmEi/Li α = 1 implies α ∈ O×i , the action of Ts,κ on Vs,κ preserves Λs,b. Each
extension Ei/E is unramified and thus has trivial different, so the dual of Oi under the trace
pairing is just Oi, and the dual of πbiEOi under φκi is π−bi−vL(κi)E Oi. Therefore, if we write
vL(κ) for (vL(κ1), . . . , vL(κ j)),
Λ
∨
s,b = Λs,−vL(κ)−b.
In order for
Λs,b ⊇ Λ
∨
s,b ⊇ πEΛs,b,
every entry of −vL(κ)−2b must be either 0 or 1. There is a unique such b for each κ, and for
this choice of b, the corresponding vertex of B(Gs,κ) will be fixed by Ts,κ(K). In order to
check that Ts,κ(K) fixes a unique vertex, it suffices to check that any lattice fixed by Ts,κ(K)
must be one of the Λs,b.
Suppose that Λ is an OE-lattice in Vs,κ fixed by Ts,κ(K). For each i between 1 and j, let
λi = (λi,1, . . . , λi, j) ∈ Λ be any element with vEi (λi,i) minimal among the valuations of ith
coordinates of elements ofΛ; let bi be this minimal valuation. We now show thatΛ = Λs,b.
First we reduce to working one coordinate at a time. Since NmEi/Li (−1) = 1 for every i,
we have an element
αi = (−1,−1, . . . ,−1, 1,−1, . . . ,−1) ∈ Ts,κ(K),
where the 1 occurs in position i. Therefore we may replace λi by
λi/2 + αiλi/2 = (0, . . . , 0, λi,i, 0, . . . , 0) ∈ Λ,
which also has minimal valuation in the ith coordinate.
Write OE · Ts(K) for the OE -submodule of OEs generated by Ts(K). By our definition
of the bi, we have Λ ⊆ Λs,b. To show the reverse containment, it suffices to show that
OE · Ts(K) = OEs . When s = 1, this equation clearly holds. For s = 2r, we have the
following lemma.
Lemma 5.3. For any field M, let µn(M) denote the group of nth roots of unity in M.
(i) µqr+1(Es) ⊂ Ts(K),
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(ii) µqr+1(Es) generates OEs as an OE-module.
Proof. The nontrivial element of Gal(Es/L) is Fr, which acts on elements α ∈ µqr+1 by
α 7→ αq
r
. Thus NmEs/L(α) = αq
r
+1
= 1, so α ∈ Ts(K).
Now let ks be the degree s extension of k and α¯ be a generator for the cyclic group
µqr+1(ks). Since the multiplicative order of α¯ is qr + 1, α¯ is not contained in any subfield of
ks, and thus the set {1, α¯, . . . , α¯s−1} is a basis for ks over k. Since Es/E is unramified we can
approximate any element ofOEs arbitrarily well with elements ofOE ·Ts(K). Completeness
of OEs now finishes the proof. 
Returning to the proof of the theorem, we have shown that Λ = Λs,b for an appropriate
choice of b. Therefore the action of Ts,κ(K) fixes a unique vertex. 
Corollary 5.4. The torus Ts,κ(K) fixes no other point in B(Gs,κ).
Proof. Suppose that Ts,κ(K) fixes an additional point y ∈ B(Gs,κ), which we may take to
lie in a common apartment A. Since Ts,κ(K) acts isometrically, it must fix the whole line
between x and y. This line will pass through the interior of some facet in A that is not a
vertex. Since Ts,κ(K) acts by simplicial automorphisms, it must fix the whole facet, and
thus the vertices in the closure of the facet. This contradicts Theorem 5.2. 
Corollary 5.5.
(i) Ts,κ(K) is contained in a unique maximal compact subgroupGs,κ(OK) ⊂ Gs,κ(K).
(ii) T◦s,κ(OK) is contained in a unique maximal parahoric subgroup G◦s,κ(OK).
Proof. Every maximal compact subgroup fixes a point of B(G), and every maximal para-
horic subgroup fixes a vertex. 
At this point we fix s and κ in order to simplify the notation. Note that s is determined
by T, and the choice of κ is equivalent to a choice of embedding T →֒ G′ for some inner
form G′ of G. We set
G = Gs,κ(K),
G♭ = G♭s,κ(OK) = Gs,κ(OK),
G◦ = G◦s,κ(OK),
G∗ = G♭s,κ(k) = Gs,κ(k).
Finally, letG be the maximal reductive quotient ofG∗, and let G◦ the connected component
of the identity of G.
Reductions of parahorics and maximal compacts. Our construction of representations
of G has as intermediate steps the construction of representations of G◦ and then G♭. We
need to understand the reductions of G◦ and G♭ in order to pass from a representation of
the first to a representation of the second.
We may assume that κ is sorted so that all of the κi with odd valuation appear at the
beginning and those of even valuation at the end. If n is odd this convention aligns with our
previous choice of putting the U1 last, since vE(κ j) will always be even. Let d be the cutoff
so that κd has odd valuation and κd+1 even valuation. Let l =
∑d
i=1 si and m =
∑ j
i=d+1 si.
The filtration on the parahoric G◦ induces a filtration on G♭, and the quotient
G = Gs,κ(OK)/Gs,κ(OK)0+
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gives the k-points of a reductive group over k.
Theorem 5.6. Suppose that G = Un /K is a unitary group.
(i) The reduction G is given by
G  Spl(k) × Om(k).
(ii) The connected component of the identity is given by
G◦  Spl(k) × SOm(k).
Proof. Let
Λ =
j∏
i=1
πbiEOi
be the lattice corresponding to the vertex fixed by G♭ as in the proof of Theorem 5.2. By
our definitions of l and m, the first d entries of vE(κ) + 2b are −1 and the last j − d are 0.
Set
¯Λ = Λ/πKΛ.
Since G stabilizes the lattice Λ, we get an action of G on ¯Λ. Note that Gs,κ(OK)0+ acts
trivially on ¯Λ, and thus we get an action of G on ¯Λ.
Following Tits [30, §3.11], we consider the endomorphism ν of ¯Λ induced by multipli-
cation by πE within Λ. The endomorphism ν is clearly centralized by the action of G∗, and
has kernel equal to its image. Set
¯Λ0 = ¯Λ/ν( ¯Λ)  Λ/πEΛ.
Since G∗ centralizes ν, we get a homomorphismG∗ → GL( ¯Λ0) with unipotent kernel.
The skew Hermitian form πEφκ takes integral values on Λ since Λ∨ ⊇ πEΛ, and thus
induces an alternating form ¯φ0 on ¯Λ0. This form is degenerate, with kernel ¯Λ1 ⊂ ¯Λ0
equal to the image of Λ∨ in ¯Λ0. The dimension of ¯Λ1 is the sum of the dimensions of
the components of Λ corresponding to κi with even valuation, namely dimk( ¯Λ1) = m.
Our alternating form induces a nondegenerate alternating form on the quotient ¯Λ0/ ¯Λ1, a
k-vector space of dimension l.
The Hermitian form φκ takes integral values on Λ∨ since Λ∨ ⊆ Λ, and thus induces a
symmetric form φ1 on ¯Λ1. The image of G∗ in GL( ¯Λ0) preserves these two forms, and the
maximal reductive quotient G is just the product
G = Sp(φ0) × O(φ1).
The second half of the theorem now follows easily. 
Corollary 5.7. The size of the component group of G♭ is given by
|G♭/G◦| =
{
1 if n is even and all κi have odd valuation
2 otherwise
In the case that G◦ sits inside G♭ with index 2, we will need to determine whether the
induction of a Deligne-Lustig representation remains irreducible after inducing. To this
end, we have the following proposition.
Proposition 5.8. The center Z(G) lies within G◦ if and only if n is even.
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Proof. Since G = Spl(k) × Om(k), since n has the same parity as m, and since Spl(k) is
connected, it suffices to prove the statement for G = On(k).
In order for a diagonal matrix α to be orthogonal, we must have α2 = 1. For scalar α,
this condition reduces to α = ±1.
If n is odd, the −1 matrix does not lie in SOn(k) but does lie in the center of On(k). For
n even, −1 ∈ SOn(k) and thus Z(G) ⊂ G◦. 
Note that the different reductions line up correctly with the reductions given in Appen-
dix A, Figure 1. In particular, if n = 2m and G is quasi-split, then there must be either no
odd vEi (κi) or at least two; this explains why there are no reductions of the form O2 × Sp2m−2
for the quasi-split G. Conversely, if G is not quasi-split then there must be at least one odd
vEi (κi), corresponding to the lack of any reduction of the form Sp2m.
In the other direction, Figure 1 gives us information about the orthogonal form φ1 in the
proof of Theorem 5.6: it will be split if G is quasi-split and non-split otherwise.
6. Tori from Langlands parameters
Let G = U(V) be a quasi-split unitary group and ϕ : WK → LG be a tame, discrete,
regular Langlands parameter as in the introduction. We defined in §3 a quasi-split torus S ⊂
G, unique up to conjugacy. In this section we will construct from ϕ a maximal, relatively
unramified, anisotropic torus T that will serve as an ingredient for the representations in
the L-packet Πϕ.
Choose a topological generator τ˜ of the tame inertia group It with image τ ∈ Gal(E/K),
and define z ∈ ˆG by
ϕ(τ˜) = zτ.
Proposition 6.1. We may conjugate ϕ by an element of ˆG so that z ∈ ˆSτ.
Proof. An automorphism of ˆG is said to be semisimple if its action on gˆ is diagonalizable.
Since ϕ(τ˜) has finite order, conjugation by it is a semisimple automorphism. We now apply
[23, Lem. 3.2]. 
From now on, we assume that z ∈ ˆSτ. To construct our unramified anisotropic torus,
we want to obtain an elliptic element of WI. The first step in this process is the following
lemma:
Lemma 6.2. Assume that ϕ is regular. Then the centralizer of ϕ(τ˜) is given by
Z
ˆG(ϕ(τ˜)) = ˆSτ.
Proof. The group Z
ˆG(ϕ(τ˜)) certainly contains ˆSτ. By Proposition 6.1, conjugation by ϕ(τ˜)
stabilizes ˆS and thus ˆSτ is a maximal torus in Z
ˆG(ϕ(τ˜)). But our assumption that ϕ is regular
implies that Z
ˆG(ϕ(τ˜)) is a torus, and we thus obtain the desired result.
Alternatively, one can use a result of Reeder [23, Prop. 3.8] to equate the Lie algebras
gˆϕ(τ˜) and sˆτ. 
In order to get an relatively unramified torus, we need an element of H1(Γnr,WI). We
do so by reducing ϕ(F) modulo ˆS. As long as ϕ maps F into N
ˆG( ˆS), we obtain a cocycle
in H1(Γnr,WI).
Proposition 6.3. After conjugating so that z ∈ ˆSτ, we have ϕ(F) ∈ N
ˆG( ˆS).
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Proof. We first show that it suffices to find a regular element z0 ∈ ˆSτ. The centralizer of
z0 would then would be the unique maximal torus containing z0 [17, Prop. 2.3] and would
also contain ˆSτ:
(6.1) Z
ˆG( ˆSτ) = ˆS.
The image of F under ϕ must normalize ˆSτ since F normalizes the powers of τ˜. Now (6.1)
implies that ϕ(F) ∈ N
ˆG( ˆS).
To find z0, let 2ρ∨ be the sum of the positive coroots of ˆS in ˆG, which is τ-invariant
since the corresponding Borel subgroup of ˆG is stable under τ. We claim that for ǫ , 0,
z0 = ρ∨(1 + ǫ) is an element of ˆSτ and a regular semisimple element of ˆG. The first claim
follows since ρ∨ is τ-invariant, and the second since no root of ˆS vanishes on ρ∨. 
Proposition 6.3 allows us to define an element ω ∈ W  N
ˆG( ˆS)/ ˆS by projecting ϕ(F).
Since ϕ and thus G are tamely ramified, q must be odd. Therefore the projection τ ∈
W ⋊ Gal(E/K) of ϕ(τ˜) will satisfy ωτω−1 = τq = τ, and thus ω ∈ WI. By Proposition
3.8 we get an isomorphism class of relatively unramified tori. We will denote by T an
abstract torus in this isomorphism class. Moreover, since we assume that the centralizer of
the image of ϕ is finite, Frobenius acts without fixed points on X∗(Sτ). Thus ω is an elliptic
element of WI and T is anisotropic. Tracing through the bijection between H1(Γnr,WI)
and stable classes of tori, we can describe the Galois action on X∗(T).
Construction 6.4. The construction described in this section produces a maximal, rela-
tively unramified, anisotropic torus T. The splitting field M of T is naturally identified
with the subgroup of WI × Gal(E/K) generated by ω and Gal(E/K). The character and
cocharacter groups X∗(T) and X∗(T) are identified with X∗(S) and X∗(S). While the action
of τ˜ remains the same, Frobenius now acts via ω rather than trivially.
We can summarize the action of Γ on ˆT as follows. As a complex algebraic group, we
identify ˆS with ˆT. Let Dϕ be the subgroup of LG generated by ˆT ⋊ Gal(E/K) and ϕ(F).
Then there is an exact sequence
(6.2) 1 → ˆT → Dϕ → Gal(M/K) → 1
so that the action of Gal(M/K) on ˆT is given by conjugating by a lift in Dϕ.
7. Groups of type L
The group Dϕ is an example of a group of type L, a notion generalizing L-groups.
Definition 7.1. Suppose T is a torus with splitting field M/K. A group of type L associated
to T is an extension D of the form
1 → ˆT → D → Gal(M/K) → 1.
Such extensions are classified up to isomorphism by H2(Gal(M/K), ˆT).
A split group of type L is a group of type L together with a chosen section of D →
Gal(M/K) that yields an isomorphism D  ˆT ⋊ Gal(M/K).
The notion of a group of type L is similar to that of Vogan’s weak extended group for G
[31, Def. 2.3], but with a torus T in place of a more general reductive group G, and with
Gal(M/K) in place of Γ.
For any group D of type L, let PK(D,T) denote the set of equivalence classes of ho-
momorphisms from WK to D that yield the standard projection WK → Gal(M/K) when
composed with D → Gal(M/K). We consider two such homomorphisms equivalent if one
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can be obtained from the other via conjugation by an element of ˆT. One can consider
PK(D,T) to be a generalization of H1(K, ˆT), since in the case that D is split
PK(D,T) = H1(K, ˆT).
Note that there is no natural group structure on PK(D,T) when D is not split.
Restriction. For any extension N of K, we can consider the extension of scalars TN of T to
N. The splitting field of TN is just given by NM, and we have Gal(NM/N)  Gal(M/N ∩
M). If we have a group D of type L associated to T, then we can obtain a group DN
associated to TN as follows. The dual group T̂N is just ˆT with the subgroup ΓN ⊂ Γ acting,
and thus we will denote it as ˆT as well. We can thus define DN ⊆ D as the inverse image
of Gal(M/N ∩ M) ⊆ Gal(M/K). The canonical isomorphism between Gal(NM/N) and
Gal(M/N ∩ M) then gives us the exact sequence
(7.1) 1 → ˆT → DN → Gal(NM/N) → 1.
We can now define a restriction map
resN/K : PK(D,T) → PN(DN ,TN)
by just restricting to ΓN . If D is split then DN will be split by the restriction of the splitting
map Gal(M/K) → D to Gal(M/M ∩ N). In this case, resN/K is just the normal restriction
map of group cohomology from H1(K, ˆT) → H1(N, ˆT).
Theorem 7.2. Suppose that K f /K is the maximal unramified subextension of the splitting
field M/K of T. Then each fiber of
resK f /K : PK(D,T) → PK f (DK f ,TK f )
is either empty or a principal homogeneous space for H1(K, ˆTI).
Proof. For a fixed ϕ ∈ PK(D,T), let ϕ f = resK f /K(ϕ). We want to describe the set of all
ϕ′ with resK f /K(ϕ′) = ϕ f . Since K f /K is unramified, in order to extend ϕ f to all of Γ, we
need only specify the image of some Frobenius element F ∈ Γ. By multiplying F by an
element of I if necessary, we may assume that F f acts trivially on M. Since F f ∈ ΓM, we
must therefore have ϕ f (F f ) ∈ ˆT. Whatever value ϕ′(F) takes, it must satisfy
(7.2) ϕ′(F) f = ϕ f (F f ) = ϕ(F) f .
Write x = ϕ(F), x′ = ϕ′(F) and y = x−1 x′. Since x and x′ have the same image in
Gal(M/K), we have y ∈ ˆT. Moreover, using the conjugation action of Frobenius on inertia,
it is straightforward to show that y commutes with ϕ f (α) for any α ∈ I and thus y ∈ ˆTI.
If we define Nm
ˆTI :
ˆTI → ˆTI by t 7→ ∏ fj=1 F j(t), then one may further show that y ∈
ker(Nm
ˆTI using (7.2).
Conversely, suppose that y ∈ ker(Nm
ˆTI). Then setting x′ = xy and working backward
through the same steps we find that x′ satisfies all the identities required for the image of
F, and thus defines an element ϕ′ ∈ PK(D,T) with the same restriction to PK f (DK f ,TK f ).
Since elements of PK(D,T) are only defined up to ˆT conjugacy, different values of x′
may yield the same element. In fact, x and x′ will yield the same element of PK(D,T) if
and only if y ∈ (F − 1) ˆTI. To show this fact, suppose that y = F(z)z−1 for some z ∈ ˆTI.
Since the image of ϕ f projects onto Gal(M/K f ), each element commutes with F(z) ∈ ˆTI
and thus conjugating by F(z) leaves the restriction ϕ f fixed. Therefore, xy yields the same
element of PK(D,T) as
F(z)xyF(z)−1 = F(z)xz−1 = x.
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Conversely, suppose x and xy are identified after conjugating by some element z ∈ ˆT.
We have already fixed ϕ f , so z must commute with every element of the image of ϕ f . Since
the image projects surjectively onto Gal(M/K f ) we must in fact have z ∈ ˆTI. Finally,
xy = x · F(F−1(z)−1) · F−1(z), and thus y ∈ (F − 1) ˆTI.
We finish the proof by noting that H1(K, ˆTI)  ker(Nm
ˆTI)/(F − 1) ˆTI. 
In the case that D is split, theorem 7.2 reduces to the inflation-restriction sequence
[27, Prop. VII.6.4]:
1 → H1(Gal(K f /K), ˆTI) inf−→ H1(K, ˆT)
resK f /K
−−−−−→ H1(K f , ˆT).
By the remark at the end of that section, this sequence extends to
(7.3) 1 −→ H1(Gal(K f /K), ˆTI) inf−→ H1(K, ˆT) res−→ H1(K f , ˆT)Gal(K f /K)
−→ H2(Gal(K f /K), ˆTI) −→ H2(K, ˆT).
We next seek an analogue for the second part of this sequence when D is not split.
Relatively unramified groups of type L. Since Γ acts only on ˆT and not on all of DK f ,
we cannot merely follow Serre [27, Prop. VII.6.3] to define an action of Gal(K f /K) on
PK f (DK f ,TK f ) in general. However, if the sequence (7.1) is split then Gal(K f /K) does act
on PK f (DK f ,TK f )  H1(K f , ˆT). We may extend this action to a broader class of groups of
type L.
Definition 7.3. We say that D is relatively unramified if DN is split for some unramified
extension N/K.
Proposition 7.4. Set I = Gal(M/K f ). The following conditions are equivalent:
(i) D is relatively unramified,
(ii) there is a function ι : I → D splitting the map D → Gal(M/K),
(iii) there is an exact sequence
1 → ˆT ⋊ I → D → Gal(K f /K) → 1
compatible with the one defining D.
Proof.
• (i) ⇒ (ii): If D is relatively unramified, then there is a subfield N ⊂ K f and a
homomorphism ι′ : Gal(M/N) → DN splitting the sequence
1 → ˆT → DN → Gal(M/N) → 1.
The restriction of ι′ to I yields the desired splitting of D → Gal(M/K).
• (ii) ⇒ (iii): If we identify I with its image under ι, we get a subgroup ˆT ⋊ I ⊂ D.
The quotient is just Gal(M/K)/I  Gal(K f /K).
• (iii) ⇒ (i): The restriction of ˆT ⋊ I → D to I provides a splitting for N = K f .

We can now return to the exact sequence (7.3).
Proposition 7.5. Suppose that D is relatively unramified, and that Gal(M/K f ) is abelian.
Then the image of
resK f /K : PK(D,T) → PK f (DK f ,TK f )
is fixed by Gal(K f /K).
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Proof. Since D is relatively unramified, PK f (DK f ,TK f )  H1(K f , ˆT), and we want to use
the standard action of Gal(K f /K) on H1(K f , ˆT) to give an action of Γ on PK f (DK f ,TK f ).
We would like to define, for ϕ ∈ PK f (DK f ,TK f ), σ ∈ Γ and ǫ ∈ ΓK f
(σ.ϕ)(ǫ) = σ.ϕ(σ−1ǫσ).
Here the action of Γ on ˆT ⋊ I should come from conjugation within D, using the exact
sequence from Proposition 7.4: to determine how σ acts we first project it to Gal(K f /K),
then lift it arbitrarily to D and conjugate. This does not actually yield an action on ˆT ⋊ I,
since the action would depend on our choice of lift. Suppose that x and x′ are two different
lifts, and thus x′ = (t, i)x for some (t, i) ∈ ˆT ⋊ I. Then conjugation by x and by x′ differs
by conjugation by (t, i). Since I is assumed to be abelian, a simple computation shows
that conjugating by (t, i) is the same as conjugating by t ∈ ˆT. Thus the ambiguity in the
definition of the action of Gal(K f /K) on ˆT ⋊ I disappears once we note that elements of
PK f (DK f ,TK f ) are defined up to conjugation by an element of ˆT. Similarly, modifying σ
by an element of ΓK f has the effect of conjugating ϕ(σ−1ǫσ) by an element of ˆT ⋊ I, and
thus by an element of ˆT by the same reasoning. So we get a genuine action of Gal(K f /K)
on PK f (DK f ,TK f ), and one can check that in fact this is the same action as the one on
H1(K f , ˆT) described in [27, Prop. VII.6.3].
If ϕ ∈ PK f (DK f ,TK f ) is in the image of restriction, write ϕ˜ for a homomorphism on Γ
with restriction ϕ. Then for σ ∈ Γ,
(σ.ϕ)(ǫ) = σ.ϕ(σ−1ǫσ)
= ϕ˜(σ)ϕ˜(σ−1)ϕ(ǫ)ϕ˜(σ)ϕ˜(σ)−1
= ϕ(ǫ),
where all equalities are defined up to conjugation by an element of ˆT that depends on σ
but not ǫ. 
Every group of type L associated to a tame Langlands parameter will be relatively un-
ramified:
Proposition 7.6. Suppose that ϕ is a tame, discrete, regular Langlands parameter. Then
Dϕ is relatively unramified.
Proof. The inertia subgroup of Gal(M/K) ⊂ Wτ × Gal(E/K) is just the Gal(E/K) factor.
The obvious homomorphism Gal(E/K) ⊂ Wτ × Gal(E/K) → ˆT · N
ˆG( ˆT)τ ⋊ Gal(E/K)
provides a partial splitting for the sequence
1 → ˆT → ˆT · N
ˆG( ˆT)τ ⋊ Gal(E/K) → Wτ × Gal(E/K) → 1,
and since its image lies within Dϕ, this same map splits Dϕ → Gal(M/K). 
8. Regular characters from Langlands parameters
Suppose that D is an relatively unramified group of type L associated to a torus T that
splits over a tame extension M of K. In this section we define a map
ψD : PK(D,T) → Hom(T(K)0,C×)
that will allow us to associate a character χϕ to each ϕ ∈ PK(D,T).
Lemma 8.1. For any unramified extension N/K, the norm map induces an isomorphism
from T(N)0Gal(N/K) to T(K)0.
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Proof. Consider the Tate cohomology sequence for the Gal(N/K)-module T(N)0:
0 → ˆH−1(Gal(N/K),T(N)0) → T(N)0Gal(N/K) → T(K)0 → ˆH0(Gal(N/K),T(N)0) → 0.
Since the central map is precisely that induced by the norm, it suffices to prove that the
outside two groups are trivial.
Note that
T (N)0 = lim
←−
r
T (N)0/T (N)r.
So by a result of Serre [26, Lem. 3], it suffices to prove that ˆHi(Γn, T (N)r/T (N)r+) = 0 for
all i. But T (N)r/T (N)r+ is connected [32, Prop. 5.2] and thus has trivial cohomology by
Lang’s Theorem [20]. 
We can now construct ψD. Since M/K is tame, Gal(M/K f ) will be abelian, where K f is
the maximal unramified subextension of M/K. By Proposition 7.5, we have a map
PK(D,T) → H1(K f , ˆT)Gal(K f /K).
The local Langlands correspondence for tori [34, §7.5] defines an isomorphism
Hom(T(K f ),C×) → H1(K f , ˆT),
and Lemma 8.1 gives an isomorphism
Hom(T(K)0,C×) → Hom(T(K f )0Gal(K f /K),C×).
Finally, restriction induces a homomorphism
Hom(T(K f ),C×) → Hom(T(K f )0,C×),
and those characters fixed by Gal(K f /K) are precisely those descending to a well defined
homomorphism from the co-invariants T(K f )0Gal(K f /K). Putting all of these together, we
define ψD as the composition
(8.1) PK(D,T) → H1(K f , ˆT)Gal(K f /K) −→∼ Hom(T(K f ),C×)Gal(K f /K)
→ Hom(T(K f )0Gal(K f /K),C×) −→∼ Hom(T(K)0,C×).
If ϕ is a tame, discrete, regular Langlands parameter then by Proposition 7.6 Dϕ is
relatively unramified. Moreover, T splits over a tame extension of K, so ψDϕ exists. For
such a ϕ we will denote the element ψDϕ (ϕ) ∈ Hom(T(K)0,C×) by χϕ.
Depth of character. Just as we defined the depth of an element of H1(WK , ˆT) at the end
of section 3, we can define the depth of an element of PK(D,T).
Definition 8.2. Suppose ϕ ∈ PK(D,T). Then the depth of ϕ is the infimum over r ≥ 0 with
ker(ϕ) ⊃ WrK .
Note that ker(ϕ) is well defined even though ϕ ∈ PK(D,T) is only defined up to conju-
gation by an element of ˆT ⊆ D.
We can now generalize the depth preservation of the local Langlands correspondence
for tori.
Theorem 8.3. Suppose that T splits over a tame extension M of K, and D is an relatively
unramified group of type L. Then ψD preserves depth.
Proof. We prove that each map going into the definition of ψD preserves depth. Let K f be
the maximal unramified subextension of M/K as in the construction of ψD.
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(i) Restricting to WK f ⊂ W0K has no effect on depth since WrK f =WrK ∩WK f .
(ii) The local Langlands correspondence for tori preserves depth [34, §7.10].
(iii) Restricting characters to T(K f )0 has no effect on the depth since we intersect with
T(K f )0 in the definition of the Moy-Prasad filtration already.
(iv) Finally, we need to show that the norm map T(K f )0 → T(K)0 preserves the Moy-
Prasad filtration.
Suppose first that T = ResM/K Gm. Then
T(K f ) = (M×) f ,
and Gal(K f /K) acts by permuting the coordinates. The norm map thus just mul-
tiplies all coordinates together, which sends
T(K f )r = (1 + πrMOM) f
surjectively onto T(K)r = (1 + πrMOM) for any positive integer r. Since K f /K is
unramified, we get that the Moy-Prasad filtration is preserved by the norm map
on T.
For a more general T, we embed T into a product R of restrictions of the
above form. Since the Moy-Prasad filtration is defined as the intersection of the
filtration on R with the connected Ne´ron model of T, our result follows from
the above case and the behavior of Ne´ron models under unramified base change
[2, Prop. 10.1.3].

Corollary 8.4. If ϕ is a tame, discrete, regular Langlands parameter then χϕ has depth
zero. In particular, it induces a character on the k-points
T (k) = T(K)0/T(K)0+
of the special fiber of the Ne´ron model T.
Proof. The tameness of ϕ is equivalent to ϕ having depth zero. 
Regularity. In order to prove the irreducibility of the Deligne-Lusztig representations we
construct, we need to compute the stabilizer of χϕ in the Weyl group of T . This stabilizer
will depend on the embedding of T into pure inner forms of G.
Lemma 8.5. Let G′ be pure inner form of G.
(i) There is an isomorphism β : G → G′ defined over Knr .
(ii) There is an element g ∈ G′(Knr) with T(Knr) = gβ(S(Knr))g−1. Moreover, the
identification of X∗(S) with X∗(T) and X∗(S) with X∗(T) defined by β and con-
jugation by g is precisely that obtained by the construction of T as a twist of
S.
Proof. By Steinberg’s theorem [28, Ch. II §3.3 and III §2.3], H1(Knr,G) = 0, and thus all
inner forms of G become isomorphic (and quasi-split) over Knr .
Since G is already quasi-split over K with totally ramified splitting field, the K-rank and
Knr-rank of G are identical. Since S contains a maximal K-split torus, and because S and
T become isomorphic over Knr, they both contain a Knr-split torus of dimension equal to
the Knr-rank of G, which is the same as the Knr-rank of G′. Now we note that G′ has a
unique conjugacy class of such maximal tori over Knr since it is quasi-split over Knr .
The final statement follows from Proposition 3.8. 
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Conjugation by this g also takes the normalizer of β(S) to the normalizer of T, and thus
defines an isomorphism of the Weyl group WS of S with the Weyl group WT of T, as finite
group schemes over Knr. Moreover, since T splits over M, we can choose both the element
g and the isomorphism of Weyl groups to be defined over K f , the maximal unramified
subextension of M.
Since T is defined as the special fiber of the Ne´ron model of T, the Weyl group of
T is naturally identified with the sub-group scheme WIT ⊂ WT. As our isomorphism
WS −→∼ WT is defined over Knr, we may identify WIS and W
I
T. We define a character
χ′ϕ : S(K f ) → C× by pulling χϕ back to T(K f ) using the norm (essentially moving back
one step in the application of ψDϕ ) and then conjugating T(K f ) to S(K f ) with g. Since our
identification of WS with WT is done via conjugation by g as well, an element of WIS will
fix χ′ϕ if and only if the corresponding element of WIT fixes χϕ. For the rest of this section
we will work with WS; write W for WS.
In order to state the result on the stabilizer of χ′ϕ in WIS , we need to recall some notation
from Reeder [23]. Set Y = X∗(S) and YR = Y ⊗ R. Any element ϑ ∈ Gal(E/K) acts via a
pinned automorphism on ˆG. Suppose that ϑ has order m, and let
Pϑ = m−1(1 + ϑ + · · · + ϑm−1) ∈ End(YR).
Set
Yϑ = PϑY,
the projection of Y onto Yϑ
R
. We then define
W˜ϑ = Wϑ ⋉ Yϑ.
We have the exact sequence
1 → Y → Y ⊗ C
exp
−−→ ˆS → 1,
and the subspace Yϑ
R
maps under exp into ˆSϑ. By [23, Lem. 3.4], if x, x′ ∈ Yϑ
R
, then the
elements exp(x)ϑ and exp(x′)ϑ of LG are ˆS-conjugate if and only if x − x′ ∈ Yϑ. We will
apply this result to the case that ϑ = τ, and note that WIS = W
τ
S. Our next goal is to define
an alcove Cτ in YτR.
Reeder denotes by Φ/ϑ the set of ϑ-equivalence classes of roots in Φ( ˆG, ˆS) and for each
a ∈ Φ/ϑ, he sets
γa =
∑
α∈a
α¯ and Φϑ = {γa | a ∈ Φ/ϑ},
where α¯ is the restriction of the root α to Wϑ.
He defines Iϑ as the set of orbits in {1, . . . , l} under the permutation induced by the
action of ϑ on the set {α1, . . . , αl} of simple roots in ∆( ˆG, ˆB), for ι ∈ Iϑ sets aι ∈ Φ/ϑ as the
equivalence class containing {ai | i ∈ ι}, and defines γι = γaι . The set ∆ϑ = {γι | ι ∈ Iϑ} is
a base for the reduced root system Φϑ, and he can thus define γ˜0 as the highest root of Φϑ
with respect to ∆ϑ. He then sets
˜Iϑ = {0} ∪ Iϑ, and γ0 = 1 − γ˜0.
We can now define an alcove Cϑ in Wϑ by
Cϑ = {x ∈ YϑR | γι > 0 ∀ι ∈ ˜Iϑ}.
There is a unique element y in the closure of Cτ satisfying
ϕ(τ˜) = exp(y)τ.
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Finally, we let
Wϕ(τ˜) = N ˆG( ˆS)ϕ(τ˜)/ ˆSτ
be the subgroup of elements of Wτ representable by a ϕ(τ˜) fixed element of N
ˆG( ˆS).
From the proof of [23, Lem. 3.9], the projection W˜τ → Wτ maps the stabilizer W˜τ,y of
y in W˜τ isomorphically onto Wϕ(τ˜).
Proposition 8.6.
{w ∈ Wτ | w · χ′ϕ = χ′ϕ} ⊆ Wϕ(τ˜).
Proof. The local Langlands correspondence for tori is given by the following series of
isomorphisms [34, §7.7]:
Hom(T(K f ),C×) −→∼ Hom(T(M),C×)Gal(M/K f )
−→∼ Hom(M× ⊗Z X∗(T),C×)Gal(M/K f )
−→∼ Hom(M×, X∗(T) ⊗Z C×)Gal(M/K f )
−→∼ H1(WM, ˆT)Gal(M/K f )
−→∼ H1(WK f , ˆT).
We can translate to S by conjugating by g, and then trace through the action of Wτ. The
action of Wτ on S(K f ) comes from its action on X∗(S), and this corresponds to the standard
action of Wτ on ˆS. Since χϕ maps to ϕ, an element w ∈ Wτ will fix χϕ if and only if it fixes
the restriction of ϕ to WK f . Note that ϕ ∈ H1(WK f , ˆT) is determined by ϕ(τ˜) and ϕ(F f ).
The condition that ϕ is fixed by w translates to the requirement that w · ϕ(τ˜) is conjugate to
ϕ(τ˜) by some t ∈ ˆT, and that w · ϕ(F f ) is also conjugate to ϕ(F f ) by the same t.
We now invoke [23, Lem. 3.4] to replace the condition that w · ϕ(τ˜) = exp(w · y)τ be
conjugate to ϕ(τ˜) = exp(y)τ with the requirement that
y − w · y ∈ Yτ.
Since W˜τ = Wτ⋉Yτ, the statement that we can translate from y to w ·y by an element of
Yτ is equivalent to the statement that y is be fixed by some element of W˜τ. The image of this
element under the projection W˜τ → Wτ gives us a w ∈ Wτ so that w · ϕ(τ˜) is conjugate to
ϕ. Therefore any w fixing χ′ϕ must be in the image of W˜τ,y under the projection W˜τ → Wτ,
which is precisely Wϕ(τ˜). 
9. Supercuspidal representations from Langlands parameters
We may now define a complex admissible representation π = πϕ,κ of G in a sequence of
steps.
(i) Since the character χϕ has depth zero, it descends to a character on T . Together
with the torus T ⊆ G◦, this character defines a Deligne-Lusztig representation π◦
of G◦.
(ii) We obtain a representation of the parahoric subgroup G◦ via the reduction map
G◦ → G◦; we will also call this representation π◦.
(iii) Define a representation π♭ on the maximal compact subgroup G♭ by a finite in-
duction from G◦.
(iv) Finally, define a representation π on all of G by compact induction from G♭.
In this section we elaborate on the different steps in this process and give conditions
under which the representation at each step is irreducible.
26 DAVID ROE
Representation of the parahoric. The representation π◦ will be irreducible if and only
if the only F-invariant of the Weyl group of T fixing χϕ is the identity [9, Thm. 7.3.4],
namely that χϕ is in general position.
Proposition 9.1. Suppose that Z
ˆG(ϕ(τ˜)) = ˆSτ. Then χϕ is in general position.
Proof. We use the notation of Section 8. Note that Wϕ(τ˜) is trivial, since any nontrivial
element would lift to an element of ˆG centralizing ϕ(τ˜) but lying outside ˆSτ, contradicting
the assumption on ϕ(τ˜). The result now follows by Proposition 8.6. 
Inflation of π◦ to G◦ does not affect its irreducibility.
9.1. Induction to the normalizer. The induction of π◦ from G◦ to G♭ does not always
remain irreducible, but we may pick out an irreducible factor using the central character
when it does not.
We have two methods for obtaining a character on the center Z = Z(K). Since Z is
compact and central, Z ⊂ G♭. We can thus restrict π◦ to get a character ǫ from Z◦ to the
center of a general linear group, which is isomorphic to C×. On the other hand, Gross and
Reeder give a recipe for the central character ωϕ : Z → C× [14, §8].
Lemma 9.2. The two characters ǫ and ωϕ agree on Z◦.
Proof. From the description of the Deligne-Lusztig representation in Carter [9, §7.2], we
see that central elements z ∈ G scale by χϕ(z). Recall the description of ωϕ as the image of
ϕ under the composition
H1(K, ˆG) → H1(K, ˆZ) → Hom(Z,C×).
If we instead proceed by restricting to H1(K f , ˆG), projecting onto H1(K f , ˆZ), mapping to
Hom(Z,C×) and then restricting to Hom(Z◦,C×) we will get the same character since the
following diagrams commute:
(i)
H1(K f , ˆT) Hom(T(K f ),C×)
H1(K f , ˆZ) Hom(Z(K f ),C×)
where the horizontal maps are the local Langlands correspondence, the left map
is induced by the quotient map ˆG → ˆZ and the right map is restriction.
(ii)
H1(K, ˆZ) Hom(Z(K),C×)
H1(K f , ˆZ) Hom(Z(K f ),C×)
where the left map is restriction and the right is induced by Nm : Z(K f ) → Z(K).

With this lemma in hand, we can define the representation π♭ of G♭.
Proposition 9.3. There is a unique irreducible representation π♭ of G♭ satisfying:
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(i) π♭ is a sub-representation of the induction IndG♭G◦ π◦,
(ii) the restriction of π♭ to Z agrees with ωZ.
Proof. There are two cases. Assume first that G is an even unitary group. Then the
induction IndG♭G◦ π◦ remains irreducible [18, Thm. 6.11]. By Lemma 9.2 and Proposition
5.8, the induction satisfies the second property. So we may set
π♭ = IndG♭G◦ π
◦.
For odd unitary groups, the induction has two irreducible sub-representations. By
Proposition 5.8, there is a central element z lying in the nontrivial coset of G◦ ⊂ G♭.
The two irreducible representations in the induction will take different values on z, and
thus exactly one of these will satisfy the second requirement. On the other hand, Lemma
9.2 guarantees that both pieces of the induction will agree with ωZ on Z◦, so our chosen
sub-representation will satisfy both desired properties. 
Compact induction. The representation π♭ acts on a finite dimensional C-vector space.
We now define
π = indGG♭ π
♭.
By a theorem of Moy and Prasad, π is irreducible and supercuspidal [21, §6.3, Prop. 6.6].
L-packets. Let G = U(V) as normal, and set n = dim V . The L-packet Πϕ associated
to a tame, discrete, regular Langlands parameter ϕ for G consists of the representations π
constructed in the previous section, parameterized by the embeddings ρ : T →֒ G′ as G′
ranges over the pure inner forms of G. The parameter ϕ controls the size of Πϕ as follows.
Proposition 9.4. Let j be the number of cycles in the permutation obtained by projecting
ϕ(F) onto the Weyl group of the unique maximal torus containing ϕ(τ˜). Then there are 2 j
representations in Πϕ.
Proof. Note that the action of Frobenius on T is defined by ϕ(F), and the decomposition
in the proof of Theorem 3.10 is determined by the cycles in that action on X∗(T). When n
is even, j is the number of tori Tsi in the decomposition of Theorem 3.10. For odd n, the
U1 factor adds 1 to this total.
For each Tsi , the representation π associated to the embedding determined by the tuple
κ depends only on the choice of κi modulo NmEi/Li E×i . Since L×i /NmEi/Li E×i has order 2,
the result follows. 
Write ω for the image of ϕ(F) in WI. When V has dimension 2m, the smallest L-
packets, of cardinality 2, occur when ω is a Coxeter element. The largest, of size 2m, occur
when ω is a product of m commuting transpositions. For any L-packet, each embedding
determines a vertex of B(G) stabilized by the image of T(K) in G′(K). Up to conjugacy
within G′(K) each embedding is determined by the choice of even or odd valuation for
each κi, and one can pick out the type of the stabilized vertex in the tables of Figure 1 using
Theorem 5.6 and Proposition 4.5.
Similar results hold when V has dimension 2m + 1: the smallest L-packets have cardi-
nality 4 and occur when ω is a Coxeter element. The largest have size 2m.
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Appendix A. The Local Index
Tits describes [30, §1.11] the local index, a visual tool used to classify simple groups
over K [30, §4], to understand the geometry of the apartment [30, §1.8] and to find the
reduction of models associated to vertices in the building. In this appendix we reproduce
the local indices of unitary groups. The local index of G is:
(i) the extended Dynkin diagram D˜ of G over Knr ,
(ii) the action of Γnr on D˜.
This data determines the extended Dynkin diagram D of G over K according to an algo-
rithm described by Tits. In particular, there is a bijection between vertices v ofD and orbits
O(v) for the action of Γnr on D˜. In Figure 1 we give the local indices for unitary groups
associated to both unramified and tamely ramified E/K. The lower diagram is D and the
upper is D˜; the vertices of O(v) are placed vertically above v. In the case that Γnr acts
trivially on D˜, the two diagrams are the same and the upper is omitted. The hyperspecial
vertices are denoted and the other special vertices are denoted . Thick lines are used
when one simple root is a negative multiple of the other. As normal, arrows point toward
the shorter root if there is a difference in length.
In addition to the diagrams, Figure 1 also gives the groups Gx for each vertex x in the
closure of the fundamental alcove. Tits gives a detailed description of how these reductions
are derived [30, §2.10, §3.11] in the case of odd quasi-split unitary groups. For even
groups, the analogous results can be determined using [30, 3.5.1]; we will also argue more
directly in the proof of Theorem 5.6. See also Johnson [19] for a discussion of lattices
in Hermitian spaces. We denote by On the split orthogonal group over k, and by O′n the
non-split orthogonal group.
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