Abstract. The moduli space M til is constructed for the family T til of parallelotope tilings
As Theorem 3 shows, the codewords w = w( * , T) for the tilings T in T til are balanced. They are a multidimensional version of the Sturmian words [6] . The richness of the theory of Sturmian words is due to the fact that they have many interesting combinatorial, arithmetic, and geometric properties. Balanced words are of importance because of their numerous applications, e.g., in dynamical systems, coding theory, communication theory, optimization problems, formal languages, linguistics, pattern recognition, statistical physics (the Kawasaki-Ising model), etc. (see, e.g., [1, 3, 4, 7] ).
For applications it is important to have the balance parameter κ as small as possible. For comparison, we give an example from dynamical systems. For the codewords of Ddimensional cubic billiards we have κ = D (see [7] ). At the same time, (0.3) shows that the codewords w = w( * , T) for tilings T in the family T til are κ-balanced with κ = 3 for all dimensions D ≥ 3, so that here the value of κ stabilizes as the dimension D grows.
Another problem that often appears in applications is as follows: construct a word with given frequencies of letters and with the smallest possible value of κ. Our method solves this problem.
The history of the problem.
The author was inspired by Hecke's paper [2] on deviations and Rauzy's paper [6] on fractal toric tilings. These papers already contained the key ideas needed for the general construction of bounded remainder sets on multidimensional tori: the difference function and rearrangements of tori. First, it was proved that Rauzy's tilings of all levels consist of bounded remainder sets [10] . But these tilings have fractal boundaries. Getting rid of fractality led to geometric constructions of exchange toric developments, which underlie the proof of the multidimensional Hecke theorem [11, 12] . In the original Hecke theorem [2] , the dimension D = 1 is critical, because this is the only dimension in which the unimodular group GL D (Z) has finite order. In dimensions D ≥ 2, we have the infinite groups GL D (Z) of hyperbolic automorphisms of the tori T D , which give rise to a rich family of parallelotope toric tilings T til enjoying the color and frequency universality properties (see Theorems 9.2 and 9.3). §1. Stretching of cubes the vector s will be called the stretching vector. Using the operation (1.1), we define the stretched cube C + s = Str s (C + ); its volume is equal to
In what follows, we use the notion of a tiling both in the usual (strong) sense, when a tiling X = X 1 X 2 . . . satisfies the condition X k ∩ X k = ∅ for k = k , and also in a wider sense, when different sets X k in a tiling X = X 1 ∪ X 2 ∪ . . . have no interior points in common.
The stretched cubes C with the stretching vector (2.9); the number of vertices of C − c is equal to (2.11)
The set of stretching vectors 3.1. Linear fractional transformations. In accordance with (2.4) and (2.9), the maps that send stretching vectors s to the corresponding vectors c have the form
and are linear fractional transformations of the space R D . For our purposes, we restrict the inversion inv + to the set S <1 = R D + and the inversion inv − to the set
D is the unit cube. Formula (3.1) shows that the inversions inv ± are related as follows:
,
is the noncommutative composition of the central symmetry −1(s) = −s and inv − . It is easy to check that the inversions inv ± are self-inverse:
Stretching vectors for parallelotopes.
Lemma 3.1. We have the following bijections:
where
Proof. The follows from (3.1)-(3.3).
The first set C <1 in (3.4) is a D-dimensional simplex, while the second set C >1 has a more complicated structure: it is a star of D infinite cylinders. From 
, be the interior of the simplex (3.6). Then We shall use the abbreviation 
c is a stretched parallelotope of the form
of a stretched parallelotope with the tiling (4.2), where
The rearrangement S v induces a multivalued map
which is defined by the conditions 
which means that, regarded modZ D , the multivalued map S v becomes one-valued on the stretched parallelotope C Proof. This follows by reformulating condition (1.6). Proof. We prove statement 1. By (4.11), we have
The case where c k > 1. Under this assumption, the definition of σ k (c) implies that
By (4.12), for α = λ c c we can write
Hence,
The case where c k ≤ 1. Now the condition c ∈ C >1 implies that
On the other hand, since
Recalling the definition of σ k (c) in (3.4), we see that
Hence, by (4.15),
By (4.15) and (4.17), we can write
Relations (4.14) and (4.18) show that σ(α) < 1, i.e., in this case we also obtain α ∈ C <1 .
To prove statement 2, observe the following: 1) for every c ∈ C >1 we have c k = max(c) > 1 D , and therefore, by (4.12),
2) for every c ∈ C 1 there exists c ∈ C >1 sufficiently close to c ; 3) from (4.19) and 2) it follows that the vector α = λ c c in C <1 is also sufficiently close to c .
Since the vectors α are of the form α = λc, 0 < λ < λ c , this implies Claim 2 of Lemma 4.2.
Consider the rearrangement
D ) of a stretched parallelotope with the tiling (4.10), where 
§5. Exchange toric developments

Definition of exchange toric developments. A subset T
D ⊂ R D is called a exchange toric development if it satisfies the following conditions.
1) The set T D is bounded. 2) There is a tiling
The tiling (5.1) and a fixed system of vectors
The following diagram is commutative:
where S v is the map given by the formula Step 2. Let x be a point on the boundary ∂C Then the index i(x) is also defined by (5.5).
Construction
Step 3. Let x 1 = x be the same point as at Step 2. Since the index of x 1 is already defined, its image
c,λ , then we find its index i(x 2 ) in accordance with (5.5). Then we consider the point x 3 = S v (x 2 ), etc. If some point x j = S v (x j−1 ) turns out to be an interior point of C + c,λ , then its index i(x j ) was already defined at Step 1.
Step 4. Let y ∈ ∂C + c,λ be a point that does not satisfy condition (5.6) and does not belong to any S v -orbit of a point x ∈ ∂C + c,λ satisfying (5.6). Then we set i(y) = −1.
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In accordance with the i-algorithm, every point x in a stretched parallelotope C + c,λ has a uniquely determined index i(
Using the index i(x), we define the sets
Theorem 5.1. For an irrational translation vector α, the set
Proof. This follows from 
is a tiling. Thus, the exchange toric development T +D c,λ is indeed a rearrangeable set with respect to the operation (5.14). Taking the closures of all sets from the tiling (5.17) of the net T +D c,λ , we obtain the tiling (4.2) of the stretched parallelotope C + c,λ . Combined with (5.13) and (5.14), this implies that A general scheme for a mirror-stretched parallelotope C − c : 
is the tiling of the torus into the sets T
, there are bounded remainder sets. Like in (5.12), we also have the following commutative diagram: 
of the torus into the sets
here n is an arbitrary positive integer and l ∈ Z D is an integer vector. Consider the counting function (6.3) , and x 0 is an arbitrary initial point on T D . We denote by
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Theorem 6.1 (multidimensional Hecke theorem).
Let c ∈ C, α = λc, where 0 < λ < λ c and λ c is defined by the conditions
Also, let S α be an irrational translation of the torus. Then for every k = 0, 1, . . . , D, the coefficients a k (T D c,λ ) in (6.5) are given by the formula
and the deviations (6.5) satisfy the inequalities • for 1 ≤ |j| < D,
where c = (c 1 , . . . , c D ) and
Thus we find the following extremal values of the inner products under consideration:
The case where k = 0. Now we have, respectively, • for |j| = 0, (6.18) e k · e j 0 = 0;
where σ(c) ≤ 1 because c ∈ C ≤1 , and therefore,
Hence, since 1 − σ(c) ≥ 0, in the case where k = 0 we find the following extremal values of the inner products under consideration: 
Proof. This follows from Theorem 6.1 and relations (6.17), (6.19 ).
Formulas (6.21), (6.22) imply the following result. 
Thus, we find the following extremal values of the products under consideration:
The case where k = 0. We have
In this case, the extremal values are (6.29) min Proof. This follows from Theorem 6.1 and relations (6.28), (6.29).
6.4.
The case where n = 1. Choosing n = 1 in (6.3) and using [11, Theorem 6 .1], we can improve the bounds for the deviations δ k obtained in Theorems 6.2 and 6.3.
Theorem 6.4.
Under the assumptions of Theorem 6.3, the deviations (6.5) satisfy the sharp inequalities Proof. To prove the theorem, it suffices to use Theorem 6.4 and observe that for every k = 0, 1, . . . , D,
Here center(C c ) k stands for the kth coordinate of the center of symmetry center(C c ) if k = 1, . . . , D, and for the product e 0 · center(C c ) if k = 0. §7. Moduli of toric tilings
Extension of the set of stretched parallelotopes.
In what follows, we deal with affine maps and distinguish notationally between points x and the corresponding vectors x that extend from 0 to x. With this convention and the abbreviation (3.10), we introduce an additional notation for stretched parallelotopes,
and denote by C * the set of points corresponding to the sets of vectors C * defined in (3.5), (3.7), (3.8).
Since C c = C c ⇔ c = c , we use the bijection
to identify a point c ∈ C with the stretched parallelotope C c corresponding to it under (7.2). Let
be the affine unimodular group with the multiplication law
The set
is invariant under the action
of the group A. Let Denote by (7.10) C Str = {AC c ; (A, c) ∈ T Str } the set of stretched parallelotopes. By the invariance (7.6) of T Str , the set C Str is also invariant under the action of the group A, i.e., A·C Str = C Str . The stretched parallelotopes belonging to the set C can Str = {C c ; c ∈ C} considered in Subsection 3.2 above will be called reduced. They are characterized by the condition E ⊂ V (C c ), where E = {0, e 1 , . . . , e D } is the set of vertices of the unit simplex.
The affine simplicial group.
We identify the unit simplex E with the set of its vertices and consider its group of automorphisms
Since the map E A −→ Ą E defined by the formula e → Ae is a bijection, the definition (7.11) shows that Aut(E) is a subgroup of finite order Aut(E) = (D + 1)! of the affine group A.
We want to find a fundamental domain
For this, consider the symmetric group S D+1 and its action on the space R D+1 by the linear maps
The hyperplane H ⊂ R D+1 passing through the points e 1 = (1, . . . , 0), . . . , e D+1 = (0, . . . , 1) (with D + 1 coordinates) is defined by the equation x 1 + · · · + x D+1 = 1. It is easy to check that S D+1 · H ⊂ H, i.e., the hyperplane H is invariant under the action of S D+1 . For the role of a fundamental domain F D+1 = S D+1 \ R D+1 for this action in the space R D+1 , we may take the set (7.13)
Then the fundamental domain F
D+1 H
= S D+1 \ H of the group S D+1 on the hyperplane H can be written as
; by (7.13), in coordinates this reads as
Consider the projection
For every permutation σ ∈ S D+1 , we have the following commutation relation:
where A is a uniquely determined element of the group Aut(E). Comparing the orders of the groups S D+1 and Aut(E), we see that the map
induced by the commutation relation (7.16) is an isomorphism.
Proposition 7.1. The fundamental domain F introduced in (7.12) has the form
Proof. The projection pr has an inverse
which acts from R D to the hyperplane H, whence pr : H −→ Ą R D is a bijection. Now (7.14), (7.15), and (7.18) imply (7.17).
The action of the group
Aut(E) on stretched parallelotopes. The definitions (1.1) and (1.4) of the stretched parallelotopes C c involve the simplex E. We write this more explicitly:
where c is the center of the simplex E and x 0 = 0, x 1 = e 1 , . . . , x D = e D are its vertices. Writing the stretched parallelotopes C c in the form (7.19) suggests the symmetry
of points of E with respect to every permutation σ in the symmetric group S D+1 . In (7.19), the definitions (1.1) and ( 
Proposition 7.2.
In the notation (7.19),
Proof. By the definition (7.19), we can write
where σ is the permutation (7.16) corresponding to the symmetry A. Next, (7.20) implies that
. . , x D ) = C Ac , and (7.21) follows.
Corollary 7.1. For every A ∈ Aut(E),
Proof. The implication ,,⇐ follows from (7.21). Conversely, (7.21) implies that AC c = C Ac . Combined with the condition C c = AC c , this implies that C c = C Ac . The definition of the stretched parallelotopes C c shows that C c = C c ⇔ c = c for any c, c ∈ C. Now, we see that c = Ac.
The moduli space of stretched parallelotopes.
Theorem 7.1.
1. As a fundamental domain F Str = A \ T Str for the set of stretched parallelotopes T Str defined in (7.5) with respect to the affine group A, one can take the set
where M Str = C ∩ F and F is the fundamental domain (7.17). Thus, there exists a bijection
2.
Every stretched parallelotope C * ∈ C Str can be written uniquely as
Proof. This follows from Proposition 7.2 and Corollary 7.1. By (7.7), there exists a bijection
between the set of pairs T Str defined in (7.5) and the set of stretched parallelotopes C Str defined in (7.10) . From (7.25) and Theorem 7.1 it follows that the set M Str in (7.22) is the moduli space of the stretched parallelotopes in the set C Str with respect to the action of the affine group A. to identify a pair (c, λ) with the corresponding stretched parallelotope C c,λ . Consider the set
it is invariant under the action
of the group A, i.e., A · T til = T til . The map
allows us to identify the set of triples T til with the set
of tiled stretched parallelotopes. In view of (7.27), (7.28), the set C til is invariant under the action of the group A, i.e., A·C til = C til . By analogy with the stretched parallelotopes C c ∈ C can Str , we say that their tilings C c,λ in the set C can til = {C c,λ ; c ∈ C, 0 < λ < λ c } are reduced.
Theorem 7.1 implies the following fact.
Theorem 7.2. Every tiled stretched parallelotope C
* in the family C col can be written uniquely as a product
with A ∈ A and (c, λ) ∈ M til . Here we set
where λ c is defined in (4.11) and M Str is the moduli space occurring in (7.22) , which is defined in coordinates by the following D + 2 inequalities:
The bijection (7.28) and Theorem 7.2 show that the set M til is the moduli space of tiled stretched parallelotopes in the set C til with respect to the action of the affine group A. §8. Tilings of the torus into bounded remainder sets 8.1. Moduli of toric tilings. Consider the group
The group s A acts as a group of affine automorphisms of the torus
The set s T til = {( s A, c, λ); A ∈ s A, c ∈ C, 0 < λ < λ c } is invariant under the action (7.8) of the group s A:
We identify the set of triples s T til with the set of toric tilings 
Equivalent orbits.
Let S γ be an arbitrary translation of the torus T D , and let
is an element of the group s A, consists of the points
Then the image of the orbit (8.7) is the orbit
of the initial point s Ax 0 under the translation S Mγ . From (8.8) it follows that s AS γ (x) = S Mγ ( s Ax). This implies the following commutation relation:
Assume that we are given a toric tiling
til . With each orbit Orb(S γ , x 0 ), we can associate the codeword 
, we obtain the required formula (8.12).
Bounds for the deviations.
Assume that we are given an arbitrary translation S γ of the torus, an initial point x 0 ∈ T D , and a tiling
in the family T til . For k = 0, 1, . . . , D, consider the counting function .4) and (6.5)) and the deviation
of the distribution of points in the orbit Orb S γ (x 0 ) with respect to the region T 
of the tiling (8.13) is also a tiling of the torus T D , and we can also define the corresponding counting function (8.14) and the deviation (8.15). Proof. By Theorem 8.2, we can write
. Combined with (8.15), this implies that
, and M is a unimodular matrix by the definition (7.3) . Now 8.16 follows from Theorems 6.2 and 6.3.
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The fact that the bound (8.16) for the deviations δ k (i; Mβ, x 0 , s AT D c,λ )) does not depend on the parameter 0 < λ < λ c follows from (6.9). But the fact that it does not depend on the choice of an element s A of the group s A leads to an unexpected phenomenon. We illustrate it with a simple example. 
we consider the set of toric tilings 
is a tiling into bounded remainder sets with respect to S α M . The theorem follows. Proof. In the group GL D (Z), consider the matrices of the following form: M ij (n) = E + nE ij for i = j and n = 0, 1, 2, . . . , where E is the unit matrix of dimension D and E ij is the matrix with the (i, j)th entry equal to 1 and the other entries equal to 0. We have M ij (n)α = α + nα j e i , or, in terms of translations,
Hyperbolic automorphisms of the torus. For every
, where x 0 = α is the initial point. Thus, we have a bijection M ij (n) ⇔ S n α j e i . The action in (9.4) is defined via the multiplication of the matrix M ij (n) by the column consisting of the components α j e i of the vector α j . We obtain the orbit (9.5) Orb(S α j e i , α) = {S n α j e i (α); n = 0, 1, 2, . . . } with the initial point x 0 = α under the translation S α j e i by the vector α j e i . If α j is irrational, then the orbit (9.5) has the following properties: a) it is dense in a one-dimensional torus lying on the D-dimensional torus T D and passing through α; b) all points of the orbit (9.5), except possibly one, have irrational ith coordinate, because the point M ij (n 1 )α − M ij (n 2 )α = (n 1 − n 2 )α j e i has irrational ith coordinate for any n 1 = n 2 .
By assumption, rank Z α ≥ 2, so that at least one coordinate of the vector α, say α 1 , is irrational. Now we proceed as follows. Denote α (1) = α. 1) Construct the dense orbit Orb 1 = Orb(S α
(1) ).
2) Choose points α (2) ∈ Orb 1 with irrational coordinates α
2 , and for each of them construct the dense orbit Orb(S α (2) 2 e 3 , α (2) ). Thus, we obtain a set Orb 2 that is dense in the two-dimensional torus T 2 ⊂ T D of points of the form
3 
We obtain another tiling T 
It satisfies the inequalities
The first property in (9.9) implies that there exists a point x * 0 ∈ T D such that (9.10)
. Then, by the first property in (9.9),
Hence, there exists a point x * 0 ∈ T D \ X N . Such a point x * 0 satisfies (9.10). Using the second inequality in (9.9), we can write
Combined with (9.8), this implies that
Since N grows unboundedly as ε → 0, the theorem follows.
The meaning of Theorem 9.2 can be described as follows. Let α ∈ C ≤1 be an arbitrary translation vector with rank Z α ≥ 2. Then, for any tiling T 
provided that the limits in (9.11) do exist. This definition implies that ν has the usual properties of frequencies: ν k ≥ 0 and
, where c ∈ C <1 , α = λc, and x 0 ∈ T D is an arbitrary initial point. We have
Here the right-hand side is the counting function (8.14). By (8.15), it can be written as
Thus, we obtain an approximate formula for the frequencies ν k :
where by Theorem 8.3, the remainder k,N = Proof. In Theorem 9.2 we choose α * = ν and find a vector
for which the codeword w has the frequency distribution ν(w) = α . The above inequality shows that (9.15) is fulfilled.
The color approximation property of the family of toric tilings T D (α, s A) (Theorem 9.2) implies the frequency approximation property (Theorem 9.3). This can easily be seen from the definition of N -coherence in Subsection 9.3 and the bound (9.13) for the remainder k,N .
The case where D = 1 needs to be discussed separately. Note that it is not covered by Theorem 9.3. As was mentioned in Subsection 9.3, the color approximation property fails for one-dimensional tilings. However, the frequency approximation property persists; indeed, appropriately choosing n = 1, 2, 3, . . . in the tiling T 
10.2.
Dimension D = 1. The one-dimensional case is again critical. In this case, inequality (10.7) yields the upper bound κ ≤ 2, while it is known that in fact κ = 1. We show how this can be proved within our approach. Following the lines of the proof of Theorem 10.1 but using inequalities (6.33), we obtain the bound 
