Utilizing multisnapshot quantized data in line spectral estimation (LSE) for improving the estimation accuracy is of vital importance in signal processing, e.g., channel estimation in energy efficient massive MIMO systems and direction of arrival estimation. Recently, gridless variational line spectral estimation (VALSE) treating frequencies as random variables has been proposed. VALSE has the advantage of low computation complexity, high accuracy, automatically estimating the model order and noise variance. In this paper, we utilize expectation propagation (EP) to develop multi snapshot VALSE-EP (MVALSE-EP) to deal with the LSE from multisnapshot quantized data. The basic idea of MVALSE-EP is to iteratively approximate the quantized model as a sequence of simple multiple pseudo unquantized models sharing the same frequency profile, where the noise in each pseudo linear model is i.i.d. and heteroscedastic (different components having different variance). Moreover, the Cramér Rao bound (CRB) is derived as a benchmark performance of the proposed algorithm. Finally, numerical results demonstrate the effectiveness of MVALSE-EP, in particular for the application of direction of arrival (DOA) problems.
C. Notation
Let K and M denote the number of frequencies and the number of measurements. Let l denote the lth snapshot, and let k denote the kth frequency. For the complex weight matrix W ∈ C K×L or W ∈ C N ×L , let w ·,l ∈ C K or w ·,l ∈ C N denote the lth column of W. In addition, let w T k,· ∈ C 1×L denote the kth row of W, and w kl denotes the (k, l)th element of W. Let vec(·) denote a vec operator which transforms a matrix into a vector by stacking the columns of the matrix one underneath the other.
II. PROBLEM SETUP
Let Z N ∈ C N ×L be a full data matrix, composing of equispaced samples given by
where K denotes the number of complex sinusoids,θ k ∈ [−π, π) is the kth frequency, and a N (θ) = [1, e jθ , · · · , e j(N −1)θ ] T .
Suppose that only M ≤ N noisy measurements of those components of Z N are observed and are quantized into a finite number of bits, i.e.,
where
a M (θ) = [e jm1θ , e jm2θ , · · · , e jmM θ ] T ,
M = {m 1 , · · · , m M } ⊆ {0, 1, · · · , N − 1}, the noise N ij are i.i.d. and N ij ∼ CN (N ij ; 0, σ 2 ), σ 2 is the variance of the noise. To simplify the notation, a(θ) and Z are used instead of a M (θ) and Z M . Equation
(3) can be equivalently formulated as y l = Q( {z l + n l }) + jQ( {z l + n l }), l = 1, · · · , L.
which is beneficial to develop MVALSE-EP algorithm as shown later.
For the LSE with MMVs, we plan to exploit the multisnapshot to jointly recover the number of spectrumsK (also named as model order), the set of frequenciesθ = {θ k }K k=1 , the corresponding weight vector {ŵ k,· }K k=1 and the LSEẐ N =K k=1â Nŵ T k,· from quantized measurements Y. Since the sparsity level K is usually unknown, the line spectral signal consisting of N complex sinusoids is assumed [21] 
June 21, 2019 DRAFT where A(θ) = [a(θ 1 ), · · · , a(θ N )] and N satisfies N > K. To model the unknown nature of K, the binary hidden variables s = [s 1 , ..., s N ] T are introduced, where s k = 1 means that the kth frequency is active, otherwise deactive (w k,· = 0). The probability mass function of s k is p(s k ) = ρ sk (1 − ρ) (1−sk) , s k ∈ {0, 1}.
Given that s k = 1, we assume that w k,· ∼ CN (w k,· ; 0, τ I T ). Thus (s k , w k,· ) follows a Bernoulli-Gaussian distribution, that is p(w k |s i ; τ ) = (1 − s k )δ(w k,· ) + s k CN (w k,· ; 0, τ I L ).
From (7) and (8) , it can be seen that the parameter ρ denotes the probability of the kth component being active and τ is a variance parameter. The variable θ = [θ 1 , ..., θ N ] T has the prior PDF p(θ) = N k=1 p(θ k ) . Without any knowledge of the frequency θ, the uninformative prior distribution p(θ k ) = 1/(2π) is used [21] . For encoding the prior distribution, please refer to [21, 22] for further details.
Given Z, the PDF p(Y|Z) = M m=1 L l=1 p(Y ml |Z ml ) of Y can be easily calculated through (3) . Let
be the set of all random variables and the model parameters, respectively. According to the Bayes rule,
Given the above joint PDF (11), the type II maximum likelihood (ML) estimation of the model parameterŝ
Then the minimum mean square error (MMSE) estimate of the parameters (Z, Ω) is
where the expectation is taken with respect to
Directly solving the ML estimate of β (12) or the MMSE estimate of (Z, Ω) (13) are both intractable.
As a result, an iterative algorithm is designed in Section IV. June 21, 2019 DRAFT 
III. CRAMÉR RAO BOUND
The Cramér Rao bound (CRB) is a lower bound of unbiased estimators. Here the CRB is derived as the performance benchmark of the algorithm. To derive the CRB, K is assumed to be known, the frequencies θ ∈ R K and weights W ∈ C K×L are treated as deterministic unknown parameters. As for the quantizer
Note that for a quantizer with bit-depth B, the cardinality of the output of the quantizer is |D| = 2 B .
Let κ denote the set of parameters, i.e.,
and φ kl = ∠w kl . The probability mass function (PMF) of the measurements p(Y|κ) is
Moreover, the PMFs of {Y ml } and {Y ml } are
where I (·) is the indicator function,
The CRB is equal to the inverse of the Fisher information matrix (FIM)
To calculate the FIM, the following Theorem [29] is utilized.
Theorem 1 [29] The FIM I(κ) for estimating the unknown parameter κ is
For a general quantizer, one has 
For the unquantized system, the FIM is 
we have, for k = 1, · · · , (2L + 1)K,
where m m is the mth ordered element in M. Stacking the above results, we obtain ∂ {Zml}
where g l = [g 1l , · · · , g Kl ] T and φ l = [φ 1l , · · · , φ Kl ] T . The CRB for the quantized and unquantized settings are CRB(κ) = I −1 (κ) and CRB unq (κ) = I −1 unq (κ), respectively. The CRB of the frequencies are [CRB(κ)] 1:K,1:K , which will be used as the performance metrics.
IV. MVALSE-EP ALGORITHM
In this section, MVALSE-EP algorithm is developed based on EP. The factor graph and the algorithm module are shown in Fig m t δ→zl (z l ) denote the message transmitted from the factor node δ(Z − AW) to the variable node z, where
According to EP, the message m t Z→δ (Z) transmitted from the variable node Z to the factor node δ(Z − AW) can be calculated as [24] 
where ∝ denotes identity up to a normalizing constant. First, the MMSE estimate of z l can be obtained,
where E[·|q t B,l (z l )] and Var[·|q t B,l (z l )] are the mean and variance operations taken componentwise with respect to the distribution ∝ q t B,l (z l ). Here we adopt the diagonal EP and Proj
Substituting (31) in (28) , the message m t zl→δ (z l ) from the variable node z l to the factor node δ(z l − A(θ)w ·,l ) is calculated as
where denotes componentwise multiplication. Consequently, we have
Factor graph of the joint PDF (11) and the module of the MVALSE-EP algorithm. Here the circle denotes the variable node, and the square denotes the factor node. According to the dashed block diagram in Fig. 1 (a) , the problem can be decomposed as two modules in Fig. 1 
Two equivalent factor graphs of the joint PDF (36). The dashed square denotes the pseudo factor graph. Also, the factor graph of Fig. 2 (b) is borrowed from [21] .
B. MVALSE module
According to (34), the message m t Z→δ (Z) transmitted from the variable node Z to the factor node δ(Z − AW) is Gaussian distributed and is independent of the snapshot l. Based on the definition of the factor node δ(Z − AW), L pseudo linear observation models
For the lth equation in (35), the variances of the heteroscedastic noiseñ l (t) are different. In addition, All the equations June 21, 2019 DRAFT share the same frequency θ. As a result, MVALSE algorithm needs to derived. For simplicity, we omit the iteration index t.
For model (35), the factor graph is also presented in Fig. 2 . Given the pseudo observationsỸ and nuisance parameters β, the above joint PDF is
where we have used p(w k,· |s k ) and p(ỹ l |θ, w ·,l ) instead of p(w k,· |s k ; τ ) and p(ỹ l |θ, w ·,l ; Σ l ) = CN (ỹ l ;
. Performing the type II maximum likelihood (ML) estimation of the model parametersβ ML are still intractable. Thus variational approach where a given structured PDF q(Ω|Ỹ) is used to approximate p(Ω|Ỹ) is adopted, where p(Ω|Ỹ) = p(Ỹ, Ω; β)/p(Ỹ; β) and p(Ỹ; β) = p(Ỹ, Ω; β)dΩ. The variational Bayesian uses the Kullback-Leibler (KL) divergence of p(Ω|Ỹ) from q(Ω|Ỹ) to describe their dissimilarity, which is defined as [27, p. 732 ]
In general, the posterior PDF q(Ω|Ỹ) is chosen from a distribution set to minimize the KL divergence.
The log model evidence ln p(Ỹ; β) for any assumed PDF q(Ω|Ỹ) is [27, pp. 732-733] ln p(Ỹ; β) = KL(q(Ω|Ỹ)||p(Ω|Ỹ)) + L(q(Ω|Ỹ)),
For a given dataỸ, ln p(Ỹ; β) is constant, thus minimizing the KL divergence is equivalent to maximizing L(q(Ω|Ỹ)) in (38). Therefore we maximize L(q(Ω|Ỹ)) in the sequel.
For the factored PDF q(Ω|Ỹ), the following assumptions are made:
are mutually independent.
• The posterior of the binary hidden variables q(s|Ỹ) has all its mass at s, i.e., q(s|Ỹ) = δ(s − s).
• GivenỸ and s, the frequencies and weights are independent.
As a result, q(Ω|Ỹ) can be factored as
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where arg(·) returns the angle. Given that q(s|Ỹ) = δ(s − s), the posterior PDF of W is
Let S be the set of indices of the non-zero components of s, i.e.,
Analogously, we define S based on s. The model order is the cardinality of S, i.e.,
The following procedure is similar to [22] . Maximizing L(q(Ω|Ỹ)) with respect to all the factors is also intractable. Similar to the Gauss-Seidel method [28] , L is optimized over each factor q(θ i |Ỹ), 
where the expectation is taken with respect to all the variables Ω except Ω d and the constant ensures normalization of the PDF. In the following, we detail the procedures.
1) Inferring the frequencies: For each k = 1, ..., N , we maximize L with respect to the factor q(θ i |Ỹ).
For k / ∈ S, we have q(θ k |Ỹ) = p(θ k ). For k ∈ S, the optimal factor q(θ k |Ỹ) can be calculated as [27, pp. 736-737]
Substituting (41) 
June 21, 2019 DRAFT where the complex vector η i is given by
where " ∼ k" denote the indices S excluding k,
Since it is hard to obtain the analytical results (41b) for the PDF (49), q(θ i |Ỹ) is approximated as a von
Mises distribution. For further details, please refer to [21, Algorithm 2: Heurestic 2].
2) Inferring the weights and support: Next we keep q(θ k |Ỹ), k = 1, ..., N fixed and maximize L w.r.t.
q(W, s|Ỹ). Define the matrices J and h as
According to (43), q(W, s|Ỹ) can be calculated as ln p(ỹ l |θ, w ·,l ) + const
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From (40), the posterior approximation q(W, s|Ỹ) can be factored as the product of q(W|Ỹ, s) and δ(s− s). According to the formulation of (51), for a given s, q(W S |Ỹ) is a complex Gaussian distribution, and q(W|Ỹ; s) is
Plugging the postulated PDF (40) in (39), one has
Then we need to findŝ which maximizes ln Z(s), i.e., s = argmax s ln Z(s).
Similar to [21] , a greedy iterative search strategy shown in Appendix VII-A is proposed. In general, numerical experiments show that O(K) steps is often enough to find the local optimum.
Once s is updated as s , the mean w S ,l and covariance C S ,l of the weights should be updated accordingly. For the active case, w S ,l and covariance C S ,l are updated according to (72) and (71), while for the deactive case, w S ,l and covariance C S ,l are updated according to (78) and (77). w H S,l w S,l + tr( C S,l ) + || s|| 0 (ln
Setting ∂L ∂ρ = 0, ∂L ∂τ = 0, we have For the outer iteration greater than 1, VALSE is initialized with the previous results. Update s, w S,l and C S,l (Section IV-B2) 4: Update ρ, τ (57) 5: Update η i and a i for all i ∈ S (Section IV-B1) 6 : until stopping criterion is satisfied 7: return K, θ S , w S,l ,ĈŜ ,l and Z June 21, 2019 DRAFT
C. From MVALSE module to MMSE module
According to the approximated posterior PDF q(W S |Ỹ) and q(θ|Ỹ), we calculate the message
Then we calculate the posterior means and variances of z l averaged over q t+1 A (z l ) as [23] z post A,l =ÂŜŵŜ ,l ,
According to (58), m t+1 δ→zl (z l ) is calculated to be
where the extrinsic z ext A,l (t + 1) and variance v ext A,l (t + 1) are given by [25] 1 v ext A,l (t + 1)
and we input them to module B. The algorithm iterates until convergence or the maximum number of iterations is reached. It is worth noting that for unquantized system, MVALSE-EP is reduced to the MVALSE algorithm. The MVALSE-EP algorithm is summarized as Algorithm 2.
D. Computation Complexity
In [21, 22] , Initialize v ext A,l (1) = 10 4 , z ext A,l (1) = 0 M , ∀l; Set the number of outer iterations T outer ; 2: for t = 1, · · · , T outer do 3: Compute the post mean and variance of z l as z post B,l (t) (29) , v post B,l (t) (30), ∀l.
4:
Compute the extrinsic mean and variance of z l as z ext B,l (t) (33b) and v ext B,l (t) (33a), and setσ 2 l (t) = v ext B,l (t) andỹ l (t) = z ext B,l (t).
5:
If t = 1, initialize ρ, τ , q(θ k |Ỹ), k = 1, · · · , N and computeÂ usingỸ(t). Then run the VALSE algorithm 1 until the stopping criterion is satisfied. Otherwise, run the MVALSE algorithm 1 directly with initialization provided by the previous results of the MVALSE.
6:
Calculate the posterior means z post A,l (t) (59) and variances v post A,l (t) (60).
7:
Compute the extrinsic mean and variance of z l as v ext A,l (t + 1) (63), z ext A,l (t + 1) (64). 8: end for 9: Returnθ,Ŵ,Ẑ andK.
V. NUMERICAL SIMULATION
In this section, numerical experiments are conducted to verify the proposed algorithm. We evaluate the signal estimation error, frequency estimation error, the correct model order estimation probability under quantized measurements.
The frequencies are randomly drawn such that the minimum wrap around distance is greater than 2π/N . We evaluate the performance of the VALSE algorithm utilizing noninformative prior, i.e., p(θ i ) = 1/(2π), i = 1, · · · , N . The magnitudes of the weight coefficients are drawn i.i.d. from a Gaussian distribution N (1, 0.04), and the phases are drawn i.i.d. from a uniform distribution between [−π, π].
For multi-bit quantization, a uniform quantizer is adopted and the quantization interval is restricted to
z is the variance of the signal {z N } or {z N }. In our setting, it can be calculated that σ 2 z ≈ K/2. For one-bit quantization, zero is chosen as the threshold. We define the signal to noise ratio (SNR) as SNR = 20log(||A(θ)W|| 2 /||N|| 2 ).
The number of maximum outer iterations is set as T outer = 120. As for the inner MVALSE algorithm, the number of inner iteration is set as 500. For unquantized system, we run the multi snapshot VALSE (MVALSE) algorithm provided by [22] .
The normalized MSE (NMSE) of signalẐ (for unquantized and multi-bit quantized system) and
θ are defined as NMSE(Z) 20log(||Ẑ − Z|| F /||Z|| F ) and MSE(θ) 20log(|| θ − θ|| 2 ), respectively. Please note that, due to magnitude ambiguity, it is impossible to recover the exact magnitude June 21, 2019 DRAFT κ i is large [26] , the arithmetic mean of the mean parameter and the concentration parameter are obtained as the average of the MC trials. It can be seen that the mean of the posterior PDF is close to the true frequency. In addition, as the bit-depth or the snapshots increases, the posterior PDF of the frequencies q(θ i |Y) become more peaked, and thus more concentrated, which implies that the uncertain degrees becomes smaller.
C. Estimation by varying Snapshots
The performance of the VALSE-EP with varied snapshots is investigated and the results are plotted in Fig. 5 . It can be seen that performances improve as the number of snapshots L increases. As for the LSE estimation, the NMSE decreases slowly and saturates as L increases. In addition, the MSE of the frequency estimation decreases and is close to the CRB.
D. Estimation by varying K
Here the performance of the VALSE-EP is investigated with respect to the number of spectrum K, and the results are presented in Fig. 6 . From Fig. 6 (a) and Fig. 6(b) , it can be seen that as the number of spectrum K increases, the NMSE and the MSE of the frequencies increase. In addition, the MSE of the frequencies is close to the CRB. From Fig. 6(c) , the correct model order estimation probability decreases as the number of spectrum K increases, especially for the one-bit scenario. 
VII. APPENDIX

A. Finding the local maximum of ln Z(s)
A greedy iterative search strategy similar to [21] is adopted to find a local maximum of ln Z(s).
In the pth iteration, the kth test sequence t k which flips the kth element of s (p) is obtained. Then
< 0 holds for all k, the algorithm is terminated and s is set as s (p) , otherwise t k corresponding to the maximum ∆ 
Let j k,l be j k,l = [J ik,l |i ∈ S] T . By using the block-matrix determinant formula, one has ln(det(J S ,l + 1 τ I |S | )) = ln det(J S,l + 1 τ
By the block-wise matrix inversion formula, one has 
∆ k,l can be simplified as
Given that s is changed into s , the mean w S ,l and covariance C S ,l of the weights can be updated from (52), i.e.,
In fact, the matrix inversion can be avoided when updating w S ,l and C S ,l . It can be shown that 
where c k,0,l denotes the column of C S,0,l corresponding to the kth component. According to (74) and
(75), one has
−v k,l C S ,l j k,l = c k,l (76b) v k,l = C kk,l ,
w S ,l − u kl C S ,l j k,l = w S\k,l , (76d)
Thus, C S ,l can be updated by substituting (76b) and (76c) in (76a), i.e., C S ,l = C S\k,l − v kl C S ,l j k,l j H k,l C S = C S\k,l − c k,l c H k,l C kk,l .
Similarly, w S ,l can be updated by substituting (76b) and (76e) in (76d), i.e., w S ,l = u k C S ,l j k,l + w S\k,l = w S\k,l − w k,l C kk,l c k,l .
According to v k,l = C kk,l (76c) and u k,l = w k,l (76e), ∆ k,l (73) can be simplified as
