We present a solvable kinetic lattice model which includes microscopic disorder, namely, random exchange energies ͑between pairs of spins͒ fluctuating randomly with time. This, which may ideally model fast ionic diffusion in magnetic systems, impedes reaching equilibrium, in general. The resulting nonequilibrium steady states exhibit additional randomness which induces complex behavior, including reentrance phenomena reminiscent of spin-glass behavior. ͓S0163-1829͑98͒02738-6͔
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The above has been generalized to include spatial distribution of disorder varying with time. 11, 12 It has been argued that in order to model somewhat more realistically microscopically disordered magnetic systems, one needs to invoke time variations of the J xy s to take into account the consequences of ionic diffusion. This constantly modifies the distance ͉xϪy͉ between each specific pair of spins and, therefore, makes J xy vary in practice also with time. As a first step towards understanding this effect, fast random diffusion of impurities has been studied. That is, one assumes that the probability of s at time t, P t (s), satisfies the master equation: The motivation for this is that, if the time variation of the J xy s ͑diffusion͒ is fast enough compared with spin changes, one may assume these evolving by a stochastic process characterized by an effective, competing rate as in Eq. ͑3͒. 12 The elementary rate c J (s;x) concerns a particular distribution of J xy s and, therefore, a particular value of the energy H J (s). For simplicity, it turns out convenient to deal in practice with functions c J (s;x) that satisfy detailed balance, i.e., c J (s;x) ϭc J (s x ;x)exp͓␤H J (s x )Ϫ␤H J (s)͔. This implies that the system evolves with time towards the equilibrium ͑Gibbs͒ state corresponding to ͑inverse͒ temperature ␤ϭ(k B T) Ϫ1 and energy H J (s) if p(J)ϭ͟ xy ␦(J xy ϪJ), i.e., when the dynamics is due to the action of a unique c J (s;x) alone. However, Eq. ͑3͒ describes more generally a competition of such tendencies whose net asymptotic result is a nonequilibrium steady state. Therefore, studying this system may be relevant to better understanding both ''impure'' systems and nonequilibrium phenomena. We report in this paper on solvable versions of Eqs. ͑2͒ and ͑3͒, and compare with other approaches, namely, a pair approximation 13 and a computer simulation, 14 both concerning simpler cases. The situations we have investigated differ conceptually from the ͑rather unrealistic͒ annealed spin glass 15 in which impurities are in equilibrium with the spins -instead of constantly impeding canonical equilibrium. In fact, our study reveals certain behavior: the existence of the additional randomness implied by Eq. ͑3͒ amounts to a sort of dynamic frustration or conflict during the evolution which induces interesting complex phenomena.
II. DEFINITION OF MODEL
The explicit study of the general system ͑2͒,͑3͒ is difficult, 12 so that we analyze in the following a simplified version of it. Our modification consists of a mean-field limit, since a large set of the system degrees of freedom is replaced by the action of a coherent field. That is, we are only concerned with details, including spin correlations, in a relatively small compact domain of lattice sites, ⌳ C . This consists of two subsets, ⌳ I and ⌳ F , such that ⌳ C ϭ⌳ I ഫ⌳ F , ⌳ I പ⌳ F ϭ0, ⌳ I is the domain interior, and ⌳ F is the border, defined as the subset of all sites of ⌳ C that have at least one nearest-neighbor outside ⌳ C ; cf. Fig. 1͑a͒ . The probabilities for the configurations, s C ϭ͕s x ;x ⌳ C ͖, s I ϭ͕s x ;x⌳ I ͖, and s F ϭ͕s x ;x⌳ F ͖ may be related to each other by the equation, The above is complemented with a choice for P t (s F ), which involves an appropriate coherent field to take into account the relation between the spins in ⌳ F and those in the rest of the lattice. That is, the total probability P t (s) in the original system is replaced here by the domain probability P t (s C ) which invokes a field to be estimated self-consistently. This produces a set of 2 ln ͫ͟
where we have assumed that H(s I ,s F ) can be written as a combination of products of spins inside the domain, i.e.,
where
are real numbers. Let us define the domain configurational energy as
If we write the probability of the border as
where ⌫(s F ) is the same function as before, one obtains after using Eq. ͑4͒ that
The field h on the border is to be estimated self-consistently, i.e., by requiring the same magnetization per site in ⌳ I than in ⌳ F . One may easily generalize this, for example, by involving several different fields if required by the nature of order, as made explicitly in the next section.
III. SOME CASES OF THE MODEL
The formalism in the previous section is valid for any dimension d and size of ⌳ I . We next deal with some cases for which the model has a simple analytical solution exhibiting nontrivial behavior. More complex cases may be studied by solving implicit equations in the computer.
Consider first the simplest case, namely, ⌳ I ϭ͕x 0 ͖ ͑any d) so that the domain consists of an interior ͑central͒ spin, s x 0 , and its q nearest neighbors. For simplicity, we restrict ourselves in the following to elementary rates such that c J (s I ;x)ϭ"␤⌬H J x (s C )…, where ͑using an obvious notation͒
, and one has (X) ϭ(ϪX)exp(ϪX)-which corresponds to the detailed balance condition-, (0)ϭ1, and (ϱ)ϭ0. Three familiar choices consistent with these properties are (X)ϭexp (ϪX/2) ͑hereafter referred to as rate A͒, (X)ϭ2(1ϩe X ) ͑rate B), and (X)ϭmin͕1,e ϪX ͖ ͑rate C). For the indicated domain, the stationary conditional probability follows from ‫ץ‬ P st (s I /s F )/‫ץ‬tϭ0 as 
This is an Ising-like effective Hamiltonian 16 to be associated to the domain of interest.
The restriction of these equations to ⌳ I ϭ͕x 0 ͖ ͑which makes them quite inappropriate to describe relatively complex, e.g., antiferromagnetic order͒ has compelled us to invoke a unique coherent field, h, in Eq. ͑10͒. The final solution is thus Eq. ͑11͒ with Eq. ͑14͒, where h is given by the self-consistence relation
with ͗•••͘ representing the average with respect to P st (s C ).
This may be transformed into
where yϭe 2␤h , and
with A(n)ϭ͓͓(2␤J(2nϪq)ϩ2␤h e )͔͔ and B(n) ϭ͓͓"Ϫ2␤J(2nϪq)Ϫ2␤h e …͔͔. Before analyzing the consequences of Eq. ͑18͒, we apply the formalism in Sec. II to a larger domain.
Consider dϭ2 and ⌳ C as defined in Fig. 1͑b͒, i. e., the domain contains four interior spins surrounded by eight border spins. Let us define two sublattices, ⌳ A and ⌳ B , with ⌳ C ϭ⌳ A ഫ⌳ B , ⌳ A പ⌳ B ϭ0, as indicated in the figure, and the order parameters
͑20͒
It turns out necessary to invoke two coherent fields, h A and h B , acting on the border spins in ⌳ A and ⌳ B , respectively. That is, the domain probability is now
͑22͒
The corresponding self-consistence relations are
One may write this squematically as
where xϵe 2␤h A , yϵe 2␤h B , and the functions g j , jϭ1,2, depend on the choice for p(J).
IV. RESULTS
We describe in this section some of the consequences of the equations in the previous one. Concerning the simplest case ⌳ I ϭ͕x 0 ͖, the solution is Eq. ͑11͒ with Eqs. ͑14͒ and ͑18͒. For h e ϭ0, the latter has the symmetry ⌰(n)ϭϪ⌰(qϪn). It then follows that yϭ1 always satisfies Eq. ͑18͒, which corresponds to the trivial solution m ϭ0. We next investigate the possibility of spontaneous magnetization, i.e., nonzero solutions for the domain ⌳ I ϭ͕x 0 ͖.
In the absence of competition, namely, for p(J) Under competing dynamics for dϭ2, Eq. ͑18͒ reduces to ⌰(0)y 2 ϩ4⌰(1)yϩ⌰(0)ϭ0 which has two nonzero solutions:
Ϫ1. ͑26͒
These transform into a unique solution for ⌰(1)/⌰(0)ϭ 1 2 , which defines the critical temperature T c for the secondorder phase transition. The value for T c depends on p(J) and (X). As an illustration, we have explicitly worked out Gaussian and bimodal distributions for the disorder.
Consider first
For rate A, the phase transition is similar to the equilibrium one above; in particular, k B T c /J 0 ϭ2.88 for dϭ2, independent of the parameters in ͑27͒. That is, the dynamic competition does not induce any noticeable impure effect. For both rate B and rate C, by contrast, T c depends on the width J .
As J /J 0 →0, one observes that the zero-temperature magnetization, m(Tϭ0), tends to saturation; that is, the effect of . That is, a broad distribution of disorder makes so important the randomness that any longrange order is suppressed; interestingly, this occurs suddenly at a well-defined value of J /J 0 . Figure 2 represents the phase diagram for various rates when the dynamic competition is Gaussian, Eq. ͑27͒. The fact that the rate so strongly influences the steady state is a distinguishing feature of kinetic systems with competing dynamics such as Eqs. ͑2͒-͑3͒. i.e., J xy equals J 0 with probability p ͑both with time along the time evolution and spatially in any given configuration͒, and ϪJ 0 with probability 1Ϫp. The steady state in this case is independent of the rate ͑for the family of rates considered͒, unlike for distribution ͑27͒. However, the probability p that the bond is positive plays a role similar to the width for the Gaussian distribution above. In particular, a transition of second order is exhibited at T c (p), such that saturation requires p→1, and no transition occurs for pϽp 0 . One obtains p 0 ϭ 5 6 for dϭ2. Figure 3 illustrates the situation in this case, and compares with data from a computer simulation of the system ͑2͒,͑3͒ with rate C. 14 The solution for the ͑two-dimensional͒ domain in Fig.  1͑b͒ is Eq. ͑21͒ with Eq. ͑24͒. Let us consider now this case when the time evolution involves the bimodal distribution, i.e., Eq. ͑6͒ with Eq. ͑28͒. The functions in Eq. ͑24͒ for this distribution are 13 and p 0 ϭ0.928 obtained from computer simulation, 14 both for the same system. The phase diagram is presented in Fig. 4 . Except for the fact that the rate determines here the steady state, the differences with the situation in Fig. 3-for rates B and C -are small. ͑Note that Fig. 4 is for pϾ Figure 5 illustrates the variation of the coherent field h with p at three different temperatures ͑for rate B). This shows both the ferromagnetic and the antiferromagnetic regions; the latter exhibits the expected symmetry for the two involved fields.
The situation for rate A turns out to be quite different, as indicated in Fig. 4 . The critical temperature, T c ϭT 1 (p), locates, as before, a transition from paramagnetic to ferro or antiferromagnetic phases. However, when the temperature is below a second critical value, T 2 (p), another second-order phase transition occurs between the ferromagnetic phase and a phase that apparently ͑in the present description͒ does not exhibit any long-range order. We interpret that a new kind of order, different from the ordinary, ferromagnetic long-range order, occurs below T 2 (p) that characterizes a kind of spinglass phase. As shown in Fig. 4 , this reentrant phase transition occurs for p͓0.8782,0.9206͔, it becomes of first order for p͓0.9206,0.9375͔, and it does not occur for p Ͼ0.9375. Figure 6 depicts different magnetization curves confirming this picture.
Summing up, we studied a solvable mean-field version of a kinetic Ising model of disorder proposed earlier; 11 this extends our previous study of simpler cases. 13, 14 The case presented here can systematically be generalized in the computer. A key feature of our system is that it allows for economical evaluation of the effects of ionic diffusion on the observed properties of spin-glass materials. It is assumed in Eqs. ͑2͒,͑3͒ that ionic diffusion is so fast as compared to spin flips that one can take care of coupling changes by means of an effective, competing dynamics. In order to obtain an explicit case, we have approximated Eqs. ͑2͒,͑3͒ by the coherent-field description in Sec. II whose steady state may be obtained exactly, e.g., Eqs. ͑21͒-͑24͒. Within this context, ionic diffusion has two principal effects. On one hand, it relieves some of the features, such as freezing phenomena that seem to characterize spin-glass behavior. On the other hand, diffusion makes the system relax to a nonequilibrium steady state, in general. Consequently, the details of the relaxation process-such as the rate in the model-determine the steady state. We have shown that, for some choices of parameters, the model exhibits interesting behavior, e.g., reentrance phenomena. Therefore, modeling appropriately the process of ionic diffusion, and perhaps including other effects ͑e.g., local random fields͒, one may induce complex model behavior. This strongly suggests that ionic diffusion in magnetic substances may be at the origin of some of the ͑often peculiar͒ observed properties of disordered systems.
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