ABSTRACT Caches are used to improve the performance of the internet, and to reduce the latency of data access time and the low speed of repeated computing processes. Cache replacement is one of the most important issues in a caching system; therefore, it must be coordinated with the caching system to minimize the access latency and maximize the hit rate or byte hit rate. In this paper, we presented a novel caching replacement algorithm named Weighted Greedy Dual Size Frequency (WGDSF) algorithm, which is an improvement on the Greedy Dual Size Frequency (GDSF) algorithm. The WGDSF algorithm mainly adds weighted frequency-based time and weighted document type to GDSF. By increasing the above two weighted parameters, WGDSF performs fairly well at keeping popular objects in the cache and replacing rarely used ones. Our experiment shows that this algorithm has a better hit rate, byte hit rate and access latency than state-of-the-art algorithms, such least Recently Used, least Frequently Used, and GDSF.
I. INTRODUCTION
When two different-speed devices need collaboration work, the high-speed device always waits for the low-speed device. The collaboration performance of two devices is decided by the low-speed device. As we all know, there is a huge latency gap between processors and memory; this gap causes a lot of inconvenience when using the processors, and the system cannot make full use of the computing power of processors. To resolve this problem, system designers used to add last level cache (LLC) to hide the latency gap. Many state-of-the-art cache replacement algorithms of LLC have been proposed [1] - [5] . In the network environment, the logic position of cache is generally located between the data source and the data requester. The cache technique utilizes a certain algorithm to copy some data from the data source to another storage medium temporarily close to the data requester [6] . The research on web caches mainly focuses on the proxy server cache [7] , [8] , the wireless network [9] - [15] and the content-centric networking [7] , [16] - [21] at home and abroad. By deploying the cache into the architecture, the architecture efficiency is improved. Some papers address the performance evaluation of the architecture with various cache replacement algorithms [6] , [22] , [23] .
Several factors have been used to decide on the data that is to reside in cache memory, including include cache coherence [24] , admission and replacement policies [25] . Therefore, this technology can be used at various levels [26] . There are four classes classified by cache purpose (transaction cache, processes cache, query cache, and cluster cache), and they have different application scenarios. For example, in the national meteorological big data environment, the long distances of the physical communication links among meteorological data nodes results in a bit limit on the data query, which adds a large amount of network missing packages [27] . Furthermore, it makes the transmission status quite complex and makes it very difficult to achieve the requirement of realtime data sharing. To resolve this issue, we mainly use the query cache and propose a cache replacement algorithm in our paper, with the aim of reducing the access frequency of the physical data source. When the application software accesses the data in the database table, it goes to cache first. If the data is found in cache, the accessing speed will be greatly improved. Otherwise, it goes to the data sources and copies the data into the cache in preparation for accessing it later on. In summary, the performance of application software will be improved through the assistance of query cache.
Existing replacement algorithms may not be ideal with respect to cache hit rate and byte hit rate. The algorithms are classified as recently based algorithms, frequency-based algorithms, size-based algorithms or utility value-based algorithms. The typical algorithms that are based on the value model are LRV [28] and Greedy Dual Size algorithms [29] . The variants of Greedy Dual Size cache replacement algorithms maximize the different performance metrics. GDSF [28] is well known for its prominent hit rate. Therefore, we made some improvements on the basis of GDSF. We studied all parameters that have an impact on cache performance and designed a priority queue for objects in cache. Based on the weighted frequency base time and weighted document type, we utilized the priority queue to keep the popular objects in cache and to improve the performance of the cache system. More discussion about related work on caches will be presented in Section 2. Section 3 focuses on describing the variants of Greedy Dual algorithms. In Section 4, we will describe the novel algorithm we have proposed. In Section 5, we will present the experimental setup for comparing our algorithm with the state-of-the-art algorithms, and carry out the experiment plan.
II. RELATED WORK
Jeong and Dubois [30] gave an exhaustive survey of cache replacement algorithms proposed for web caches through the year 2003. They put forward a simple classification scheme that can used to describe and evaluate the cache replacement algorithms. Furthermore, they listed which fields of caching algorithms are worthy of research. Podlipnig and Boszormenyi listed more than 50 cache policies and suggested policies for different environments [31] . Wong [32] mainly compared the performance of the recency algorithm, frequency algorithm and the recency/frequency algorithm running the same data sets [32] . Wong [32] gave a comparison of different cache replacement policies in traditional systems as well as in web applications and proposed a system that implements LRU and CERA caching algorithms. Their contribution was to try to apply the traditional cache replacement algorithms to the web. The C-Aware algorithm is an example of an algorithm applied to the web; it was proposed and devised by Khandekar and Maneet al [33] . As we all know, there is a multitude of cache replacement policies, which are suitable for different scenarios. We classify the existing cache replacement policies into four groups, which are recently based policies, frequency-based policies, sizebased policies and utility value-based policies.
A. RECENTLY-BASED POLICIES
Recently-based policies decide whether or not a document is to be replaced based on whether it is a recently referenced object. They perform well when many users are interested in the same objects at about the same time. The available replacement policies are LRU [34] , LH-MLRU [35] , LLC [36] , etc. Most of the time, the hit rate and byte hit rate of the recently-based policies are good. In addition, their complexity is fair.
LRU [34] is a representative policy of the recently-based policies, and it replaces the object that was requested least recently. This traditional policy is the most frequently used in practice and has worked well for CPU caches and virtual memory systems. However, it does not work as well for proxy caches because the locality of time accesses for Web traffic often exhibits very different patterns.
B. FREQUENCY-BASED POLICIES
Frequency-based policies decide whether or not a document is to be replaced based on whether it is a frequently referenced object. They perform well when many users tend to access objects with quite steady popularities. The available replacement policies are LFU [34] , LFU-DA [30] , PLFU [37] , etc. The hit rate and byte hit rate of the frequency-based policies are acceptable, and their complexity is also not high.
LFU [35] is a representative policy of the frequency-based policies; it replaces the object which has been accessed the fewest times. This algorithm tries to keep more popular objects and replace rarely used ones. However, some documents can build a high frequency count and never be accessed again. The traditional LFU algorithm does not provide any mechanism for removing such documents, and this leads to cache pollution.
C. SIZE-BASED POLICIES
Size-based policies decide whether or not a document is to be replaced based on whether it is a small object. They perform well when many users tend to access information-based objects. The available replacement policies are SIZE [28] , etc. The size-based policies' hit rate and byte hit rate are fair, and their complexity is adequate.
SIZE [28] is a representative policy of the size-based policies; this algorithm tries to minimize the miss ratio by replacing one large document rather than a bunch of small ones. However, some of the small documents brought to a cache may never be accessed again. The SIZE algorithm does not provide any mechanism for replacing such documents, which leads to pollution of the cache.
D. UTILITY VALUE-BASED POLICIES
Utility value-based policies decide whether or not a document is to be replaced based on how much value the object has. They perform well when the system has sufficient processing and memory resources. The available replacement policies are GD, GDS [29] , LRV, GDSF [28] , GDSF-AI [38] , etc. The variants of Greedy Dual Size algorithms are well known for their abilities to maximize different performance metrics. Example metrics include hit ratio and byte hit ratio. In summary, the hit rate and byte hit rate of the utility value-based policies are the best, whereas their complexity is slightly higher.
We will introduce GD series algorithms of utility valuebased policies in Section 3.
E. RANDOM-BASED POLICIES
Random-based policies decide whether or not a document is to be replaced based on whether it is a stochastic document. They perform well when the system has limited performance. The available replacement policies are Harmonic and Random [30] . The random-based policies have the worst hit rate and byte hit rate, but their complexity is the lowest. Harmonic [30] is a representative policy of the random-based policies; this algorithm tries to select replacement documents randomly from the cache. Therefore, its complexity is fair, and its performance is stable. In summary, Table 1 lists the replacement polices reported in the literature according to their categories. There are three main aspects to be considered. The first part is the replacement algorithm design rationale behind the categories and which category works particularly well in which scenarios. The second part is the available replacement algorithms and representative algorithm for each category. The last part is the overall performance of different categories in terms of different metrics.
III. GREEDY DUAL ALGORITHM A. THE ORIGINAL GREEDY DUAL ALGORITHM
The original Greedy Dual algorithm was introduced by Young [30] . It addresses the case in which documents in a cache (memory) have the same size but have different costs to fetch them from the secondary storage. The algorithm associates a value, H , with each cached document p. Initially, when a document is brought to cache, H is defined as the standard cost of taking the document into the cache. When a replacement needs to be made, the document with the lowest H value, min H , is replaced, and then all the documents in the cache reduce their cost values H by min H . If a document p is accessed again, its current cost value H is restored to the original cost. In such a way, the H values of recently accessed documents maintain a larger amount of the original cost than the H values of documents that have not been accessed for a long time. The algorithm selects the documents with the lowest value min H to be replaced first.
B. GREEDY DUAL SIZE ALGORITHM
The Greedy Dual Size algorithm (GDS)is a generalization of the Greedy Dual algorithm [30] , which addresses uniform-size variable-cost objects. Using a priority queue and creative joined offset value L for future settings of H , Rizzo and Vicisano [38] proposed a new algorithm named Greedy Dual Size (GDS). The priority queue key for a document i is computed in the following way:
The parameter L is a running queue that starts at 0 and is updated with the value of the lowest value min H in the priority queue. Therefore, the GDS algorithm need not have all the documents in the cache reduce their cost values H by min H . The parameter Size(i) is the size of document i. The parameter Value(i) is the cost associated with bringing document i to a cache; the author sets Value(i) = 2 + Size(i)/536, which is the estimated number of network packets sent and received to satisfy a cache miss for a requested number, where 536 is the default maximum TCP segment size.
C. GREEDY DUAL SIZE FREQUENCY ALGORITHM
The Greedy Dual Size Frequency algorithm (GDSF) combines the GDS algorithm with access frequency. The GDSF algorithm performs well in most scenarios. GDSF also uses the priority queue. The priority queue key for a document is computed in the following way [29] :
The parameters L, Value(i)and Size(i) are the same as those in the GDS algorithm. The parameter Fr(i) is a document i frequency count.
D. GREEDY DUAL SIZE FREQUENCY ACCESS INTEREST ALGORITHM
The GDSF-AI [39] algorithm is based on the GDSF algorithm and combines web users' interest, content types and the access characteristics of the target of the web. Web usersínterest is an important factor for effective web cache replacement policies. The array k i1 , k i2 , · · · , k in is the keywords which represents ith web user's interest. The array wq i1 , wq i2 , · · · , wq in is the list of weights corresponding to k i1 , k i2 , · · · , k in . The GDS-AI algorithm represent the ith web user' interest model as the vector
Instead of considering the usersąŕ interest keywordsąŕ distinctness, they consider all web users to have the same keywords; however, web users assign different keywords different weights. The documents in cache can be represented as the vector
In this vector, d j can be represented as:
The array k 1 , k 2 , · · · , k n is the list of keywords that includes all web users' interest. The array wd j1 , wd j2 , · · · , wd jn is the list of the keywords' weights in the jth document corresponding to one user. The number wd j1 is the weight of keyword k 1 which is determined by the number of times it appears in the jth document. Then, given the interest vector q i of web user i and the vector d j of the jth document, they obtain the two term approximation degree of the documents by using the cosine formula as follows:
The function which represents the users interest has been presented in the following way:
The priority queue key for a document is computed as:
The parameter L, Value (j), Size (j) and fr(j) are same as GDSF algorithm. The parameter P(j) is the probability that the document will be accessed again.
IV. PROPOSED ALGORITHM
It is impossible to hold all documents in the cache. When a new document is to be put into the cache, a rule needs to be applied to replace some documents. The design of replace rules is what we need to do. In this paper, we proposes a new replacement algorithm named Weighted Greedy-Dual-SizeFrequency (WGDSF ), which is based on the GDSF algorithm and joined the weighted frequency based time parameter and weighted document type. Compare our algorithm with the state-of-the-art algorithms, this algorithm has not only higher document Hit Rate and Byte Hit Rate, but also lower access latency than GDSF.
A. WEIGHTED FREQUENCY BASED TIME
Weighted frequency based time parameter is the key word which represents content popularity, it also counts for much in the process of cache replacement. As the longer the document is not used after the last visit, the probability of accessing the document again is smaller. That is to say, the importance of the document falls. What we want to do is finding out these documents and removing these documents to the storage place of low performance. The parameter of time we used is T i . The implication for T i is as follows: we can define a time array t 1 , t 2 , . . . , t n of the each visit or change time, starting from the document generation. After that, we can calculate the distances between these time points t i and the next time t i+1 , by the computational formula t 2 − t 1 , t 3 − t 2 , . . . , t i+1 − t i , . . . , t − t n . The parameter t is the current time. According to the value T i = t i+1 − t i , we can get corresponding time interval T i . For one document j, its first time stamp in cache is t 1 , then, while time stamp is t 2 , we know T i = t 2 − t 1 . If we consider time stamp as t 1 , while document j is the same time locate in cache, so there is no hit count, it need not to calculate T i . During the time interval, a series of cache hit behaviors may occur, and the corresponding hit counts named F i . Now, we can give the weighted frequency function of the jth document in the following way:
The reason for this is to distinguish the hit counts happened nearly a period of time or the hit counts not. For example, two documents have the same hit count number during a period of time, but one is less recently used and the other one is more recently used. The weighted frequency based on time parameter can use a weighted formula to represent the difference.
For each time period, we divide the document access frequency in ith time period F i by the interval of time T i . Then, we can get WTF(j) by adding all the periods' value together.
B. WEIGHTED DOCUMENT TYPE
Meteorological data has some distinguishing features, like complicated sources, various and diverse formats, different forms, and substantial data. Due to the rare-updated feature that meteorological data has, the parameter weighted document type (WDT) is also rare-updated which represents the proportion of meteorological data varieties. Documents have a particularly large number of varieties, such as meteorological texts, meteorological images, and meteorological videos, meteorological audios. Among the meteorological texts, the documents take a greater proportion whose data variety is nc and the grib.
We record each access time, and design a caching replacement algorithm, which can keep the weightiest data in the cache system. We can give the function which represents the document's weighted type in the following way:
For 
C. SIZE AND COST
We can give the function which represents the document's size and cost value in the following way:
The parameter Size(j) is the size of jth document. As the meteorological data is vary from text to image. So the size(j) can be varied from Kb to Gb. The SC(j) = Cost(j)/Size(j) will result in a big domain field. To avoid the size numerical value's serious uneven distribution, we use log transformation to make it in accordance with our assumption, namely we take log(Size(j)) as document size. The parameter Cost(j) is the cost associated with document to cache it. Here, we set cost function for each document to Cost(j) = 2+Size(j)/536. The parameter Cost(j) is the estimated number of network packets sent and received to satisfy a cache miss for requested number. Furthermore, 536 is the default maximum TCP segment size.
D. PROCESS AND ALGORITHM
As described above, the high cache hit ratio of the data objects with long access time from devices result to high performance gain. We define a document value calculating function for each object in cache as the following:
The parameter L is the expansion factor as same as the L of GDSF algorithm. So WGDSF need not all the documents in the cache to reduce their cost values H . The parameter SC(j), WDT (j) and WTF(j) are as above described. The caching process of WGDSF algorithm is illustrated in Fig.1 .
When the system receives the request for j document, the WGDSF algorithm will check whether the document j exists in the cache. If the document is in the cache, cache responses the document j to the request. If the document is not in cache, WGDSF requests the original data source firstly and responses the document j to the request. After that, WGDSF calculates the value H (j) of the j document by using the function H (j) = L + SC(j) * WDT (j) * WTF(j) check whether the remaining cache has enough space to place the document j. Then, the used space Used plus Size(j) equals the updated used space. If the used space Used is less than cache size, WGDSF puts the document into cache.
Next, we introduce the Insufficient space condition, which is as the same meaning as formula Used ≤ Total. We recalculate the value of all cached documents and choose the documents {m 1 , m 2 , · · · , m k }, which have lowest min H . The reason we recalculate all cached documents' H value is that weighted frequency and weighted document type need to be updated. The documents satisfy the conditions that Used
The reason we choose a series of documents is that evicting single document may not meet the cache space needs of document j. It must be stressed that document j should be included in {m 1 , m 2 , · · · , m k } if document j has the lowest min H .
Next, we check whether the document j exists in
that is to say, the value of document is low and it is not necessary to put document in the cache. Therefore, WGDSF discards the document j directly. This step promises not to put low value document in the cache. If document j is not in {m 1 , m 2 , · · · , m k }, WGDSF discards the document set H (j) = L + SC(j) * WDT (j) * WTF(j); 4: return j. 5: else 6: Obtain j from data source; 7: fr(j) = 1;
8:
Used = Used + Size(j); 10: if Used < Total then 11: Fetch j.
12:
else 13: We recalculate the H value of all cached documents and choose documents {m 1 , m 2 , · · · , m k }, which have lowest value, H ,and they meet the conditions below:
Size(m i ) ≤ Total;
15: 16: if j is in then 17: Discard j. 
Size(m i ) 21: Evict the minimum {m 1 , m 2 , · · · , m k },and fetch j. 22: end if 23: end if 24: end if meteorological images, and meteorological videos, meteorological audios. Among the meteorological documents, the text files take a greater proportion whose size is about several kb. This huge small size text documents are very important for weather prediction, and be visited frequently and also occupy small space. So, we cache the huge small text files is effective for data transfer. We consider to cache the while documents rather than documents indexes. The experimental environment is based on a Lenovo server, 4G RAM, running Windows 7. Based on the open source java project EHCache [40] , which integrated the LRU, LFU and FIFO algorithms, we added the GDSF algorithm and WGDSF algorithm into the Ehcache project to make contrast experiment. The GDSFAI algorithm needs a user interest database and its scenario is a TV system, so we did not add GDSFAI to Ehcache and the contrast experiment.
B. PERFORMANCE METRICS
We compare the performance of the algorithms LRU, LFU, GDSF and WGDSF based on cache hit rate, byte cache hit rate and average access latency.
1) CACHE HIT RATE
Cache hit rate is computed in the following way:
Hit rate (HR) is a widely used performance evaluation criterion. The parameter q i is a Boolean value of the document: a zero value indicates a present miss, and a nonzero value indicates a present hit. Then we can obtain the cumulative hit count by adding all q i values. Now we can compute the cache hit rate by dividing the cumulative hit count by the total count of the request. The parameter N is the total hit count.
2) CACHE BYTE HIT RATE
Cache byte hit rate is computed in the following way:
Byte hit rate (BHR) is the other widely used performance evaluation criterion. The parameter q i is the same as described in the discussion of Hit Rate. The parameter s i is the size of ith document. Then, we can obtain the cumulative byte hit value by adding all values of q i multiplied by s i . We can also obtain the total value of the request by adding all object sizes. Now we can compute the cache byte hit rate by dividing the cumulative byte hit value by the total value of the request.
3) AVERAGE ACCESS LATENCY
Average Access Latency (AAL) is computed in the following way:
Average access latency can represent the cache systemąŕs capacity for reducing the access latency, which is computed by dividing the general request time by the request frequency. The parameter T i is the time interval of ith request. Because low latency is the goal of adding a cache replacement algorithm, AAL is another import performance metric except for that of HR and BHR. The lower AAL value illustrates that the cache replacement algorithm plays a better role. 
C. RESULT AND ANALYSIS
We choose three traditional cache replacement algorithms (LRU, LFU and GDSF) to compare with the policy we proposed. What we will do is compare the respective performances of different algorithms with respect to different cache size, time to live and user access pattern.
1) IMPACT OF CACHE SIZE
In this experiment set, we compare the performance results of different algorithms across a wide range of cache sizes (cache capacity percentage of data set size), from 1 percent to 20 percent. Furthermore, the parameter time to live (TTL) and the access pattern remain unchanged. The parameter TTL has a default value of 0, which means that cache document can live indefinitely. The user access pattern keeps global probabilistic access mode (GPAM). All of this can be adjusted by editing the configuration files, which are .xml files. Figure 2 shows that WGDSF has higher percentages of HR and BHR than those of GDSF and other traditional algorithms. For the performance metric AAL, we see in Figure 2 (c) that WGDSF had the best possible performance for the cache size of 5 percent. Further, we can reach the preliminary conclusion that WGDSF performs better when the cache size is smaller. Although, sometimes the AAL is slightly higher than for other algorithms, WGDSF is approximately 3 percent higher than conditions with no cache.
2) IMPACT OF CACHE TTL
In this experiment set, we compare the performance results of different algorithms across a wide range of time to live (TTL), from 200s to 1200s. Furthermore, the parameter cache size and access pattern remain unchanged. The cache size parameter remains at 5 percent. The user access pattern remains in global probabilistic access mode. All of this can be adjusted by editing the configuration files, which are .xml files. Figure 3(b) shows that WGDSF has fairly good BHR performance gain over GDSF for a wide range of TTL values. We can see in Figure 3 (a) that for TTL values bigger than 600, WGDSF has a higher percentage of HR than other traditional algorithms. Because a short TTL time will affect the document value definition of WGDSF and GDSF, we see in Figure 3 that WGDSF has a poor performance when the TTL value is smaller than 600. Although, sometimes the AAL is slightly higher than for other algorithms, WGDSF is just about three percent higher than conditions with no cache.
The experimental results and application background explain why WGDSF has poor performance. The high value documents which WGDSF predicts will be removed from the cache system if the TTL is too short, which seriously affects the performance of WGDSF and results in the document value descending and the document being replaced if the document live time increases to more than 600s. We consider that the condition described above can explain the poor performance.
3) IMPACT OF USER ACCESS PATTERN
In this experiment set, we compare the performance results of different algorithms across a wide range of user access patterns, which includes continuous access mode (cam), loop access mode (lam), global probabilistic access mode (gpam) and regional access mode (ram). Furthermore, the parameters of cache size and TTL remain unchanged. The cache size parameter remains at 5 percent. The parameter TTL is set to default 0, which means that cache document can live for infinity. All of this can be adjusted by editing the configuration files, which are .xml files. Figure 4 shows that WGDSF has fairly good HR, BHR and AAL performance gain over GDSF for global probabilistic access mode (GPAM) and regional access mode (RAM). In continuous access mode (CAM) and loop access mode (LAM), LRU and LFU have a higher performance than GDSF and WGDSF. However, in real networks, global probabilistic access mode is the most common, and regional access mode is the second most common. Therefore, WGDSF can be put into use in real networks and can perform well.
VI. CONCLUSIONS
Weighted frequency-based time, weighted document type, document size and replacement cost are important factors for effective cache document replacement policies. This article proposes a new replacement algorithm named Weighted Greedy-Dual-Size-Frequency (WGDSF), which is based on the GDSF algorithm and joined with weighted frequencybased time and weighted document type. The experiment shows proposed algorithm especially performs better while the cache size is smaller. For documents' time to live, our algorithm has a higher percentage of HR than other traditional algorithms while TTL more than 600 seconds, which is suitable for caching. Future more, the proposed algorithm performances well in global probabilistic access mode, which is the most common in real network. So, WGDSF can be put into use in real networks and can get well performance. 
