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resumo 
 
 
O trabalho que se apresenta pretende dar uma nova visão sobre as aplicações 
de Internet, mais especificamente aplicações de troca de ficheiros entre 
usuários (aplicações Peer-to-Peer). Devido a grande popularidade que este 
tipo de aplicações tem tido nos últimos anos, tornando-se uma enorme fatia do 
tráfego gerado na Internet, torna-se imprescindível a previsão e análise das 
reais necessidades que cada utilizador tem. Ao mesmo tempo têm evoluido as 
técnicas de camuflagem das aplicações Peer-to-Peer, desde mudando as 
portas de comunicação default, usar tráfego cifrado ou mesmo mudar as 
assinaturas das aplicações. Esta dissertação mostra uma nova perspectiva 
baseada em Redes Neuronais, possibilitando a identificação e análise do 
tráfego gerado por estas aplicações com taxas de sucesso muito grandes, 
apoiando-se apenas nos perfis de transmissão e recepção de dados que cada 
uma apresenta. Os resultados obtidos mostram que esta solução é válida, 
sendo capaz de apresentar taxas de sucesso muito elevadas, contornando os 
problemas das actuais técnicas de identificação de tráfego. 
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abstract 
 
The following work has the purpose to give a new vision about Internet 
applications, more specifically file-sharing applications between users (Peer-to-
Peer). Due to a great popularity that these types of applications have gained in 
the past times, becoming an enormous fraction of generated traffic in the 
Internet, it’s essential to predict and analyze the real needs of each user. At the 
same time, camouflage techniques of Peer-to-Peer applications have evolved, 
changing default ports of communication, use of encrypted traffic or even 
changing signatures of applications. This dissertation shows a new approach 
based in Neural Networks, having the possibility the identification and analysis 
of the generated traffic by these applications with high success rates, 
supported only in traffic flows profiles. The results obtained show that this is a 
valid solution, which can be able to present elevated success rates, bypassing 
the actual techniques of traffic identification problems. 
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1. Introdução 
1.1. Linhas Gerais 
  
 As redes IP’s têm assistido a um aumento significativo de aplicações que 
sobre elas operam, devido a um crescimento tanto a nível da Internet como das 
redes locais. Assim é cada vez mais importante saber quais os programas e com que 
largura de banda usam a rede, providenciando ferramentas de desempenho, 
segurança e diferenciação, tanto ao nível do serviço como do tráfego que geram. 
 
 Nos últimos anos os métodos tradicionais de análise foram-se tornando cada 
vez menos fiáveis pois muitas das aplicações começaram a usar portas diferentes 
das default ou portas que eram associadas a aplicações totalmente diferentes. A 
análise por portos sempre foi o método mais directo e fácil para se associar 
determinado tráfego a uma aplicação. Outras formas de identificação de aplicações 
foram sendo criadas, como as baseadas em análise por protocolos de comunicação 
e análise sintética e semântica, que se foram igualmente tornando cada vez menos 
fiáveis devido à mudança das assinaturas das aplicações e aos constantes avanços 
e utilização de cifragem de pacotes. Estes factos provocaram um aumento 
exagerado tanto do número de falsos positivos como de falsos negativos. Assim foi 
preciso criar novas soluções para a resolução destes novos problemas. Uma das 
opções foi encontrada em soluções baseadas em redes neuronais, que consegue 
resolver o problema da detecção de aplicações e ao mesmo tempo consegue prever 
o tráfego que uma aplicação está a realizar baseando-se no tráfego do agregado 
geral, resolvendo assim as limitações dos métodos anteriores e acrescentando novas 
funcionalidades aos métodos de identificação de aplicações para estes fins. 
 
 Estes problemas são de extrema importância para os Internet Service 
Providers (ISP’s), que precisam de ferramentas capazes de detectar e identificar as 
aplicações que usam a Internet e dessa forma terem a possibilidade de implementar 
sistemas de Traffic Shaping (TS) [1], Quality of Service (QoS) [2] e mecanismos de 
segurança. Com o TS e QoS tenta-se cada vez mais adequar a rede às verdadeiras 
necessidades dos utilizadores, dando a capacidade ao ISP de saber na realidade as 
verdadeiras necessidades de largura de banda dos seus utilizadores, agrupando 
tráfego de grupos com diferentes ou iguais características estatísticas (dependendo 
da situação mais vantajosa para o ISP) de modo a optimizar a sua largura de banda 
nas diferentes ligações. Um ISP tanto pode agrupar utilizadores com padrões de 
utilização de largura de banda da Internet totalmente diferentes como utilizadores 
com padrões iguais. Quando existem padrões diferentes, o usual num ISP é criar 
linhas de igual largura de banda e dividi-las por grupos de utilizadores, criando um 
sistema de compensação e aproveitando desta forma para oferecer serviço de 
qualidade a utilizadores intensivos (os que usam intensivamente aplicações Peer-to-
Peer, FTP e outras de que geram tráfego de bastantes pacotes, tanto de upload 
como de download) como a utilizadores básicos (os que usam basicamente http, com 
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poucas transferências de dados). Desta forma, é disponibilizada uma linha que se 
adequa às necessidades de cada um dos utilizadores, embora no fundo ela não 
ofereça ininterruptamente a largura de banda realmente contratada a cada utilizador. 
Quando um ISP agrupa utilizadores de iguais características nas mesmas linhas 
procura fazer uma gestão a nível interno, criando várias linhas de larguras de banda 
diferentes que são disponibilizadas a cada padrão de utilizador, fazendo a distinção 
de grupos logo no ISP. Qualquer uma destas técnicas é correcta, cabendo ao próprio 
ISP escolher a que se adequa melhor as características que possui e aos seus 
utilizadores. Uma outra vertente muito importante da detecção de aplicações na 
Internet tem a ver com a segurança. Cada vez mais são desenvolvidas aplicações 
com o intuito de provocar danos nas redes e nos sistemas e que se baseiam em 
vulnerabilidades existentes no sentido de criar danos. Existem vários tipos de 
aplicações maliciosas, como worms, trojans, backhorses e até PC’s zombies, que em 
sistemas despreocupados a nível da segurança podem provocar danos e perdas 
bastante consideráveis. Pretende-se com a detecção destas aplicações activar os 
mecanismos adequados de defesa e de reparação. 
 
1.2. Objectivos   
 
 O principal objectivo deste trabalho é tentar criar um método de identificação 
de aplicações de Internet que consiga com a máxima taxa de acerto possível, 
detectar quais as aplicações que num determinado momento estão a gerar tráfego 
para a rede. Desta forma poder-se-á adaptar a rede às reais necessidades dos seus 
utilizadores. Cada aplicação apresenta um perfil de tráfego característico, tanto ao 
nível de largura de banda utilizada (caracterizada por indicadores como número de 
bytes e/ou pacotes recebidos e enviados) como ao nível das características estáticas 
com que os dados aparecem na rede (como por exemplo, a média e a variância). 
 
 A análise incidirá nas redes Peer-to-Peer [3] [4] mais conhecidas e usadas: 
eMule [5], Bittorrent [6] [7] e Gnutella [8]. Atendendo às especificidades das três 
redes, serão levados em conta alguns pormenores que possam influenciar os 
resultados. As aplicações não estarão limitadas na largura de banda, tendo toda a 
largura de banda disponível para exibirem o seu tipo de perfil de tráfego 
característico, sem haver influência de outras aplicações. Foram escolhidas 
aplicações de software livre, disponíveis na Internet, que abrangessem a maior 
percentagem de aplicações de file-sharing. Assim, foram utilizadas as aplicações 
eMule 0.47c, Azureus 2.3.0 e Limewire 4.12.11 respectivamente para a rede eMule, 
BitTorrent e Gnutella. 
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1.3. Estrutura da dissertação 
  
 A dissertação está dividida em 3 partes essenciais. O capítulo 2 mostra o 
enquadramento e o estado da arte da tecnologia actual. Os métodos de detecção 
são explicados bem como as aplicações de Peer-to-Peer usadas. No capítulo 3 é 
feita a apresentação das Redes Neuronais, o que são e como serão usadas para 
identificar e detectar o tráfego gerado pelas aplicações. A apresentação e discussão 
dos resultados obtidos são efectuadas no capítulo 4. O capítulo 5 contém as 
conclusões finais da dissertação. 
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2. Enquadramento e Estado da Arte 
 
 Neste capítulo é apresentado o enquadramento em que se baseia a 
investigação realizada para este projecto. São apresentados os métodos de 
detecção e identificação existentes bem como as aplicações que os implementam.  
  
 Para além disso, são também apresentadas as características gerais do 
tráfego Internet, as suas principais diferenças. O método de identificação proposto 
baseado em Redes Neuronais será validado através da sua aplicação a tráfego 
Peer-to-Peer, sendo a identificação baseada nos perfis de tráfego e na amplitude 
característica de cada aplicação. 
  
2.1. Métodos de detecção de aplicações 
 
 Existem vários métodos de detecção de aplicações [9], que por um ou outra 
razão se estão a tornar menos fiáveis e até obsoletos, mas que durante muito tempo 
da vida da Internet foram de extrema importância para os administradores dos 
sistemas, principalmente dentro dos ISP, terem noção do tráfego gerado pelas 
diferentes aplicações existentes na altura. 
  
 A detecção das aplicações pelos portos que utilizam para a comunicação 
baseia-se em observar o tráfego enviado e recebido via determinado porto que a 
aplicação usa. É pois um método bastante simples e básico de por em prática, mas 
muito falível. Este método perde eficácia com a capacidade de se alterar os portos 
por omissão que as aplicações usavam, sendo oferecida ao utilizador a capacidade 
de alterar o valor do porto. Assim poderemos ter duas aplicações a usar os portos 
por omissão uma da outra, distorcendo completamente os resultados. A isto ainda 
acresce o facto de as aplicações poderem usar portas aleatórias, tornando-as de 
certa forma invisíveis devido à imprevisibilidade da porta que poderão usar para a 
comunicação. 
  
 A análise protocolar é também um método bastante usado. Consiste em 
analisar as camadas protocolares do tráfego gerado à procura de assinaturas 
específicas de cada aplicação. Sendo este um método que poderia ser bastante 
acertado tem também muitos inconvenientes. Um deles é o desempenho da própria 
rede, pois para uma análise por protocolos tem de se analisar todo o tráfego que 
circula na rede. Outro incide na cada vez maior segurança imposta a nível protocolar, 
uma vez que as aplicações usam cada vez mais cifragem nos pacotes que geram e 
recebem, tornando a análise via protocolos muito difícil. A isto acresce a constante 
evolução das aplicações, que podem alterar ou não as assinaturas que as identificam 
neste tipo de análise. 
 
 A análise sintética e semântica resolve alguns dos problemas que as análises 
baseadas em portos e em protocolos apresentam. Este tipo de análise apoia-se 
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igualmente nos protocolos, mas consegue extrair dados específicos de cada 
protocolo qualquer que seja o encapsulamento. É tal como a análise protocolar 
pesada a nível do desempenho da rede, uma vez que também tem que analisar 
todos os pacotes que percorrem a rede. 
 
 Neste contexto apareceram métodos de identificação baseados em 
aprendizagem computacional [10]. Estes métodos têm a característica essencial de 
serem independentes do porto a usar ou da informação protocolar. Existem várias 
formas de por usar este tipo de métodos, variando os algoritmos a usar, a forma de 
tratamento dos dados recolhidos e as propriedades de cada tipo de tráfego que se 
pretenda analisar. 
  
 Finalmente, uma abordagem diferente consiste na detecção e análise de 
tráfego baseada em Redes Neuronais [11]. Este tipo de análise apoia-se em 
observar o número de pacotes e de bytes dos dados totais que percorrem uma 
determinada rede, tentando detectar que aplicações estão realmente a usar a rede e 
prever a quantidade de tráfego de cada uma. Para criar uma Rede Neuronal são 
usados dados recolhidos num ambiente controlado, treinando desta forma a rede 
com tráfego do qual se conhece com exactidão a respectiva aplicação geradora. 
Depois da fase de treino a Rede Neuronal será capaz de identificar os níveis de 
tráfego associado a cada aplicação, recebendo como entrada outro conjunto de 
dados recolhidos na rede. 
 
 
2.1.1. Identificação usando métodos puramente quantitativos 
 
 Existe um vasto conjunto de aplicações existentes que se baseiam nos 
métodos anteriormente apresentados para identificar aplicações com comunicações 
activas numa máquina.  
 
 São várias as aplicações que medem o tráfego actual, sem fazer distinção por 
aplicações: apenas se baseiam na quantidade de bytes que uma interface de rede 
numa máquina envia e recebe. Aplicações deste tipo apenas conseguem mostrar os 
níveis de utilização da largura de banda disponível no tempo em que está activa. É 
uma forma muito vaga de medir a utilização da rede, porque mesmo conseguindo 
com isto saber as necessidades de um utilizador, não se consegue ter uma 
perspectiva do seu consumo e de optimizar a utilização da rede.  
 
 Aplicações deste tipo são encontradas facilmente, tanto como aplicações 
instaláveis num sistema operativo, como scripts em páginas Web para os utilizadores 
“medirem” a sua ligação de Internet. Os próprios sistemas operativos integram por 
vezes ferramentas deste género. Qualquer ISP usa também ferramentas de medição 
para avaliar e até taxar aos utilizadores o uso de cada um do serviço de acesso à 
Internet contratado em períodos de tempo definidos. 
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 Uma simples pesquisa num motor de busca, como por exemplo o Google 
utilizando as palavras-chave como “bandwidth meter” apresenta-nos imensos sites 
onde podemos medir a nossa ligação de Internet, recorrendo apenas à transmissão 
de ficheiros, ora via TCP ora via UDP. Este nem sempre será um método quantitativo 
muito fiável, já que estão muitos factores em jogo, como o local de alojamento dos 
ficheiros, do próprio site, dos ficheiros escolhidos, etc. 
 
 Aparecem igualmente ferramentas, que podem ser instaladas no nosso PC, e 
que contabilizam os pacotes que estão a chegar e a ser enviados por uma interface 
de rede específica. Ferramentas como o Netcount [12] e Bandwidth Monitor [13] 
executam essa função, sendo a primeira usada muito regularmente por utilizadores 
que nos seus serviços de Internet disponibilizados pelos ISP ainda têm a limitação de 
tráfego nacional e internacional. 
 
 
2.1.2. Identificação usando métodos de identificação por portos 
 
   A identificação de aplicações por portos foi aparecendo à medida que a 
Internet foi crescendo, baseada na necessidade de acompanhar o número de portos 
por omissão para cada tipo de comunicação e/ou aplicação [14]. Como se pode ver 
pela lista, existe um vasto conjunto de aplicações que têm portas default para a sua 
comunicação, mas são cada vez mais as aplicações que incluem forma de configurar 
as portas de comunicação a usar. São estas funcionalidades das aplicações que 
complicam a análise de tráfego baseada neste método, que não seria mais que a 
utilização dum método puramente quantitativo (como o apresentado no ponto 2.1.1.), 
mas com divisão por portas. 
 
 Ao nível dos ISPs e de outros operadores que fornecem serviço de acesso a 
redes para vários utilizadores, este método foi usado numa primeira fase para 
bloquear tráfego de certas aplicações específicas, ou como medida de segurança, ou 
como medida de optimização da rede disponível (não permitindo que certas 
aplicações usassem a rede), ou ainda para monitorizar o consumo que certas 
aplicações induziam na rede. Se nos primeiros tempos este método foi uma forma 
muito eficiente e com elevado desempenho de atingir esses objectivos, actualmente 
já não resulta com a maioria dos utilizadores, pois cada vez mais é possível a 
personalização das aplicações e os utilizadores informáticos são mais experientes. 
 
 Este método acaba por usar algumas características dos métodos de 
identificação baseados na análise dos pacotes da comunicação, já que tem que 
analisar os portos, de emissão ou de destino, ou até ambos. Esta análise acaba por 
não ser uma análise computacionalmente pesada, pois a análise por portos acaba 
por ser directa no tratamento dos pacotes. Desta forma, não tem que existir 
desencapsulamento de pacotes e formas de ultrapassar medidas de segurança e 
criptografia.  
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 No fundo, acaba por ser um método com uma taxa alta de sucesso para a 
maioria dos sistemas e na maioria das comunicações. Para programas Peer-to-Peer 
já se encontram taxas muito mais baixas de acerto pois é do conhecimento público 
que muitos ISP fazem controlo em certos portos da comunicação para que as taxas 
de download e upload nesse tipo de aplicações não sejam tão altas, libertando a 
largura de banda para outras aplicações e utilizadores ou como parte integrante de 
políticas de anti-pirataria informática.  
 
 
2.1.3. Identificação usando métodos de análise protocolar 
 
Este tipo de método de identificação, para além de se apoiar no fluxo gerado, 
apoia-se também no tipo de fluxo e, concretamente, nos próprios pacotes. Exemplos 
deste método são o Mmdump [15] e o SM-MON [16] que usam a carga na rede para 
identificar as aplicações.  
 
As taxas de sucesso para identificação de tráfego “streaming” são muito altas, 
mas traduz-se numa carga de processamento enorme, já que o número de pacotes 
capturados é proporcional à carga da rede. Este método também deixa de ser eficaz 
quando o porto de controlo da sessão é alterado. Quando existe tráfego cifrado, 
deixa de ser possível usar este método, já que esse tipo de tráfego só poderá ser 
descodificado pelo seu destinatário de direito, havendo uma violação grave de 
privacidade. 
 
Para este método poder ser usado com taxas altas de sucesso, é necessário 
conhecer em pormenor todas as características da camada referente à aplicação em 
cada protocolo, além de que é necessário analisar tráfego em tempo real, por muito 
elevado que seja. 
 
   
2.1.4. Identificação usando métodos de análise sintética e 
semântica 
    
 Este método surge muito apoiado no método da análise protocolar, já que 
segue as mesmas premissas, mas ao invés de analisar o pacote no seu todo, analisa 
certas características únicas, as chamadas assinaturas, para desta forma se 
proceder à distinção entre as diferentes aplicações que geram tráfego. 
 
 Desta forma são introduzidas optimizações nos métodos de identificação por 
análise protocolar, que se faz valer do facto de uma parte nos pacotes ser estática, e 
como tal, ser possível descobrir a sua “identidade”. Este método poderá sofrer dos 
mesmos problemas do método de análise protocolar excepto no que à carga de 
processamento diz respeito, já que neste caso a informação que é necessário 
analisar e comparar é muito menor, embora seja necessário manter extensa base de 
dados de aplicações devidamente actualizada. 
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 Neste tipo de método foram propostas duas alternativas: uma proposta dum 
método baseado nas assinaturas para classificar tráfego Peer-to-Peer [17] e outra 
com a mesma finalidade mas mais independente dos protocolos [18]. 
 
 
2.1.5. Identificação usando métodos de aprendizagem 
computacional 
 
Os métodos de aprendizagem computacional ganharam bastante poder nos 
últimos anos. Tal facto deve-se ao avanço do processamento computacional, o 
desenvolvimento de algoritmos de análise cada vez mais robustos e um aumento 
enorme de fiabilidade. A grande característica deste método é não depender nem de 
portos nem de análise protocolar, fazendo apenas uma análise aos fluxos de dados 
presentes. 
 
Vários tipos de algoritmos já foram tentados, uns com mais carga de 
processamento do que outros, oferecendo maior ou menor fiabilidade: Generic 
Algorithm (GA), GA-based feature subset selection (FSS), Bayesian Network, Naives 
Bayes Tree (NBTREE), C4.5 Decision Tree (C4.5), RandomForest [10]. Cada um tem 
as suas valências e limitações, que vão desde o tempo de processamento, ao 
conjunto de dados de fluxo necessários para a análise, passando pela complexidade 
do próprio algoritmo. Tipicamente o C4.5 e o RandomForest apresentam melhores 
resultados, mas poderão apresentar resultados mais fracos se o conjunto de dados 
for de tamanho ou características diferentes. 
 
2.2. Aplicações 
 
 Como já foi exposto anteriormente, existem várias formas de detectar e 
identificar as variadas aplicações que num dado momento usam a Internet. O rápido 
crescimento da Internet provoca também um aumento dos problemas e da 
complexidade da identificação de aplicações. Um dos inúmeros exemplos que 
sustenta estas afirmações é facilmente visto com o boom do streaming, muito graças 
às difusões das televisões via Internet e aos sites do género do YouTube.com. Para 
todos estes tipos de transferência de dados é importante existir maneira de identificar 
que tipo de dados estão a ser gerados, para que também se possa identificar 
diferente tráfego na mesma aplicação, por exemplo identificar diferentes tipos de 
transferências de dados num browser. Para tal recorre-se então ao tipo de análise 
baseada nas redes neuronais, analisando o tráfego do agregado e tentando dividi-lo 
em diferentes padrões de tráfego pertencentes a determinadas aplicações. 
 
 Este tipo de análise é possível devido aos padrões que as aplicações de certo 
tipo de uso da Internet e de LAN’s apresentam. Podemos dividir o tipo de uso das 
redes em: a) HTTP; b) File Sharing; c) Games; d) Streaming; e) IRC+News; f) MAIL; 
g) Trojan and Backhorses. Para cada um destes tipos de usos é possível identificar 
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alguns padrões na maneira como as respectivas aplicações utilizam a rede, 
baseando-se a análise por redes neuronais nestas características. Assim, como já foi 
visto aquando da análise da arquitectura das redes neuronais apresentar-se-ão como 
entrada da rede, tanto na fase de treino como na fase de teste, vectores de valores 
de tamanho h+1 (conforme o histórico h que se deseje utilizar), com base nos quais a 
rede neuronal tentará identificar o tipo de aplicação geradora. 
 
 Conforme cada tipo de actividade que uma determinada aplicação realiza na 
Internet e nas LAN’s, normalmente é fácil adivinhar de que tipo é a aplicação, 
baseando-se apenas na análise a olho nú do tráfego gerado num certo espaço de 
tempo. Por análise de padrões constata-se que o tráfego HTTP é caracterizado por 
muitos períodos longos sem geração de tráfego intercalados por picos de vez 
quando. Se analisar-se a utilização natural da rede durante a visualização de um site 
na Internet, este perfil faz todo o sentido já que durante alguns períodos de tempo 
não estamos a realizar nenhuma actividade que gere tráfego (pois estamos a ler 
qualquer coisa) mas noutras alturas, quando clicamos em algum hiperligação que 
nos redirecciona para outra página já estamos a realizar transferências de dados, de 
upload e download, correspondentes ao envio dos pedidos do que se pretende 
visualizar e recepção dos dados a visualizar respectivamente. E, tal como para o 
http, existem padrões para outros tipos de tráfego; no FTP normalmente existem 
taxas elevadas de download, uma taxa residual de upload devido à confirmação da 
recepção dos variados dados recebidos, obtendo-se períodos de tempo com taxas 
de transferência relativamente constantes, dependendo também do tamanho dos 
ficheiros a serem transferidos. Situações semelhantes são encontradas tanto em 
tráfego de aplicações do tipo Peer-to-Peer como em aplicações de streaming. Tanto 
numa como noutra existem taxas de transferências constantes, diferindo apenas nos 
seus valores absolutos.  
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Figura 1 – Exemplo de tráfego HTTP. 
 
 
 
Figura 2 – Exemplo de tráfego FTP. 
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Figura 3 – Exemplo de tráfego Peer-to-Peer. 
 
 
 
Figura 4 – Exemplo de tráfego streaming. 
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2.2.1. Aplicações Peer-to-Peer (P2P) 
 
 Com o crescimento e progresso da Internet foram sendo criadas novas formas 
de troca de dados, tendo as redes Peer-to-Peer conquistado um espaço de extrema 
importância no desenvolvimento e na facilidade com que os variados utilizadores de 
Internet pelo mundo fora partilham e acedem a ficheiros que pretendem. Uma rede 
Peer-to-Peer é normalmente formada por computadores, estabelecendo uma espécie 
de rede de computadores virtual, onde cada ponto não tem um papel estanque, nem 
de cliente nem de servidor, actuando como os dois, dependendo se está a enviar ou 
a receber dados de outros utilizadores, vulgarmente designados por peers. O termo 
Peer-to-Peer traduz exactamente em que consiste a rede, ponto a ponto, de 
utilizador para utilizador. 
 
 Quando em 1984 com o desenvolvimento de um projecto da IBM chamado 
Advanced Peer-to-Peer Networking Architecture foi lançado o termo Peer-to-Peer, 
não se imaginava todas as capacidades que esta tecnologia poderia ter. A 
flexibilidade e as propriedades heterogéneas que cada nó neste tipo de rede pode 
ter, que podem diferir em termos de configuração local, capacidade de 
processamento, capacidade de armazenamento, largura de banda e características 
particulares de cada um, fizeram com este tipo de tecnologia fosse aplicada em 
vários sistemas. Assim, o termo Peer-to-Peer é um modelo conceptual, que é 
aplicado tanto no protocolo NNTP, virado para o sistema de Usenet News, no 
protocolo SMTP, para o envio de e-mails e nos sistemas de mensagens 
instantâneas, como por exemplo o MSN (www.msn.com) e o ICQ. Embora este 
termo faça sentido em cada um destes protocolos e tecnologias, ele é associado 
principalmente às aplicações de partilha de ficheiros, que tornaram possível a troca e 
distribuição de arquivos em rede, permitindo o acesso de qualquer utilizador dessa 
rede a este recurso. Mas os recursos a partilhar não se esgotam na transferência de 
ficheiros, podendo ir desde espaço de armazenamento de arquivos, a serviços de 
software como até partilha de capacidade de processamento de máquinas. 
 
 Embora os primórdios desta tecnologia tenham sido desenvolvidos em 1984, 
só em 1999, com o aparecimento do famoso Napster (www.napster.com), é que este 
conceito de Peer-to-Peer veio para a ribalta, possibilitando a troca de ficheiros de 
media, principalmente música no formato MP3. Nesta altura todos os conceitos Peer-
to-Peer estão cada vez mais expostos devido à partilha de muito material ilegal, 
como filmes, jogos e álbuns musicais, chamando a atenção das companhias 
produtoras dos mesmos que foram movendo processos judiciais uns atrás dos 
outros. 
 
 Devido ao enorme leque de possibilidades que esta tecnologia oferece, foram 
sendo criadas variados tipos de arquitecturas Peer-to-Peer. Temos o caso do 
Napster e do MSN, onde o papel dos nós da rede é muito importante e que são 
baseadas num sistema de cliente/servidor que gere algumas tarefas críticas para o 
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bom funcionamento, como a indexação de informação. Mas tudo isto não torna o 
termo mal empregue nestes sistemas, pois o papel dos nós da rede é mesmo muito 
importante, porque são eles que passam a servir como provedores de informação, 
não agindo como consumidores passivos. Outros tipos de redes, como Gnutella e 
Freenet usam uma arquitectura Peer-to-Peer pura, onde não existe nenhum servidor 
que centralize tarefas, servindo-se apenas dos vários pontos da rede. Um dos 
grandes motivos que motivou a descentralização da arquitectura foi a necessidade 
de evitar problemas judiciais que acabaram com o Napster, oferecendo o mínimo de 
contacto com um servidor central e permitindo uma maior escalabilidade ao sistema. 
Mesmo existindo um servidor central, o papel dos nós da rede sempre foi o mais 
importante para a manutenção das mesmas: um estudo de investigadores da Xerox 
PARC concluiu que na rede Napster 70% dos utilizadores não contribuíam nas suas 
partilhas de ficheiros com nenhum arquivo, enquanto 1% dos utilizadores era 
responsável por 50% dos arquivos disponíveis na rede. Um dos factos que apoiava 
este estudo era a diferença de largura da banda das ligações à Internet dos 
utilizadores, sendo que os ISP situados nos países mais desenvolvidos já ofereciam 
larguras de banda de centenas e milhares de kilobits por segundo, comparando com 
as larguras de banda de muitos países que ainda rondavam a dezena de kilobits por 
segundo. 
 
 A verdade é que aplicações Peer-to-Peer puras são muito raras. Já foram 
criadas redes completamente puras, como a Usenet em 1979 e a FidoNet em 1984, 
mas todas com fins específicos, porém questões de desempenho forçaram a uma 
centralização parcial das actividades em peers de maior capacidade. Usualmente a 
chamada rede Peer-to-Peer é híbrida, já que utiliza certos elementos centralizadores 
na execução de tarefas cujo desempenho é crítico. 
 
 Um dos grandes problemas do boom das aplicações Peer-to-Peer surgiu 
quando muitas aplicações foram criadas, necessitando cada uma delas de 
implementar o seu próprio protocolo de comunicação para estabelecer ligações entre 
cada um dos nós da sua rede. Assim não era possível a comunicação entre sistemas 
diferentes, obrigando os utilizadores a possuir todas as aplicações e até a utilizá-las 
em simultâneo, como foram os casos do Kazaa, eMule e Gnutella. Foram assim 
criadas plataformas para desenvolvimento de aplicações Peer-to-Peer, de maneira a 
possibilitar a comunicação entre as várias redes. Exemplos destas plataformas são o 
JXTA, o Windows Peer-to-Peer Networking e o XNap. Os dois primeiros são 
especificações de protocolos Peer-to-Peer e de uma API para utilização dos 
serviços, sendo o primeiro com implementações em Java e C. O XNap oferece, além 
de uma API de serviços Peer-to-Peer, também um framework para o 
desenvolvimento das aplicações em si, incluindo recursos de interface gráfico com o 
utilizador. Desta forma, as redes Peer-to-Peer foram-se tornando redes mais 
generalizadas e de fácil acesso a cada utilizador. 
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 Serão agora abordados os aspectos mais fundamentais dos três tipos de 
redes Peer-to-Peer cujo tráfego será usado para se testar os princípios da 
identificação das aplicações de Internet baseada em redes neuronais 
 
. 
2.2.1.1. Rede eMule  
 
 Este projecto é uma evolução dum projecto inicial chamado eDonkey. Este 
projecto, iniciado em 2000, surgiu logo após o desaparecimento do Napster, tendo 
como objectivo facilitar a transferência de ficheiros com tamanhos na casa dos 
gigabytes, tendo sido este o motivo pelo qual o seu nome contém a palavra Donkey, 
usada para designar ficheiros de tamanho elevado e de difícil obtenção na Internet. 
Toda a sua rede é baseada em servidores centrais que fornecem ao utilizador as 
funcionalidades de pesquisa e indexação de ficheiros na sua ampla rede. 
 
 
 
Figura 5 – Logótipo da rede eMule e eDonkey2000. 
  
 O projecto eMule teve o seu início em 2002, pelo mesmo criador que anos 
antes havia idealizado e posto em prático o projecto eDonkey. Em computação 
eMule é um aplicativo de partilha de ficheiros através de Peer-to-Peer que trabalha 
tanto com as redes eDonkey como com as redes Kademlia oferecendo um leque 
mais alargado de funcionalidades e capacidades que o cliente original eDonkey. O 
eMule continua a sua génese de software livre lançado sob a General Public License 
(GNU). Este facto fez com que fosse amplamente distribuído e desenvolvido por 
programadores de toda a parte do mundo, tendo sido criadas inúmeros versões do 
cliente original eMule, modificações do mesmo, mas mantendo sempre a essência do 
cliente original. Desde o seu lançamento original, em 2003, até à data actual, o 
eMule, disponibilizado no site SourceForge, já foi transferido para os utilizadores 
mais de 334 milhões de vezes, isto em números absolutos, tendo o dobro das 
transferências do segundo classificado no top de downloads deste site. 
 
 Os pontos fortes do eMule são a troca facilitada de hiperligações entre os 
vários clientes, a recuperação de downloads corrompidos e o uso de um sistema de 
créditos e fila de espera que premeia os utilizadores que mais partilham, ou seja, 
mais uploads fazem na rede para outros clientes. Para além disso, outros pontos 
fortes são a transmissão de dados compactados através da biblioteca Zlib, poupando 
assim a largura de banda da rede, a massificação e fidelidade das hiperligações que 
usa no cliente, os links ed2k (ed2k://), que possibilita que num browser seja clicado 
um link deste tipo e seja associado imediatamente ao cliente eMule. São garantidos 
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assim que o link é de facto o que diz ser e não existe risco de vírus nem spyware 
neles. Outro dos pontos fortes é o uso do algoritmo SHA1 para verificação e 
identificação de arquivos, que calcula todos os bytes de um arquivo e compara com o 
resultado do cálculo do arquivo original, prevenindo assim a duplicação de ficheiros e 
garantindo a sua perfeição. 
 
 Nas versões mais recentes, o eMule implementa em si próprio a rede 
Kademlia, que ao invés da rede eMule, não utiliza servidores centrais, fazendo de 
cada utilizador um nó da rede procurando seguir uma política geral da Internet, que é 
bastante eficiente, assegurando que com a falha de um nó não se corre o risco de 
toda a rede falhar. 
 
 A capacidade de transferência de ficheiros de tamanho elevado, na ordem das 
centenas de megabytes ou mesmo gigabytes, torna o eMule mais difícil de usar para 
ficheiros de tamanho mais pequeno, pois são criadas filas de espera que podem ir 
até aos 5000 utilizadores. Este pormenor torna o eMule mais lento para ficheiros de 
tamanho reduzido, porque demora mais tempo a que um utilizador obtenha o seu 
lugar de transferência, demorando mais tempo a começar o download. Mas devido 
ao número de utilizadores existentes nesta rede tal facto é por vezes menosprezado, 
pois o elevado número de fontes para cada ficheiro facilita a rapidez das 
transferências. Neste tipo de transferências a confiança é muito importante, já que 
por vezes são transferidos ficheiros “às escuras”. No eMule a taxa de sucesso no 
término de arquivos, tanto grandes como pequenos, é muito alta, sendo muito rara a 
chegada de um ficheiro corrompido, significando que o ficheiro já vinha corrompido 
antes de ser partilhado na rede. 
 
 Sendo esta uma aplicação de Peer-to-Peer a face da partilha é muito 
importante nestas redes. Na rede eMule cada utilizador é forçado a partilhar 
ficheiros, ora por a taxa de download ser automaticamente limitada pelo cliente 
mediante a taxa de upload por ele escolhida, ora por possuir uma funcionalidade que 
divide cada arquivo com mais de 10 megabytes em blocos, sendo efectuada a 
transferência por partes, obrigando quem deseja o arquivo em questão a partilhar os 
blocos que já possui do mesmo enquanto não for finalizado o download. 
 
 
2.2.1.2. Rede BitTorrent 
 
 O BitTorrent, criado em 2003, é um protocolo que permite aos utilizadores 
efectuarem download de arquivos indexados em sites na Internet. A premissa desta 
rede é partilhar o que já recebeu, maximizando muito o desempenho e possibilitando 
downloads rápidos. 
 
 À semelhança da rede eMule, na rede BitTorrent, os ficheiros são divididos em 
blocos normalmente de 256 kilobytes que podem ser partilhados e transferidos por 
ordem completamente aleatória, sendo reconstruídos no final para recompor o 
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ficheiro original. É um sistema de partilha que optimiza ao máximo o desempenho 
geral da rede, já que não existem filas de espera e todos os utilizadores partilham 
pedaços entre si, não sobrecarregando um servido central nem um único utilizador. 
Assim, quanto mais utilizadores tentam transferir um ficheiro, mais largura de banda 
se torna disponível. 
 
 Ao invés de utilizar links específicos para caracterizar os ficheiros pretendidos, 
a rede BitTorrent usa ficheiros apontadores, os .torrent. Nestes ficheiros vêm 
gravados o nome do arquivo, tamanho e a hash, de forma a assegurar aos 
utilizadores que o arquivo é o que o nome diz ser. Visto a rede BitTorrent ser 
baseada em servidores centrais, os chamados tracker, nestes ficheiros apontadores 
vem também o endereço do tracker. 
 
Figura 6 – Exemplo de transferências na rede BitTorrent na partilha dos blocos utilizador a utilizador. 
  
 Os ficheiros .torrent são normalmente disponibilizados em sites na Internet, de 
forma a ser distribuído para os utilizadores. O cliente BitTorrent é iniciado como um 
“nó semente”, permitindo que outros utilizadores se liguem a ele e comecem o 
download. Quando outros utilizadores terminam a transferência do ficheiro, tornam-
se novos “nó semente”, isto se continuarem ligados na rede. Como neste tipo de 
rede o número de sementes (ou fontes como são chamados na rede eMule) é bem 
mais reduzido, poderá por vezes haver problemas para finalizar transferências de 
ficheiros, já que se todas as sementes se desligarem da rede: o ficheiro pode tornar-
se indisponível para ser transferido, mesmo tendo o ficheiro .torrent. Devido à 
distribuição aleatória dos variados blocos, pode acontecer não haver nenhum 
utilizador com o ficheiro completo na rede mas é possível que a soma de todos os 
blocos que os utilizadores têm possa resultar no ficheiro completo. 
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 Fazer um download com o BitTorrent é bastante intuitivo. Cada utilizador deve 
primeiro descarregar o ficheiro .torrent que aponta para o ficheiro desejado, depois 
abri-lo no seu cliente BitTorrent. O arquivo .torrent mostra ao utilizador o endereço do 
tracker, mantendo um registo de todos os utilizadores que estão a transferir o mesmo 
ficheiro e onde o arquivo e os seus blocos estão. Logo aqui são vislumbrados dos 
pontos mais fracos relativamente à rede eMule. Em primeiro lugar, não existe 
sistema de busca nos clientes BitTorrent, ela terá de ser sempre efectuada via sites 
Internet ou partilha de arquivos .torrent directamente de utilizador para utilizador. Por 
outro lado, a aparição da rede Kademlia, funcionando em simultâneo com a rede 
eMule, veio prevenir a operacionalidade da rede eMule, mesmo quando os 
servidores centrais estavam em baixo. Este facto não acontece na rede BitTorrent, 
quando o tracker está indisponível não é possível começar nenhum download, 
apenas mantê-lo, já que as ligações continuam a ser entre os variados utilizadores, 
clientes e sementes, apenas se perdendo a informação dos utilizadores que estão 
online e quais os blocos disponíveis. O sistema de transferência de blocos faz com 
que os blocos mais raros tenham prioridade mais alta para ser espalhados pelos 
restantes clientes, fazendo assim com que todos tenham sempre blocos para 
partilhar. 
 
 O BitTorrent proporciona o melhor desempenho para utilizadores com uma 
largura de banda grande, especialmente no que toca ao upload, já que ele não 
garante desempenho para utilizadores que somente recebam e não enviem nada 
para a rede e outros utilizadores. Muitos sites e até clientes foram implementando 
sistemas de rácio entre o total de bytes transferidos e recebidos de modo a criar 
resistência nesta rede aos que nada enviaram e para premiar aqueles que partilham, 
tanto durante a transferência do ficheiro como, quando este termina. 
 
 
2.2.1.3. Rede Gnutella 
 
 Gnutella é uma rede de partilha de ficheiros com troca de ficheiros 
directamente entre os utilizadores, sendo esta uma verdadeira rede Peer-to-Peer, ou 
seja, funciona sem servidor central. 
 
 O programa cliente mais usual possui o mesmo nome que a própria rede, 
Gnutella, e gere a ligação à rede e as pesquisas. Ao contrário da rede eMule, em que 
um servidor central controla as pesquisas, na rede Gnutella as pesquisas são 
passadas de nó em nó. Esta rede é, a seguir à rede eMule, a rede de troca de 
ficheiros mais popular da Internet. 
 
 A rede Gnutella é uma alternativa completamente distribuída para sistemas 
semi-centralizados, como KaZaA, e sistemas centralizados, como Napster. A rede 
ganhou muita popularidade quando foi criada, em 2000, uma vez que a ameaça legal 
da morte do Napster ainda serviu de catalisador. Com este crescimento abrupto 
foram revelados alguns problemas de escalabilidade do protocolo inicial, tendo este 
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sido modificado para melhorar este aspecto. Assim, em vez de cada utilizador ser 
tratado como cliente e servidor, foram criados alguns utilizadores que eram tratados 
como “ultraleves”, que direccionavam requisições de busca e respostas para 
utilizadores ligados a eles. Com este crescimento de popularidade surgiu um dos 
clientes mais utilizados e conhecidos, o Limewire (www.limewire.com), que continua 
a seguir a génese da rede Gnutella, protocolo, projecto e software livre. 
 
 
 
Figura 7 – Logótipo do software Limewire. 
 
 Basicamente a rede Gnutella funciona de uma forma muito simples. Existe um 
círculo grande de utilizadores, os chamados nós. O cliente quando ligado precisa de 
encontrar pelo menos um nó para ter ligação à rede, usando para isso variados 
métodos, como uma lista pré-existente de endereços de nós possivelmente activos, 
uso de sites Gwebcache ou até recorrendo mesmo ao uso do IRC. Depois de se ligar 
a um ou vários nós, esses nós enviarão a sua lista de nós ligados para que se tente 
ligar a eles. A partir deste momento as funcionalidades de transferência de ficheiros 
e pesquisa estarão activas. A transferência de ficheiros é uma ligação Peer-to-Peer 
pura, onde os nós se ligam conforme a necessidade de transferência de um certo 
ficheiro. Na pesquisa é utilizado um sistema circular, onde os pedidos de pesquisa 
vão passando pelos vários nós. Na prática, uma pesquisa na rede Gnutella é 
frequentemente pouco confiável. Cada nó é um utilizador de computador, portanto 
eles estão constantemente a ligar e a desligar-se da rede, o que faz com a rede 
nunca seja completamente estável. Este facto, aliado à largura de banda que é 
limitada em cada utilizador faz com que alguns pedidos de buscar possam ser 
interrompidos antes de passarem por toda a rede.  
 
 O grande ponto forte desta rede é mesmo a sua facilidade. É muito difícil que 
a rede caia, já que não depende de um servidor central, como o Napster, que uma 
vez em baixo simplesmente bloqueava toda a rede. A rede Gnutella não cai 
desligando qualquer um dos nós, ele mantêm-se sempre enquanto existirem pelo 
menos dois nós ligados entre si. 
 
2.3. Conclusão 
 
 Neste capítulo foram analisados os diferentes perfis do tráfego que percorre a 
Internet, bem como as diferentes características das aplicações Peer-to-Peer que 
serão utilizadas nos testes que serão levados a cabo nesta dissertação. 
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3. Descrição do sistema / metodologia do sistema de 
identificação 
 
 Este capítulo dá uma visão sobre como foi concebido o sistema e método 
seleccionado para realizar a identificação das capturas efectuadas. É apresentado 
como uma Rede Neuronal é concebida, como é a sua arquitectura e em que 
parâmetros se baseia para permitir atingir os objectivos pretendidos neste projecto. 
 
 
3.1. Redes Neuronais 
 
3.1.1. Introdução 
 
 Basicamente um modelo de rede neuronal [19] é composto por elementos 
simples operando em paralelo, sendo inspirado no sistema nervoso biológico, que 
cada um de nós possui. Como na natureza, a rede é determinada largamente pelas 
ligações entre cada elemento, os chamados neurónios. Uma rede neuronal poderá 
ser treinada para realizar uma determinada função ajustando os valores (pesos) das 
ligações entre elementos.  
 
 O objectivo de treinar ou ajustar uma rede neuronal consiste em ajustar os 
parâmetros para que para um determinado valor de entrada seja obtido um valor de 
saída alvo, isto é, um valor que seria esperado obter sempre que houvesse uma 
entrada com as mesmas características. Com a actuação dos elementos em paralelo 
é conseguido um ajuste em várias iterações baseado na comparação da saída com a 
saída-alvo, até que os valores se igualem ou difiram a menos de um certo limiar. A 
figura 1 mostra um esquema básico duma rede neuronal. 
 
Figura 8 – Esquema básico duma rede neuronal. 
 
 As redes neuronais foram sendo criadas e treinadas para serem aplicadas em 
variadíssimos campos de aplicação, desde as funções mais simples às mais 
complexas, abrangendo áreas como reconhecimento de padrões, identificação, 
classificação, voz, visão e sistemas de controlo. Existe assim uma vasta área onde 
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se aplicam actualmente as redes neuronais, treinando-as para resolver problemas e 
funções que são difíceis para os PC’s convencionais e para os humanos. 
 
 No campo da análise de identificação de aplicações [20], com base no tráfego 
por elas gerado, interessa em primeiro lugar conhecer as diversas componentes do 
tráfego (bytes e pacotes transferidos). O objectivo principal da análise consiste em, 
com base no tráfego geral do agregado, detectar as diferentes actividades das 
variadas aplicações que possam estar a gerar tráfego e também tentar prever o 
tráfego que cada um possa realizar no futuro. De modo a que a análise seja mais 
fidedigna acrescenta-se à entrada valores de história, aproveitando possíveis 
correlações que possam existir entre o tráfego geral do agregado e o tráfego 
distribuído por cada aplicação em determinados períodos de tempo: usam-se desta 
forma o valor actual e os últimos h valores (correspondentes à história) como 
entradas da rede neuronal. Este problema será resolvido redes neuronais do tipo 
Back Propagation. 
 
Figura 9 – Exemplos de valores de entrada para uma rede neuronal. 
 
 
 O tipo de redes neuronais com aprendizagem Back Propagation [21] foi criado 
pela generalização da regra de Widrow-Hoff que lida com a aprendizagem em redes 
multi-camadas e funções de transferência não lineares e diferenciais. Este é um tipo 
de rede onde os vectores de entrada e os correspondentes vectores de saída são 
usados para treinar a rede até que consiga fazer a aproximação a uma função, 
associar vectores de entrada a vectores de saída ou classificar vectores de entrada 
numa escala definida pelo utilizador. 
  
 Back Propagation é um algoritmo gradiente, como a regra de aprendizagem 
de Widrow-Hoff, usado para a aprendizagem no treino de redes neuronais 
multicamada do tipo feed foward. O termo back propagation refere-se à forma como 
o gradiente é computorizado para redes multicamada não lineares. Existe um 
conjunto de variações no algoritmo básico que são baseadas em técnicas de 
optimização standard, como gradiente conjugado e métodos de Newton. Redes 
neuronais com aprendizagem do tipo back propagation treinadas convenientemente 
tendem a apresentar respostas bastante razoáveis para entradas que nunca viram. 
Normalmente, uma entrada nunca vista irá resultar numa saída similar ao valor 
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correcto da saída para valores de entrada usados na fase de treino que são similares 
à nova entrada. Esta propriedade deste tipo de redes neuronais torna possível treinar 
uma rede com um conjunto representativo de pares entrada/saída e obter bons 
resultados sem treinar a rede com todos os pares possíveis de valores 
entrada/saída. Tudo isto faz com que este algoritmo seja muito poderoso mas muito 
pesado e dispendioso em termos computacionais. 
 
3.1.2. Arquitectura 
 
 Para o objectivo de identificar aplicações [20] [22] com base no tráfego que 
estão a gerar usa-se uma rede do tipo apresentado abaixo: 
 
 
Figura 10 – Arquitectura da Rede Neuronal a ser usada. 
 
 Assim é usada uma rede feed forward back propagation com três camadas. A 
camada de entrada possui h+1 neurónios, consoante os valores de histórico que 
serão usados nos valores de entrada, que corresponde ao valor actual de entrada 
mais os h valores anteriores do tráfego agregado. A camada de saída terá tantos 
neurónios quanto o número de saídas existentes: por exemplo, no caso da 
identificação de aplicações se existir um conjunto de 10 aplicações diferentes a gerar 
tráfego, existirão 10 neurónios na camada de saída. A estrutura da camada 
escondida, a chamada hidden layer, é determinada a partir da minimização da 
função de desempenho da rede neuronal. Logo é possível obter resultados 
diferentes, variando o número de neurónios na camada escondida e o número h de 
valores de histórico que se introduz na rede, tendo em vista a rapidez com que se 
chega aos resultados e os próprios resultados em si. 
 
 No modelo de rede neuronal apresentado que será usado para a identificação 
de aplicações existem vários componentes. O valor w in,j representa o peso 
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correspondente a cada camada i (1,2 e 3, neste caso) que é multiplicado pela 
entrada n do neurónio j, onde n e j têm diferentes gamas dependendo da camada da 
rede. O valor b ij representa o acerto associado ao neurónio j da camada i. Para a 
camada de entrada e escondida, é usada uma função de transferência Log-Sigmoid, 
sendo que na camada de saída é usada uma função de transferência Linear. 
 
 O tipo de função de transferência Log-Sigmoid faz com que se gerem valores 
entre 0 e 1, à medida que as entradas variam entre valores positivos e negativos. A 
função de transferência linear faz com que os valores de saída não sejam limitados, 
podendo tomar qualquer valor.  
 
  
 
 
 
 
 
 
 
 
Figura 11 e 12 – Função de transferência Log-Sigmoid (do lado esquerdo) e Linear (do lado direito). 
 
 
 A aplicação das redes neuronais para resolver determinados problemas 
envolve sempre duas fases distintas: a fase de treino e a fase de teste. Na fase de 
treino, como o nome indica, é treinada a rede, fazendo-a aprender com os dados que 
lhe serão apresentados. Assim é criado um conjunto de valores de teste, formado 
para pares de entrada/saída, que são apresentados à rede neuronal, ajustando 
assim os seus valores de peso e acerto de modo a que saída apresente os valores 
apresentados no par inicial. A própria rede neuronal possui certas características e 
propriedades, nomeadamente parâmetros de certeza e de iterações, que farão com 
que o treino pare igualmente tendo em atenção estes valores. Depois da fase de 
treino, virá a fase de teste em que é apresentado um conjunto de valores de entrada 
para os quais a rede neuronal apresentará o valor de saída que acha ser o correcto, 
baseando-se nos valores que obteve anteriormente na sua fase de treino. Existe 
sempre a possibilidade de a fase de treino não abranger todos os valores da gama 
que serão apresentados na fase de teste, ao que nestes casos a rede neuronal 
tentará dar os melhores resultados. Quanto ao tipo de paradigma de aprendizagem é 
conveniente usar um tipo em que esta é feita incrementalmente, o tipo adaptativo, 
isto é, em vez de se apresentarem os valores de teste todos juntos, estes são 
apresentados incrementalmente, actualizando os valores de peso e acerto a cada 
valor de entrada apresentados. Um dos factos preponderantes na escolha deste 
método reside no tamanho do conjunto de dados, que ao ser apresentados de uma 
só vez se tornaria muito pesado computacionalmente, afectando em muito o 
desempenho do sistema. 
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3.2. Conclusão 
 
 Neste capítulo foi apresentada a estrutura da Rede Neuronal seleccionada 
para analisar o tráfego capturado, tendo em conta as valências e características 
apresentadas para o objectivo pretendido. 
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4. Resultados 
 
 Neste capítulo são apresentados os resultados obtidos nas diversas 
experiências. Em primeiro lugar, é feita uma análise ao tráfego de cada uma das 
capturas efectuadas e são apresentadas as diferentes características de cada tipo de 
tráfego, que tornarão possível a análise e detecção pela ferramenta desenvolvida. É 
também explicado como funciona a ferramenta, em que consiste e quais os 
diferentes parâmetros ajustáveis no sentido de a ajustar as percentagens de acerto e 
os tempos de processamento com vista a obter os melhores resultados possíveis. 
 
 No que toca aos resultados efectivamente obtidos, eles estão divididos em 
quatro métodos diferentes: o método adapt (4.3.1), o método train com os valores de 
entrada com média 0 e variância 1 geral (4.3.2), o método train com os valores de 
entrada com média 0 captura a captura (4.3.3) e o método train com os valores de 
entrada com média 0 e variância 1 captura a captura (4.3.4). Para facilitar a análise e 
a comparação, os métodos são apelidados de método adapt, train 1, train 2 e train 3, 
respectivamente. São analisados os resultados em cada método e apresentadas 
explicações para o sucesso ou insucesso de cada tentativa. As tabelas dos 
resultados obtidos são apresentadas no Anexo A. 
 
 
4.1. Análise das capturas e metodologia usada 
 Foram realizadas capturas de cada aplicação individualmente a usar a rede 
durante 5 horas, contabilizando o número de pacotes e bytes, recebidos e enviados, 
com intervalos de tempo de 1 segundo. As capturas foram realizadas durante os dias 
5 e 6 de Fevereiro de 2007, tendo sido escolhidos ficheiros com semelhante número 
de peers para o teste da transferência Peer-to-Peer com, numa linha ADSL da SAPO 
com largura de banda de 4 megabits por segundo de download com 256 kilobits por 
segundo de upload. Foi usada uma aplicação baseada no TCPDUMP para efectuar a 
captura dos pacotes, tendo sido registados o número de bytes e pacotes, enviados e 
recebidos, no tráfego gerado pelas aplicações.  
 
 As capturas dos bytes e pacotes, tanto recebidos como enviados, efectuadas 
apresentam logo algumas diferenças a “olho nú”. Mesmo seleccionando ficheiros 
para transferir com um número elevado e semelhante de peers em cada uma das 
redes onde se efectuaram os testes, não se conseguiram estabelecer as mesmas 
taxas de download e upload em cada uma das aplicações, embora não estejam 
muito longe uma das outras em termos proporcionais. Analisando captura a captura 
consegue-se verificar logo que no caso do download se conseguem taxas 
relativamente constantes, embora no caso do Limewire se obtenham taxas bem mais 
elevadas. Nota-se bem no caso do Azureus as taxas de download mais baixas que 
nas outras duas aplicações, o que se deve ao menor número peers para partilhar 
certos ficheiros, visto a rede BitTorrent ser uma rede mais restrita e menos ampla 
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que as outras duas. No caso do upload, não se verificam muitas diferenças entre 
cada uma das aplicações, tanto o eMule como o Limewire e o Azureus conseguem 
taxas constantes de upload. A do Limewire é bem mais alta, aproveitando toda a 
largura de banda disponível. Para haver um termo de comparação entre o uso 
normal da Internet e o uso dedicado ao file-sharing, foi também considerada uma 
captura geral do uso HTTP efectuado no navegador da Microsoft Internet Explorer 
10, baseada na “navegação” por sites variados, tentando simular uma “navegação” 
normal pela Internet.  
  
 Serão estas capturas e os dados gerados com elas depois de inseridos dentro 
da Rede Neuronal que servirão para testar a possibilidade de identificação e 
detecção de aplicações Internet baseadas na tecnologia Peer-to-Peer, com o 
principal objectivo de se conseguir uma distinção do uso de cada uma delas, apenas 
através da análise do tráfego que elas geram no seu funcionamento normal. 
 
 
Figura 13 – Gráfico da captura dos bytes recebidos e enviados numa captura HTTP. 
 Como se nota nos gráficos dos bytes recebido e enviados, o tráfego HTTP é 
caracterizado por picos, seguidos por períodos temporais onde os bytes transferidos 
são muito poucos ou mesmo nenhuns. Isso mesmo é reflectido nos valores de média 
e variância do respectivo tráfego, verificando-se uma sucessão em espaços 
temporais semelhantes aos notados no gráfico do número de bytes recebidos e 
enviados.  
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Figura 14 – Gráfico da média dos diferentes valores capturados em tráfego HTTP com espaços de 50 
em 50 segundos. 
 
Figura 15 – Gráfico da variância dos diferentes valores capturados em tráfego HTTP com espaços de 
50 em 50 segundos. 
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 No caso do tráfego gerado na aplicação Azureus 2.5.0.4, tráfego BitTorrent, já 
são visiveis algumas diferenças nos perfis de tráfego. No que toca à média dos bytes 
recebidos e enviados notam-se dois casos diferentes: o perfil nos bytes enviados é 
muito constante, não se notando grandes variações, coisa que já não acontece no 
caso dos bytes recebidos, onde se notam algumas oscilações. Já em relação aos 
pacotes, são verificadas oscilações tanto nos pacotes recebidos como enviados. 
Estes factos são comprovados pelos diferentes gráficos da variância dos variados 
valores de entrada, onde se nota uma variancia muito baixa no caso dos bytes 
enviados, mas nos outros três casos já se notam algumas oscilações. 
 
 
  
Figura 16 – Gráfico da captura dos bytes recebidos e enviados na aplicação Azureus 2.5.0.4. 
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Figura 17 – Gráfico da média dos diferentes valores capturados em tráfego na aplicação Azureus 
2.5.0.4 com espaços de 50 em 50 segundos. 
 
 Figura 18 – Gráfico da variância dos diferentes valores capturados em tráfego na aplicação Azureus 
2.5.0.4 com espaços de 50 em 50 segundos. 
0 100 200 300 400
0
2
4
6
x 10
5 Bytes recebidos
0 100 200 300 400
0
5
10
15
x 10
4 Bytes enviados
0 100 200 300 400
0
200
400
600
Pacotes recebidos
0 100 200 300 400
0
200
400
600
Pacotes enviados
0 100 200 300 400
0
1
2
3
x 10
10 Bytes recebidos
0 100 200 300 400
0
1
2
3
x 10
9 Bytes enviados
0 100 200 300 400
0
0.5
1
1.5
2
x 10
4 Pacotes recebidos
0 100 200 300 400
0
5000
10000
15000
Pacotes enviados
2008 Sistema de Identificação de Aplicações Baseado em Redes Neuronais 
 
Luís André Silva e Couto, nº 25127 29 
 
 No caso do tráfego gerado pela aplicação eMule 0.47c, tráfego do tipo eMule, 
verifica-se, à semelhança do caso anterior, taxas relativamente constantes ao nível 
do número médio de bytes enviados, ao passo que na variância se verifica alguma 
oscilação de valores, que são em geral muito baixos. Nota-se igualmente uma 
aproximação muito grande em termos de linha no gráfico no que toca às médias dos 
bytes recebidos e dos pacotes recebidos, mas no caso dos pacotes enviados 
verifica-se uma discrepância relativamente aos bytes enviados, quando deveria 
haver uma aproximação das linhas. Este caso será resultado dos protocolos de 
transferência da rede eMule.  
 
  
Figura 19 – Gráfico da captura dos bytes recebidos e enviados na aplicação eMule 0.47c. 
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Figura 20 – Gráfico da média dos diferentes valores capturados em tráfego na aplicação eMule 0.47c 
com espaços de 50 em 50 segundos. 
 
. 
Figura 21 – Gráfico da variância dos diferentes valores capturados em tráfego na aplicação eMule 
0.47c com espaços de 50 em 50 segundos. 
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 O tráfego gerado pela aplicação Limewire 4.12.11 é o mais constante entre as 
diferentes capturas, apresentando valores sem grandes oscilações durante espaços 
alargados de tempo, tanto a nível das médias de bytes recebidos e enviados, como 
nos pacotes recebidos e enviados, onde se nota igualmente a “olho nú” uma 
proporcionalidade entre os dois. 
 
 No gráfico das variâncias são verificados valores muito baixos e com muitos 
poucos picos, como seria de esperar pela análise dos gráficos das médias. Estes 
factos tornam o tráfego Gnutella gerado por esta aplicação com características 
bastantes estáveis a nível do perfil de tráfego. 
 
 
Figura 22 – Gráfico da captura dos bytes recebidos e enviados na aplicação Limewire 4.12.11. 
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Figura 23 – Gráfico da média dos diferentes valores capturados em tráfego na aplicação Limewire 
4.12.11 com espaços de 50 em 50 segundos. 
 
Figura 24 – Gráfico da variância dos diferentes valores capturados em tráfego na aplicação Limewire 
4.12.11 com espaços de 50 em 50 segundos. 
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4.2. Ferramenta desenvolvida 
 
 Por forma a obter resultados da identificação das diferentes aplicações Peer-
to-Peer com base na análise via Redes Neuronais, foi criado um código em Matlab 
que fizesse a preparação dos dados, a fase de treino e teste da Rede Neuronal e o 
tratamento dos dados obtidos no final deste processo. 
 
 Foram vários os passos que foram sendo dados para chegar aos resultados 
finais. Depois de experimentadas algumas combinações de tratamento de dados, 
optou-se pelas 4 soluções apresentadas nas sub-secções da secção 4.3. Destas 
soluções usou-se uma com o método adapt e três com o método train. Optou-se 
assim por 4 tipos diferentes de inserção dos dados na Rede Neuronal: pelo método 
adapt (sub-secção 4.3.1), pelo método train 1, onde os valores de entrada têm média 
0 e variância 1 geral (sub-secção 4.3.2), pelo método train 2, onde os valores de 
entrada têm média 0 captura a captura (sub-secção 4.3.3) e pelo método train 3, 
onde os valores de entrada têm média 0 e variância 1 captura a captura (sub-secção 
4.3.4).  
 
 A fase de treino consiste em apresentar à Rede Neuronal metade dos valores 
totais da captura, fazendo uma correspondência de cada valor de entrada a um valor 
de saída. Por exemplo, ao se apresentarem à entrada valores correspondentes à 
captura HTTP é feita a correspondência ao valor de saída 0, BitTorrent 
corresponderá a 1, eMule a 2 e Gnutella a 3. Desta forma, quando se apresentar a 
outra metade dos valores de entrada na fase de teste, analisam-se os valores de 
saída da Rede Neuronal e compara-se com os valores que seriam esperados de 
forma a verificar se a Rede Neuronal acerta ou não na aplicação que gera o tráfego 
apresentado à entrada. 
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Figura 25 – Diagrama das duas fases de simulação na Rede Neuronal, fase de treino e teste. 
  
De seguida serão apresentados resultados para cada teste efectuado, com 
variações no número de Neurónios na camada escondidae  no número de valores de 
histórico usados como entrada na Rede Neuronal. Outro dos parâmetros que foi 
sendo alterado de tabela para tabela e método para método foi o número de colunas 
de dados a usar, isto é, em cada captura foram gravados o número de bytes e 
pacotes, tanto recebidos como enviados. Assim foram feitos testes com o número de 
dados que eram dados como entrada na Rede Neuronal, ora só os bytes recebidos, 
ora bytes recebidos e enviados, por forma a verificar a dependência uns dos outros e 
para chegar aos melhores resultados possíveis. De modo a suprimir possíveis erros 
com quebras de ligação momentâneas, agruparam-se os valores das capturas de 
cada 5 segundos em 5 segundos. Assim foram obtidos os resultados da 
percentagem de acerto para cada uma das aplicações, mediante os dados que eram 
inseridos na Rede Neuronal na fase de teste, sem ela saber a que aplicações 
pertenciam realmente. A isto juntou-se igualmente o tempo de processamento total, 
desde a preparação dos dados, passando pela fase de processamento da Rede 
Neuronal, até ao tratamento final dos resultados, com o objectivo de analisar com 
que conjunto de parâmetros se chega a melhores resultados no menor tempo de 
processamento possível.  
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4.3. Resultados obtidos 
 
4.3.1. Método adapt 
 
 Este método é caracterizado por apresentar uma fase de treino gradual, isto é, 
os dados de entrada na fase de treino são inseridos adaptativamente. No código 
desenvolvido os dados são tratados captura a captura e inseridos na Rede Neuronal 
como dados de entrada. O método adapt faz com que, antes de inserir os dados de 
uma primeira captura, eles sejam normalizados de modo a possuirem média 0 e 
variancia 1, para cada captura individualmente. Este é um método menos pesado 
computacionalmente, já que se inserem poucos dados de cada vez na Rede 
Neuronal, mas que como se poderá ver nos resultados a seguir conduz a resultados 
pouco satisfatórios. Como a normalização é efectuada individualmente em cada tipo 
de captura, os dados acabam por ficar muito parecidos de captura para captura, já 
que a gama de trabalho fica igual para cada captura, independentemente da gama 
inicial dos dados. Neste caso, a rede irá apoiar-se bastante nos perfis de trafégo, 
mas mesmo assim terá dificuldades devido à particularidade dos dados que está a 
usar.  
  
 
Figura 26 - Tráfego HTTP usando bytes e pacotes recebidos e enviados como dados de entrada. 
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Figura 27 - Tráfego BitTorrent usando bytes e pacotes recebidos e enviados como dados de entrada. 
  
O método adapt tem a particularidade de ir adaptando a Rede Neuronal à 
medida da apresentação dos respectivos dados na fase de treino. Por este facto a 
rede não consegue treinar-se correctamente, pois não tem uma visão geral do 
tráfego que se pretende apresentar à Rede Neuronal. O facto de ter uma visão mais 
limitada torna os resultados obtidos muito incertos e sem validade.  
 
 Analisando os valores de saída na fase de teste com este método verifica-se 
que a rede não consegue processar os valores da melhor forma, não apresentando 
valores de saída na sua maioria dentro da gama de [0;3], corrompendo assim os 
resultados. Conclui-se assim que este não será um bom método para analisar o 
tráfego, já que não existe um único caso em que tenha percentagens aceitáveis de 
acerto nos 4 tipos de tráfego apresentados à Rede Neuronal. 
 
 Devido aos resultados com este método não serem aceitáveis, serão 
apresentados gráficos que comprovam isso mesmo numa situação exemplo. Os 
resultados vão variando, mas em nenhuma mudança de parâmetros se encontra um 
caso em que os resultados obtidos sejam relevantes, apenas comprovam que este 
método não deve ser usado. 
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 Como se pode ver pelos gráficos exemplo os resultados obtidos são muito 
incertos, provando que este método não será fiável para a detecção das aplicações. 
Nas tabelas em anexo referentes a este método pode-se ter uma visão geral dos 
resultados, com os vários valores de entrada usados e as variações dos parâmetros 
para cada uma das aplicações. 
 
 O método adapt, por ser um método adaptativo, não consegue ter uma visão 
geral dos diferentes tipos de tráfego. Os valores de entrada na rede na fase de treino 
são feitos sequencialmente, grupo a grupo, não possibilitanto que a rede analise os 
dados de entrada no seu global. Os resultados são influenciados pela ordem de 
entrada do grupo de dados na rede. Por exemplo, os resultados alteram-se conforme 
se apresente primeiro os dados relativos às capturas http ou relativos a outro 
qualquer conjunto de dados. Fica provado pela pouco estabilidade de resultados, que 
tanto oferece taxas de acerto de 100% como de 0%, consoante a variação do 
número de neurónios ou o tamanho do histórico, que este método de análise em 
redes neuronais não é conveniente para o tratamento deste tipo de dados e 
capturas. 
 
 
4.3.2. Método train 1 
 
 Neste caso os valores das capturas foram inseridos na Rede Neuronal todos 
de uma vez. Na preparação dos dados, juntaram-se todos os valores e foram 
normalizados por inteiro, com média 0 e variância 1. Procurou-se desta foram colocar 
os dados de entrada todos dentro da mesma gama, de forma a minimizar as 
diferenças de gamas entre eles. 
 
 Como se virá a verificar, este é um método muito válido e que apresenta 
resultados muito bons, mas que tem igualmente alguns pontos que não são muito 
favoráveis na sua aplicação. Os gráficos para a percentagem de acerto de cada 
aplicação em função do tamanho do histórico a usar e variando a quantidade de 
dados de entrada na rede neuronal darão uma perspectiva melhor dos resultados 
obtidos com este método. 
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Figura 28 - Tráfego HTTP usando 7 neurónios na camada escondida da Rede Neuronal. 
 
Figura 29 - Tráfego BitTorrent usando 7 neurónios na camada escondida da Rede Neuronal. 
3 4 5 6 7 8
99.6
99.65
99.7
99.75
99.8
99.85
99.9
99.95
100
100.05
Histórico usado
P
e
rc
e
n
ta
g
e
m
 d
e
 a
c
e
rt
o
Bytes Rec.
Bytes Rec. Env.
Pacotes Rec. Env.
Bytes e Pacotes, Rec. Env.
3 4 5 6 7 8
50
55
60
65
70
75
80
85
90
95
100
Histórico usado
P
e
rc
e
n
ta
g
e
m
 d
e
 a
c
e
rt
o
Bytes Rec.
Bytes Rec. Env.
Pacotes Rec. Env.
Bytes e Pacotes, Rec. Env.
2008 Sistema de Identificação de Aplicações Baseado em Redes Neuronais 
 
Luís André Silva e Couto, nº 25127 39 
 
 
Figura 30 - Tráfego eMule usando 7 neurónios na camada escondida da Rede Neuronal. 
 
  
Figura 31 - Tráfego Gnutella usando 7 neurónios na camada escondida da Rede Neuronal. 
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Figura 32 - Tráfego HTTP e Gnutella com bytes e pacotes recebidos e enviados como dados de 
entrada. 
 
Figura 33 - Tráfego BitTorrent com bytes e pacotes recebidos e enviados como dados de entrada. 
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Figura 34 - Tráfego eMule com bytes e pacotes recebidos e enviados como dados de entrada. 
 
 
Figura 35 - Comparativo dos 4 diferentes tráfegos usando 7 valores de histórico e com bytes e 
pacotes recebido e enviados como dados de entrada. 
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 Este é um método um pouco mais pesado computacionalmente, mas que 
oferece resultados muito bons, fazendo-se valer das diferenças de taxas de 
download e upload de cada aplicação que ao serem bastante diferentes em alguns 
casos facilita a descoberta da aplicação certa, pois os dados são normalizados todos 
em conjunto. A capacidade deste método em conseguir analisar a amplitude do 
tráfego faz com que seja uma mais-valia neste tipo de análise. Chega-se à conclusão 
que o método de análise em redes neuronais baseado no método train é o melhor 
para a análise deste tipo de dados. Chega-se igualmente à conclusão que o facto de 
a sua análise se basear num tratamente matemático que favorece os diferentes 
funcionamentos das aplicações é uma mais vália. Como foi visto, as diferentes 
aplicações obtêm taxas máximas de download e upload diferentes, e a normalização 
do conjunto dos dados no seu global, torna os dados de entrada das diferentes 
aplicações mais diferentes entre si, facilitando a sua comparação e o acerto da rede 
neuronal quando os dados são apresentados na fase de teste. 
 
 Olhando para o conjunto dos resultados obtidos, pode-se dizer que este 
método conduz a resultados quase perfeitos, já que existem vários casos onde a 
percentagem de acerto na aplicações é sempre acima dos 98%. É importante realçar 
a melhoria dos resultados a cada teste efectuado com valores de entrada diferentes, 
variando entre os bytes recebidos e enviados e entre os pacotes recebidos e 
enviados. Observam-se sempre melhoria graduais, como era de esperar, isto é, 
usando como valores de entrada os bytes recebidos e enviados (tabela 7) nota-se 
bastantes melhorias em relação a usar só bytes recebidos (tabela 6), tal como 
usando todo o conjunto de dados, bytes e pacotes recebidos e enviados (tabela 9) 
permite observar ainda mais melhorias. Um facto que chama atenção é a melhoria 
bastante significativa entre usar bytes recebidos e enviados (tabela 7) e usar pacotes 
recebidos e enviados (tabela 8), resultados que até se aproximam quando se usa o 
conjunto dos 4 dados de entrada. No que toca à comparação entre aplicações, 
verifica-se que tanto no trafégo HTTP como no Gnutella se verificam linhas 
constantes de percentagem de acerto a rondar os 100%, facto que já não acontece 
nos outros dois tipos de tráfego: aqui conforme o número de dados de entrada 
usados, vai-se melhorando a percentagem de acerto gradualmente até se chegar a 
valores próximos dos 100%. 
 
 Como estamos a falar de diferentes aplicações, todas elas têm uma forma 
diferente de dividir pacotes e comunicações extra para manutenção da rede e troca 
de informações vitais para o bom funcionamento, facto que deve ter influenciado 
muito a melhoria dos resultados nos testes baseados nos pacotes recebidos e 
enviados, já que torna as aplicações mais diferenciáveis entre si. 
 
 Numa visão geral das tabelas dos resultados obtidos para este método chega-
se à conclusão que os melhores resultados são obtidos usando 7 neurónios na 
camada escondida da Rede Neuronal.  
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4.3.3. Método train 2 
 
 Nste método repetiu-se a experiência anterior agrupando agora os valores de 
entrada todos, mas desta feita os valores foram normalizados com média 0 captura a 
captura, isto é, individualmente para cada captura. A variância não foi alterada. Este 
é um método que apresenta resultados muito maus e que em termos computacionais 
é muito pesado. 
 
Figura 36 - Tráfego HTTP usando 6 ou 7 neurónios na camada escondida da Rede Neuronal. 
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Figura 37 - Tráfego BitTorrent usando 6 ou 7 neurónios na camada escondida da Rede Neuronal. 
 
Figura 38 - Tráfego eMule usando 6 ou 7 neurónios na camada escondida da Rede Neuronal. 
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Figura 39 - Tráfego Gnutella usando 6 ou 7 neurónios na camada escondida da Rede Neuronal. 
  
Analisando os resultados obtidos verifica-se que usando como dados de 
entrada apenas os bytes, tanto só recebidos como recebidos e enviados, não são 
produzidos resultados de interesse, à semelhança do que sucede com o método 
adapt, sendo que com os pacotes recebidos e enviados e com os bytes e pacotes 
recebidos e enviados já se produzem resultados com alguma validade. À 
semelhança do método anterior, foi com 6 e 7 neurónios na camada escondida da 
Rede Neuronal que se obtiveram melhores resultados, pelo menos com 
percentagens de acerto em quase todas as aplicações. Neste método é notado 
também o problema sentido com o método adapt: analisando os reais valores de 
saída da fase de teste da rede neuronal, verifica-se que os valores de saída não 
estão compreendidos na gama pretendida de [0;3], sendo um dos grande motivos 
para o facto de os resultados serem de pouco interesse na identificação de 
aplicações. 
 
 De estranhar que em geral a Rede Neuronal tem uma percentagem muito 
baixa de acerto na presença de trafégo HTTP, que deveria ser o mais diferenciável 
dos 4 tipos de tráfego, tendo os melhores resultados com o tráfego BitTorrent. No 
caso da rede Gnutella a Rede Neuronal raramente acerta, tornando-se com este 
método muito díficil de distinguir dos outros tipos de tráfego.  
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 Embora se vão notando melhorias de tabela para tabela conforme os dados 
de entrada que são utilizados, este método não conduz a bons resultados. Como no 
método adapt, a Rede Neuronal não é bem treinada e habituada aos valores, pelo 
que na fase de teste não consegue apresentar resultados aceitáveis mesmo variando 
os parâmetros do histórico e do número de neurónios. Mais uma vez a forma de 
tratamento dos dados de entrada na rede neuronal é fundamental nos resultados que 
são visiveis. Como os valores de entrada só são normalizados para apresentar 
média 0, deixando a sua variância normal, cria a existência de um gama enorme de 
valores com os quais a Rede Neuronal não consegue lidar, produzindo resultados 
fracos, tanto na fase de treino com na fase de teste. Outro facto a ter em conta é que 
se faz a normalização da média captura a captura, perdendo-se de certa forma a 
capacidade de analisar os dados com base nos seus valores máximos de download 
e upload característicos para cada tipo de aplicação. A análise acaba por ser 
efectuada apenas com base no perfil de tráfego, e é influenciada negativamente nas 
elevadas gamas de valores de entrada apresentados, devido à não normalização 
com variância 1. 
 
 No geral este é um método que não apresenta resultados que devam ser 
considerados, pois tem muita instabilidade nos resultados, que não se deve à 
utilização de mais ou menos neurónios ou mais ou menos histórico nos dados de 
entrada mas antes ao tratamento dos dados, que não é o melhor para este tipo de 
análise. 
 
 
4.3.4. Método train 3 
 
 Este método foi uma variante do método anterior onde a única alterção é que 
além de a normalização com média 0, efectou-se a também com variância 1, 
igualmente individualmente para cada captura. Este é sem dúvida o método mais 
pesado computacionalmente e mesmo não apresentando resultados tão bons como 
o método train 1, onde os valores de entrada têm média 0 e variância 1 geral, mas 
por ventura será o que melhor se ajustará a uma realidade onde as taxas de 
download e upload sejam iguais nas diferentes aplicações, pois a Rede Neuronal 
neste caso trata os dados em termos proporcionais. 
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Figura 40 - Tráfego HTTP usando 7 neurónios na camada escondida da Rede Neuronal. 
 
Figura 41 - Tráfego BitTorrent usando 7 neurónios na camada escondida da Rede Neuronal. 
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Figura 42 - Tráfego eMule usando 7 neurónios na camada escondida da Rede Neuronal. 
 
Figura 43 - Tráfego Gnutella usando 7 neurónios na camada escondida da Rede Neuronal. 
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Figura 44 - Tráfego HTTP com bytes e pacotes recebidos e enviados como dados de entrada. 
 
Figura 45 - Tráfego BitTorrent com bytes e pacotes recebidos e enviados como dados de entrada. 
3
4
5
6
7
8
3
4
5
6
7
8
80
85
90
95
100
Histórico usadoNeurónios presentes
P
e
rc
e
n
ta
g
e
m
 d
e
 a
c
e
rt
o
3
4
5
6
7
8
3
4
5
6
7
8
30
40
50
60
Histórico usado
Neurónios presentes
P
e
rc
e
n
ta
g
e
m
 d
e
 a
c
e
rt
o
Sistema de Identificação de Aplicações Baseado em Redes Neuronais 2008 
 
50 Departamento de Electrónica, Telecomunicação e Informática, Universidade de Aveiro 
 
 
Figura 46 - Tráfego eMule com bytes e pacotes recebidos e enviados como dados de entrada. 
 
Figura 47 - Tráfego Gnutella com bytes e pacotes recebidos e enviados como dados de entrada. 
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Figura 48 – Comparativo dos 4 diferentes tráfegos usando 7 neurónios na camada escondida e com 
bytes e pacotes recebido e enviados como dados de entrada. 
 
Figura 49 – Comparativo dos 4 diferentes tráfegos usando 7 valores de histórico e com bytes e 
pacotes recebido e enviados como dados de entrada. 
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 À semelhança dos outros métodos, os melhores resultados no geral são 
usando 7 neurónios na camada escondida da Rede Neuronal, embora usando 5 ou 
mesmo 6 neurónios não se nota grandes diferenças, umas vezes tem melhorias, 
outras vezes piora nos resultados. Os gráficos apresentados serão para cada 
aplicação para testes com 7 neurónios, variando o número de histórico e com as 
diferentes entradas em comparação. 
 
 Os resultados neste método são bastante bons. É possível verificar que a 
Rede Neuronal foi bem adaptada já que as percentagens de acerto com tráfego 
HTTP, são quase sempre bastante altas, qualquer que sejam os dados de entrada 
usados, pois este é um tipo de tráfego que se distingue claramente dos outros 3. No 
caso dos outros 3, nota-se que a rede tem mais facilidade em detectar o tráfego 
produzido pela rede Gnutella, ao invés dos outros dois que confunde muito o tráfego 
deles. Pela análise a “olho nú” feita das capturas, consegue-se ver que o trafégo 
capturado na rede eMule e na rede BitTorrent têm bastantes semelhanças, facto este 
que influencia muito este erro por parte da Rede Neuronal. 
 
  Como nos outros métodos, os melhores resultados são baseados com a 
entrada dos 4 dados de cada captura, o que torna o tempo de processamento 
extremamente demorado, mas as melhorias são bastante significativas na maioria 
dos casos. É notada principalmente uma melhoria enorme passando de ter apenas 
bytes recebidos como entrada para se ter a conjugação dos outros dados de entrada, 
isto principalmente no caso da tráfego da rede BitTorrent e Gnutella. No caso do 
trafégo gerado pela rede eMule sucede um fenómeno ao contrário do geral, tendo 
sido obtidos melhores resultados usando apenas os bytes recebidos como dados de 
entrada, aliado ao facto de ser com estes dados de entrada que o tráfego da rede 
BitTorrent e Gnutella têm as piores percentagens de acerto. Ao contrário do método 
train 1, onde os valores de entrada têm média 0 e variância 1 geral, neste caso 
obtêm-se melhores resultados usam os bytes recebidos e enviados (tabela 15) ao 
invés dos pacotes recebidos e enviados (tabela 16), embora a diferença não seja tão 
significativa como a notada no método anterior. 
 
 A grande valência deste método e colocar os valores de entrada todos dentro 
da mesma gama e com características idênticas. Desta forma a análise é realizada 
apenas no perfil de tráfego, que é um dos pontos mais importantes e interessantes 
em saber se seria possível e que resultados apresentaria. O senão é o tempo de 
processamento que apresenta, devido à normalização que tem de ser feita e ao 
trabalho da rede neuronal, e não apresentar resultados de grande relevo por vezes. 
Por muito que teoricamente este seja o método mais lógico e independente, 
resultados de 50% de acerto não podem ser vistos como bons, embora sejam 
apresentados resultados de grande percentagem para outras capturas. 
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4.4. Conclusão 
 
 Numa forma geral os resultados obtidos são muito satisfatórios, tendo sido 
explorados vários métodos de análise das capturas do tráfego gerado, em que cada 
uma delas apresenta os seus resultados específicos. Dos quatro métodos usados 
pode-se descartar logo o uso de dois deles, o método adapt (4.3.1) e o método train 
2 (4.3.3), já que os resultados que apresentam não são nada satisfatórios. Nestes 
dois métodos verifica-se que a forma como os valores de entrada são apresentados 
à Rede Neuronal não é favorável a que ela aprenda e consiga utilizar os valores. No 
primeiro caso a rede não consegue ter uma visão geral do tráfego, pelo que não se 
consegue adaptar aos valores de entrada. No segundo caso devido a não haver 
normalização em relação à variância dos valores de entrada, são fornecidos à Rede 
Neuronal valores com gamas muito elevadas, não conseguindo ela trabalhar com 
valores dessa ordem de grandeza. 
 
 Verifica-se assim que os outros dois métodos, o método train 1 (4.3.2) e o 
método train 3 (4.3.4) são os que apresentam melhores resultados, sendo que, 
mesmo o último método testado não apresentando resultados tão fiáveis com o 
segundo, serão deste último método que se obtêm os resultados pelos quais se deve 
incidir mais, visto que são os que tratam as diferentes capturas da forma mais 
independente possível, analisando apenas o perfil do tráfego mediante o histórico 
pretendido. No caso do método train 1 são obtidos resultados muito bons, com 
percentagens de acerto a rondar os 98% e chegando aos 100% em certos casos. É 
analisada igualmente a amplitude do tráfego, o que nos testes efectuados até varia 
de aplicação para aplicação, mas que numa solução aplicável à Internet é muito 
provável que não aconteça o mesmo.  
   
 Desta forma são obtidos dois métodos de análise que poderão ser de extrema 
importância no avanço das técnicas de identificação de aplicações de Internet. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Sistema de Identificação de Aplicações Baseado em Redes Neuronais 2008 
 
54 Departamento de Electrónica, Telecomunicação e Informática, Universidade de Aveiro 
 
5. Conclusões finais 
 
 Os ganhos que se podem obter com uma detecção rigorosa e acertada do real 
tráfego que é gerado na Internet são muitos e em variados campos, como na 
engenharia de tráfego, diferenciação de serviços, monitorização de performance e 
falhas e no campo da segurança. Todos estes campos são de extrema importância 
tanto para o comum dos utilizadores como para as grandes empresas como para os 
Internet Service Providers, para que consigam cada vez mais ter serviços que 
cumpram os reais requisitos de cada utilizador. 
 
 Foi apresentado neste documento uma nova abordagem na detecção de 
aplicações de Internet, mais especialmente no campo dos Peer-to-Peer, o chamado 
File-Sharing. Com o uso de Redes Neuronais é possível detectar as aplicações com 
elevadas taxas de certeza, tendo sido obtidos resultados bastante promissores e que 
não sofrem dos revés dos outros métodos existentes de detecção de aplicações, já 
que este é um método que analisa única e exclusivamente o tráfego gerado por uma 
ou várias aplicações, relacionando com os espaços de tempos, não tendo de se 
basear noutras características que na actualidade se consegue alterar e passar por 
cima, de forma a tornar este tipo de tráfego indetectável. 
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7. Anexos 
 
7.1. Anexo A 
 
 A tabela abaixo abaixo explica como ler os valores das tabelas apresentadas 
nos outros pontos, referentes a cada uma das experiências realizadas. 
 
 
  
Histórico (th) 
  
Nº 
N
e
u
ró
n
io
s
 
 (
H
n
) 
Nº 
percentagem de acerto em tráfego HTTP 
percentagem de acerto em tráfego BitTorrent 
percentagem de acerto em tráfego eMule 
percentagem de acerto em tráfego Gnutella 
tempo de processamento em segundos 
 
Tabela 1 – Tabela exemplo. 
 
  
 As tabelas apresentadas com os resultados obtidos nos diferentes métodos 
testados, com as variações dos dados de entrada na Rede Neuronal, dão um olhar 
geral sobre os resultados a partir dos quais se teceram as considerações e 
conclusões no ponto da análise dos resultados. Os gráficos apresentados nesse 
mesmo ponto têm por base os valores presentes nas tabelas. 
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7.1.1. Método adapt 
 
 
  
Histórico (th) 
  
3 4 5 6 7 8 
N
e
u
ró
n
io
s
 (
H
n
) 
3 
8,417 0,000 99,900 99,598 100,000 100,000 
56,713 100,000 0,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
3,027 2,168 2,246 2,137 2,122 2,153 
4 
0,200 2,106 0,000 100,000 94,769 0,000 
0,000 100,000 0,000 0,000 5,030 0,101 
0,000 0,000 0,000 0,000 0,000 99,899 
0,000 0,000 0,000 0,000 0,000 0,000 
2,090 2,106 2,106 2,122 2,122 2,137 
5 
0,000 0,000 100,000 100,000 0,805 100,000 
100,000 0,000 0,000 0,000 100,000 0,000 
0,000 100,000 0,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,106 2,121 2,122 2,215 2,137 2,153 
6 
99,900 18,054 98,795 90,050 0,000 100,000 
0,000 62,487 0,000 16,784 0,000 0,000 
0,000 0,000 0,000 0,000 100,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,106 2,121 2,137 2,137 2,153 2,152 
7 
0,000 2,006 0,000 97,789 0,000 0,000 
0,000 0,000 99,297 0,000 5,533 88,520 
71,142 0,000 0,000 0,000 95,473 6,244 
98,397 0,000 0,000 0,000 0,000 0,000 
2,122 2,121 2,106 2,231 2,168 2,168 
8 
0,000 0,000 0,000 0,000 0,503 0,000 
0,000 0,000 100,000 0,000 100,000 0,000 
100,000 100,000 0,000 100,000 0,000 100,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,122 2,137 2,153 2,137 2,215 2,168 
 
Tabela 2 – Resultados obtidos com bytes recebidos como entrada. 
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Histórico (th) 
  
3 4 5 6 7 8 
N
e
u
ró
n
io
s
 (
H
n
) 
3 
100,000 100,000 0,000 0,000 100,000 0,000 
0,000 0,000 100,000 92,563 0,000 100,000 
0,000 0,000 0,000 1,508 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,184 2,137 2,137 2,247 2,169 2,169 
4 
100,000 0,000 100,000 100,000 0,000 0,000 
0,000 0,301 0,000 0,000 100,000 0,000 
0,000 99,699 0,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,122 2,153 2,137 2,168 2,168 2,169 
5 
100,000 100,000 100,000 100,000 0,000 0,000 
0,000 0,000 0,000 0,000 100,000 100,000 
0,000 0,000 0,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,138 2,152 2,169 2,153 2,184 2,231 
6 
84,369 100,000 0,000 26,633 100,000 0,000 
20,240 0,000 0,000 0,000 0,000 100,000 
0,000 0,000 0,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,121 2,122 2,153 2,169 2,184 2,200 
7 
96,593 0,000 0,000 0,000 0,000 0,000 
0,000 88,766 0,000 0,000 0,000 100,000 
0,000 12,538 100,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,246 2,137 2,153 2,169 2,169 2,184 
8 
0,000 0,100 0,000 100,000 99,799 42,598 
0,000 0,000 100,000 0,000 0,000 0,000 
100,000 97,091 0,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,122 2,246 2,169 2,169 2,216 2,184 
 
Tabela 3 – Resultados obtidos com bytes recebidos e enviados como entrada. 
 
 
 
 
 
Sistema de Identificação de Aplicações Baseado em Redes Neuronais 2008 
 
60 Departamento de Electrónica, Telecomunicação e Informática, Universidade de Aveiro 
 
  
Histórico (th) 
  
3 4 5 6 7 8 
N
e
u
ró
n
io
s
 (
H
n
) 
3 
100,000 100,000 0,100 0,000 100,000 0,000 
0,000 0,000 100,000 85,427 0,000 100,000 
0,000 0,000 0,000 1,709 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,122 2,137 2,153 2,199 2,184 2,216 
4 
100,000 0,000 100,000 100,000 0,000 0,000 
0,000 0,100 0,000 0,000 100,000 0,000 
0,000 100,000 0,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,153 2,137 2,215 2,168 2,215 2,277 
5 
100,000 100,000 100,000 100,000 0,000 0,000 
0,000 0,000 0,000 0,000 100,000 100,000 
0,000 0,000 0,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,138 2,137 2,199 2,169 2,199 2,200 
6 
84,669 100,000 0,000 25,327 100,000 0,000 
27,054 0,000 0,000 0,000 0,000 100,000 
0,000 0,000 0,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,137 2,137 2,152 2,184 2,184 2,200 
7 
98,096 0,000 0,000 0,000 0,000 0,000 
0,000 99,498 0,000 0,000 0,000 100,000 
0,000 2,207 100,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,168 2,137 2,137 2,168 2,200 2,231 
8 
0,000 0,100 0,000 100,000 99,698 40,383 
0,000 0,000 100,000 0,000 0,000 0,000 
100,000 100,000 0,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,137 2,169 2,169 2,184 2,262 2,200 
 
Tabela 4 – Resultados obtidos com pacotes recebidos e enviados como entrada. 
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Histórico (th) 
  
3 4 5 6 7 8 
N
e
u
ró
n
io
s
 (
H
n
) 
3 
0,000 0,100 100,000 100,000 100,000 22,054 
89,078 100,000 0,000 0,000 0,000 0,000 
1,303 0,000 0,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,199 2,184 2,199 2,231 2,262 2,293 
4 
100,000 0,000 100,000 100,000 1,409 0,000 
0,000 0,000 0,000 0,000 100,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,184 2,184 2,230 2,246 2,278 2,309 
5 
100,000 0,000 99,900 100,000 0,000 0,201 
0,000 100,000 0,000 0,000 62,978 100,000 
0,000 0,000 0,000 0,000 5,433 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,184 2,200 2,262 2,308 2,294 2,293 
6 
18,036 0,000 100,000 0,000 0,000 1,511 
0,000 100,000 0,000 100,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,325 2,262 2,246 2,262 2,293 2,309 
7 
0,000 0,000 0,000 100,000 0,000 9,768 
0,000 100,000 99,900 0,000 96,579 91,944 
0,000 0,000 2,209 0,000 0,503 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,215 2,278 2,246 2,246 2,262 2,308 
8 
99,900 32,598 0,000 0,000 96,479 15,307 
0,000 0,000 100,000 100,000 2,012 79,557 
0,000 0,000 0,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,216 2,215 2,309 2,262 2,324 2,293 
 
Tabela 5 – Resultados obtidos com bytes e pacotes, tanto recebidos como enviados, como entrada. 
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7.1.2. Método train 1 
 
 
  
Histórico (th) 
  
3 4 5 6 7 8 
N
e
u
ró
n
io
s
 (
H
n
) 
3 
99,399 99,599 99,398 100,000 99,899 99,899 
53,006 51,454 59,438 67,538 70,121 67,875 
78,156 78,134 79,418 83,518 83,903 85,901 
99,098 99,699 99,297 100,000 99,899 99,899 
11,030 11,872 15,866 20,499 26,410 33,368 
4 
98,798 99,799 99,699 99,799 99,899 99,899 
51,202 58,776 60,241 67,437 68,109 67,069 
79,760 83,049 80,422 81,307 85,815 89,627 
99,599 99,699 99,799 97,889 99,497 100,000 
10,748 13,760 18,549 23,151 29,593 36,925 
5 
99,599 99,799 99,598 100,000 99,698 100,000 
54,108 59,077 52,912 68,141 66,801 72,810 
81,964 84,353 80,723 82,010 86,016 85,196 
99,599 99,900 100,000 98,894 99,396 99,194 
11,793 15,834 20,482 26,505 32,807 42,151 
6 
98,798 99,298 99,699 99,899 100,000 99,496 
54,910 56,369 63,353 62,312 59,054 68,077 
76,353 77,232 82,329 85,025 84,708 86,304 
99,198 99,900 99,900 99,799 99,698 99,295 
14,399 17,612 22,870 29,062 36,130 45,459 
7 
99,599 99,799 100,000 99,899 99,698 100,000 
52,004 59,880 65,161 64,623 64,889 72,105 
81,463 80,241 85,040 84,824 86,117 84,189 
99,399 100,000 99,398 100,000 99,296 99,899 
15,662 19,546 25,288 32,042 39,842 49,966 
8 
99,098 99,900 99,799 100,000 99,899 99,899 
50,902 59,278 62,550 64,523 65,191 70,292 
79,158 81,946 79,719 83,819 86,117 86,808 
98,998 99,900 99,799 99,799 98,592 99,698 
17,144 21,762 29,104 36,208 44,725 54,663 
 
Tabela 6 – Resultados obtidos com bytes recebidos como entrada. 
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Histórico (th) 
  
3 4 5 6 7 8 
N
e
u
ró
n
io
s
 (
H
n
) 
3 
100,000 100,000 100,000 99,799 100,000 100,000 
75,351 79,739 85,542 77,789 84,608 83,988 
63,727 67,302 71,687 72,864 72,032 79,557 
100,000 100,000 99,799 100,000 100,000 99,597 
20,748 33,166 52,088 76,690 111,730 178,390 
4 
100,000 100,000 100,000 100,000 100,000 100,000 
75,251 81,444 80,622 83,618 83,903 80,161 
68,437 70,612 74,598 62,814 77,666 69,386 
100,000 100,000 100,000 100,000 100,000 99,899 
23,088 36,769 56,503 83,086 121,230 191,370 
5 
100,000 100,000 100,000 100,000 100,000 100,000 
75,952 77,733 83,233 81,910 82,193 80,765 
59,319 66,399 80,221 62,714 76,660 75,025 
100,000 100,000 99,598 100,000 100,000 100,000 
26,458 41,465 62,259 91,307 132,100 209,600 
6 
100,000 100,000 100,000 100,000 100,000 99,698 
76,954 78,134 83,333 84,121 81,187 79,557 
66,333 64,594 71,888 68,844 77,062 60,826 
100,000 100,000 100,000 100,000 99,799 100,000 
29,313 45,740 68,031 100,420 143,940 220,070 
7 
100,000 100,000 100,000 100,000 100,000 100,000 
74,549 80,441 79,217 78,392 81,891 83,787 
69,639 65,095 66,566 73,668 69,819 70,393 
100,000 100,000 99,900 100,000 100,000 100,000 
32,027 49,577 74,771 109,620 156,340 236,090 
8 
100,000 100,000 100,000 100,000 100,000 100,000 
77,956 77,031 84,839 83,417 84,507 81,873 
60,922 65,898 72,590 81,106 64,789 76,234 
100,000 100,000 100,000 100,000 100,000 100,000 
34,960 54,148 80,465 117,920 166,840 252,390 
 
Tabela 7 – Resultados obtidos com bytes recebidos e enviados como entrada. 
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Histórico (th) 
  
3 4 5 6 7 8 
N
e
u
ró
n
io
s
 (
H
n
) 
3 
100,000 100,000 100,000 100,000 100,000 100,000 
90,782 92,277 92,570 93,970 93,763 95,871 
98,597 99,298 99,197 92,764 98,692 97,986 
100,000 100,000 100,000 100,000 100,000 100,000 
20,436 32,885 50,528 74,786 109,250 143,080 
4 
100,000 100,000 100,000 100,000 100,000 100,000 
91,984 89,168 93,273 90,352 94,869 92,447 
98,297 95,988 92,068 98,593 95,674 99,496 
100,000 100,000 100,000 100,000 100,000 100,000 
23,057 36,598 56,566 82,509 91,713 190,230 
5 
100,000 100,000 100,000 100,000 100,000 100,000 
89,479 90,973 93,976 93,568 94,467 95,468 
95,892 98,796 94,478 99,196 100,000 99,899 
100,000 100,000 100,000 100,000 100,000 100,000 
26,286 41,558 32,900 90,012 74,068 22,105 
6 
100,000 100,000 100,000 100,000 100,000 100,000 
90,481 89,970 93,173 92,663 94,064 94,562 
99,399 97,994 93,775 98,090 98,994 93,152 
98,597 99,900 100,000 100,000 100,000 100,000 
29,359 45,724 67,563 37,456 32,167 23,774 
7 
100,000 100,000 100,000 100,000 100,000 100,000 
92,385 91,274 89,659 94,271 92,555 96,073 
94,990 98,997 92,068 97,186 99,195 100,000 
100,000 99,799 100,000 100,000 100,000 100,000 
31,949 49,749 74,288 108,830 30,732 59,858 
8 
100,000 100,000 100,000 100,000 100,000 100,000 
91,082 90,070 92,369 93,668 91,348 93,152 
99,299 96,389 94,076 99,095 99,598 97,986 
100,000 100,000 100,000 99,598 100,000 99,899 
35,209 54,351 14,009 32,479 23,478 33,025 
 
Tabela 8 – Resultados obtidos com pacotes recebidos e enviados como entrada. 
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Histórico (th) 
  
3 4 5 6 7 8 
N
e
u
ró
n
io
s
 (
H
n
) 
3 
100,000 100,000 100,000 100,000 100,000 100,000 
98,297 99,699 99,498 99,799 100,000 98,993 
96,994 98,395 99,096 98,291 97,686 98,187 
100,000 100,000 100,000 100,000 100,000 100,000 
13,385 20,888 19,188 34,179 106,130 354,180 
4 
100,000 100,000 100,000 100,000 100,000 100,000 
98,697 98,897 99,900 99,899 99,899 99,899 
95,792 96,991 97,590 98,693 99,497 98,489 
100,000 100,000 100,000 100,000 100,000 100,000 
10,811 40,545 17,925 28,330 46,286 183,470 
5 
100,000 100,000 100,000 100,000 100,000 100,000 
98,898 99,298 99,498 100,000 99,899 100,000 
95,491 96,690 95,783 98,090 98,592 98,993 
100,000 100,000 100,000 100,000 100,000 100,000 
32,713 19,609 65,223 43,181 57,299 58,547 
6 
100,000 100,000 100,000 100,000 100,000 100,000 
99,098 99,799 98,996 99,598 99,899 100,000 
99,098 97,793 97,390 97,990 98,390 98,993 
100,000 100,000 100,000 100,000 100,000 100,000 
14,976 14,212 22,870 38,423 79,576 145,690 
7 
100,000 100,000 100,000 100,000 100,000 100,000 
99,098 99,599 99,598 99,698 99,698 99,799 
98,998 98,997 96,988 98,191 99,095 98,489 
100,000 100,000 100,000 100,000 100,000 100,000 
107,240 28,127 31,668 40,903 55,395 63,320 
8 
100,000 100,000 100,000 100,000 100,000 100,000 
99,699 99,298 99,598 99,899 100,000 99,597 
92,285 98,495 97,892 97,889 98,692 96,878 
100,000 100,000 100,000 100,000 100,000 100,000 
9,594 15,257 32,744 58,016 130,240 440,310 
 
Tabela 9 – Resultados obtidos com bytes e pacotes, tanto recebidos como enviados, como entrada. 
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7.1.3. Método train 2 
 
 
  
Histórico (th) 
  
3 4 5 6 7 8 
N
e
u
ró
n
io
s
 (
H
n
) 
3 
0,000 0,000 0,000 0,000 0,000 0,000 
100,000 0,000 0,100 100,000 48,793 0,000 
0,000 100,000 99,498 0,000 35,412 100,000 
0,000 0,000 0,000 0,000 0,000 0,000 
10,514 2,871 9,314 3,198 29,515 8,392 
4 
89,780 0,000 0,000 0,000 0,000 0,000 
21,042 0,000 100,000 100,000 100,000 100,000 
0,301 100,000 0,000 0,000 0,000 0,000 
1,904 0,000 0,000 0,000 0,000 0,000 
4,430 13,962 19,219 23,166 29,375 13,416 
5 
0,000 0,000 0,000 0,000 0,000 0,000 
0,000 0,000 100,000 100,000 100,000 100,000 
100,000 100,000 0,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
11,903 3,463 20,639 26,239 3,916 6,552 
6 
0,000 0,000 0,000 0,000 0,000 0,000 
0,000 100,000 100,000 100,000 100,000 0,000 
100,000 0,000 0,000 0,000 0,000 100,000 
0,000 0,000 0,000 0,000 0,000 0,000 
3,448 17,987 2,871 28,891 36,224 4,259 
7 
0,000 0,000 0,000 0,000 0,000 0,000 
100,000 0,000 100,000 100,000 0,101 0,201 
0,000 100,000 0,000 0,000 100,000 99,597 
0,000 0,000 0,000 0,000 0,000 0,000 
15,709 19,827 25,210 9,126 6,380 5,834 
8 
0,000 0,000 0,000 0,000 0,000 0,000 
0,000 100,000 0,000 100,000 0,000 100,000 
100,000 0,000 100,000 0,000 100,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,605 3,276 7,940 35,911 44,039 8,908 
 
Tabela 10 – Resultados obtidos com bytes recebidos como entrada. 
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Histórico (th) 
  
3 4 5 6 7 8 
N
e
u
ró
n
io
s
 (
H
n
) 
3 
0,000 0,000 0,000 0,000 0,000 2,014 
100,000 0,000 100,000 100,000 100,000 98,187 
0,000 100,000 0,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
2,528 33,618 51,371 9,048 110,480 182,720 
4 
0,000 0,000 0,000 93,869 0,000 0,000 
0,000 100,000 100,000 7,337 22,837 43,505 
100,000 0,000 0,000 0,000 67,505 37,261 
0,000 0,000 0,000 0,000 0,000 0,000 
23,073 7,145 16,848 15,335 124,360 18,626 
5 
0,000 0,000 0,000 0,000 63,481 0,000 
0,000 100,000 99,297 100,000 49,698 40,282 
100,000 0,000 0,000 0,000 0,503 39,275 
0,000 0,000 0,000 0,000 0,000 0,000 
26,660 7,894 11,996 19,640 137,650 48,578 
6 
0,000 0,000 0,000 0,000 0,000 96,073 
100,000 100,000 100,000 100,000 100,000 1,007 
0,000 0,000 0,000 0,000 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
28,876 45,724 69,405 99,560 3,292 21,403 
7 
0,000 0,000 0,000 0,000 0,000 0,000 
0,000 100,000 100,000 0,201 2,012 4,129 
100,000 0,000 0,000 99,397 99,497 95,972 
0,000 0,000 0,000 0,000 0,000 0,000 
32,229 49,639 52,634 66,846 32,728 236,610 
8 
0,000 0,000 0,000 0,000 0,000 0,000 
100,000 100,000 100,000 78,894 100,000 100,000 
0,000 0,000 0,000 20,503 0,000 0,000 
0,000 0,000 0,000 0,000 0,000 0,000 
4,290 54,585 18,626 11,263 172,810 48,828 
 
Tabela 11 – Resultados obtidos com bytes recebidos e enviados como entrada. 
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Histórico (th) 
  
3 4 5 6 7 8 
N
e
u
ró
n
io
s
 (
H
n
) 
3 
1,804 0,000 0,000 0,000 0,000 1,007 
27,756 9,428 0,602 0,704 3,119 21,551 
92,685 91,174 98,695 26,834 97,787 87,613 
0,000 0,000 0,000 99,899 0,000 0,000 
21,715 34,897 51,621 77,064 112,840 186,290 
4 
0,000 81,946 3,313 0,101 2,012 11,883 
1,603 40,421 6,827 0,000 43,058 66,667 
94,990 16,048 96,185 98,794 47,082 44,209 
0,000 0,000 0,100 0,000 0,302 0,000 
25,070 39,328 60,777 88,109 129,640 204,460 
5 
0,000 0,702 0,301 0,000 1,207 0,000 
0,601 36,008 82,028 0,000 39,537 0,201 
98,196 78,335 9,137 100,000 48,692 98,489 
0,000 0,000 0,000 0,000 0,000 0,000 
29,390 43,087 63,929 93,132 137,900 209,590 
6 
0,000 0,000 0,100 0,905 7,143 0,101 
49,599 50,150 97,892 50,955 84,507 9,063 
50,401 31,896 4,217 67,940 16,398 79,154 
0,000 0,000 0,000 0,000 0,000 0,000 
29,858 45,895 69,217 101,730 146,810 228,370 
7 
8,517 6,921 0,100 27,136 27,465 12,991 
68,337 52,357 1,004 69,548 32,495 45,720 
5,812 36,510 99,096 8,241 42,354 33,837 
0,000 0,000 0,000 0,000 0,000 0,000 
32,900 51,979 78,986 114,140 160,450 241,870 
8 
1,202 0,702 0,602 3,216 0,000 1,813 
21,743 97,693 44,076 46,633 26,660 46,224 
66,934 5,717 47,691 64,121 93,561 30,413 
0,000 0,000 0,000 0,000 0,000 0,000 
35,927 56,831 83,850 126,190 176,970 266,610 
 
Tabela 12 – Resultados obtidos com pacotes recebidos e enviados como entrada. 
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Histórico (th) 
  
3 4 5 6 7 8 
N
e
u
ró
n
io
s
 (
H
n
) 
3 
0,000 0,000 0,000 0,000 0,000 1,108 
53,106 41,023 100,000 100,000 100,000 39,879 
31,463 21,966 0,000 0,000 0,000 67,674 
0,000 0,000 0,000 0,000 0,000 0,000 
18,611 198,000 324,650 587,730 936,580 1775,400 
4 
0,000 0,000 0,000 0,000 0,000 0,000 
70,341 19,258 100,000 100,000 0,000 66,767 
9,319 89,368 0,000 0,000 100,000 13,998 
0,000 0,000 0,000 0,000 0,000 0,201 
83,476 190,020 328,580 601,220 1000,600 1852,000 
5 
0,000 9,529 0,000 0,000 0,302 0,000 
100,000 85,055 100,000 100,000 18,712 0,000 
0,000 0,000 0,000 0,000 64,889 100,000 
0,000 0,000 0,000 0,000 31,992 0,000 
89,357 203,390 15,865 618,760 1192,000 1800,200 
6 
0,100 5,015 21,386 1,106 0,503 3,223 
65,431 82,548 79,418 67,236 46,982 54,179 
9,319 4,514 4,217 13,869 38,934 45,619 
0,000 0,000 0,000 0,000 0,000 0,403 
98,857 217,620 378,520 674,420 1135,100 2017,500 
7 
68,437 0,000 8,735 1,407 0,201 0,000 
59,419 68,405 76,807 80,503 17,103 0,000 
0,802 43,631 14,558 34,171 57,344 100,000 
0,000 0,000 0,000 0,000 48,189 0,000 
107,640 232,910 80,762 710,220 1229,300 2005,700 
8 
12,525 0,000 0,201 0,000 0,000 0,000 
41,082 69,509 6,325 0,000 100,000 100,000 
20,641 30,792 77,711 100,000 0,000 0,000 
7,715 0,000 0,000 0,000 0,000 0,000 
116,940 46,426 433,340 752,090 1250,200 2144,400 
 
Tabela 13 – Resultados obtidos com bytes e pacotes, tanto recebidos como enviados, como entrada. 
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7.1.4. Método train 3 
 
 
  
Histórico (th) 
  
3 4 5 6 7 8 
N
e
u
ró
n
io
s
 (
H
n
) 
3 
72,946 84,453 70,482 75,176 83,400 85,498 
4,108 1,404 5,020 7,839 4,427 6,344 
97,094 98,696 94,980 94,070 95,875 93,756 
0,000 0,100 0,000 0,101 0,101 0,000 
10,031 11,746 15,974 20,811 26,661 33,182 
4 
72,445 72,919 62,249 68,643 87,223 85,599 
4,409 7,222 8,434 12,161 6,439 7,553 
97,996 93,380 90,663 92,663 88,632 94,058 
0,000 0,000 0,000 0,201 0,201 0,000 
10,546 13,385 18,517 23,228 29,453 36,879 
5 
73,347 61,484 91,064 86,734 78,672 77,341 
6,713 3,310 0,602 5,226 8,753 10,876 
94,289 96,991 94,980 96,784 92,254 86,707 
0,000 0,100 0,201 0,302 0,201 2,216 
11,825 15,928 20,592 26,582 32,791 41,636 
6 
84,469 76,229 81,024 86,131 90,443 73,716 
2,705 5,416 2,008 2,814 1,912 8,056 
95,792 95,988 97,189 89,548 88,934 81,067 
0,000 0,301 0,402 0,101 0,000 0,504 
14,493 17,721 22,948 29,125 36,301 45,521 
7 
87,375 79,840 75,301 82,915 80,986 86,405 
1,102 2,808 7,129 4,724 5,936 4,935 
97,395 95,286 93,876 96,784 93,662 91,843 
0,200 0,000 0,000 0,804 0,201 1,511 
15,834 19,531 25,319 32,089 39,874 49,888 
8 
0,701 1,505 79,317 81,809 87,726 78,348 
79,760 67,202 5,823 8,945 5,231 11,380 
10,721 16,148 92,871 90,754 87,525 84,189 
0,000 0,000 0,402 0,201 0,302 0,000 
17,129 21,668 28,470 35,178 44,273 54,475 
 
Tabela 14 – Resultados obtidos com bytes recebidos como entrada. 
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Histórico (th) 
  
3 4 5 6 7 8 
N
e
u
ró
n
io
s
 (
H
n
) 
3 
88,176 91,374 90,261 93,668 94,266 95,468 
40,882 46,841 51,807 52,764 65,091 52,971 
54,609 52,257 48,795 42,513 43,763 44,209 
2,204 90,772 85,743 96,482 95,573 96,979 
20,794 33,197 51,137 76,097 114,550 184,080 
4 
85,872 89,870 92,269 91,055 94,769 96,073 
45,792 48,445 54,418 49,146 55,231 49,345 
63,627 52,658 63,454 55,879 54,527 62,538 
75,451 92,076 94,177 96,281 96,177 95,871 
23,897 37,863 58,321 83,320 121,940 192,970 
5 
85,070 93,480 88,454 89,648 92,254 94,864 
49,198 52,859 45,281 52,161 42,958 51,964 
38,677 38,516 59,739 48,342 63,380 56,798 
66,934 89,870 85,241 94,874 94,266 95,670 
26,691 41,948 62,696 90,839 133,040 206,440 
6 
87,575 90,271 91,767 95,075 93,561 96,274 
49,499 43,430 43,775 54,774 53,722 53,978 
45,090 51,655 62,751 51,457 54,527 55,086 
70,842 82,146 92,068 91,859 95,976 97,180 
29,297 45,770 69,981 105,920 150,810 225,500 
7 
82,766 91,174 92,068 90,050 95,976 94,965 
42,184 49,047 49,799 49,548 47,384 53,072 
55,210 53,661 55,924 70,653 64,286 58,812 
81,263 90,171 90,562 95,176 97,284 97,180 
34,428 51,883 77,653 110,140 160,070 243,970 
8 
84,669 87,964 89,759 94,573 93,763 95,569 
46,894 47,342 41,968 47,035 48,692 51,360 
53,307 48,345 63,554 56,985 58,149 60,121 
73,948 86,760 93,273 95,276 94,366 95,267 
36,332 56,550 82,305 120,390 170,570 258,200 
 
Tabela 15 – Resultados obtidos com bytes recebidos e enviados como entrada. 
 
 
 
 
 
Sistema de Identificação de Aplicações Baseado em Redes Neuronais 2008 
 
72 Departamento de Electrónica, Telecomunicação e Informática, Universidade de Aveiro 
 
  
Histórico (th) 
  
3 4 5 6 7 8 
N
e
u
ró
n
io
s
 (
H
n
) 
3 
71,042 87,563 92,570 79,397 96,982 92,044 
65,331 38,917 41,466 53,970 41,751 44,411 
32,866 73,621 59,639 46,231 56,338 63,545 
55,611 77,031 74,799 64,322 73,340 71,903 
22,635 33,852 52,588 76,783 112,230 182,410 
4 
77,555 78,134 89,157 96,985 91,650 88,721 
36,874 42,728 44,277 39,598 37,928 46,224 
75,050 75,928 50,904 72,060 71,730 36,153 
58,016 67,101 54,418 77,588 86,217 68,077 
23,743 37,674 57,486 84,053 122,410 194,790 
5 
80,160 87,362 87,952 88,543 95,473 96,979 
30,361 38,415 37,048 47,337 24,748 27,895 
72,645 71,214 68,072 45,528 72,736 72,407 
68,637 69,308 64,157 65,729 77,062 81,571 
26,614 41,808 63,804 91,650 133,180 208,870 
6 
83,768 84,253 84,237 90,151 92,958 92,548 
56,613 48,847 52,811 41,206 35,111 35,347 
53,507 67,703 49,197 66,030 56,942 63,948 
57,415 71,013 73,394 69,950 89,638 73,615 
29,968 46,425 69,155 101,600 143,460 222,420 
7 
82,064 87,864 88,353 88,141 92,354 93,756 
42,685 45,637 40,161 44,925 50,402 45,720 
57,515 57,673 76,908 56,281 58,249 58,912 
49,399 64,995 63,755 65,829 84,004 71,400 
32,994 51,028 75,488 109,810 157,010 241,100 
8 
83,868 83,250 89,960 89,146 93,964 92,649 
42,685 45,838 37,048 44,422 51,006 47,029 
63,327 57,573 64,257 49,950 59,256 51,964 
65,230 69,910 63,454 65,025 80,885 88,822 
35,350 54,943 80,324 118,050 167,310 256,650 
 
Tabela 16 – Resultados obtidos com pacotes recebidos e enviados como entrada. 
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Histórico (th) 
  
3 4 5 6 7 8 
N
e
u
ró
n
io
s
 (
H
n
) 
3 
91,984 96,489 97,490 99,196 100,000 99,799 
49,198 53,561 52,711 52,462 45,372 50,957 
55,311 57,071 60,442 53,367 61,167 54,280 
88,377 95,186 96,586 97,186 95,875 97,080 
76,300 179,280 307,630 551,380 934,580 1633,700 
4 
95,391 96,590 98,092 98,794 99,899 82,679 
45,992 52,758 54,618 54,874 56,237 41,591 
53,607 53,360 57,530 63,618 59,054 47,029 
93,287 94,082 96,285 96,482 97,284 69,789 
82,649 192,270 330,970 592,670 999,680 1758,500 
5 
94,990 96,289 98,394 98,995 99,195 100,000 
48,898 52,859 53,715 52,060 53,823 39,577 
53,808 56,469 59,237 58,794 52,012 53,172 
93,487 96,690 91,667 96,985 97,485 92,749 
93,788 209,840 361,970 640,570 1072,000 1820,400 
6 
94,990 93,581 98,996 99,095 99,598 99,396 
44,990 50,552 50,000 51,256 44,165 52,669 
53,808 57,874 47,992 62,211 59,256 48,640 
91,483 92,578 97,289 96,482 96,881 96,576 
100,310 220,370 390,420 670,580 1129,500 1936,000 
7 
97,395 96,088 98,996 99,397 99,598 100,000 
54,609 50,150 55,823 50,352 54,427 30,111 
56,413 50,251 55,723 58,392 54,225 47,432 
94,790 96,389 93,072 96,382 94,064 96,274 
108,970 236,600 408,770 716,520 1202,800 2029,200 
8 
97,495 97,292 99,197 99,397 100,000 99,899 
51,904 55,667 54,920 54,271 53,119 46,727 
51,603 52,357 55,422 54,472 65,795 60,121 
95,090 94,784 93,273 95,578 97,586 97,784 
117,360 253,560 436,850 760,980 1264,100 2160,800 
 
Tabela 17 – Resultados obtidos com bytes e pacotes, tanto recebidos como enviados, como entrada. 
