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Abstract—Faster-than-Nyquist (FTN) is a promising paradigm
to improve bandwidth utilization at the expense of additional
intersymbol interference (ISI). In this letter, we develop a signal
detection architecture based on deep learning (DL) for FTN
system, which employs the sliding window and works without any
iteration. Furthermore, to better fit the channel coded scenarios,
we develop a signal reconstruction method based on hard decision
and FTN mapping. To the best of our knowledge, this is the first
attempt to apply DL to channel coded FTN signal detection.
As demonstrated by simulation results, in the uncoded scenario,
our proposed DL-based detection can achieve a near-optimal bit
error rate (BER) performance and shows the potential in high
order modulations. Also, the proposed detection can achieve great
performance gains from start-of-the-art channel coding scheme.
Finally, the proposed DL-based detection has the robustness to
signal to noise ratio (SNR). In a nutshell, DL has been proved
to be a powerful tool for FTN signal detection.
Index Terms—Faster-than-Nyquist, signal detection, deep
learning, intersymbol interference, channel coding
I. INTRODUCTION
THE last couple of decades have seen the exponentialgrowth of wireless devices and data traffic. Nowadays,
spectral efficiency has become extremely valuable. With in-
creasingly demanding requirements for spectral resources, a
promising technology named FTN is rediscovered and has
attracted a lot of attention in both industrial and academic
communities [1]–[8].
As known, in conventional Nyquist-criterion transmission,
when available bandwidth is W Hz, the symbol interval T is
always set as T ≥ TN = 1/(2W ). The strict orthogonality
between transmitted symbols guarantees the signal recovery
in the receiver. In contrast, the symbol interval reduces to
T < TN in FTN signaling to achieve a higher transmission
rate, which, at the same time, destroys the orthogonality and
introduces unvoidable ISI. Although the additional interference
increases the complexity to recovery original signals in the
receiver, the Mazo limit [1] proves that without the expansion
of bandwidth and loss of BER performance, the FTN signaling
can achieve an up to 25% higher transmission rate than con-
ventional Nyquist-criterion design in additive white Gaussian
noise (AWGN) channel.
To eliminate the ISI caused by the smaller symbol interval,
a lot of detection algorithms for FTN signaling have been
reported, which can be roughly classified as time-domain
[2]–[5] and frequency-domain [6]–[8] methods. Among time-
domain approaches, [2] and its simplified version [3] formulate
the FTN signal as convolutionally encoded symbols and ap-
plies the Viterbi algorithm for detection. [4] employs symbol-
by-symbol signal detection, which achieves the near-optimal
performance with very low complexity. More recently, [5] pro-
poses a reduced-complexity equalization based on Ungerboeck
observation model. Meanwhile, a few effective frequency-
domain detection algorithms for FTN can also be found in the
literature. [6] designs a minimum mean square error (MMSE)
frequency-domain equalization (FDE) for FTN detection. An
H-ARQ technique for FTN signaling is proposed in [7]. [8]
focuses on iterative FDE architectures to joint estimate the
channel and eliminate the introduced ISI.
Signal detection for FTN based on sequence estimation
can be regarded as a classification problem which aims to
divide a multiple dimension space into several parts. For
example, when we try to recover M transmitted symbols
from M received symbols in BPSK modulation, we practically
divide an M -dimension space into 2M parts. Motivated by the
power of DL in solving such classification problems, which
has been proved by its successful application in image and
voice recognition, we propose a DL-based detection for FTN
signaling.
Although various DL-based algorithms have been proposed
until now to improve the performance of conventional commu-
nication technologies (e.g. channel estimation and signal de-
tection in orthogonal frequency-division multiplexing (OFDM)
systems [9], channel state information (CSI) sensing and
recovery [10], channel coding [11], modulation classification
[12], etc.), DL-based detection for FTN signaling, as far as
we know, has not been studied yet in the literature.
The contribution of this letter can be summarized as follows.
• We propose a DL-based detection for FTN signaling,
which, as proved by the near-optimal BER performance,
can intelligently and effectively recover transmitted sym-
bols interfered by both ISI and colored noise.
• We develop a hard decision and FTN mapping based
signal reconstruction for channel coded FTN, which helps
the DL-based detection to obtain large performance gains
from channel coding schemes.
• We investigate the robustness of the proposed DL-based
detection to SNR. And results show that after training
by the FTN data set under a specific SNR value, the
DL-based detection can fit the scenarios with different
SNRs and achieve near-optimal performance in the offline
recovery.
• We have carried out comprehensive evaluations to verify
and analyze the proposed DL-based detection and signal
reconstruction.
Herein, we give the definition of notations which we will
encounter throughout the rest of the letter. Bold-face lower
case letters (e.g. x) are applied to denote column vectors.
ar
X
iv
:1
81
1.
02
76
4v
5 
 [e
es
s.S
P]
  1
 M
ay
 20
19
2PSK / QAM 
Mapping
Shaping Filter Channel
Matched Filter
τTN
τTN
DL-based
Detection
LDPC Encoder
LDPC Decoder
Signal 
Reconstruction
Source
Up Sampling
Down Sampling
Soft QAM / PSK 
Demapping
Fig. 1: Block diagram of the communication system with channel coded FTN signaling.
Light-face italic letters (e.g. x) denote scalers. xi is the ith
element of vector x. And x(t) ∗ y(t) denotes the convolution
operation between x(t) and y(t). bxc is the maximum integer
less than or equal to x.
II. SYSTEM MODEL
We consider the communication system with the M -point
complex-valued quadrature amplitude modulation (QAM)
scheme and AWGN channel. As known, after constellation
mapping, the baseband signal should pass through a shaping
filter h(t). Hence, the transmitted signal s(t) can be written
as
s(t) =
√
Es
+∞∑
k=−∞
xkh(t− kτTN ), (1)
where Es is the average energy of constellation symbols, xk
(k = 0,±1,±2, · · · ) is the kth transmitted symbol and τ is
the time acceleration factor which satisfies 0 < τ ≤ 1. Due to
the existence of τ , practical symbol interval T is smaller than
Nyquist limit TN , which helps the system achieve a higher
transmission rate.
Actually, when τ = 1, benefiting from the orthogonality
between any two symbols, each sample of the symbols will
not be influenced by the others. However, when 0 < τ < 1,
each sample becomes a weighted sum of different symbols,
which will make it difficult for the receiver to recover the
transmitted signal.
Fig. 1 shows the block diagram of a communication system
with channel coded FTN signaling, where the DL-based de-
tection and signal reconstruction are proposed to recover the
original bits under channel coding aided FTN signaling. In
this letter, we consider the half-rate LDPC code with block
length 64800. τTN is not only the practical symbol interval
of the symbols passing through the shaping filter but also the
sampling interval for signal passed through the matched filter.
The received signal after passing through the matched filter
can be written as
y(t) = (s (t) + n (t)) ∗ h(t)
=
√
Es
+∞∑
k=−∞
xkg(t− kτTN ) + n˜(t), (2)
where g(t) =
∫
h(x)h(t−x)dx, n˜(t) = ∫ n(x)h(t−x)dx, and
n(t) is a zero mean complex-valued Gaussian random process
with variance σ2. Throughout this letter, time synchronization
error is not taken into consideration. Hence, the kth sample of
received signal y(t) can be obtained as
yk =
√
Es
+∞∑
n=−∞
xng(kτTN − nτTN ) + n˜(kτTN )
=
√
Es
k−1∑
n=−∞
xng ((k − n) τTN )︸ ︷︷ ︸
ISI frompreviousL−1 symbols
+
√
Esxkg(0)
+
√
Es
+∞∑
n=k+1
xng ((k − n) τTN )︸ ︷︷ ︸
ISI fromupcoming L−1 symbols
+ n˜(kτTN )). (3)
As seen, each sample of the received waveform contains not
only the expected symbol but also the weighted sum of both its
previous and upcoming symbols. A key problem for receivers
is eliminating the ISI from both directions and recover the
transmitted sequence x from the received symbols y. It will
certainly increase the complexity of signal detection, which
can be regarded as the price of higher transmission rate.
III. PROPOSED FTN DETECTION AND SIGNAL
RECONSTRUCTION
A. DL-based Detection
The proposed DL-based detection is essentially a deep
neural network (DNN) which includes six layers (an input
layer, an output layer, and four hidden layers). As shown in
Fig. 2, each hidden layer is designed to be composed of a fully
connected (FC) sublayer, a batch normalization (BN) and a
rectifier linear unit (ReLU) function while the output layer is
simply an FC sublayer.
The input and output of the DL-based detection are either
real or imaginary part of the symbols (i.e. real numbers). The
symbols input into signal reconstruction model (i.e. complex
numbers) are the combination of the output of two identical
structures or time multiplexing of one structure in Fig. 2.
B. Dataset
The training and testing data sets share the same structure.
The input data set is composed of the real and imaginary
parts of received symbols which have been downsampled and
then sliced by block length L and step size m. And the label
set contains the real and imaginary parts of corresponding
transmitted symbols sliced by m. All these symbols are
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Fig. 2: Structure of the proposed DL-based detection.
generated by the software simulation. Also, the structure of
the data set has been shown more visually in Fig. 3.
C. Workflow
A notable feature of our proposed DL-based detection is
the sliding window, as shown in Fig. 3. The input in each
recovery is an L-length sliding window on real or imaginary
part of the received symbols y. During each recovery, the DL-
based detection tries to recover the middle m symbols of the
input window. Then, the input window slides forward over m
symbols to start the next recovery. This special architecture
results from the uncertainty of edge symbols of the input
window. They always suffer from severe ISI from either
the previous or subsequent symbols while these symbols are
unknown since they are not contained in the input.
Received Symbols 1
16 input symbols in  i-th recovery
Output Symbols
4 symbols estimated in i-th recovery 4 symbols estimated in (i+1)-th recovery
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
16 input symbols in  (i+1)-th recovery
 
 
 
 
Fig. 3: Workflow of the DL-based detection (when L = 16 and m = 4).
Similar to most DL methods, our proposed detection in-
cludes two stages named offline training and online recovery.
• Offline training: During this stage, the module is trained
by received symbols that are generated with given β and
τ . The estimated symbols are used for calculation of loss
function and its derivative to each neural.
• Online recovery: During this stage, the DL-based de-
tection can output the estimated symbols by both the
received symbols and the well-trained DNN parameters
without any backward calculation.
D. Signal Reconstruction
Detected
Symbols Hard 
Decision
FTN Filter
-
+
Reconstructed
Symbols
Received 
Symbols
Fig. 4: Structure of the proposed signal reconstruction
Fig. 4 illustrates the structure of the proposed signal recon-
struction. The main idea of the reconstruction is calculating
TABLE I
PARAMETERS OF THE SIMULATIONS IN SECTION IV
Item Value
Training Data Size 1.6× 109 symbols
Training Eb/N0
Eb/N0@{BER=2× 10−4} without ISI in
AWGN channel (e.g. 11.7dB for 16QAM)
Learning rate 0.001/5b
max{k−120,0}
40
c for the k-th 3.2× 106
symbols
Loss function Mean square error (MSE)
Optimizer Adam
Testing Data Size 3.2× 107 for each Eb/N0
the noise and adding it into the symbols after hard decision so
as to preserve the soft information. The reconstructed symbols
can be written as
y˜ = f(sˆ)+ (y − f(sˆ) ∗ g˜), (4)
where sˆ and y˜ represent the result of the DL-based detection
and the signal reconstruction respectively. y is the received
symbols after down sampling. f(·) means the hard decision
of a certain QAM symbol sequence. The convolution operation
is completed by the FTN filter, where the coefficient g˜ is the
ISI vector and g˜k = g ((k −K)τTN ), k = {0, 1 · · · 2K}.
IV. SIMULATION RESULTS
In this section, we assess the performance and robustness
of our proposed DL-based FTN detection architecture. All
the simulation results are obtained on the test data set. QAM
modulation and the square root raised cosine (SRRC) filters
with different roll-off factors are taken into consideration.
Benefiting from the large data set generated by the software
simulation, we carry out only 1 epoch. A more detailed list of
the parameters is provided in Table I.
A. Robustness to SNR Mismatching
It is very important for the proposed DL-based detection
to be robust to the SNR without which the proposed DL-
based detection will be trained and employed for different SNR
independently and occupies large complexity resulting from
SNR estimation and a great number of DL network parameters
stored for different SNR values.
Throughout a lot of simulations, fortunately, we find
an interesting point that the DL network trained with the
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Fig. 5: BER performance of our proposed DL-
based detection versus some traditional algorithms.
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Fig. 6: BER performance of the proposed DL-
based detection in high order modulations with
τ = 0.8 and β = 0.5.
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Fig. 7: BER performance of LDPC coded FTN
signaling in QPSK.
SNR@{BER = 2×10−4} always gives the near-optimal per-
formance in the offline prediction stage. SNR@{BER = x}
here means the SNR under which the ideal QAM modulation
with Nyquist-criteria can achieve a BER performance of x in
AWGN channel (e.g. 7.9dB in QPSK).
B. Performance versus Traditional Algorithms
To better evaluate the performance of our proposed DL-
based detection, we choose two traditional algorithms for FTN
detection MMSE FDE [6] and SSSgbKSE [4] as the baseline.
The two algorithms are representative methods in time and
frequency domain respectively with near-optimal performance
and low complexity.
Fig.5 compares the BER performance of our proposed DL-
based detection with the baselines. Results show that our DL-
based detection can achieve performances which are the same
as or beyond 2 baseline methods, confirming that the DL-based
detection is applicable to FTN signal detection problems.
C. Performance in High Order Modulations
Fig. 6 illustrates the BER performance of the proposed DL-
based detection in high order modulations with QPSK and
τ = 0.8. The result reveals the potential of DL-based detection
for FTN signaling with high order modulations. In addition,
the more practical scenarios (e.g. high order modulations with
smaller β and τ values) will be taken into consideration in our
future works.
D. Performance of LDPC coded FTN
Fig. 7 illustrates the performance of our proposed DL-
based detection in LDPC coded FTN signaling. As shown,
with the aid of signal reconstruction, the proposed DL-based
detection can achieve great performance gains from start-of-
the-art channel coding scheme. Moreover, the proposed detec-
tion architecture can be directly cascaded with the existing
channel decoder without changing its original structure or
getting involved in the iterative decoding process.
V. CONCLUSIONS
In this letter, we propose a DL-based signal detection for
FTN signaling, which has shown a near-optimal performance.
Meanwhile, great performance gains can be obtained from
channel coding with the aid of the proposed signal reconstruc-
tion. As far as we know, this is the first try to apply DL into
channel coded FTN detection and has proved the feasibility
of it. For the future work, we are going to consider the more
general case where both the high order modulations and small
β values are taken into consideration. Another direction is
to study new DL-based architecture with higher performance
and/or lower complexity.
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