This article proposes a deep sparse autoencoder framework for structural damage identification. This framework can be employed to obtain the optimal solutions for some pattern recognition problems with highly nonlinear nature, such as learning a mapping between the vibration characteristics and structural damage. Three main components are defined in the proposed framework, namely, the pre-processing component with a data whitening process, the sparse dimensionality reduction component where the dimensionality of the original input vector is reduced while preserving the required necessary information, and the relationship learning component where the mapping between the compressed dimensional feature and the stiffness reduction parameters of the structure is built. The proposed framework utilizes the sparse autoencoders based deep neural network structure to enhance the capability and performance of the dimensionality reduction and relationship learning components with a pre-training scheme. In the final stage of training, both components are jointly optimized to fine-tune the network towards achieving a better accuracy in structural damage identification. Since structural damages usually occur only at a small number of elements that exhibit stiffness reduction out of the large total number of elements in the entire structure, sparse regularization is adopted in this framework. Numerical studies on a steel frame structure are conducted to investigate the accuracy and robustness of the proposed framework in structural damage identification, taking into consideration the effects of noise in the measurement data and uncertainties in the finite element modelling. Experimental studies on a prestressed concrete bridge in the laboratory are conducted to further validate the performance of using the proposed framework for structural damage identification.
Introduction
A standard artificial neural network (ANN) 1 consists of many simple and connected processors called neurons, each producing a sequence of real-valued activations. Input neurons get activated through sensors perceiving the environment, and hidden neurons get activated through weighted connections from previously active neurons. Learning is about finding weights that make the neural network exhibit the desired behaviour, such as a prediction of certain set of elements. 2 Depending on the problem and how the neurons are connected, such behaviour may require long causal chains of computational stages, where each stage performs nonlinear transformation of the aggregate activation of the network. Backpropagation (BP) based on gradient descent method is one of the most popular shallow learning 1 algorithms used for training the neural network. The fundamental problem in utilizing BP-based training in deep neural networks 2, 3 is the problem of vanishing or exploding gradient that often occurs when backpropagating the gradient to the first layers of the network. With standard activation functions, cumulative backpropagated error signals either shrink rapidly or grow out of bounds. In fact, they decay exponentially in the number of layers or they explode. This is also known as the long-time lag problem. Later work by Bengio et al. 4 also studied basins of attraction and their stability under noise from a dynamical systems point of view: either the dynamics are not robust to noise or the gradients vanish.
Over the years, several ways to partially overcome this fundamental problem of training a deep neural network are explored. Due to the increasing availability of big data sets and powerful computers, more research works are using deep learning methodologies for training deep architectures. Hinton and Salakhutdinov 5 have reported that the neural networks structured as autoencoders can model nonlinear interactions and scale well to large data sets. They can also be trained with unlabeled data, which in the case of high-content screening is plentiful. It was shown that autoencoders could be composed to create an efficient and flexible dimensionality reduction algorithm. 6 The idea of composing simpler models in layers to form more complex ones has been successful with a variety of basis models, for example, stacked de-noising autoencoders, 5 Ranzato et al.'s model 7 and Vincent et al.'s model. 8 These models were frequently employed for unsupervised pre-training. A layer-wise scheme is used for initializing the parameters of a multi-layer perceptron, which is subsequently trained by minimizing an appropriate loss function over real versus model-predicted labels of the data. In the works by Srivastava 9 and Goodfellow et al., 10 the pre-training scheme was overlooked in favour of randomly initialized models coupled with new powerful regularization techniques. The original applications mainly focused on face detection, object recognition, speech recognition and detection and natural language processing. 2, 11 Recently, it has been developed for fault detection and diagnosis in mechanical engineering 12 and data anomaly detection in civil engineering. 13 Lin et al. 14 proposed a structural damage detection approach to automatically perform feature extraction through deep learning. Convolutional neural network architecture was used in this study. Cha et al. 15 proposed a vision-based method using a deep architecture of convolutional neural networks for detecting concrete surface cracks without calculating the defect features.
Autoencoders are unsupervised training models. The aim of an autoencoder is to learn a representation for a set of data, usually for the purpose of dimensionality reduction. Deep autoencoder (DAE) is utilized for effective feature learning through hierarchical nonlinear mappings via multiple hidden layers of the model. 8 These properties can be utilized for structural health monitoring problem. A DAE model that can provide optimal solutions for problems of highly nonlinear nature, such as learning a mapping between the input modal information and output structural stiffness parameters, has been proposed. 16 It is the first attempt in related literature that utilizes a DAE model on vibration-based structural damage detection/identification and the improved performance is demonstrated against the traditional ANN. In that work, 'tanh' activation functions are utilized associated with the DAE model to perform structural damage identification. This may lead to learning dense latent representations and will not be robust for data sets including measurement noise effect and uncertainty effect in the modelling. It is reported by Glorot et al. 17 that deep sparse autoencoder models achieve better robust features under noise effect compared with the non-sparse variant. With the reconstruction loss regularized by a sparsity-inducing term, a better de-noising performance is achieved. Although the existing methods show strength under some noises such as Gaussian noise, they would be fragile when the data sets contain large amounts of outliers. The reason is that most models are based on mean square error (MSE) criterion which would be sensitive to outliers. 18, 19 Sparse representations have a number of theoretical and practical advantages, as demonstrated in a number of recent studies. [20] [21] [22] Studies of sparse coding have demonstrated that the sparseness seems to play a key role in learning useful features. In sparse methods, the code is forced to have only a few non-zero units, while most code units are zero most of the time. In particular, sparse coding methods have a good robustness to noise effect.
This article proposes a deep sparse autoencoder framework for structural damage identification, which can be utilized to learn optimal solutions for pattern recognition problems, such as learning a mapping between the vibration characteristics and structural damage. The proposed framework includes three components, namely, the pre-processing components, the dimensionality reduction component and the relationship learning component. The proposed framework utilizes deep sparse autoencoders to enhance the capacity and performance of dimensionality reduction and relationship learning components with a pre-training scheme. The fine-tuning of the whole network is conducted towards achieving a better accuracy in structural damage identification. Since structural damage usually occurs only at several locations that exhibit stiffness reduction at sparse elements out of the large total number of elements in the entire structure, a sparsity-inducing term is adopted in this framework. Numerical studies on a steel frame structure are conducted to investigate the accuracy and robustness of using the proposed framework for structural damage identification, particularly considering the effects of noise in the measurement data and uncertainties in the finite element modelling. Experimental studies on a prestressed concrete bridge in the laboratory are conducted to further validate the performance of the proposed framework.
The rest of this article is organized as follows. Section 'Deep sparse autoencoder framework' will describe the theoretical background and development of deep sparse autoencoder framework. The necessary background information on autoencoder and the development and application of deep sparse autoencoder framework for structural damage identification will be presented. Section 'Numerical studies' will numerically validate the accuracy and robustness of using the proposed framework for damage identification, considering the measurement noise and uncertainty effects. Experimental verifications will be given in section 'Experimental verification' to further demonstrate the performance of the proposed approach. Finally, concluding remarks will be provided in section 'Conclusion'.
Deep sparse autoencoder framework
In this section, the development of deep sparse autoencoder framework along with the training method will be described. A brief review of the traditional autoencoder will be presented in section 'Autoencoder', and the proposed framework will be described in detail in section 'Deep sparse autoencoder framework for structural damage identification'. The objective of the proposed framework is to perform structural damage identification, which is a pattern recognition problem based on the fact that changes in the physical material properties of structures, that is, stiffness, will alter the structural vibration characteristics, that is, natural frequencies and mode shapes. Therefore, the natural frequencies and mode shapes can be used as the input, while the elemental stiffness reduction parameters that represent the structural heath conditions can be used as the output. The training of the proposed framework built upon the deep neural networks with sparse autoencoders is conducted based on handling a massive amount of data samples. A pre-training scheme will be employed and then the fine-tuning will be conducted to optimize the whole network. The accuracy and efficiency of applying the proposed framework for structural damage identification are investigated and compared with some previous methods.
Autoencoder
A typical autoencoder-based neural network 23 is unsupervised, consisting of two parts, namely, encoder and decoder, with a single hidden layer.
Encoder. A deterministic mapping function f ( x), which transforms a d-dimensional input vector x 2 < d into a r-dimensional hidden representation h 2 < r , is called an encoder. Its typical form is an affine mapping followed by a nonlinearity, which can be expressed as follows
where W 2 < rxd denotes the affine mapping weight matrix, b 2 < r is the bias vector and F is the activation function, which is usually a squashing nonlinear function such as sigmoid function
. A non-squashing linear function, such as F( x) = purelin( x) = x, can also be used to output real values that do not fall into a specific range, where 'purelin' is a linear transfer function.
Decoder. A mapping function g( h), which transforms the latent representation h 2 < r obtained from equation (1) back into a reconstructed vector z 2 < d in the input space, is called a decoder. The typical form of a decoder is also an affine mapping optionally followed by a squashing nonlinearity, which can be expressed as follows
whereŴ 2 < dxr and b 2 < d are the affine mapping weight matrix and the bias vector, respectively, and F(x) is the activation function which has been described above.
To optimize the parameters W , b,Ŵ , b _ , the mean squared error is usually employed as the cost function as follows
where m is the number of samples, x (i) is the ith input, f (Á) and g(Á) are the encoder and decoder mapping functions, respectively. Considering the nonlinearity of the activation function as shown in equation (3), the gradient descent algorithm is commonly employed to perform the optimization. A typical utilization of the above autoencoder model is to reconstruct the original input as the output; however, if a distinct feature rather than the same as the input is obtained as the output of the decoder g(Á), it can be considered as a kind of nonlinear regression technique.
The latent representation h learnt via a typical autoencoder model that retrains the information about the original input x is actually not useful by itself for efficient feature learning. 23 The mutual information can be easily maximized by defining the hidden layer dimension r to be the same or larger than the dimension of the input d. This leads to a perfect reconstruction simply by learning an identity mapping between x and z. Due to this effect, the autoencoder model will fail in learning a latent representation which is more useful than the input x itself. Ideally, an autoencoder model should perform the input reconstruction task (from x to z) while providing a good latent representation h. One way to obtain a good latent representation from an autoencoder model is to promote an under-complete representation where r \ d, thus h can be seen as a lossy compression of x. If the input is drawn completely randomly where each input comes from an independent and identically distributed Gaussian variable that is independent of the other features, then this compression task would be very difficult. However, if there is a structure in the data where the input features are correlated, then this approach will be able to discover some of those correlations while making it difficult for noise to fit in. In fact, a typical autoencoder with linear activation units often ends up learning a low-dimensional representation, which is similar to the result obtained from principal component analysis (PCA).
This argument is relied on r \ d. When r˜d, it is shown that the hidden information in data can still be learnt via imposing other constraints on the network such as a sparsity constraint, particularly on the hidden units. This can avoid the problem of choosing the right amount of hidden units to adjust the model complexity to learn the structure of given data sets while dealing with overfitting well.
Deep sparse autoencoder framework for structural damage identification
This section presents the theoretical development of the proposed deep sparse autoencoder framework for structural damage identification. In the proposed approach, the fact that the natural frequencies and their corresponding mode shapes of a structure relate with the physical properties, such as stiffness, is exploited while accounting for the uncertainties in the structural finite element model and measurement noise in the data. The modal information, such as frequencies and mode shapes, is used as the input to the proposed sparse autoencoder model, and the output will be the structural elemental stiffness parameters. It is noted that the other vibration characteristics, that is, frequency response functions and modal flexibility, could also be used as the input to the framework. In this study, the performance and capability of using several frequencies and mode shapes for damage identification with the proposed framework are investigated. When a number of frequencies and mode shapes are used as input features in a high dimensional space, it may provide more than enough room; hence, unnecessary information may be introduced in the process of learning a mapping from input to output. This could be due to the redundancy in the measurement data and the measurement noise effect that exist in the input space. Learning a relationship from such a high dimensional feature to structural elemental stiffness parameters will likely be less accurate than that of using compressed dimensional features. Therefore, it is necessary to divide the problem into three consequent steps: (1) data pre-processing, (2) sparse nonlinear dimensionality reduction and (3) relationship learning. The proposed sparse framework is formed by these three components connected sequentially, with each component optimized using a specific objective function with relevance to the final objective. Figure 1 shows the structure of the proposed framework, and the specific components will be described in detail in the following sections.
Data pre-processing. The measured structural vibration characteristics, such as frequencies and mode shapes, are pre-processed using a data whitening process, which is a linear transformation that transforms a vector of random variables with a known covariance matrix into a set of new variables with the identity covariance matrix. The purpose of data whitening is to make the input data less redundant and uncorrelated with each other, and all the features have the same identity variance. The transformation is called 'whitening' because the input vector is transferred as a white noise vector.
The input features are uncorrelated via the observation of an orthogonal projection matrix U by performing PCA on the original input data
where x (i) is the ith sample.
To make each of input features have a unit variance, a simple rescale is applied as follows
where l j is the eigenvalue corresponding to the jth eigenvector obtained from PCA,
whiten, j is the jth component of the whitened data sample. Data whitening process uncorrelates and spheres the data based on PCA and provides pre-processed data sets with a less redundancy to perform the training, validation and testing of the network. It is noted that the whitened components that correspond to eigenvalues less than 1e 210 are discarded and the rest is kept preserving as much as information existed in the original data. Figure 2 shows the schematic process of an example on the data whitening. 24 The first step is to decorrelate the data and the second step is to apply the whitening transformation.
Sparse dimensionality reduction. The main objective of this component is to compress the dimensionality of the features, preserving useful and necessary information that is not only sensitive to structural local damage but also robust to the effect of system uncertainties and measurement noise. A deep neural network based on sparse autoencoder model is trained for the dimensionality reduction, where the first hidden layer is defined to perform the feature fusion of both the frequencies and mode shapes from the structure. The subsequent hidden layers from the second to the kth layer further perform feature compression, as shown in Figure 3 . This model can be visualized as the encoding architecture of a typical DAE 23 but not strictly the generic DAE model with the decoding structure. The brief introductions on the sparse autoencoder, sparse activation function and the formulations of objective functions for the dimensionality reduction component are given in the following sections.
Sparse autoencoder. In this section, the sparse penalty term is explained in detail. Let the activation of a hidden unit j when the network is given with the ith input x (i) be denoted as h j (x (i) ), we definê
where m is the number of samples,r j is the average activation of the hidden unit j (average over the training set). The enforce constraint is applied as followŝ
where r is a sparsity parameter, which is typically a small value close to zero, for example, r = 0:05 for the sigmoid activation function. This is chosen via utilizing a validation data set. 25 This enforces the average activation of each hidden neuron j to be close to 0.05. Thus, the hidden unit's activations will mostly be near 0.
Furthermore, an extra penalty term is added to the optimization objective function that penalizesr j deviating significantly from r as follows
where KL(:) is the Kullback-Leibler divergence 26 between a Bernoulli random variable with the mean equal to r and a Bernoulli random variable with a mean ofr j , r is the number of neurons in the hidden layer, and the index j is summing over the hidden units in the network, J sparse (W , b) denotes the sparse regularization term.
Sparsity-inducing activation and cost function. A widely used way to constraint the information content in the latent representation is to make it sparse or low dimensional. 17 A Rectified Linear Unit (ReLU) has special properties over the alternative non-sparse activation functions, that is, 'tanh' and 'sigmoid', in the context of deep neural networks such as information disentangling, efficient variable-size representation, linear separability, distributed sparsity and sparsity-induced regularization. Nevertheless, applying a too strong sparsity constraint may hurt the network prediction performance for an equal number of neurons, since it reduces the effective capacity of the model. In the proposed framework, ReLU is utilized carefully to regularize the reconstruction loss function by introducing both a sparsity-inducing term and a weight decay function. The objective cost function is defined as follows
where J MSE (W , b) is the reconstruction loss function; J weight (W , b) is the weight decay function (L2 regularization of all weights); J sparse (W , b) is the sparsity penalty term as defined in equation (9) which is employed for a better de-noising ability; l and b are the regularization parameters to balance the reconstruction accuracy and the applied constraints on the solution. The optimal parameter values are obtained via utilizing a validation data set. 25 The weight decay term J weight (W , b) is added to avoid overfitting and defined as follows
where w
ji represents an element in W (l) and s l denotes the number of units in the lth layer.
These sparse autoencoders are stacked together to form a deep architecture and learn a robust representation for the input. The first hidden layer performs the feature fusion (both the frequencies and mode shapes from the structure in this study) based on nonlinear dimensionality reduction. The second hidden layer performs compression on the learnt low-dimensional feature observed in the first hidden layer. The following hidden layer performs further compression on the learnt low dimensional feature observed in the previous hidden layer. The robust feature space observed from the final hidden layer will preserve the useful information to perform the mapping to elemental stiffness parameters. It should be noted that the dimensionality of the hidden layers in the sparse nonlinear dimensionality component may not necessarily be smaller than that of the input layer. Choice of the number of nodes per each layer to fit well for a given task is not a straightforward process. Therefore, sparsity constraint is introduced in the objective function and 'ReLu' (sparse activation function) in dimensionality reduction component to allow the network choose the best number of active hidden nodes while training. where q r i is the ith(i = 1, . . . , n) structural natural frequency included in the rth sample and m q i r j is the jth(j = 1, . . . , t) mode shape value corresponding to the ith frequency. c r is the concatenated high dimensional feature that combines n frequencies and n*t mode shapes with each frequency having t mode shape values. This feature c r is taken as the input to the proposed sparse autoencoder framework.
Specifically, the reconstruction loss function of the pth layer of the sparse autoencoder model is defined as follows
where p = {1, ., k} with k defined as the last layer in the dimensionality reduction component, N is the number of samples involved in the training, g(:) and f (:) are the decoder and encoder functions, respectively. h r pÀ1 is the low dimensional representation that is established in the (p À 1)th layer for the rth sample where h r 0 = c r . Encoder function f p is set to be 'ReLU' since it supports sparse representation of the input, while decoder function g p is set to be 'purelin' to reconstruct the real values of the input. The objective function defined in equation (10) will be used for training the sparse autoencoders. The latent representation h r k learnt in the final hidden layer of the dimensionality reduction component, that is the kth layer, is then fed to the relationship learning component, which will be described in the following section.
Relationship learning. The main objective of this component is to learn the relationship between the reduced dimensional feature h r k and the stiffness parameters of the civil structure. Neural networks with a pre-training scheme are utilized to train the nonlinear relationship mapping. The 'tanh' function is chosen as the activation function to facilitate the nonlinear nature of this problem. The cost function of each layer in the neural networks is defined as follows
The same weight decay function as described in equation (11) is used. m hidden layers are defined, and the reconstruction loss function of each layer can be given as follows
where q = {k + 1, ., k + m} for the mth layer in the relationship learning component; g(:) and f (:) are, respectively, the decoder and the encoder functions; h r qÀ1 is the lower dimensional representations that are obtained at the (q À 1)th layer for the rth sample; o r is the labelled output vector for the rth sample.
Different layers are defined to have an effect on the global nonlinearity involved in performing the effective relationship learning process. In this way, the error is further reduced in the latter layers. A significant improvement to the global nonlinearity of the problem is achieved via stacking the layers for the final joint optimization. Pre-training for all layers is conducted with the full batch-scaled conjugate gradient BP algorithm. 27 Once the optimal parameters are observed, the whole network is fine-tuned again to optimize all the layers, which will be explained in the next section.
Training and fine-tuning of the full network. The sparse dimensionality reduction and the relationship learning components are combined as a deep neural network. One example of such a deep neural network is shown in Figure 4 , where the first two hidden layers employed for the encoding are pre-trained to perform the nonlinear dimensionality reduction and the last three hidden layers are trained to learn the relationship between the compressed dimensional features and the structural stiffness parameters for structural damage identification. In this manner, the deep neural networks manage to retain the required information to establish the relationship between the learnt robust representation and the structural stiffness reductions.
The layer-wise pre-training scheme is performed to mitigate the vanishing gradient problem as mentioned in the work by Hochreiter et al. 3 It is applied to train the proposed sparse autoencoder model, and the training procedure is shown in Figure 4 . It can be observed that the hidden layers can be trained one by one to achieve a more efficient and accurate training process.
After the pre-training, the whole deep neural network is then fine-tuned together to optimize all the layers at the same time with the objective function as follows
where
is the estimated elemental stiffness parameter output vector for the rth sample as shown in Figure 3 . The total number of layers is L = k + m, and o r is the labelled output vector for the rth sample. Joint optimization of the objective function in equation (16) is conducted to fine-tune the whole networks towards learning the relationship between the feature c r and the stiffness reductions of structures, in order to achieve a better accuracy in damage identification.
Sparsity constraint is enforced only in the dimensionality reduction component due to its effectiveness in reducing the dimensionality via equation (10) . In the relationship learning component, it is essential to learn a nonlinear mapping from the reduced dimensional feature to the output which lies in another feature spaces. For this component, the sparsity constraint or the sparse activation function will perform poorly and will not be able to learn an efficient mapping during the training. Therefore, the sparsity-inducing terms are excluded for the relationship learning component, as shown in equations (14) and (15) . Furthermore, once the pre-training is performed, the fine-tuning of the whole network is performed with equations (16) and (17) , excluding the sparsity term since the lower layers are already pre-trained for sparse representations of the input (most of the hidden nodes' output will be equal to 0 after pre-training). It is important to note that fine-tuning will mostly affect the higher layers (relationship learning component) comparatively to the lower layers (dimensionality reduction component).
Numerical studies
In this section, numerical studies on a steel frame structure are conducted to investigate the accuracy and robustness of the proposed framework for structural damage identification, particularly considering the effects of noise in the measurement data and uncertainties in the finite element modelling. The numerical model, data generation, data pre-processing and performance evaluation of the proposed framework will be presented. The accuracy and efficiency of applying the proposed framework for structural damage identification are validated with the simulation data. Furthermore, the effects of the uncertainties in the finite element modelling and measurement noise effects in the data on the performance of the proposed approach for structural damage identification will be studied.
Numerical model
A scaled seven-storey steel frame structure model as shown in Figure 5 is used as a numerical example to generate the training data and verify the accuracy and efficiency of the proposed framework. The column of the steel frame structure has a total height of 2. The finite element model of the frame structure, as shown in Figure 5 , consists of 65 nodes and 70 planar frame elements. The weights of steel blocks are added at the corresponding nodes of the finite element model as concentrated masses. Each node has 3 degrees of freedom (DOFs), with two translational displacements along x and y axles and a rotational displacement u. In total, the model has 195 DOFs. The translational and rotational restraints at the supports, which are nodes 1 and 65, are represented initially by a large stiffness of 3 3 10 9 N/m and 3 3 10 9 N m/rad, respectively. The frame structure is manufactured in the laboratory. The initial finite element model updating has been conducted to minimize the discrepancies between the analytical finite element model and the experimental model in the laboratory. The detailed descriptions of the model and the updating process can be found in the work by Li and Hao. 28 This updated finite element model is taken as the baseline model for generating the training, validation and testing data in the numerical study.
Data generation
Modal analysis is performed using the baseline model with different simulated damage scenarios to generate the input and output data for training the proposed framework. The first seven frequencies and the corresponding mode shapes of 14 beam-column joints are obtained as the input data to the network. The elemental stiffness parameters are normalized to the range between 0 and 1, where 1 denotes the intact state and 0 denotes the completely damaged state. For example, if the stiffness parameter of a specific element equals to 0.9, 10% stiffness reduction is introduced in this specific element. A total of 12,400 data sets are generated based on the baseline model to include both the single element and multiple element damage cases. In single element damage cases, the stiffness parameter for each element varies from 1, 0.99, 0.98, ., to 0.7 while keeping other elements undamaged. Therefore, 30 data sets are generated for the scenario when a local damage is introduced in a specific element. With 70 elements in the finite element model, 2100 single element damage cases are obtained. In multiple element damage cases, the stiffness parameters for random two or more elements vary from 1, 0.99, 0.98, ., to 0.7 while keeping the other elements undamaged. In total, 10,300 multiple element damage cases are defined. It is noted that a maximum number of six damaged elements are considered in the multiple damage cases. The first seven frequencies and the corresponding mode shapes at those 14 beam-column joints are taken as the input, and the pre-defined elemental stiffness reduction parameters are considered as the labelled output. These generated input and output data are used for the training, validation and testing of the proposed framework.
To investigate the effectiveness and robustness of using the proposed framework for structural damage identification, the measurement noise in the data sets and the uncertainty effect in the finite element modelling are considered. The following scenarios are considered in numerical studies:
1. Scenario 1: No measurement noise and modelling uncertainty, that is, no noise effect in the vibration characteristics and uncertainties in the finite element modelling is considered; 2. Scenario 2: Measurement noise effect considered.
White noises are added on the input vectors, that is, 1% noise in the frequencies and 5% in the mode shapes, considering structural frequencies are usually identified more accurately than mode shapes; 29 3. Scenario 3: Uncertainty effect included. About 1% uncertainty is included in the elemental stiffness parameters to simulate the finite element modelling errors; 4. Scenario 4: Both the measurement noise and uncertainty effect in Scenarios 2 and 3 are considered together.
Data pre-processing
Concatenated feature c r includes both the frequencies and mode shapes that are measured in different scales; therefore, it is necessary to perform a normalization process before it is fed into the network. Data whitening described in section 'Data pre-processing' followed by a feature scaling phase (scaling to a value between 0 and 1) is performed. This will introduce a common ground for all features to be treated equally in the learning process. The data range 0 to 1 is chosen since the operating range of the activation function 'ReLU' falls into 0 and 1. Furthermore, the initial weights of the neural networks before pre-training are chosen randomly in a way that the input to the 'ReLU' hidden unit will lie in the positive range. Considering structural damages are usually observed at a few number of elements, sparse output vector is defined by defining 0 as the intact state and 1 as the fully damage state. The output is also scaled to the range from 21 to + 1 to serve the operating range of the used linear activation function in the final output layer. The performance evaluation of using the proposed framework for structural damage identification based on the pre-processed data sets will be described in the following section.
Performance evaluation of the proposed approach
Performance evaluation of the proposed approach against the state-of-the-art method 'Autoencoder Based Network (AutoDNet)' 16 is conducted with four different scenarios as described in section 'Data generation'. It is noted that the improved performance of using 'AutoDNet' for structural damage identification has been demonstrated against ANN. Good accuracy in identifying structural damage using ANN methods can be achieved with the optimally selected network design and pattern features. 30, 31 The proposed approach is able to deal with a large amount of data sets and identify the damage effectively with significant uncertainties and measurement noise effect. The layerwise pre-training and fine-tuning are employed to improve the training efficiency and accuracy. It will also be demonstrated that the proposed approach is applicable for more complex problems with a complicated network structure with a high dimensional input data, multiple hidden layers, a large number of output parameters and significant uncertainties.
Therefore, in this study, the performance of the proposed framework will be compared with 'AutoDNet'. The structure of the defined sparse autoencoder model used in this numerical study includes k = 2 hidden layers with each comprising 100 hidden nodes in the dimensionality reduction component and m = 3 hidden layers with each comprising 90, 80 and 70 neurons defined, respectively, in the relationship learning component. In this study, a deeper neural network is defined with more hidden layers than the previous study. 16 In order to perform a fair comparison with 'AutoDNet' method, a separate sparse autoencoder model named as SAF-0 with the same structure as that used in 'AutoDNet' method is also formed by choosing k = 2 number of hidden layers with each comprising 100 hidden nodes in the dimensionality reduction component, and m = 1 hidden layer with 80 neurons used in the relationship learning component. Table 1 lists the architecture information of the above three networks.
Sparsity constraint and sparse activation functions are utilized to select the optimal number of hidden nodes in each layer. The choice of the number of hidden nodes in each layer is made by the network during the training process. A Bayesian model class selection method has been developed to select an optimal ANN model. 30, 31 In this study, sparsity constraint is introduced in the objective function and ReLu (sparse activation function) in dimensionality reduction component to let the network choose the best number of active hidden nodes while training.
The number of entries in the original input vector includes seven frequencies and 14 3 7 mode shape values, that is, 105 in total. In total, 70 elemental stiffness parameters are included in the final output vector. The complexity of the target problem is relatively high considering that a large number of parameters are included in the input and output. A more complex problem may require a deeper neural network architecture. The nature of the problem will be considered to determine the number of hidden layers and hidden units of the sparse autoencoder model. ReLU and linear function are employed in the sparse dimensionality reduction component, while tangent and linear functions are employed in the relationship learning component in the pre-training scheme. After the pre-training, the same configuration is preserved for the hidden layers in order to fine-tune the whole network. Training, validation and testing data sets are defined to have 70%, 15% and 15% of the pre-processed data sets, respectively. In order to evaluate the performance of using the proposed framework for structural damage identification, MSE and regression value (R value: the coefficient of multiple determination for multiple regression) are employed to show the quality in the network training. All the numerical computations are conducted using a desktop with an Intel i7 processor, 16 GB RAM and the graphics card NVidia 1080 Ti GTX using GPU for parallel computing.
Scenario 1: no measurement noise and modelling uncertainties. In this scenario, the data sets without measurement noise and uncertainty effect are used. The performance of using 'AutoDNet', SAF-0 and the proposed framework is compared by examining the MSE values and R values on the testing data sets. The performance evaluation results are shown in Table 2 . The complexity of this structural damage identification problem is relatively high with 70 structural elemental stiffness parameters included in the output vector. 'AutoDNet' may not be able to achieve a very good accuracy with several hidden layers without inducing the sparsity constraint. R value obtained from 'AutoDNet' is 0.921, while SAF-0 is 0.975, as shown in Table 2 . This shows the effectiveness and improvement of the sparse dimensionality reduction process. The improvement in R value obtained from SAF-0 and the proposed framework shows the effectiveness of utilizing more relationship learning layers and a deeper neural networks as described in section 'Training and fine-tuning of the full network'. The results from the proposed framework show the improvement in the network prediction compared with 'AutoDNet' and SAF-0 with a smaller MSE value and a better R value close to 1. To further demonstrate the performance of using the proposed framework for structural damage identification, Figures 6 to 8 show the identification results of several single damage and multiple damage cases randomly selected from the testing data sets. It shall be noted that the results from the proposed framework are shown in this figures with a legend of 'SAF'.
The damage identification results of a single damage case obtained from 'AutoDNet' and the proposed framework are shown in Figure 6 . It can be observed that the proposed framework provides more accurate damage identification results than 'AutoDNet' with less minor false positives and negatives. The damage location is well identified, and the identified stiffness reduction at the damaged element is very close to the actual value from the proposed framework. The identified stiffness reduction values at the non-damage elements are very close to zero. The proposed approach is also evaluated against 'AutoDNet' with multiple structural damage cases, and the identification results of two multiple damage cases randomly selected from the testing data sets are shown in Figures 7 and 8 . It can be seen clearly that the proposed approach works very well for the identification of different types of multiple damage cases, for example, two separate damages as shown in Figure 7 and continously distributed multiple damages as shown in Figure 8 . Damage locations are accurately detected, and the identified stiffness reductions are very close to the actual values with very small false identifications using the proposed framework.
Scenario 2: with measurement noise. The performance evaluation of the proposed approach is conducted when the noise effect in the measurement data is considered. It is noted that 1% noise is included in the frequencies and 5% in the mode shapes. As shown in Table 3 , a significant performance improvement in R value is observed using the proposed approach compared with 'AutoDNet'. It shows the robustness and effectiveness of using the sparsely learned features from the dimensionality reduction component for relationship learning when the noise effect is included in the measurements.
To further demonstrate the quality of the prediction in terms of both magnitudes and the locations in the damage identification, two multiple damage identification results are shown in Figures 9 and 10 , respectively. Multiple structural damage identification is challenging and needs more precision on the identification of accurate stiffness reductions at the exact stiffness elements compared to the single damage cases, especially under the significant noise effect. It is observed that damage locations are accurately identified and the identified stiffness reductions are also very close to the actual values with very small false identifications. A better accuracy is achieved with the proposed approach than 'AutoDNet' regarding identifying the damage magnitudes, even for the minor damage cases as shown in Figure 10 .
Scenario 3: with modelling uncertainty. In this study, an accurate finite element model is required to generate the training data. When a model-based method is performed for structural damage identification, the inevitable uncertainties existed in the finite element modelling will significantly affect the accuracy and performance of structural damage identification. In this scenario, the uncertainty in the finite element modelling, that is, 1% uncertainty in the elemental stiffness parameters are considered to simulate the finite element modelling errors. The performance evaluation results are shown in Table 4 . The proposed approach outperforms 'AutoDNet' with an improvement in both MSE and R value. The results from 'AutoDNet' is affected by the uncertainty effect, as reflected by the corresponding lower R value.
To demonstrate the robustness of the proposed framework to the uncertainty effect, damage identification results of a single and a multiple damage cases randomly selected from the testing data sets are shown in Figures 11 and 12 , respectively. It is noted that the random stiffness distributions in those figures are the introduced uncertainties in the structural system. As shown in both cases, the identified stiffness reductions are very close to the actual values with very small false identifications, even when the finite element modelling errors are present in the input data. By comparing these identification results with those form 'AutoDNet', the accuracy and robustness of using the proposed approach for structural damage identification with uncertainty effect are demonstrated. The proposed approach gives more accurate damage identification results.
Scenario 4: with both the measurement noise and modelling uncertainty. Both the measurement noise and the modelling uncertainty in Scenarios 2 and 3 are considered together in this section to further investigate the performance and effectiveness of the proposed approach. It is very challenging to achieve an effective and reliable structural damage identification when both measurement noise and modelling uncertainty are present in the input data. These uncertainties may adversely affect the damage detection results. The performance evaluation results for this scenario are shown in Table 5 .
As observed in Table 5 , the proposed approach once again outperforms the 'AutoDNet' when both the measurement noise and uncertainty effect are considered. This is evidenced by a higher R value and a lower MSE value. L2-weight decay along with the sparsity constraint applied on the cost function formulation in this study ensures that the proposed approach has a smaller space to fit the training data and therefore effectively avoids the overfitting problem and consequently improves the accuracy and robustness for the structural damage identification. Figures 13 and 14 show the identification of a single damage case and a multiple damage case, respectively. It can be observed that the 'AutoDNet' method produces several false identifications with around 3% damage values, while the proposed approach does not produce false positives at those locations. The identified damage severities using the proposed approach are closer to the true damage values. Regarding the multiple damage case, the proposed approach also provides much more accurate stiffness reduction predictions than 'AutoDNet' in terms of both the damage locations and severities. With the considered uncertainties and noise effect, a minor stiffness reduction in 5% can be well identified.
Damage identification results from the above four scenarios demonstrate clearly the accuracy and robustness of using the proposed approach in structural damage identification, compared with the latest existing study based on 'AutoDNet', even when the measurement noise and uncertainty effect are both present in the input data. The improvement is also demonstrated by the identification results from various scenarios defined in this numerical study.
Experimental verification
Experimental verification on a laboratory reinforced concrete bridge model using the proposed approach for damage identification will be described in this section.
The experimental setup, modal testing, initial model updating, training data generation, structural design of the neural networks and damage identification results will be described in the following sections.
Experimental model and initial model updating
A simply supported T-section prestressed concrete bridge model, as shown in Figure 15 , is fabricated in the laboratory and tested to verify the effectiveness of applying the proposed framework for structural damage identification. Figure 16 The initial model updating is conducted to create a baseline model for generating the training data. Figure 17 . The finite element model consists of 90 elements and 114 nodes with 6 DOFs at a node. The model has 684 DOFs in total. The initial model updating is conducted to adjust the built finite element model to serve as the baseline model. The model updating is conducted by minimizing the difference between the first three natural frequencies and mode shapes calculated from the finite element model and measured from the tests. In the initial model updating, Young's modulus of slab and web of beam and the support stiffness are selected as parameters to be updated. The dimensions and mass density are measured and not included as the updating parameters. The identified damping ratios of the beam are included in the initial finite element model. Identified modal information, for example, natural frequencies and mode shapes of the first three modes, is used to perform the initial model updating. The updated natural frequencies are close to the measured ones, as shown in Figure 18 . The detailed experimental model, updating procedure and results can be found in the work by Li et al. 32 This baseline model will be used in the following studies to generate the training data.
Introduced damage scenario and training data generation
Two-point static loads are applied in the mid-span of the bridge model to introduce the cracks in the model. The static load is continuously increased to 180 kN and a number of cracks are observed in the web elements at the middle span, as shown in Figure 19 . This will be considered as the damaged state. The vibration tests on the damaged bridge are conducted again to identify the first three natural frequencies and the corresponding mode shapes, which will be used later to investigate the performance of the trained sparse autoencoder model defined in this experimental study for damage identification with the real measurement data. When using the baseline finite element model to generate the training data with simulated different damage scenarios, it shall be noted that only the web elements from No. 2 to No. 17, as shown in Figure 17 , are included in the damage identification since the damages are mainly observed in the web elements of the bridge model. Uniformly distributed random damages are simulated in all the 16 web elements from No. 2 to No. 17 with the damage severity distributed between 0% and 15%. The step of the damage severity is defined as 0.01%. A total of 20,000 data samples are generated. Eigenvalue analysis is then conducted based on the finite element model with the introduced damage to obtain the vibration characteristics, that is, the first three frequencies and mode shapes at the placed sensor locations. The obtained modal information will be taken as the input to the neural networks, and the simulated damage will be targeted as the labelled output. These data sets will be taken as the training data in this experimental investigation.
The sparse autoencoder deep neural network structure
Considering the complexity of the target problem and the number of parameters in the input and output vectors, the structure of the sparse autoencoder model is properly defined to have one hidden layer (k = 1) with 16 neurons in the dimension reduction component and one layer (m = 1) with 16 neurons in the relationship learning component. The input vector includes three frequencies and 3 3 7 mode shape values, that is, 24 values in total. In total, 16 stiffness reduction parameters are involved in the final output vector. ReLU and linear function are employed in the sparse autoencoders in the dimensionality reduction component, while tangent and linear functions are used in the relationship learning component in the pre-training scheme. After the pre-training, the same configuration is preserved for the hidden layers in order to fine-tune the whole network, based on the procedure as described in section 'Deep sparse autoencoder framework'. To have a fair comparison, the same number of hidden layers and neurons are used to form an 'AutoDNet' model and the same training data sets are used for comparing the performance. In order to evaluate the quality of the damage predictions using 'AutoDNet' and the proposed framework, MSE and R value are employed.
Training performance and damage identification results
Considering that the measurement data recorded in the laboratory inevitably include the noise effect, a robust deep neural network is required to accommodate this effect. To this end, the noise effect is included in the modal information of the original training data, for example, 1% noise in the frequencies and 5% in the mode shapes. These data sets will be pre-processed with data whitening and used as the training data for the proposed sparse autoencoder model. Training, validation and testing data sets are randomly chosen from the pre-processed data sets with percentages of 70%, 15% and 15% of data samples, respectively. The performance evaluation results for the testing data sets using 'AutoDNet' and the proposed approach are shown in Table 6 . It can be observed that the MSE value from the proposed approach is significantly smaller than the one from 'AutoDNet'. Besides, the regression from the proposed approach is also improved, as observed from the R values.
To further investigate the performance of the proposed model using real testing measurements for structural damage identification, the modal information obtained from the damaged state is used as the input to the trained sparse autoencoder model. Figure 20 shows the identified structural damage comparing with those obtained from the 'AutoDNet' and the proposed approach. It is demonstrated that the identified pattern of stiffness reductions from the proposed approach is closer to those shown in Figure 19 , compared to the result from 'AutoDNet'. The main damage identified by the proposed approach is located at the centre of the bridge model, which matches well with the observed cracks as shown in Figure 19 . Similar damage pattern with most stiffness reductions distributed in the centre of the beam can be observed from 'AutoDNet' method. However, it should be noted that significant false identification is observed from the 'AutoDNet' method, that is, in element 12. Since there is no analytical model relating to the crack damage in a prestressed concrete beam with its flexural stiffness, it is impossible to calculate the analytical damage extents based on the observed cracks such as those shown in Figure 19 . Therefore, the identified damage pattern will be compared with the observed one. There are in total 24 major cracks observed in the experimental tests, and these major cracks are mainly located in the six web elements from No. 8 to No. 13. The identified damage pattern by the proposed sparse autoencoder model shown in Figure 20 has a good agreement with the experimental crack pattern observed in Figure 19 . The identified damages from the proposed approach are mainly distributed in web elements from No. 8 to No. 13. These results indicate that the proposed approach can well identify the introduced structural damages in the laboratory testing model with real measurement data. It is also observed in Figure 20 that there are some negative values of stiffness reductions. Those are false predictions, which are probably due to the cost function utilized in the last layer of the network. MSE does not consider the sign of the damage but only the magnitude.
Conclusion
The proposed deep sparse autoencoder framework learns the relationship between the modal information, such as frequencies and mode shapes, and structural stiffness parameters. Three main components are defined in this framework, namely, pre-processing, sparse dimensionality reduction and relationship learning. A deep neural network structure associated with the sparse autoencoders is defined to enhance the capability and performance of dimensionality reduction and relationship learning components with a pre-training scheme. Then, these two components are jointly optimized to fine-tune the whole network towards a better accuracy in structural damage identification. A sparse regularization term is adopted in this framework considering that the structural damage usually occurs at only a few elements out of the entire structure. Numerical studies on a steel frame structure are conducted to investigate the accuracy and robustness of using the proposed framework for structural damage identification, particularly considering the effects of noise in the measurement data and uncertainties in the finite element modelling.
Experimental studies on a prestressed concrete bridge in the laboratory are conducted to further validate the performance of using the proposed framework for structural damage identification. The results demonstrate that the proposed framework provides a better accuracy and robust performance in structural damage identification than 'AutoDNet' method in the latest study. Compared with 'AutoDNet' method, the proposed framework has three significantly different features which strongly improve the effectiveness and robustness of structural damage identification against the measurement noise and modelling uncertainty: (1) the data whitening process is applied to uncorrelate the data and transform them into a set of new variables with the identity covariance matrix, as a pre-processing procedure; (2) the sparse regularization term is employed in the training of the proposed framework to improve the performance in damage identification; and (3) a deep neural network structure is defined to include more hidden layers. The comparison results well demonstrate the superiority of the proposed approach. It should be noted that only natural frequencies and mode shape values of the first several modes are taken as the input in this study. The proposed framework can be explored further using other vibration characteristics which may be more sensitive to structural damage for structural damage identification. This will be conducted in future studies.
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