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ABSTRACT
Supernova (SN) cosmology is based on the assumption that the corrected luminosity of SN Ia would
not evolve with redshift. Recently, our age dating of stellar populations in early-type host galaxies
(ETGs) from high-quality spectra has shown that this key assumption is most likely in error. It
has been argued though that the age-Hubble residual (HR) correlation from ETGs is not confirmed
from two independent age datasets measured from multi-band optical photometry of host galaxies
of all morphological types. Here we show, however, that one of them is based on highly uncertain
and inappropriate luminosity-weighted ages derived, in many cases, under serious template mismatch.
The other dataset employs more reliable mass-weighted ages, but the statistical analysis involved
is affected by regression dilution bias, severely underestimating both the slope and significance of
the age-HR correlation. Remarkably, when we apply regression analysis with a standard posterior
sampling method to this dataset comprising a large sample (N = 102) of host galaxies, very significant
(> 99.99%) correlation is obtained between the global population age and HR with the slope (−0.047±
0.011 mag/Gyr) highly consistent with our previous spectroscopic result from ETGs. For the local age
of the environment around the site of SN, a similarly significant (> 99.96%) correlation is obtained
with a steeper slope (−0.057 ± 0.016 mag/Gyr). Therefore, the SN luminosity evolution is strongly
supported by the age dating based on multi-band optical photometry and can be a serious systematic
bias in SN cosmology.
Keywords: UAT concepts: Type Ia supernovae (1728); Observational cosmology (1146); Dark energy
(351); Distance indicators (394)
1. INTRODUCTION
The inference of dark energy in supernova (SN) cos-
mology is based on the assumption that the SN lumi-
nosity, after the empirical standardization, would not
evolve with redshift (Riess et al. 1998; Schmidt et al.
1998; Perlmutter et al. 1999). As recognized by early
investigators (see Figure 3 of Schmidt et al. 1998; see
also Riess et al. 1998 and Perlmutter et al. 1999), this
key assumption can be best tested at low-z by look-
ing for any correlation between the population age of a
host galaxy and the Hubble residual (HR) of SN. While
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the correlations between HR and host galaxy properties,
such as stellar mass and star formation rate, are now well
established (e.g., Kelly et al. 2010; Sullivan et al. 2010;
Rigault et al. 2015; Kim et al. 2018), there is, however,
a paucity of literature on robust measurements of stellar
population ages for host galaxies. Recently, Kang et al.
(2020) have obtained the direct and reliable estimates
of population ages for a sample of local early-type host
galaxies (ETGs) from exceptionally high-quality (signal-
to-noise ratio ∼ 175) spectra. Based on this new age
dataset, we found a correlation between population age
and HR which indicates a non-negligible luminosity evo-
lution in SN cosmology. While this result is based on a
sample of ETGs, there is no theoretical reason that the
age-HR correlation observed in ETGs should not extend
to other types of host galaxies. Nevertheless, since type
2 Lee et al.
Ia SNe are discovered in all morphological types of galax-
ies, it is important to check whether this correlation is
confirmed by a larger sample of host galaxies comprising
all morphological types.
Rose et al. (2020) have claimed, however, that this
age-HR slope obtained from ETGs is not confirmed from
the two independent age datasets measured from multi-
band optical photometry of host galaxies of all morpho-
logical types. Based on this result, they argued that
there is no evidence for SN Ia luminosity evolution. This
on-going debate further underscores that the age-HR
slope would determine the significance of the luminosity
evolution and, therefore, the validity of the key assump-
tion in SN cosmology. Because of its important implica-
tion for the inference of dark energy from SN cosmology,
the origin of this apparent disparity between Kang et al.
(2020) and Rose et al. (2020) must be investigated thor-
oughly. The purpose of this paper is to show that, when
the regression analysis of the Rose et al. (2020) dataset
is performed in a consistent and standard manner, very
significant age-HR correlation is also obtained from a
large sample of host galaxies comprising all morpholog-
ical types with the slope highly consistent with our pre-
vious spectroscopic result from ETGs.
2. RE-EXAMINING STELLAR POPULATION
AGES FROM MULTI-BAND OPTICAL
PHOTOMETRY
One of the two age datasets employed by Rose et al.
(2020, their Figure 3) is originated from low-z host
galaxy sample of Jones et al. (2018). Jones et al. (2018)
used the Pan-STARRS grizy and Sloan Digital Sky Sur-
vey (SDSS) u band photometry together with the code
Z-PEG (Le Borgne & Rocca-Volmerange 2002), which
was originally designed to estimate photometric redshift,
but can also be used to derive other parameters includ-
ing luminosity-weighted age, if properly employed. How-
ever, neither Rose et al. (2020) nor Jones et al. (2018)
provide the age data and their uncertainties. Without
the crucial error bars for ages in Figure 3 of Rose et al.
(2020), it is impossible to assess the validity of their
ages and the statistical significance of their claim de-
rived from these ages.
Therefore, in an effort to investigate the reliability of
their ages, we have selected 13 ETGs by cross-matching
the Jones et al. (2018) sample with the Kang et al.
(2020) ETG sample for which reliable estimates for ages
are available from high-quality spectra. For this ETG
subsample, we have re-enacted the procedures adopted
by Jones et al. (2018) by deriving ages using Z-PEG
and the same ugrizy photometric data. The redshift
and morphological classification for this low-z sample
was adopted from the NASA Extragalactic Database as
listed in Kang et al. (2020). Out of these 13 ETGs in
common with Jones et al. (2018), we found catastrophic
spectral energy distribution (SED) template mismatches
(χ2 = 20 – 254; RMS error ≈ 1.15 mag) for 6 galax-
ies, and therefore the derived ages of these galaxies
should be highly uncertain, if not meaningless. The
origin for this mismatch is not clearly identified, seri-
ously questioning the validity of ages for a significant
fraction of galaxies in the Jones et al. (2018) sample.
For the remaining 7 ETGs, we obtained the ages with
χ2 < 20 (RMS error ≈ 0.11 mag), but the Z-PEG de-
rived ages are still underestimated by ∼3 Gyr compared
to the spectroscopic ages derived by Kang et al. (2020),
illustrating the well-known limitation of the luminosity-
weighted ages from multi-band optical photometry (see,
e.g., Lee et al. 2007; Walcher et al. 2011).
For galaxies with on-going or recent star forma-
tion (most cases in the Jones et al. 2018 sample), the
luminosity-weighted age derived from the photometric
SED would be further biased toward the younger age.
This is because even a small fraction of very young stars
in a galaxy can significantly affect its SED (see Lee et al.
2007; Gupta et al. 2011). The majority of stellar popu-
lations in such galaxies can still be markedly older than
the determined mean age. That the ages of Jones et al.
(2018) are highly uncertain and underestimated can
also be assessed from a severe internal inconsistency in
Rose et al. (2020) between their Figures 2 and 3. Fig-
ure 2 of Rose et al. (2020) shows the age distribution of
host galaxies based on more reliable mass-weighted ages
of Rose et al. (2019), which has a mean of ∼5 Gyr at
z ∼ 0.14 (∼5.7 Gyr at z = 0.0). This should be com-
pared to the age distribution in their Figure 3 based
on the Jones et al. (2018) dataset, which has a mean of
only ∼2.3 Gyr at the local universe. Therefore, when
the population age is derived from photometric SED,
the luminosity-weighted age is not appropriate for the
present study requiring the true average age of stellar
populations. Instead, we need carefully measured mass-
weighted age which is more relevant to the SN progenitor
age in a host galaxy (see Gupta et al. 2011; Rose et al.
2019).
In addition to these critical problems in their ages,
the HRs in Jones et al. (2018) further include the host-
mass correction. In the analysis for the age-HR correla-
tion, this is a very inappropriate treatment because the
host mass is most likely a proxy for the population age.
Kang et al. (2020, see their Figure 9) found a very tight
(> 99.99%) correlation between host-mass and age from
high-quality spectra for early-type host galaxies, while
they found no correlation with metallicity at a similar
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Figure 1. The strong correlation between population age and HR for host galaxies of all morphological types (data from
Rose et al. 2019). The left panel is for the mass-weighted global ages of 102 host galaxies. The solid line is the best regression
fit obtained from MCMC posterior sampling method, which shows a very significant (4.3σ) correlation between age and HR
with the slope in excellent agreement with our previous spectroscopic result from ETGs. The right panel is for the local age of
the environment around the site of SN in a host galaxy. Again, similarly significant (3.6σ) correlation is obtained with an even
steeper slope (−0.057 mag/Gyr).
mass range where Kelly et al. (2010) and Childress et al.
(2013) found the correlation between host mass and HR.
A similar correlation between galaxy mass and popula-
tion age was also reported by van de Sande et al. (2018)
for a large sample of non-host galaxies. Because of this
correlation, applying the host-mass correction by itself
would further undermine the correlation between age
and HR.1 It is therefore not surprising to see that the
correlation between age and HR is smeared out in Fig-
ure 3 of Rose et al. (2020) by using this problematic
dataset.
1 At given redshift, this empirical correction for host mass can
indeed reduce the scatter in HR. However, since the redshift evo-
lution of host mass is small for the redshift range (z < 1 − 1.3)
relevant to SN cosmology, this empirical treatment, unlike the
direct correction based on age (Figure 16 of Kang et al. 2020),
has no impact on cosmology (consistent with a zero slope; see
Figure 13 of Betoule et al. 2014). Therefore, the current practice
of using a correction based on host mass cannot correct for the
SN luminosity evolution with redshift.
3. CORRELATION BETWEEN AGE AND HUBBLE
RESIDUAL FROM ALL TYPES OF HOST
GALAXIES
In order to overcome the problems in age dating from
photometric SED, Rose et al. (2019) have devised a
clever and efficient technique for measuring the mass-
weighted age, which can provide more reliable aver-
age age of stellar populations in a host galaxy. Their
technique is based on a Markov chain Monte Carlo
(MCMC) sampling method to determine the most prob-
able star formation history (SFH), which was then im-
plemented in the updated version of the population syn-
thesis model of Conroy & Gunn (2010). As such, the
Rose et al. (2019) age dating is a significant improve-
ment over a similar age dataset of Gupta et al. (2011).
Using their technique applied to SDSS ugriz photomet-
ric SED, Rose et al. (2019) have measured, with ade-
quate accuracy, mass-weighted ages for 102 host galaxies
of all morphological types in 0.05 < z < 0.2.
Figure 1 shows this dataset for population age and
HR from Rose et al. (2019) both for the global age of a
host galaxy and for the local age measured in the vicin-
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ity (1.5 – 3 kpc radius) of the SN Ia site. Rose et al.
(2019) used the SN sample of Campbell et al. (2013)
for the HR information. Since the Rose et al. (2019)
sample is confined to a narrow redshift range, the effect
of redshift evolution is negligible within their sample.
To properly account for both measurement errors and
intrinsic scatter in the regression analysis, the MCMC
posterior sampling method implemented in the LINMIX
package (Kelly 2007) is most commonly used in SN host
galaxy studies (e.g., Kelly et al. 2010; Gupta et al. 2011;
Pan et al. 2014, 2020) including our previous investi-
gation for ETGs (Kang et al. 2020). Kelly (2007) has
shown that this maximum-likelihood estimator based on
the Gaussian mixture model outperforms other common
estimators and provides the least biased result for the re-
gression analysis.2 Surprisingly, unlike the argument of
Rose et al. (2020), when we apply this standard regres-
sion analysis method to the Rose et al. (2019) dataset
comprising a large sample of host galaxies, very signif-
icant (> 99.99%) correlation is obtained between the
global population age and HR with the slope (−0.047±
0.011 mag/Gyr) in excellent agreement with the result
(−0.051 ± 0.022 mag/Gyr) of Kang et al. (2020) from
high-quality spectroscopy of ETGs. Rose et al. (2019)
suggested that this correlation might be more consis-
tent with a step of ∼0.1 mag in the HR at an age of
∼8 Gyr, but we obtain more or less the same slope
(−0.054± 0.015 mag/Gyr) even if we restrict the sam-
ple to host galaxies younger than 8 Gyr. This indi-
cates that, unlike the star formation rate-HR correlation
(Rigault et al. 2013), the potential effect of a nonlinear-
ity is not significant in the age-HR correlation. While
the global age of a host galaxy can be used to infer
the SN progenitor age, the local age around the SN
Ia site would serve as a better proxy for the SN pro-
genitor age. The right panel of Figure 1 shows that a
similarly significant (> 99.96%) correlation is also ob-
tained between the local population age and HR with
the slope (−0.057 ± 0.016 mag/Gyr) again consistent
with the slope of Kang et al. (2020). Therefore, our pre-
vious result based on a small sample (N = 34) of ETGs
is now confirmed from a large sample (N = 102) of host
galaxies comprising all morphological types.
The main argument of Rose et al. (2020) is also based
on this same dataset from Rose et al. (2019), but they
reached a very different conclusion for the slope much
shallower than the one reported by Kang et al. (2020).
In order to understand the origin of this apparent dispar-
2 Nevertheless, the method implicitly assumes that the parent dis-
tribution of the independent variable follows a Gaussian mixture
model.
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Figure 2. Regression dilution bias in Rose et al. (2019)
analysis. (a) The ordinary least-squares (OLS) fit to 102
original data points already underestimates the slope com-
pared to our best fit because of the measurement errors in
the independent variable. (b) Generating 100 random mock
samples (small dots) around each data point leads to fur-
ther attenuation of the slope. (c) A probability density plot
based on these 10,200 mock data, as presented in Rose et al.
(2019), is significantly diluted, severely underestimating both
the slope and significance of the age-HR correlation.
5ity, we have carefully followed the procedures adopted
by Rose et al. (2019) for which Figure 2 of Rose et al.
(2020) is based on. Figure 2 shows our reproduction
of their procedures. Unusually, Figure 2 of Rose et al.
(2020) only presents a probability density plot without
showing the original individual 102 data points with er-
ror bars. Their density plot is based on a Monte-Carlo
resampling method by generating 100 random mock
samples around each data point according to the mea-
surement errors. In doing so, however, the age range has
been substantially stretched and, therefore, the slope ob-
tained from the ordinary least-squares (OLS) fitting has
been severely underestimated. This is the well-known
regression dilution bias, which arises as a consequence
of the measurement error in the independent variable
and leads to the attenuation of both the regression slope
and significance of the correlation (see, e.g., Kelly 2007).
Particularly, in the case of Rose et al. (2019, 2020) anal-
ysis, this effect has been doubled because the genera-
tion of the mock data stretches the distribution more
horizontally than vertically3 and, more importantly, the
OLS does not take into account the measurement er-
rors of the mock data in the independent variable. In
Figure 2 we reproduce this double dilution bias that
happened in Rose et al. (2019, 2020). Since the pub-
lic dataset of Rose et al. (2019) does not provide non-
Gaussian error bars, we assume Gaussian errors here
for mock data generation. However, as our experiment
shows, the difference due to this non-Gaussianity is in-
significant.
Figure 3 compares the slope obtained by us for the
Rose et al. (2019) dataset comprising all types of host
galaxies with that of Kang et al. (2020) for ETGs. Also
compared is the slope reported by Rose et al. (2019). A
small HR shift of 0.07 mag is applied here to Rose et al.
(2019) data to account for the difference in median
redshift between the Kang et al. (2020, z ∼ 0.04) and
Rose et al. (2019, z ∼ 0.14) samples. After this correc-
tion, the HR values would be equivalent to those calcu-
lated with respect to the cosmological model without Λ
(ΩM = 0.27, ΩΛ = 0.00). It is clear from this compar-
ison that, while the slopes obtained from the standard
MCMC posterior sampling method for both Kang et al.
(2020) and Rose et al. (2019) samples show an excellent
agreement with each other, the method of Rose et al.
(2019) severely underestimates the slope because of the
3 The mean error (∼1.9 Gyr) for the age is ∼20% of the interval
(∼9.5 Gyr) whereas the mean error (∼0.079 mag) for the HR is
∼8% of its interval (∼0.98 mag).
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Figure 3. Comparison of the slopes. An HR offset of 0.07
mag is added to Rose et al. (2019) data to account for the
difference in median redshift between the Kang et al. (2020,
z ∼ 0.04) and Rose et al. (2019, z ∼ 0.14) samples. While
the best fits obtained from the standard MCMC analysis for
both Rose et al. (2019) and Kang et al. (2020) samples show
excellent agreement each other, the analysis of Rose et al.
(2019) is severely underestimating the slope with the regres-
sion line that does not represent the actual data points.
dilution bias.4 Note that most data points for ages
older than ∼7 Gyr are placed below the regression line
of Rose et al. (2020), illustrating that their regression
does not fairly represent the distribution of actual data
points. Their scientific conclusion (no luminosity evolu-
tion in SN cosmology) based on this problematic method
is therefore seriously flawed.
4. DISCUSSION
While the result of Kang et al. (2020) is based on the
most direct population ages ever obtained for host galax-
ies from extremely high-quality spectra, it is limited to
a small sample of ETGs. The present result is based on
the ages derived from SED fitting of Rose et al. (2019)
which are not as precise as those measured from spec-
tral features, but a larger sample size coupled with ade-
quate age accuracy have provided a far more significant
4 When the regression line is obtained with the “FITEXY” estima-
tor (Press et al. 1992), even steeper slope (−0.078 mag/Gyr) is
obtained, but Kelly (2007) has shown that the FITEXY estima-
tor is biased away from zero, while the OLS estimator is biased
toward zero.
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(> 99.99%, 4.3σ) correlation between population age
and HR. Importantly, this result is no longer limited to
ETGs but is based on host galaxies of all morpholog-
ical types. Furthermore, unlike the Kang et al. (2020)
analysis, no extrapolation in age is now required below
2.5 Gyr, because the Rose et al. (2019) sample contains
younger host galaxies. In addition to the global age of
a host galaxy, this study also presents the local pop-
ulation age around the site of SN, which is more rel-
evant to the SN progenitor age5, and therefore is not
strongly affected by the possible difference between the
global and local population ages within a host galaxy.
In these respects, the present result provides an inde-
pendent confirmation for and a significant improvement
over the result of Kang et al. (2020). Therefore, the lu-
minosity evolution stands up to scrutiny as a serious
systematic bias in SN cosmology.
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