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Abstract
Mishra, Anamika. M.S.R.C.E.E., Department of Mechanical and Materials Engineering,
Wright State University, 2021. Utilizing rotational energy in wind turbine blades
with the flywheel mechanism and predicting the power output by neural networking.

As we expand and innovate for better and safer living, there will always
be a need for new energy sources. By replacing fossil fuels, renewable energy is
becoming a viable option for primary power generation. That is why researchers
are turning their attention to renewable energy sources and ways of making the
most of them. WIND ENERGY is a promising renewable and clean energy source
harvested from the wind which is plentiful on the planet. We already have the
technology to harvest it, but the efficiency and power output are not optimal.
In this thesis, to enhance the energy harvesting performance of a wind turbine,
the goal is to regulate frequency and power output fluctuations caused due to
varying wind speeds. This thesis builds a physics-based simulation model of the
wind turbine system with a flywheel to perform design studies. The flywheel, an
inertia energy storage device, is implemented in the wind turbine to regulate the
fluctuations. An illustration of the power outcomes of the wind turbine models with
and without a flywheel is presented. Parameter studies are performed to understand
how variables (weight, blade length, wind speed, and distance of weight from the
center of the hub) influence the power outcomes. An artificial neural network model
is trained using a multi-layer feedforward backpropagation network by applying the
Levenberg-Marquardt algorithm. Simulation data is acquired from a physics-based
iii

wind turbine model formulated and built using MATLAB/SIMULINK to enable
power output prediction and comprehensive design studies. The parametric studies
found that the proposed wind turbine with the flywheel could regulate inconsistencies
in the power output. The predictive neural network model was trained with the
simulation data to enable a cost-effective design study. It is demonstrated how the
neural network model can help develop a wind turbine with a flywheel system that
produces desired power output by optimizing the selected design variables for any
location or representation of the wind turbine.
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1

INTRODUCTION

To meet our planet’s demands, we need to develop more sustainable and
clean energy supplies. Everyone nowadays is aware of the depletion of fossil fuels and
the detrimental effects. New energy resources have been discovered and developed to
replace fossil fuels for future energy needs. Natural resources such as the sun, water,
and wind may be leveraged to develop a cleaner and more sustainable approach
to meet future energy demands and environmental requirements. Alternative sources
such as wind power, solar power, geothermal power, hydro-power, biomass, and many
others are utilized to replace traditional energy sources.

1.1

Why are renewable resources needed?
Fossil fuels are still the world’s primary source of energy. Many countries

continue to rely on it. Figure 2.3 depicts the global dominance of fossil fuels in terms
of energy consumption. Low-carbon energy sources (solar, hydro, wind, nuclear, and
biomass) account for 16 percent of total energy, whereas fossil fuels account for 84
percent (oil, coal, and natural gas)[1]. Carbon dioxide (CO2), methane (CH4), and
nitrous oxide (NOx) are the most common greenhouse gases emitted. Hydro-fluorocarbons
(HFCs), perfluorocarbons (PFCs), and sulfur hexafluoride (SF6) are less common but
highly potent greenhouse gases (GHGs).
Figure 2.1 depicts the quantity of CO2 and other greenhouse gases by fossil
fuels from 1990 to 2018, which accounts for a majority of GHGs. Despite advances in
1

Figure 1.1: Global greenhouse gas emissions from all sources [58]
climate policies over the last few years, the results of the clean energy effects remain
insignificant. Due to the high carbon composite, burning fuels release CO2 as a
primary greenhouse gas. CO2 is a gas that can trap heat in the atmosphere, resulting
in a change in the earth’s temperature, and, as a result, global warming and climatic
changes can be immediate threats. In addition to CO2, other gases contribute to
particulate matter, acid rain, and smog in the environment. The release of GHGs
into the environment contributes to the extinction of species, which has consequences
for the earth’s ecosystem [1].
Furthermore, the ability to produce food has decreased, resulting in a hunger
crisis in some parts of the world. The gathering, processing, and distribution of
fossil fuels, in addition to the impacts of burning, have environmental consequences.
Offshore oil drilling poses a threat to aquatic creatures, while coal mining processes
often cause mountaintop removal and strip mining and have detrimental environmental
consequences. Fugitive gas emissions from fossil fuel wells can contribute to methane
leakage. Oil refineries also have negative impacts on the environment, such as contamination
of the air and water.
Particulates and other air pollution from fossil fuel combustion cause illness
and death when inhaled by humans. Premature mortality, acute respiratory disease,
worsened asthma, chronic bronchitis, and impaired lung function are health impacts.
2

Figure 1.2: Per capita primary energy consumption by source,2019 [59]

Figure 1.3: Global primary energy consumption by source,2019 [59]
On the other hand, modern renewable energy sources appear to be safer and cleaner
for human health. To address the harmful consequences of fossil fuels, a range of
mitigation strategies have emerged. A movement to use alternate energy sources,
such as renewable energy, is one example. Strategies like environmental control to
minimize these emissions employ various methods, such as regulations prohibiting the
release of waste products such as fly ash into the sky. Economic incentives, such as
higher taxes on fossil fuels and subsidies for alternative energy technology, are also
being pursued.[2]

3

Energy demand is increasing in many parts of the world as people become
wealthy and populations rise. The worldwide use of energy by the source is depicted
in figures 2.2 and 2.3. As can be seen, renewable or sustainable energy sources account
for a relatively minor part of the total. Even though natural gas has expanded its
market share significantly in the last decade, renewable energy has grown quicker
than any other fossil fuel. Renewable energy production in the United States reached
a new high of 22 gigawatts in 2016, burying fossil fuel expansion.
New solar and wind projects are progressively undercutting even the cheapest
and least sustainable coal-fired power plants. According to IRENA analysis, current
coal-fired capacity has higher costs than future utility-scale solar PV and onshore
wind, including integration costs of USD 0.005/kWh. Annual system costs would be
cut by USD 32 billion per year, and around three gigatonnes would reduce annual CO2
emissions if the coal-fired units were replaced. However, the worldwide weighted-average
Levelized cost of electricity (LCOE) from new onshore wind capacity additions reduced
by 13 percent in 2020, compared to 2019. The LCOE of offshore wind reduced by
9 percent, while that of utility-scale solar photovoltaics (PV) declined by 7 percent
during the same period. This factor adds another reason why do we need to shift to
renewable energy and its benefits.[3]

1.2

Advances in the wind energy sector
Three primary requirements must be considered in order to comprehend

the sudden surge of alternative energy. First and foremost, there is a necessity for
alternatives as people become more conscious of the limited nature of the earth’s
fossil fuel supplies and the negative repercussions of burning fossil fuels. Secondly,
there are the feasibility to utilize alternative form of energy such as, wind can be
found almost everywhere on the planet. At specific locations, wind can provide a
4

high energy density. The wind has been frequently utilized for both mechanical and
transportation purposes. The third factor was technological capability. There have
been advancements in the wind energy sector and ongoing studies which demonstrate
how in various ways wind turbines would be used in the future [4].
Advanced engineering designs in wind energy have been applied to different
areas like giant blades, taller towers, techniques to increase energy production, onsite
assembly, onsite construction, and turbine recycling [5]. With the increase in the
blade length and tower heights, the capacity of wind turbines has increased from a
small-scale wind turbine of 10 kW to higher capacity turbines ranging from 50KW
to 3 MW. There have been developments in offshore and onshore wind turbines as
well. Offshore wind turbines are the more advanced version of the implied wind
turbines built on the water bodies with higher wind speed availability. Offshore wind
speeds are often faster, allowing for more energy generation. There are no physical
obstructions to the wind movement. Offshore wind speeds and directions are also
more consistent, making it a more reliable and efficient energy source. These wind
turbines are significantly enormous and taller than onshore wind turbines, allowing
more energy to capture.
There have also been advancements in the materials used to manufacture
wind turbines. Turbine blades are made from glass and carbon fibers, hybrid reinforcement,
and Nano-engineered polymers. Longer blades need materials with a higher stiffness-to-weight
ratio to minimize bending induced by wind speed pressure. Carbon fiber outperforms
glass fiber in tensile strength, stiffness, and density. A material with high tensile
strength and stiffness is exemplary for the spar cap, a structural component of a
blade that undergoes severe tensile loading. Hybrid designs utilize a blend of materials
instead of pure glass or carbon to strengthen wind turbine blades to minimize the
weight. Hybrid reinforcing materials include E-glass/carbon and E-glass/aramid.
Small amounts of nano reinforcement (carbon nanotubes or nanoclay) added to the
5

polymer matrix of composites, fiber sizing, or interlaminar layers can increase the
fatigue resistance, shear, or compressing strength, and fracture toughness by 30 to 80
percent. According to research, incorporating modest quantities of carbon nanotubes
(CNT) can improve longevity by up to 1500 percent [6].

1.3

Objective of the thesis
The main goal of this study is to create a physics-based wind turbine model

with an inertia control system to regulate the frequency fluctuations in the power
system due to the unpredictable nature of wind speed. A flywheel mechanism is used
as the inertia storage and control system as an integrated part of the wind turbine.
The model presented is composed of a SIMULINK model of a well-equated wind
turbine and a flywheel system which contributes to the total torque of the system.
Simulations are done separately for the physics-based wind turbine model with the
flywheel and without the flywheel inertia control system. The results are compared,
and the parametric studies are done to analyze how factors like the mass of the
weight, blade length, wind speed, and distance of the weight from the rotor center
affect the power output of the wind turbine model created. A neural network model
is created and trained with the data collected by the suggested prototype to enable
power output prediction and comprehensive design studies, making the whole model
cost-effective.

1.4

Outline of the thesis
This thesis document is composed of seven chapters.

Chapter 1 is an

introductory chapter that provides knowledge about the need for renewable energy
and some advances related to the wind energy sector, followed by the objective of
6

this thesis.

Chapter 2 explains different kinds of renewable energy sources and

goes further into wind energy as it is the main focus of the study.

The main

components of the horizontal wind turbine and different types of wind turbine systems
are discussed. In Chapter 3, the main work of this project is presented. The complete
model of PMSG based wind turbine created in the SIMULINK software is described.
Specifications and equations related to the model are explored to a greater extend.
Chapter 4 describes the modeling of the flywheel inertia control system and the
full model presented in this study. The neural network concept is explained and
implemented in Chapter 5 while accounting for the key aspects. The findings of
the constructed model and the prediction model are presented in Chapter 6, which
includes parametric analyses and comparisons between models with and without an
inertial control system. Chapter 7 outlines the work that has been completed and
gives suggestions for future work.
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2

RENEWABLE ENERGY

The word ”renewable energy” refers to energy obtained from a wide range
of resources, all of which rely on self-renewing energy sources like sun, wind, flowing
water, the earth’s internal heat, and biomass such as agricultural, industrial trash,
and municipal garbage waste.

Figure 2.1: Overview of renewable energy sources [60]
The energy produced by these resources can be employed in all economic
sectors, transportation fuels, heating for buildings and industrial processes.Figure 3.1
shows the overview of the renewable sources of energy [8]. In this chapter, we will be
discussing different types of renewable energy and more about wind energy systems
and its parts.

2.1

Biomass energy
Biomass is a phrase used to refer to all organic material obtained from plants,

trees, and crops, and it is essentially the gathering and storage of solar energy via
photosynthesis. The conversion of biomass into usable forms of energy such as heat,
8

Figure 2.2: Bio Mass Energy Conversion Routes[9]
electricity, and liquid fuels (bio-fuels) is known as biomass energy.Biomass originates
from either the land, such as specific energy crops, or leftovers created during the
processing of crops for food or other commodities [9].

Biomass energy is renewable and long-lasting, although it has many properties
of fossil fuels. While biomass may be burned directly for energy, it can also be
used as a feedstock to produce different liquid and gas fuels.

Bio-fuels can be

transported and stored, and they can be used to generate heat and electricity on
demand [10]. Developing biorefinery and biotransformation technologies to convert
biomass feedstock into clean energy fuels is a recently developing concept. Thermochemical
and biochemical conversion methods can turn biomass feedstock into bio-energy.
Combustion, pyrolysis, gasification, and anaerobic digestion are some of these processes
[11]. Figure 3.2 shows the conversion route of biomass to different forms of energy [12].

9

2.2

Geothermal energy
Geothermal energy is a powerful and efficient natural method of extracting

renewable energy from the ground. Thermal energy stored in rocks and trapped
steam or liquid water from the earth’s interior are all part of geothermal energy
resources.Geothermal resources are cost-effective, reliable, and safe for the environment
[13]. These systems can be found in diverse geological contexts with varying reservoir
temperatures and depths. Geothermal can be used on a small scale to supply heat
for a residential unit or produce electricity through a large-scale power plant.

Intermediate-temperature (between 100 and 180 °C) and low-temperature
(less than 100 °C) systems can be found in continental settings where above-normal
heat production due to radioactive isotope decay increases terrestrial heat flow. Aquifers
are charged by water to be heated by circulation along deeply penetrating fault zones.
High, intermediate, and low-temperature geothermal sources can generate electricity
and heat directly under the right conditions [14].

Figure 2.3: Geothermal resources and their applications [15]

Hydrothermal systems, conductive systems, and deep aquifers are the three
types of geothermal energy sources shown in figure 3.3, with their applications and
temperatures ranges. Liquid and vapor are dominant types of hydrothermal systems.
10

Figure 2.4: Geothermal energy technologies[16]
Deep aquifers include flowing fluids in porous media or fracture zones at depths
greater than 3 km, with no localized magmatic heat source. In comparison, conductive
systems incorporate hot rock and magma across a wide temperature range. Electrical
power production, direct heat usage, and combined heat and power in cogeneration
are the applications of geothermal energy resources. GHP (geothermal heat pump)
technology is a subset of direct-use technologies. Hydrothermal is currently the
only technique used widely for commercial purposes when it comes to direct use
of geothermal energy resources [17].

2.3

Hydropower energy
Hydropower is a form of energy obtained from moving water. Turbines

harness and transform the energy created by flowing water into electricity. Dams are
the most prevalent hydropower, while more modern forms like wave and tidal power
are standard. The movement of water in rivers, aided by gravity, from higher to lower
elevations can be utilized to generate hydropower. Hydropower plants (HPP) range
11

in size from a few watts to several gigawatts (GW). Hydropower projects are usually
site-specific, which means they are built according to the river system around them.
According to the operation and kind of water flow, hydropower plants are divided into
three groups: run-of-river (RoR), storage (reservoir), and pumped storage. Depending
on the hydrology and geography of the watershed, HPPs range in size from small to
big.

2.3.1

Run-of-river hydropower plants

Figure 2.5: Run-of-river hydropower plant [61]
The energy for power generation in an RoR HPP is mainly derived from
the river’s available flow. The generation profile of such a hydroelectric plant may
change depending on the local river flow conditions, allowing for certain modifications
to the demand profile providing short-term storage. As a result, precipitation and
runoff influence generation, and there can be significant daily, monthly, and seasonal
fluctuations.
12

2.3.2

Storage hydropower plants

Figure 2.6: Hydropower plant with reservoir [61]
Storage hydropower plants are hydropower facilities with a reservoir that
stores water for later use. The reservoir decreases the dependence on inflow unpredictability.
The production stations are connected to the reservoir by pipes on the downstream
side. The terrain determines the nature and construction of reservoirs.

2.3.3

Pumped storage hydropower plants
Pumped storage hydropower facilities are not energy generators, although

they may be used as energy storage. During off-peak hours, water is pumped from a
lower reservoir to an upper reservoir, and the flow is reversed to create power during
the daily peak load period. Even though the pumping operation results in net energy
consumption, such a plant can benefit large-scale energy storage systems. Pumped
storage is, in fact, the highest-capacity kind of grid energy storage currently accessible
anywhere on the planet [18].
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Figure 2.7: Pumped storage hydropower plant [61]
Due to its direct conversion of hydraulic energy to electrical, hydropower has one
of the highest conversion efficiencies of all energy sources. Even yet, there is scope
for improvement by fine-tuning operations, decreasing environmental consequences,
responding to changing social and environmental demands, and developing more
resilient and cost-effective technology solutions. Efforts are being made towards
developing technologies like variable-speed turbines, Matrix technology, Fish friendly
turbines, and hydrokinetic turbines [19].

2.4

Solar energy
Solar energy generation harnesses the sun’s energy to generate hot water via

solar thermal systems and electricity using solar photovoltaic (PV) or concentrating
solar power (CSP) systems. Many systems have been established across the world
during the previous few decades, demonstrating the technological viability of these
technologies [20].
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Figure 2.8: solar used for electricity production [29]

2.4.1

Photovoltaic
Photovoltaic ( PV ) systems convert solar energy directly into electricity.

The PV cell, a semiconductor device that transforms solar energy into direct current
(DC) electricity, is the most fundamental component of a PV system. PV modules,
which generally range from 50 to 200 watts, are composed of PV cells joined together.
PV systems comprise PV modules and several other application-specific system components
(such as inverters, batteries, electrical components, and mounting systems). PV
systems are highly modular, meaning that individual modules may be joined together
to provide electricity ranging from a few watts to tens of megawatts. Silicon-based
systems are the most well-known solar PV technology. Thin-film modules, made
of silicon or non-silicon semiconductor material, have lately become more popular.
Despite having a lesser efficiency than silicon modules, thin films have a cheaper cost
per unit of capacity. Concentrating PV, which concentrates sunlight onto a smaller
area, is on the verge of commercialization. Concentrating PV cells offer up to a
40 percent efficiency. Organic PV cells, for example, are still in the research stage
[21]. Solar PV has two distinct advantages. On the one hand, module production
may be done in big factories, allowing for cost savings. PV, on the other hand, is a
15

Figure 2.9: Photovoltaic [27]
highly modular technology. PV has the benefit of concentrating solar power (CSP). It
employs direct sunlight and the diffuse component of sunlight, allowing it to generate
electricity even when the sky is not clear. This capacity enables effective deployment
across many more global locations than CSP [22].
Offgrid and grid-connected applications are the two main types of photovoltaic
systems. Off-grid PV systems offer considerable economic potential in developing
nations unserved areas. Off-grid centralized PV mini-grid systems have shown to be
a dependable option for village electrification in recent years. Centralized systems
for local power supply offer a variety of technological benefits in terms of electrical
performance, storage requirements, energy availability, and dynamic behavior. For a
given level of service, centralized PV mini-grid systems may be the most cost-effective.
They may include a diesel generator set as an optional balancing mechanism or a
hybrid PV-wind-diesel system. These devices help decrease and eliminate the usage
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of diesel generators in distant places [23].
Grid-connected PV systems employ an inverter to convert direct current to
alternating current and then feed the generated power back into the grid. System
expenses are cheaper than off-grid installation since no energy storage is required
because the grid acts as a buffer. Distributed and centralized grid-connected PV
systems are the two types of applications. Grid-connected distributed PV systems
supply electricity to a grid-connected consumer or directly to the electric grid. These
systems have several advantages: distribution losses in the electric network are reduced
because the system is installed at the point of use; no additional land is required for
the PV system, and mounting costs can be reduced if the system is mounted on
an existing structure; and the PV array itself can be used as a cladding or roofing
material, as in building-integrated PV.
Grid-connected centralized PV systems perform the duties of centralized
power stations. Centralized systems are usually placed on the ground and have a
capacity of more than 1 MW. The cost-effectiveness of PV components and system
balance on a large scale and the optimization of installation and running costs through
bulk purchase are the economic advantages of these systems. Furthermore, centralized
PV systems may be more reliable than dispersed PV systems since they include
maintenance and monitoring equipment, a smaller percentage of the overall system
cost [24].

2.4.2

Concentrating solar power
Concentrating solar power (CSP) systems generate energy by concentrating

direct-beam solar irradiance to heat a liquid, solid, or gas, which is then utilized
in a downstream process to generate electricity. Reflection, rather than refraction,
is the most prevalent method of concentrating sunlight in large-scale CSP systems.
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Figure 2.10: Concentrating solar power [28]
Concentration is to a line (linear focus) in the trough or linear fresnel systems, but
it is to a point (point focus) in the central receiver or dish systems. CSP systems
range from tiny dispersed systems of a few tens of kW to big centralized power plants
with hundreds of MW of capacity. The first commercial CSP facilities were the 354
MW of solar energy producing stations in California that are still operational today.
As the CSP sector evolves, trough systems are increasingly used due to these early
plants’ beneficial experiences and lessons [25].

2.4.3

Solar heating systems
Solar heating systems use the sun’s thermal energy to produce hot water,

room heating and pool heating for residential, commercial, and industrial purposes.
A solar collector panel, a storage tank, and a circulation mechanism to transmit
heat from the panel to the storage tank make up a solar domestic hot water system
(SDHW). Because of variances in hot water consumption and climatic conditions,
SDHW systems for households vary in size. Swimming pools, hotels, hospitals, and
senior living facilities all require massive water heating systems. These systems can
also generate heat and hot water for immediate use or pre-heated water for steam
boilers for industrial usage like fertilizers and chemical plants, textile mills, dairies,
and food processing plants [26].
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Figure 2.11: solar used for heating water [30]

2.5

Wind energy
Wind power is described as converting wind energy into a usable form, such

as generating electricity with wind turbines, mechanical power with windmills, water
or drainage pumping with wind pumps, or ship propulsion with sails. At the turn
of the twentieth century, the first wind turbines for generating power were created.
Since the early 1970s, technology has steadily progressed. Wind energy has resurfaced
as one of the most important forms of renewable energy by the end of the 1990s [31].
The actual conversion process in modern wind turbines employs the fundamental
aerodynamic force of lift to generate a net positive torque on a rotating shaft, resulting
in mechanical power production first and then conversion to electricity in a generator.
Unlike other types of generators, wind turbines can only generate electricity when
there is wind availability. The wind cannot be stored and used later. A wind turbine’s
output is therefore intrinsically variable and non-dispatchable.
Any system that is connected to a wind turbine must account for the unpredictability
19

of the wind availability. In large networks, the wind turbines can reduces overall
electrical load, reducing the number of conventional generators utilized or the amount
of fuel consumed by those generator which are operating. Wind turbines can be
employed as backup generators for smaller networks. Another point to consider is
that wind cannot be transported and can only be useful when it is blowing. Today,
the capacity to transmit electrical energy via power lines compensates for variable
accessibility of the wind to some extend.

2.5.1

Types of wind turbines
There are mainly two types of wind turbines used: HAWTs (Horizontal axis

wind turbines) and VAWTs (Vertical axis wind turbines). HAWTs which are most
commonly used for large-scale power generation as compared to VAWTs, and will be
the main focus in this study.

Horizontal axis

The vast majority of wind power in the world today is generated by large
three-bladed horizontal-axis wind turbines (HAWTs) with the blades facing upwind of
the tower. The primary rotor shaft and electrical generator of the turbine are located
at the top of a tower and must be directed towards the wind. A simple wind vane is
used for small turbines, whereas a wind sensor combined with a yaw mechanism is for
larger turbines. Most turbines include a gearbox that converts the blade’s sluggish
revolution into a faster rotation appropriate for driving an electrical generator. The
rotating axis is perpendicular to the ground. The most common classifications for
HAWT rotors include, the rotor orientation (upwind or downwind of the tower), hub
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design (rigid or teetering), rotor control (pitch vs. stall), number of blades (typically
two or three blades), and how they are aligned with the wind (free yaw or active yaw)
[32].

Vertical axis

The primary rotor shaft of a vertical-axis wind turbine (or VAWT) is oriented
vertically. The turbine does not need to be aimed into the wind to be functional,
which is beneficial in a location where the wind direction is frequently varied. Also,
by adopting a direct drive from the rotor assembly to the ground-based gearbox, the
generator and gearbox may be situated close to the ground, making maintenance
easier. However, these designs create far less energy over time, which is a significant
disadvantage[33].
There are different types of vertical axis wind turbines which have been developed
over the years: Darrieus wind turbine, Savonius wind turbine, H-blade wind turbine
and Gorvol wind turbines shown in the figure below [34].

Figure 2.12: Different types of wind turbines [62]

2.5.2

Main components of the Horizontal wind turbine
A horizontal wind turbine is made up of two parts: the nacelle and a turbine

rotor that comprises rotor blades and a hub. The three rotor blades of most modern
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wind turbines are customarily located upwind of the tower and nacelle. Anemometers
and wind wane are generally installed on the exterior of the nacelle to measure
wind speed and direction, as well as aviation lighting. The gearbox, mechanical
brakes, electrical generator, control systems, and other critical components of the
wind turbine are all housed in the nacelle [35].

Figure 2.13: Major components of horizontal axis wind turbine [36]

Rotor

The hub and blades of the wind turbine make up the rotor. These are
frequently regarded as the most critical components in terms of both performance
and total cost. Most modern turbines feature three-bladed upwind rotors. There are
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a few types with two blades and some downwind rotors. Single-blade turbines were
designed, but they are no longer manufactured due to the complex dynamics and
reduced aerodynamic efficiency. Several manufacturers have employed pitch control
particularly in giant machines to capture the majority of the wind power. The bulk
of rotor blades are built of composites, typically fiberglass reinforced plastics (GRP),
but in some cases wood epoxy laminates are employed [37].

Drive train

The spinning elements of the wind turbine frame the drive train. A low-speed
shaft (on the rotor side), a gearbox, and a high-speed shaft (on the generator side)
are standard components . Support bearings, one or more couplings, a brake, and the
rotating sections of the generator are among the other drive train components. The
gearbox’s job is to increase the rotor’s rotation rate from a low value (tens of rpm)
to a rate that can drive a typical generator (hundreds or thousands of rpm). In wind
turbines, two types of gearboxes are used: parallel shaft and planetary. Planetary
gearbox’s weight and size benefits become increasingly apparent for larger machines
(above 500 kW). Some wind turbine designs employ low-speed generators that do not
require a gearbox.
While the components of drive trains used in a wind turbine are often designed the
same way as other mechanical engineering machines, the particular stress of wind
turbine drive trains needs specific consideration. Variable loads are imposed on drive
train components by changing winds and the dynamics of oversized rotating rotors
[37].
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Generators

Induction or synchronous generators are used in nearly all wind turbines.
There are three main types of conventional wind generating systems. The first type is
a constant-speed wind turbine system with a typical squirrel-cage induction generator
(SCIG) linked directly to the grid. The second kind is a variable-speed wind turbine
with a doubly-fed induction generator (DFIG) or wound rotor induction generator.
The rotor winding is fed by a power electronic converter with a power rating of around
30 percent of the rated power; the DFIG’s stator winding is directly linked to the
grid. A wound rotor induction generator features copper windings on the rotor linked
to an external resistor or AC systems through power electronics. The third kind is a
variable-speed wind turbine with a full-rated power electronic conversion system and
synchronous generator or SCIG. With the first two types of generators, a multi-stage
gearbox is frequently employed. Synchronous generators, such as permanent magnet
generators, can be driven directly, but a low-ratio gearbox system, such as a one- or
two-stage gearbox, becomes an intriguing choice [37].

Nacelle and yaw system

The wind turbine housing or the main structure, and the yaw orientation
mechanism are all included in this category. The mainframe holds the drive train
components in place and ensures that they are appropriately aligned. The contents
of the nacelle are protected from the elements by the nacelle cover. To maintain the
rotor shaft be aligned with the wind, a yaw orientation mechanism is necessary. A
significant bearing links the mainframe to the tower and is the most crucial component.
One or more yaw motors drive a pinion gear against a bull gear linked to the yaw
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bearing in an active yaw drive, often employed with an upwind wind turbine. This
mechanism is controlled by an automated yaw control system, generally located on the
wind turbine’s nacelle, and has a wind direction sensor. Yaw brakes are sometimes
utilized with this sort of design to keep the nacelle in place. On downwind wind
machines, free yaw systems (meaning they may self-align with the wind) are widely
employed [37].

Control systems

In terms of both machine functioning and power generation, a wind turbine’s
control system is critical. The components that make up a wind turbine control
system are speed, location, flow, temperature, current, voltage, and other sensors.
Mechanical mechanisms, electrical circuits, and computers are all examples of controllers.
Switches, electrical amplifiers, hydraulic pumps, and valves are all examples of power
amplifiers. Motors, pistons, magnets, and solenoids are examples of actuators. Traditional
control engineering approaches are used to build control systems for wind turbine
applications. The three key features of wind turbine control and the intelligent
balancing of their requirements are: putting upper limits to restricting the torque and
power that the drive train can encounter, Maximize the amount of energy production
and in the presence of variations in wind direction, speed (including gusts), and
turbulence, as well as start-stop cycles of the wind turbine, maximizing the fatigue
life of the rotor drive train and other structural components [37].

2.5.3

Wind turbine systems
Wind turbine systems are mainly divided into two parts:
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1. Fixed speed wind turbines.
2. Variable speed wind turbines.

As wind power technology has improved, other layouts for fixed and variable
speed wind turbines have emerged, but the induction generator dominates. Few of
them will be discussed in this study.

Fixed Speed Wind Turbines with SCIG

The induction generator is directly linked to the electrical grid in the fixed-speed
wind turbine system. The speed of a four-pole induction generator is 1500 rpm, a
six-pole generator is 1000 rpm, and an eight-pole generator is 750 rpm (revolution
per minute) [38].

N = 120f /n

(2.1)

A squirrel-cage induction generator (SCIG) is linked to the grid through

Figure 2.14: Fixed Speed Wind Turbines with SCIG with a soft-starter [64]
a transformer and runs at nearly constant speed. Stall control, active stall, and
pitch control can all be used to reduce the power. Wind turbines using induction
generators have the benefit of being easy and inexpensive to build and requiring no
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synchronization gear. Because of the dampening effect, SCIG may be employed in
fixed-speed wind turbines. The network or parallel capacitor banks must provide the
reactive power required to activate the magnetic circuits.
When induction generators are directly linked to the electrical system, they
create short-duration transients with extremely high inrush currents, creating grid
disruptions as well as substantial torque spikes in the drive train of wind turbines.
The system is disrupted, and the number of wind turbines that may be installed is
limited. Induction generators’ high starting currents are frequently restricted with a
thyristor soft-starter. The soft-starter effectively dampens the torque peaks associated
with peak currents, reducing the pressures on the gearbox and thereby reducing the
grid’s impact [39].

Variable speed wind turbine

The advantages of operating a wind turbine system at a variable speed are
numerous. If the wind speed and torque change, the wind turbine, for example, can
increase or reduce its speed. Thus it reduced wear and tear on the drive train’s tower,
gearbox, and other components. Variable-speed systems can also boost energy output
while lowering power fluctuation in the grid. The generator is generally linked to the
grid via a power electronic system in variable-speed systems. Partially variable speed
control and full-rated variable speed control are the two types of variable speed wind
turbines. Two components of wind turbines with partial variable speed control can
be explored. Wounded rotor induction generator and Doubly fed induction generator
are two of them.Synchronous generator, or SCIG, is used in full-rated variable speed
control systems [38]
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Doubly Fed Induction Generator

The stator of a doubly-fed induction generator (DFIG) is directly linked to
the grid, while the rotor is connected through slip rings and electronic converters. At
both super synchronous and subsynchronous rates, the generator can send electricity
to the grid. The amount of slip varies depending on how much power is flowing
through the power electronic circuit. The advantage is that the power electronic
converter only receives a portion of the power generated. As a result, the power
electronic converter system’s nominal power may be lower than the wind turbine’s
nominal power. The converter’s nominal power is typically around 30 percent of the
wind turbine’s output, allowing for rotor speed variations of roughly 30 percent of
the nominal speed. It is possible to alter the rotational speed of the generator, and
hence the speed of the rotor of the wind turbine, by regulating the active power of
the converter. A multi-stage gearbox is still required in the drive train in DFIG.

Figure 2.15: Wind turbine with DFIG [63]

The advantages of operating a wind turbine system at a variable speed are
numerous. If the wind speed and torque change, the wind turbine, for example, can
increase or reduce its speed. Thus it reduced wear and tear on the drive train’s tower,
gearbox, and other components. Variable-speed systems can also boost energy output
while lowering power fluctuation in the grid. The generator is generally linked to the
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grid via a power electronic system in variable-speed systems. Partially variable speed
control and full-rated variable speed control are the two types of variable speed wind
turbines. Two components of wind turbines with partial variable speed control can
be explored. Wounded rotor induction generator and Doubly fed induction generator
are two of them.Synchronous generator, or SCIG, is used in full-rated variable speed
control systems [40].

Wind Turbine Systems With Full Rated Variable Speed Control

Full-rated power electronic converters can be used to incorporate SCIG and
synchronous generators into power systems.

The technical performance of wind

turbines with a full-scale power converter between the generator and the grid is
improved. In order to gain complete control of the active and reactive power, a
back-to-back voltage source converter (VSC) is typically utilized. However, diode
rectifiers may be used with synchronous generators, although complete control of the
entire system would be more challenging.

Figure 2.16: Wind turbines with synchronous generator for full rated variable speed
[65]
Because the generator in this system is decoupled from the grid, it can
operate at a wide variable frequency range for optimal performance. At the same
time, the generated active power is sent to the grid via the grid-side converter,
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which can control the active and reactive power independently and improve dynamic
response. With SCIG, WRIG, and DFIG, a multi-stage gearbox is typically employed.
Synchronous generators, such as permanent magnet generators, can be driven directly,
but a low-ratio gearbox system, such as a one- or two-stage gearbox, becomes an
intriguing choice [39],[40],[32].
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3

Modelling of PMSG based Wind energy
conversion system (WECS)
Because of its smaller size and weight, Permanent Magnet Synchronous

(PMSG) Generator is more common among synchronous and asynchronous generators.
In comparison to wound-rotor synchronous generators (WRSG), squirrel-cage induction
generators (SCIG), and doubly-fed induction generators (DFIG), PMSG have low
maintenance costs and no gearbox, resulting in high efficiency and power factor. Due
to their excellent wind power extraction capabilities and minimal converter losses,
DFIGs are a viable option[41].
A wind turbine, drive train, PMSG, and control mechanism are all part of the
proposed PMSG-based WECS design. There are two aspects of the control method
employed in this chapter to maximize the performance and efficiency of PMSG based
WECS. To begin, the wind turbine’s blade pitch angle control will allow the turbine
to run at higher wind speeds than the specified wind speed. Second, the turbine with
the control algorithm can shut down if the wind speed reaches a predetermined upper

Figure 3.1: Model of PMSG based WECS [66]
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limit. Otherwise, the generator will lose control of its rotor speed, resulting in several
system failures. This study uses the MATLAB/SIMULINK software to create the
simulation model[42].

3.1

Wind turbine model
A wind turbine converts the energy from wind into mechanical energy. This

mechanical energy is transferred from turbine shaft to generator rotor via drive train.
The mechanical power output of a wind turbine is give by
1
Pm = ρSCp vw3
2

(3.1)

where Pm is mechanical power output,vw is the wind speed, ρ is air density,
S is the swept area of the wind turbine and Cp is the power coefficient which is the
function of tip speed ratio λ and the pitch angle β. The power coefficient Cp is
defined by the ratio of mechanical power Pm and wind power Pw of a wind turbine.
ρ and S are constant parameters,thus a wind turbine can produce maximum power
under a certain wind speed only when the turbine operates at the maximum Cp . The
maximum value of power coefficient Cp is derived by Betz’s limit and is equal to
0.593. Thus, the power generated from the wind turbine can not be greater than 59.3
percent.
Cp =

Pm
, Cp < 0.59
Pw

(3.2)

where wind power is the kinetic energy stored in the wind, represented by the following
equations:
1
Ec = mv 2
2

(3.3)

m=ρ∗v∗S

(3.4)
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Figure 3.2: Cp -λ curve [66]
where m is air mass, ρ is air density, v is wind speed, and S is surface area of the
wind turbine. Thus, wind power can be written as
1
Pw = ρSv 3
2

(3.5)

The pitch angle β is defined as the angle of turbine blade and the tip speed λ as the
ratio of rotational speed and wind speed.

Cp (λ, β) = C1 (

C2
− C3 β − C4 )e−C5 /λi + C6 λ
λi

1
0.035
1
=
− 2
λ
λ + 0.08β β + 1

(3.6)

(3.7)

where the values of the constants are taken as: C1 =0.5716, C2 =116, C3 =0.4,
C4 =5, C5 =21, and C6 =0.0068. When these constants are used to solve equation 3.6
then the characteristics of Cp - λ curve at different values of β will look like figure
3.2. The maximum Cp is attained when the β value is 0 and λ is 8.1 [43].
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3.1.1

SIMULINK model
In this study the SIMULINK/MATLAB software package is used to build

the model and perform simulations and testings. The SIMULINK model is created
for a wind turbine with a switch control system to set a cut-in and cut-out speed to
the turbine. The cut-in speed for the model is setup as 3m/s and cut-off speed as
14m/s. These values were taken by comparing and studying different types of models
plus the weather conditions. Cut-in and cut-off speeds are affected by the height of
the wind turbine towers too. The specification of the wind turbine model is given as:

Table 3.1: Specification for wind turbine
Variables
Mechanical power output (W)
Base speed of the electrical generator (VA)
Base wind speed (m/s)
Maximum power at base wind speed (pu)
Base rotational speed (pu)

Values
10 KW
10eˆ3 /0.9
8 m/s
0.8
1

Figure 3.3: Wind turbine SIMULINK model
The wind speed and generator speed are given as the inputs. For this study,
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the air density is taken as 1.225 kg/m3 , and the length of the blade (R) is taken as
a variable which changes with every simulation. The modeling of the model is based
on the equations mentioned previously. For the cut-in and cut-off wind speed, two
switches were applied. Depending on the specific condition, threshold parameters are
set of the second port which is for the control, the switch block passes the signal
through first or third port according to the conditions applied.

Figure 3.4: Switch modeling

Figure 3.4, shows the modeling of the switch for the physics based model
with two switch blocks showing the conditions at second input port. Figure, 3.5 shows
the functioning of the switch in the model at cut-in and cut-off speed.

Figure 3.5: Interpretation of switch functioning

Data is entered in the first and third inputs ports. For the initial switch, the
input data for the first port is wind speed, and the third port is given 0. The second
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input is with the criteria of >= 3, which means the signal will pass when the value
of wind speed is higher than or equals 3 m/s; otherwise, the signal will pass 0 value.
Similarly, for the second switch, the depending condition is > 14, which means the
signal will pass only if the wind speed is less than 14 m/s. Here, the input for the
first port was 0, whereas the data for third port came from the last switch.

Figure 3.6: Cp block

The figure 4.4 shows the subsystem built to calculate the Cp . Inside this
subsystem, there are two function blocks using equations 4.7 and 4.6 to calculate Cp ,
which is further utilized to get Tm as its output in the model.

3.2

Two mass drive train model
The mechanical system of a wind turbine is comprised of the turbine, generator,

and gearbox. The turbine and generator contribute to a significant part of inertia in
this system, whereas the gears of the gearbox contribute only a tiny portion to it. As
a result, the inertia of the gear is often overlooked and just the gear system’s gear
ratio is taken into account. The gear ratio is assumed to be one in this modeling. As
a result, the drive train is represented as the two-mass model with connecting shaft
and all the parts with inertia and shaft [44]. The equations related to the two mass
drive train are as follows:
∂ωt
= Tm − Ts
∂t

(3.8)

1 ∂θsta
= ωt − ωr
ωebs ∂t
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(3.9)

2Ht

Ts = Kss θsta + Dt
Tm =

∂θsta
∂t

Pm
ω

(3.10)
(3.11)

here, Ht is the inertia constant of the turbine, θsta is the shaft twist angle,
ωt is the angular speed of the wind turbine, ωr is the angular speed of generator, ωebs
is the electrical base speed, Ts is the shaft torque, Kss is the shaft stiffness, Dt is
the damping Coefficient, Tm is the mechanical torque, and ω is the turbine angular
velocity [44].

3.2.1

SIMULINK model

Figure 3.7: Two mass drive train [48]
The two-mass drive train concept consists of a single shaft with a torsion
spring and damper that connects the rotor shaft to the generator shaft, as shown in
figure 4.5. The specifications shown in table 4.2 were considered during modeling the
drive train.
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Table 3.2: Specification for drive train
Variables
Inertial at the turbine
Shaft stiffness
Damping coefficient

Values
4
0.3
1

Figure 3.8: Two mass drive train SIMULINK model

3.3

PMSG model
Permanent magnets are commonly employed in synchronous machines because

they have a simple rotor design with field windings, slip rings, or an excitation
mechanism. Due to its small size, high power density, excellent dependability, and
resilience, PMSG is quickly gaining popularity. In this study, the gearless PMSG
generator is more fitted than the geared double-fed induction generator since it is
based on offshore wind power installation [45]. The PMSG model is made in a d-q
synchronous reference frame.
The voltage -current equations related to the PMSG model in d-q reference

Figure 3.9: Circuit of PMSG in d-q reference frame [46]
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frame are as follows:
∂id
1
R
Lq
=
vd − id + pωr iq
∂t
Ld
Ld
Ld

(3.12)

∂iq
1
R
Ld
λpωr
=
vq − iq + pωr id −
∂t
Lq
Lq
Lq
Lq

(3.13)

∂ωr
1
= (Te − F ωr − Tm )
∂t
J

(3.14)

∂θ
= ωr
∂t

(3.15)

where, Ld is the d-axis inductance, Lq is the q-axis inductance, R is the
resistance of stator winding, id is the d- axis current, iq is the q-axis current, vd is the
d-axis voltage, vq is the q-axis voltage, ωr is the angular velocity of rotor, λ is the
amplitude of flux induced,p is the number of Pole pairs, J is the inertia of rotor, F
is the friction of rotor, and θ is the rotor angle position [48]. Due to the interaction
of electromagnetic fields a torque is applied to the rotor, known as electromagnetic
torque [49]. The equation for electromagnet torque is given by

Te = 1.5ρ[λiq + (Ld − Lq )id iq ]

(3.16)

where, Te is the electromagnetic torque.
Table 3.3: Specification for generator
Parameters
Rating
Base rotor speed
Stator phase resistance
Armature inductance
Flux linkage
No. of pole pairs

Values
10 KW
155 rad/sec
0.425 ohms
0.000835 H
0.53333
5

The table 3.3 shows the specifications related to PMSG used for this model.
These configurations where calculated and used for the further calculations done in
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the model.

3.4

Pitch control system
The pitch controller keeps the mechanical power input at an acceptable

range while preventing the electrical power output from staying too high. It gets
activated when the wind speed gets above the nominal value. Raising the produced
power cannot adjust the rotor speed since the generator would be overloaded. Due to
that, the blade pitch angle is changed to restrict the rotor’s aerodynamic efficiency,
which helps to keep the rotor speed from growing too high. The turbine blades are
tilted away from the wind to extract the least amount of energy possible. In order
to maintain the balance between mechanical input and electrical output caused by
the imbalance between power output and input wind energy, the pitch angle control
mechanism is employed. Later the pitch angle returns to its ideal setting for maximum
power production.

Figure 3.10: Pitch angle SIMULINK model

The turbine blades are then spun with the wind to capture the most power.
Cp will vary as it is a function of tip speed and blade pitch angle, thus regulating both
the rotating speed and the generator output. When the value of blade pitch angle is
set to zero, the maximum value of Cp is reached, indicating that pitch angle control
is unnecessary and the turbine is working at the nominal wind speed. The difference
between the rotor speed and a reference value of rotor speed is used to regulate the
40

pitch angle. To compare the input rotor speed, a reference value is set as 1 pu in this
model. A discrepancy in signals is identified whenever the rotor speed ω exceeds the
reference value, causing the controller to act [50].
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4

Modeling of PMSG based wind energy
conversion system with flywheel
A flywheel energy storage unit (FESU) can provide instant active power

assistance for a microgrid. It has been utilized in uninterruptible power supply for
decades, where the short-duration power shifts degrade battery life. Flywheel energy
storage is a clever way to store kinetic energy in the form of mechanical. The principle
behind this technology is that surplus power drives a motor that stores kinetic energy
by spinning a flywheel thousands of times per minute. It travels freely because
the flywheel is levitated in an evacuated chamber with magnets and very efficient
bearings. The stored kinetic energy is the flywheel’s momentum, and it may be used
to power an electrical generator as part of the system. Flywheel systems provide
several advantages, including low maintenance costs, a great projected lifetime, quick
reaction, and a round trip efficiency of over 90 percent [51].

Flywheel energy storage systems have been used as an external part of the
wind turbine or any energy generating system in the past. Flywheel storage system
was adopted to overcome the fluctuating power and voltage supply, which causes
harm at the point of common coupling (PCC) due to the unpredictability of the wind
speed and changing mechanical torque. However, in this study, the flywheel will be
utilized to store the energy from the inertia of the wind turbine power system [52].
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4.1

Modeling of Flywheel
Rotational energy is the kinetic energy that is stored in the rotating mass.

For this study, the rotating mass is the wind turbine drive train. Equation for
rotational energy can be given as
1
Wrot = Jω 2
2

(4.1)

where, Wrot is the rotational energy, ω is the rotational speed and J is the
mass moment of inertia. From equation 4.1, the rotational energy Wrot varies with the
square of rotational speed ω. Hence, in a variable speed wind turbine, a considerable
amount of kinetic energy can be built and stored in the rotating drive train, which can
be utilized to increase the power system inertia [57]. For flywheel model a rotating
mass of the weight added to the blade, which is revolving on a circular trajectory
with a certain distance from the center of the rotor will have moment of inertia as
represented by equation 4.2.
Jf w = mf w rf2 w

(4.2)

where mf w is the mass of the weight, rf w is the distance between mass and
center of the rotor and Jf w is the flywheel inertia. This inertia is added to the low
speed shaft of the drive train. From equation 4.1 and 4.2, it can be derived that
rotational energy can vary by changing mass moment of inertia, and mass moment
of inertia can be controlled by changing the distance of weight from the center of the
rotor as it is proportional to square of it. By changing any variable in equation 4.1
and 4.2, the angular momentum of flywheel, Lf w , is conserved and given by
Lf w = Jf w ωrot = mf w rf2 w ωrot
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(4.3)

where ωrot is the rotational speed of the wind turbine rotor (rad/s or pu).
If there are any changes in angular momentum, a torque Tf w is produced to keep
kinetic energy Wrot constant. Torque for the flywheel can be expressed as

Tf w =

Tf w = −

∂Lf w
∂t
∂Jf w
ωrot
∂t

(4.4)

(4.5)

From equation 4.4, it can be seen the torque is equally proportional to
angular momentum and angular momentum is a function of rf2 w . Thus, the largest
value of torque can be attained by changing rf w . The torque from the flywheel is
combined with the torque of the wind turbine rotor, which gives the total torque
acting on the low speed shaft of the drive train [58]. The total torque is given as

Ttotal = Tf w + Trot

(4.6)

Figure 4.1: Schematic describing the wind turbine rotor with flywheel weights in the
blades.
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A flywheel mechanism in the rotor of a wind turbine can be represented
using the equations mentioned above. In this model the weight is not moving along
the axis. Variables such as the weight’s mass and distance from the rotor center may
be altered, resulting in varied power outputs and assisting us in determining the best
design variable for a better power outcome [57]. The SIMULINK model created using

Figure 4.2: Flywheel model created in SIMULINK
the equations mentioned earlier is shown in the figure above. This model will also be
linked to the wind turbine model described in the preceding section.

4.2

Variable speed wind turbine with flywheel SIMULINK
model
Firgure 4.3, shows the full model of physics based wind turbine combined

with a flywheel system into blades. Different blocks are highlighted with different
colours to show the main components of the model which were discussed and formulated
in previous chapter.

The first block in the model is a pitch controller, which regulates the blade’s
pitch angle based on the generator’s rotational speed, which is the block’s input.
The wind turbine block which is a SIMULINK block with an internal switch manages
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Figure 4.3: SIMULINK model of wind turbine with flywheel system
the cut-in and cut-out wind speed. For this block, there are three input ports: 1.
the generator speed (PU) based on the generator’s nominal speed, will be used to
calculate the wind turbine’s tip speed ratio λ. This input port is related to the drive
train’s rotational speed. 2. pitch angle (Deg) is linked to the pitch controller which
provides the value of blade pitch angle β for calculating Cp . 3, wind speed (m/s) is
connected to a constant block where the wind speed can be changed.

The low-speed shaft of the drive train is coupled to the generator speed,
mechanical torque of the turbine rotor, and torque of the flywheel. These values were
utilized to compute the rotational speed of the drive train and the high-speed shaft
torque. The flywheel block receives the base speed torque and the rotational speed of
the drive train as inputs and gives flywheel torque as an output to the drive train. The
simulation utilizes a three-phase permanent synchronous magnetic generator with a
round rotor and a sinusoidal back EMF waveform. This block uses mechanical torque
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Tm to produce the outputs of generator rotor speed (rad/sec) and electromagnetic
torque (Nm). This generator is then connected to the wind turbine’s power system,
shown as a load in the diagram. The active power is computed using voltage and
current measuring blocks. The results of the computed power and other quantities
are then seen on scopes.

For the simulation of this model the simulation run time was set to 50
sec, solver type was taken as fixed-step with the runge-kutta solver which is used to
approximate the solution of ordinary differential equation (ODE) and the simulation
type is set as discrete, as the computations will be done on the basis of the output of
each block involved at each time step. 10e-6, is the fundamental sample time taken
for the fixed-step size. A small step size is taken for this study as it increases the
accuracy of the solution and since the running time is 50 seconds, a small step size
will not take much time to complete the simulation. Since the simulation type is kept
discrete, the values for the graphs are calculated as per the fixed-step size.
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5

Neural network model

Neural Network model (NN) also known as artificial neural network, are
computing systems which are inspired by human brain biological NN system. An
ANN is a collection of artificial neurons or nodes which are connected to one another
for transmitting signals. An artificial neuron receives a signal, analyses it, and then
sends signals to neurons linked with it. Each neuron’s output is generated by a
non-linear function of the sum of its inputs, and the signal at a connection is an
actual number. The weight of neurons and connections is frequently adjusted as
learning progresses. The signal strength at a connection is increased or decreased by
the weight. Neurons may have a threshold to send a signal only if the aggregate signal
exceeds it. Neurons are usually grouped into layers. On their inputs, separate layers
may apply different transformations. Often, signals go from the first layer (input
layer) to the last layer (output layer) [53].

For this thesis, a feedforward backpropagation neural network is used. It
consists of multiple layers which are interconnected in a feedforward way.

The

network is trained based on pre-processed data with target outputs compared with
the processed data by the network to compute the value of a predefined error function.
Target outputs and pre-processed data are fed as inputs to the network. By using
backpropagation, these error values are fed back to the network. The network then
adjusts the weights according to the learning rule used and tries to reduce the errors.
The network will converge to a point where the calculated error function is small.
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The processed output produced is significantly close to the target outputs by training
the network multiple times. After the training of this network, it can be utilized to
predict the outcomes of any desired data set.

The training data is collected from the SIMULINK model of the presented
physics based wind turbine model with flywheel, which was discussed in previous
chapters. The data is normalized as in equation 5.1 before being used in NN training.

Xnorm =

X − Xmin
Xmax − Xmin

(5.1)

where, X is actual value, Xmax is the maximum value of X , Xmin is the
minimum value of X and Xnorm is the new normalized value of X. To build a NN model,
a MATLAB toolbox, nntool, is used. The toolbox divide the collected data into three
data set for creating and training the network, 70 percent for training, 15 percent for
the test, and 15 percent for validation. The training function, TRAINLM, which uses
Levenberg-Marquardt backpropagation is used to train the network. Levenberg-Marquardt
is a minimization algorithm which provide a numerical solution of a non-linear functions
[54].

LEARNGDM, an adaption learning function, is used for the calculation
and adjustment of weights. It is a gradient descent method with momentum weight
and bias learning function. The LEARNGDM calculates the changing weights for
the neuron with the help of the inputs, errors, learning rate, and weights from the
proceeding neurons [55]. As a performance function, Mean Square Error (MSE), is
used.
n

1X
(Yi − Yi′ )2
M SE =
n i=1
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(5.2)

Equation 5.2, shows how mean the MSE value is calculated. Here, n is the
number of data points, Yi is the observed values and Yi′ is the predicted values of a
network. For the validation stage, 15 percent of the data collected after the model
training was used to validate the trained model. Once the model’s correctness was
determined, the model is tested with the remaining 15 percent of the data sets. The
R2 value of the overall data was found to be close to 1, meaning the leaner regression
model fits the data perfectly and the trained model is accurate.

Figure 5.1: Neural network model

Figure 5.2: Structure of neural network proposed

The network proposed has four layers, i.e., the input layer, two hidden layers,
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and one output layer. For the input layer, the variables taken into consideration were
the mass of the weight, wind speed, blade length, and distance of the weight from
the center of the rotor. The two hidden layers have 8 and 10 neurons respectively
and the last layer added is the output layer. The number of neurons in the hidden
layers is determined by the trial and error method. There will be a need to develop a
solution for finding the perfect number of neurons and hidden layers for this model in
the future. Figure 5.1 shows the proposed neural network model. Figure 5.2, shows
in structure of the model shown above in more details about how the input, hidden
and output layers are interconnected to each other.

Figure 5.3: Hyperbolic tangent sigmoid transfer function

TANSIG function, known as hyperbolic tangent sigmoid transfer function,
was used for this model. This function helps in calculating the output layer by the
inputs of the network.It takes the matrix of the input vectors from the network and
returns the S-by-Q matrix, where S is size of the network layers and Q signify the
batch size, of the elements of input vectors squashed into [-1 1] [56]. The algorithm
used for TANSIG is given by 5.3.

A = tansig(N ) =

2
−1
(1 + exp(−2 ∗ N ))
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(5.3)

where, N is the input vector from the network and A is the S-by-Q matrix.
The model is trained multiple times until the error is minimized. Further, the trained
model was used to predict the power output for a new data set and target outputs
gathered from the physics based wind turbine with flywheel SIMULINK model. The
predicted values of the NN model should come close to the target values, showing the
accuracy of the trained NN. The results are further discussed in the results section.
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6

Results and interpretations

The purpose of this chapter is to show the connection of SIMULINK model of
a physics based wind turbine with neural network created for the predictive analysis.
This chapter is divided into two parts discussing the results from respective models.

6.1

Proposed turbine model with flywheel
The AC power outputs of the SIMULINK models of a physics-based wind

turbine, with and without the flywheel inertial storage mechanism, are illustrated in
figures 6.1 and 6.2. The simulation time was set to 100 seconds, the wind speed was
set to 13 m/s, the weight’s mass was set to 15.5 kg, the blade length was set to 6 m,
and the weight’s distance from the rotor’s center was set to 4.5 m. These parametric
values were taken from the data set acquired from the SIMULINK model, with the
maximum AC power output, which was utilized for neural network training. The
input data have the four variables within a range which are stated in table 6.1. The
power output is calculated on the basis of these variable values from the input data
set.

Table 6.1: Range of the variables taken for simulations
Variables
Mass of the weight (m)
Wind speed (W)
Blade length (R)
Distance of weight from center of rotor (r)
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Range
12∼75 (Kg)
3∼14 (m/s)
4.5∼10 (m)
3∼9 (m)

Figure 6.1: Scope from SIMULINK model with flywheel

Figure 6.2: Scope from SIMULINK model without flywheel
Observations are obtained by comparing these figures. The back EMF
(electromagnetic field) of the attached generator causes the peaks in the two graphs
presented. The existence of the back EMF shows that the D.C machine is self-regulating,
and it draws the appropriate armature current as needed to create the torque required
by the load before stabilizing. The peak was reached at 1.276e5 Watts for the model
with the flywheel and 1.655e5 Watts for the one without the flywheel. This difference
in values demonstrates that the back EMF can be reduced by using a flywheel inertia
storage device, lowering the amount of current necessary to generate torque.

The graph in figure 6.4 displays the AC power output generated when the
SIMULINK block, Signal Builder, is used for giving a specified wind speed profile
as shown in figure 6.3.

The simulation time was set to 120 seconds to have a

better understanding of the simulation run as the wind speed was changing along
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Figure 6.3: Wind speed profile in signal builder
the timeline. The simulation time can be altered for any period of time to imitate
the real-time scenario. The rest of the variables were left unchanged to keep the
consistency of the output with the previous results.

Figure 6.4 compares the two models mentioned with varying wind speeds
input. The two graphs explain the profile of the AC power output from the two
models. The model with the flywheel inertial control system shows a smother graph
with a gradual decline to the steady-state and better operation control. In contrast,
the model without the flywheel inertia storage system shows the steep rise and
descend. Implementing the flywheel inertia control system was able to moderate
the fluctuations caused by the back EMF in the model. As a result, it verifies the
suggested statement given in this thesis for managing power output fluctuations.
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Figure 6.4: Scope from SIMULINK model with and without flywheel for variable
wind speeds
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6.2

Neural network model results
Following the comparison, it was observed that using a flywheel inertia

control system on a wind turbine would result in desired power output profiles.
The next stage was to build a predictive neural network model to discover the best
variables for designing a wind turbine model with a flywheel that would accomplish
the intended result. A feedforward back-propagation neural network was employed
and trained with input and target data sets obtained from the physics-based wind
turbine model with flywheel.
The summary of R2 plots in the training, testing, and validation stages of

Figure 6.5: Regression graph of the training, validation and test data set
the training process is shown in Figure 6.5. An overall R2 score of 0.99775 was found
for the training data set. The neural network was trained and verified using the given
data set to create a robust model with the highest projected output accuracy. The
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total R2 score is close to 1.0, which means the results are satisfactory. As indicated in
the picture, the R2 value for each step is near 1.0, i.e., 0.99982, 0.98448, and 0.98528
for training, validation, and testing, respectively.

Figure 6.6: Performance graph

The performance graph of the trained model between MSE (mean squared
error) and epochs is shown in figure 6.6. The number of cycles the network trains
with the provided data is measured in epochs. The best validation was achieved at
epoch 13, as seen in the graph. The error tends to decline after each training epoch,
but it may begin to rise on the validation data set when the network begins to over-fit
the training data. The best results are obtained from the period with the slightest
error.

A different data set was fed to the developed neural network model for
testing, also collected from the SIMULINK model. A regression plot was plotted to
test the predictive accuracy of the predicted outputs and actual outputs. Figure 6.7
illustrates the performance plot between actual and predicted values with a fit. The
results were satisfactory as the R2 value achieved was 0.86443, which is close to 1. To
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Figure 6.7: Performance of model on Testing data set based on R2
achieve the accuracy closer to 1, addition of more variables and usage of larger input
data set for enhanced training of the NN model can be the solution. Thus, based on
figure 6.7, it is evident that the prediction model established in this thesis is adequate
and can be used to estimate power outputs from any data set, including the design
variable employed in this thesis.

6.3

Parametric analysis
In this section, an analysis of the results are done before and after training

the NN model with the data from the proposed SIMULINK model in this thesis.
Figure 6.8 shows the 1 dimensional parameter studies done to show how changes
in one variable affects the power output, when the rest of the variable are at their
mean values. Figure 6.8 (a), shows variation in the graph between the mass of the
weight(Kg) and the AC power, the pattern is quite non-linear. Thus, when the values
of wind speed, blade length and distance of the mass from the rotor center is kept
at 8.5432(m/s), 7.2422(m) and 5.9908 (m) respectively, the power output is highest
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Figure 6.8: 1D parameter study graphs
at 74.67(Kg). Similar observations can be made from rest of the graphs shown in
figure 6.8. The mean value for the mass of the weight was calculated as 43.5794
(Kg). Figure 6.8 (b), (c) and (d) shows the affect of blade length, distance and wind
speed on the power output, while other variables are at their mean values. While
comparing these graphs, it was discovered that the mass and distance of the weight
from the rotor’s center had the non- monotonous, non-linear relation. It indicates
that these two factors have some kind of impact on the power output. Whereas,
figure 6.8 (b) and (d) are somewhat increasing linearly with the power output, which
was also expected from the model created to justify the accuracy of the model.

To better understand the impact of the variables over power output, another
parametric analysis was done. Surface graphs were constructed between two variables
and the power outputs to show the alterations when the other two variables are kept at
their mean values. Figure 6.8 shows the surface graphs related to the two-dimensional
parametric analysis. The blue region of the graphs indicates the most variations
caused in the power output due to the effect of the two design variables. Figure 6.8
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Figure 6.9: 2D parameter study graph
(a) presents a surface graph of mass of the weight (Kg) and wind speed (m/s) with
respect to power (Watts). From the graph, an observation can be made that the
power production is the least at the lower wind speed and greater mass, which is a
logical result. Figure 6.8 (b) presents a surface graph of wind speed (m/s) and blade
length (m) with respect to power (Watts). The relation between blade length and
the wind speed is linear with the power output.

Figure 6.8 (c) presents a surface graph of blade length (m) and distance of
weight from the rotor center (m) with respect to power (Watts). The surface graph is
steeping down when the distance is maximum and the blade length is minimum, with
the other two factors are at their mean values (mass was taken as 43.5794 (kg), and
wind speed was 8.5432 (m/s)). Similar observations can be made for figures 6.8 (d)
and (f). Figure 6.8 (e) shows how the mass of the weight and the distance of the weight
from the center of the rotor affect the power output exceedingly. The graph has many
irregularities depicting that the power output is almost negligible when the mass is
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placed near the hub and highest when the mass is higher and kept near the blade’s
tip. These graphs explain how inertia plays a significant role in controlling the power
output of the model proposed for this study. After all the results and interpretations
of this study, it concludes that incorporating a flywheel inertia control system into a
traditional wind turbine can give positive outcomes.

The findings of the investigations and simulations conducted in this thesis
show that the suggested physics-based wind turbine model with an inertia storage
flywheel system will control the inertia of the wind turbine’s power system, which
in turn regulate the power output variations. The wind being quite unpredictable,
results in undesired fluctuations in power output. The model developed here mitigated
this problem as it showed that adding flywheel inertial storage system assists in
minimizing the unsteadiness.The NN model implemented in this study used the data
from the simulation model for training and testing to predict the power outcome
for desired design variables. Now, this predictive model can be utilized to predict
the power for any set of data collected by any configuration of wind turbine at any
location.
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7

Conclusion and future possibilities

The investigations and simulations conducted in this thesis show that the
suggested physics-based wind turbine model with an inertia storage flywheel system
can control the inertia of the wind turbine’s power system, which in turn regulates
the power output variations. The wind being unpredictable results in undesired
fluctuations in power output. The model developed here mitigated the stated problem
as it showed that adding flywheel inertial storage system assists in minimizing the
unsteadiness.

The variables like the mass of the weight and the distance of the weight
from the center of the rotor do affect the power as they contribute to the torque
build-up in the flywheel system. The total torque of the system is given by the sum
of the torque of the flywheel system and the torque from the turbine rotor. Thus,
this additional torque gives better control of inertia, which can optimize the power
generation system as a whole.

For this study, a SIMULINK model was created on MATLAB software.
All the wind turbine parts were made separately based on the physical wind turbine
modeling equations. The flywheel inertia control system was also made by implementing
the equations related to its dynamics. The simulations were done multiple times to see
the variations, and the data was collected. An NN model is created in this study using
the simulation model data for training and testing to predict the power outcome for
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desired design variables. By implementing the predictive NN model, the model was
made more time-efficient and cost-effective. The total running time for SIMULINK
model to generate dataset was 3 hours and 20 minutes whereas with trained NN model
it was less than 1 minutes. Thus, one can use this NN model for variable situations
according to the need. This prediction model can predict the power output for any
data set collected by any wind turbine configuration at any location for the desired
design variables.

Several things can be done in the future concerning this approach. For
example, studies are needed to be done to design the flywheel model with correct
design parameters and a better understanding of the aerodynamics of the system. The
size and shape of the weight added to the flywheel system need to be determined. An
actuation mechanism allows the weight to be moved along the turbine blades’ axis.
More research is needed to construct a prediction NN model based on alternative
algorithms for the proposed model.
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