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1. Bevezetés
Az automatikus beszédfelismerés a beszédtehnológia egyik fontos területe, melynek
élja, hogy a beszédb®l automatikus módon az elhangzott szósorozatot kinyerje. Év-
tizedeken át a beszédfelismer®k rejtett Markov Modelleket (HMM) használtak Gauss-
keverékmodellekkel (GMM), ez a HMM/GMM modell képviselte a legmodernebb teh-
nológiát egészen a mély neurális hálózatok (DNN) megjelenéséig. Napjainkban a mély
hálók sikeresen leváltották a GMM komponenst a hagyományos HMM/GMM modell-
ben, az így létrejött HMM/DNN hibrid modellt szemlélteti a 1. ábra [1℄. A mély
neuronhálók, ahogy a név is jelzi, egy fontos tulajdonságban térnek el a hagyományos
neuronhálóktól, mégpedig a rejtett rétegek számában. Ezen új mély struktúrák tanítá-
sa viszont problémás a hagyományos módszerekkel, mivel azok ninsenek felkészítve a
sok rejtett réteg által okozott nehézségek kezelésére. Pontosan ezért a mély hálók ha-
tékony tanításához egyéb módosítások is szükségesek, mint például a rejtett neuronok
aktiváiós függvényének vagy a tanító algoritmusnak a leserélése.
1. ábra: Egy modern HMM/DNN hibrid beszédfelismer® felépítése.
A manapság széleskör¶en használt HMM/DNN hibrid modell számos algoritmust
örökölt a korábbi HMM/GMM módszert®l, azonban ezen algoritmusok optimalitása
egyáltalán nem garantált az új modell esetén. A disszertáió f® fókuszában ezen al-
goritmusok módosítása áll, élunk, hogy a módosítás után azok jobban illeszkedjenek
az új hibrid rendszerhez. F® élunk egy teljesen GMM-mentes rendszer kidolgozá-
sa, amely képes HMM/DNN alapú beszédfelismer®k tanítására GMM használata nél-
kül. A élunk eléréséhez két problémára kellett új megoldást kidolgoznunk, az els® a
beszédfelismer®k betanítása részletes szegmentálási annotáió nélkül (angol szakzsar-
gonban at start tanítás), a második fontos feladat pedig a környezetfügg® (CD)
beszédhang-modellek automatikus kialakítása.
A kidolgozott módszereket több angol és magyar nyelv¶ adatbázison is kiértékeltük,
de hogy éreztessük a haladás mértékét, a disszertáió minden fejezetében közlünk
eredményeket a Szeged magyar nyelv¶ Híradós adatbázis [2℄ felhasználásával is.
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2. ábra: Szószint¶ hibaarányok a rejtett rétegek számának függvényében.
2. Mély neuronhálós tanítási módszerek összeha-
sonlítása nagyszótáras beszédfelismerésben
A disszertáióban els® lépésként négy mély neuronhálós tanítási módszert hasonlítot-
tunk össze. Az els® módszer a Hinton és társai által kidolgozott eredeti el®tanító
algoritmus (DBN) [3℄, a második módszer pedig az úgynevezett diszkriminatív el®ta-
nítás (DPT), amelyet Seide és társai publikáltak [4℄. Ezen két algoritmusban közös,
hogy két fontos fázisból állnak; az el®tanítás során iniializálják a neuronhálót, majd
a második lépésben nomhangolják azt. A mély egyenirányított hálók (DRN) [5℄, a
harmadik módszer, amit megvizsgáltunk, jelent®sen eltérnek a korábbiaktól, hiszen
ebben az esetben nem a tanítási algoritmus módosul, hanem a rejtett neuronok akti-
váiós függvénye. A szokásos Sigmoid függvény helyett az egyenirányított függvényt
(RECT) használjuk, amelynek képlete: max(0, x). A negyedik módszerként egy re-
gularizáiós tehnikát választottunk, az úgynevezett Dropout (DO) [6℄ algoritmust,
melynek lényege, hogy tanítás során véletlenszer¶en kikapsolunk neuronokat a háló-
zatban. Fontos megjegyezni, hogy ez a módszer nem egy önálló algoritmus, hanem
sak más módszerekkel (bármelyik korábbival) kombinálva használható.
Kísérleteinkben ezen módszereket hasonlítottuk össze a Szeged Híradós korpuszon.
A 2. ábrán a kapott szószint¶ hibaarányok láthatóak. Meggyelhet®, hogy mind a négy
módszer elég hasonló eredményeket tudott elérni, de a legjobbnak az egyenirányított
hálózatok bizonyultak, tekintve, hogy ezek érték el a legjobb felismerési pontosságokat
és betanításuk is kevesebb id®t igényelt. Ezen eredményekre alapozva, a dolgozatom
további részében sak egyenirányított neuronhálókat alkalmaztam.
2
Adatbázis Módszer Dev. Teszt
TIMIT [7℄
egyállapotú (39)
CTC + DRN 26.69% 28.60%
MMI + DRN 27.70% 30.94%
Kézi ímkézés 27.26% 29.35%
Kényszerített ill. 27.10% 28.92%
egyállapotú (61)
CTC + DRN 26.07% 27.34%
MMI + DRN 25.16% 27.89%
Kézi ímkézés 26.42% 27.94%
Kényszerített ill. 25.92% 27.55%
háromállapotú (183)
CTC + DRN 23.20% 24.41%
MMI + DRN 20.32% 22.76%
Kézi ímkézés 22.75% 24.7%
Kényszerített ill. 22.78% 24.48%
Hangoskönyv [8℄
egyállapotú (52)
CTC + DRN 17.85% 16.55%
MMI + DRN 16.95% 16.12%
Kényszerített ill. 17.76% 16.98%
háromállapotú (156)
CTC + DRN 12.58% 11.67%
MMI + DRN 10.08% 9.67%
Kényszerített ill. 12.53% 11.96%
Híradós [2℄
egyállapotú (52)
CTC + DRN 25.96% 25.58%
MMI + DRN 35.66% 65.26%
Kényszerített ill. 25.82% 25.64%
háromállapotú (156)
CTC + DRN 21.62% 21.23%
MMI + DRN 20.74% 20.42%
Kényszerített ill. 22.13% 21.74%
1. táblázat: Fonémaszint¶ felismerési hibák különböz® módszerekkel.
3. Mély egyenirányított neurális hálók tanítása szek-
veniatanuló módszerekkel
Miután kiválasztottuk a legjobb mély tanulásos módszert, a at start nev¶ feladatra
fordítottuk gyelmünket. Ezen feladat megoldása az els® lépés minden beszédfelismer®
rendszer létrehozása során, lényege, hogy meghatározzuk a kontextusfüggetlen ímkék
id®beli illesztését. A hosszútávú élunk egy teljesen mély hálókon alapuló módszer ki-
dolgozása volt, ezért ebben a fejezetben két szekveniatanuló módszert hasonlítottunk
össze, amelyek alkalmasnak t¶ntek a kezdeti kontextusfüggetlen modellek tanítására.
A konnekiós temporális osztályozás (CTC) algoritmust [9℄ vettettük össze a maxi-
mális kölsönös informáión (MMI) alapulóval [10℄. Mindkét vizsgált módszert mély
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egyenirányított hálók tanítására használtuk. Az alap MMI algoritmushoz több mó-
dosítást is javasoltunk, melyek lehet®vé tették, hogy véletlenszer¶en iniializált hálók
tanítására használjuk ezt a módszert id®ben illesztett ímkék nélkül. A legfontosabb
módosítások, melyek lehet®vé tették az MMI használatát at start tanításra:
1. A keretek tanítási élértékét az el®re-hátra algoritmussal határozzuk meg.
2. Beszédhang-szint¶ átiratokkal és környezetfüggetlen beszédhang-modellekkel dol-
gozunk.
3. Nem használunk a priori valószín¶ségeket és nyelvi modellt.
4. Az MMI hibafüggvényében a hányados értékét sak a legvalószín¶bb felismerési
útvonal felhasználásával közelítjük.
5. A tanítás hibáját a validáiós halmazon mérjük, és ha ez a hiba növekedne, akkor
visszatérünk az iteráió el®tti paraméterekhez, viszont sökkentjük a tanulási
rátát.
A kísérleteink során különböz® fonémafelismerési feladatokon hasonlítottuk össze a
két módszert, az eredményeket a 1. táblázatban láthatjuk. Mindegyik adatbázis esetén
azt találtuk, hogy a szekveniatanuló módszerek jobban m¶ködtek mint a hagyomá-
nyos rendszerek, amelyeket egy HMM/GMM által generált id®ben illesztett ímkék
segítségével tanítottunk. Az eredményekb®l az is egyértelm¶en kiderült, hogy az MMI
módszer jobb eredményeket képes elérni mint a CTC algoritmus. A CTC algoritmus
egy további hátránya, hogy a használatával betanított hálók nem alkalmasak a ímkék
kényszerített illesztésére. Mindezeket gyelembe véve megállapítható, hogy az MMI
módszer a legjobb választás a at start lépés megoldására.
4. GMM-mentes mély neuronhálós beszédfelisme-
r®k
A at start tanítás után az állapotkapsolási algoritmust is adaptáltuk, élunk a GMM
függ®ségek eltávolítása volt. A környezetfügg® állapotokat általában a standard algo-
ritmussal állítják el®, annak ellenére, hogy az algoritmus speiálisan a Gauss-görbék
illeszkedését használja ki, így optimalitása egy mély hálós rendszerben megkérd®jelez-
het®. Az utóbbi id®ben azonban több olyan állapotklaszterez® algoritmust is publikál-
tak, amelyek megkísérlik a korábbi eljárást a mély neuronhálós modellezéshez igazítani.
Néhány új módszer sak a klaszterez® algoritmus bemenetén változtat, azaz a
klaszterezést a DNN kimenetén futtatják le, magát az algoritmust pedig egyáltalán
nem módosítják [11, 12, 13, 14℄. Más szerz®k a bemenet kiserélésén túl a klaszterez®
eljárás döntési kritériumát is módosítják oly módon, hogy az jobban illeszkedjen a
neuronhálós eloszlás-modellezéshez [15, 16℄.
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Módszer Dev. Teszt
Iteratív CE 28.63% 20.47%
MMI 15.78% 10.07%
MMI+CE 15.43% 9.64%
2. táblázat: A különböz® at start módszerekkel tanított CI hálók szószint¶ hibája a
WSJ adatbázison.
Vizsgálataink során három különböz® módszert hasonlítottunk össze a saját Kullbak-
Leibler-divergenián alapuló módszerünkkel [15℄, ugyanazon a nagy szótáras beszédfel-
ismerési feladaton. Kombinálva ezen módszereket a korábban bemutatott MMI-alapú
at start módszerrel megmutattuk, hogy lehetséges HMM/DNN beszédfelismer®ket
tanítani GMM használata nélkül is.
Flat start stratégia Klaszterezési módszer Dev. Teszt
Iteratív CE
MFCC + Likelihood 11.02% 8.20%
DNN + Likelihood 11.48% 7.64%
DNN (rejtett) + Likelihood 11.05% 7.81%
Kullbak-Leibler 10.47% 7.27%
Entropy 10.24% 7.27%
MMI
MFCC + Likelihood 8.58% 6.13%
DNN + Likelihood 8.7% 6.47%
DNN (rejtett) + Likelihood 8.85% 6.04%
Kullbak-Leibler 8.06% 5.72%
Entrópia 8.03% 5.92%
MMI + CE
MFCC + Likelihood 8.79% 5.97%
DNN + Likelihood 9.14% 6.45%
DNN (rejtett) + Likelihood 9.43% 6.77%
Kullbak-Leibler 8.5% 6.15%
Entrópia 8.09% 6.20%
3. táblázat: A WSJ korpuszon elért szószint¶ hibaarányok különböz® at start és
klaszterezési módszerekkel.
Az algoritmusaink tesztelésére a jól ismert és széles körben használt Wall Street
Journal (WSJ) angol nyelv¶ korpuszt [17℄ használtuk, amely 81 órányi olvasott be-
szédanyagot tartalmaz. Els® vizsgálataink során a különböz® at start módszereket
hasonlítottuk össze, a 2. táblázatban láthatóak az eredmények. Jól látható, hogy az
MMI-alapú módszer sokkal jobban teljesített mint az iteratív algoritmus. A 3. táblázat-
ban a klaszterezési módszereket vetettük össze, megállapítható, hogy azok a módszerek
teljesítettek a legjobban, amelyek a döntési kritériumot is leserélték.
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Végül megvizsgáltuk, hogy a legjobb magyar nyelv¶ beszédfelismer® rendszerünk
milyen jelleg¶ hibákat vétett. Ehhez kigy¶jtöttük a teszthalmaz egy részén el®forduló
szószint¶ hibákat, majd manuálisan kategorizáltuk és elemeztük azokat. A konklú-
ziónk, hogy szükség lenne egy új magyar nyelvre kidolgozott hibametrikára, hiszen a
manapság használt szószint¶ hibaarány (WER) néhány hibát, amely a megértést nem
befolyásolja, sokkal súlyosabban bünteti mint az indokolt lenne.
5. Kontextusfügg® mély neuronhálós akusztikus mo-
dellek tanítása valószín¶ségi mintavételezéssel
A manapság használatban lév® beszédfelismer®kben a DNN komponensek feladata,
hogy állapot-kapsolt trifónok posterior valószín¶ségét besüljék. A problémát az je-
lenti, hogy a ímkék eloszlása nem egyenletes, így a gyakorlatban az egyes osztályokhoz
tartozó tanítópéldák száma jelent®sen eltér. A tanítóadat egyenl®tlen eloszlása prob-
lémát jelent a legtöbb gépi tanuló algoritmusnak, ez alól a mély hálók sem kivételek.
A probléma megoldására a valószín¶ségi mintavételezés módszerét használtuk [18℄,
amelynek el®nye, hogy egyszerre alkalmazza az alul- és a felül-mintavételezést. Az
adatbázis újramintavételezéséhez egy új osztályeloszlást deniál a módszer, ez az új
eloszlás az eredeti és az egyenletes eloszlás lineáris kombináiójaként áll el®, a két
eloszlás súlyát a λ paraméterrel tudjuk megadni. A korábbi tanulmányokhoz [18, 19℄
képest mi a priori valószín¶ségek újraszámlálására is javasoltunk egy módszert, erre
azért volt szükség, mert az adat újramintavételezése révén jelent®sen eltért a tanító
és a teszt adatbázis egymástól.
A 3. ábrán láthatóak a valószín¶ségi mintavételezéssel elért szószint¶ hibaará-
nyok a TED-LIUM adatbázison. Meggyelhet®, hogy az eredeti prior valószín¶ségeket
használva nagy λ értékek esetén (közel az egyenletes eloszláshoz) romlik a pontosság,
optimálisnak a viszonylag kisi λ értékek bizonyultak, itt a 0.4. A valószín¶ségi min-
tavételezés segítségével 5% és 6% szószint¶ hibaarány redukiót sikerült elérnünk két
nagy méret¶ adatbázison (TED-LIUM [20℄ és AMI [21℄). Megmutattuk azt is, hogy
ezzel a módszerrel a korábbi fejezetben bemutatott GMM-mentes rendszer is jobb ered-
ményeket képes elérni. A kísérleti eredményeink alátámasztották azon sejtésünket is,
hogy a priori valószín¶ségek újrabeslése kritikus az újramintavételezés miatt a tanító
és teszt adat között fellép® különbség kezelése szempontjából. Ezek az újrabesült pri-
orok robusztusabbá tették a módszerünket, hatásukra a felismerési pontosságok sak
sekély mértékben változtak, ahogy az egyenletes eloszlás felé mozgattuk az osztályok
eloszlását a mintavételezés során.
Szintén sikeresen alkalmaztunk valószín¶ségi mintavételezéssel tanított DRN háló-
kat különböz® paralingvisztikai feladatokon, amelyek a Computational Paralinguistis
ChallengE (ComParE) versenysorozat részeként lettek meghirdetve. A paralingvisztika
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3. ábra: Valószín¶ségi mintavételezéssel elért szószint¶ hibaarányok a TED-LIUM adat-
bázison.
f® élja, hogy a beszédb®l az elhangzott szakon túl egyéb, a beszél®re vonatkozó jel-
lemz®ket nyerjen ki. 2014-ben egy olyan rendszert tanítottunk, amely a beszél® zikai
és kognitív terhelését detektálta [22℄. Kés®bb egy olyan módszeren dolgoztunk, amely
azt próbálta azonosítani, hogy a beszél® megpróbálta-e megtéveszteni a hallgatósá-
got [23℄. Tavaly, a Cold nev¶ versenyfeladatra kidolgozott módszerünkkel megnyertük
a versenyt, a módszerünk feladata annak felismerése volt, hogy a beszél® meg van-e
fázva [24℄.
6. Konklúzió és jöv®beli kutatási irányok
A dolgozatban bemutattuk, hogy a standard HMM/GMM rendszerhez kidolgozott
módszerek hogyan adaptálhatóak az új HMM/DNN hibrid modellhez. Ehhez kidol-
goztunk új, tisztán DNN alapú módszereket a kezdeti tanítási fázis (at start) és az
állapotkapsolási lépés megoldására. Ezek összekapsolásával sikeresen létrehoztunk
egy új tanítási módszert, amely során nins szükség GMM-ek használatára. Végül
megmutattuk, hogy a végs® tanítási lépés javítható egy egyszer¶ újramintavételez® al-
goritmussal. A kísérleteink során felhasznált magyar nyelv¶ Szeged Híradós korpuszon
egy hagyományos HMM/GMM 20.07%-os szószint¶ hibaarányt képes elérni. Az új hib-
rid módszer esetében, ami még változatlanul használja a megörökölt algoritmusokat,
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4. táblázat: A tézispontok és a szerz® publikáióinak viszonya.
a szószint¶ hibaarány 16.59%-ra sökkent, míg a legjobb GMM-mentes módszerünk
még ennél is jobb eredményt (15.79%) ért el.
Természetesen rengeteg további kísérletet lehetne még elvégezni, ezeket sajnos id®
hiányában a jöv®beli munkáink közé soroljuk. A következ®kben felsorolunk néhány
lehetséges jöv®beli kutatási irányt.
• Az elmúlt pár évben megjelent egy új típusú neuronháló, a konvolúiós neu-
ronháló (CNN), amely jelent®s sikereket ért el képfeldolgozásban és beszédfel-
ismerésben. A kidolgozott módszereinket élszer¶ lenne kipróbálni ilyen típusú
hálókkal is.
• A 3. fejezet kib®vítése éljából más szekveniatanuló algoritmusokat, például a
minimális fonéma hibát (MPE) és a minimális Bayes kokázat (sMBR) módszert
is tervezzünk megvizsgálni.
• Érdekes kérdés, hogy vajon hogyan alakulna a GMM-mentes modelljeink pon-
tossága, amennyiben a mostaninál több klaszter létrejöttét is engednénk. A
hipotézisünk, hogy több kontextus-függ® állapot esetén jobb eredményeket tud-
nának elérni a hálók, természetesen ennek az ára a megnövekedett tanítási és
kiértékelési id®k lennének.
• Szintén megérné megvizsgálni, hogy a mintavételezéssel tanított hálók hogyan
viselkednének, egy végs® szekvenia-diszkriminatív tanítási lépés végrehajtása
után.
7. Az eredmények tézisszer¶ összefoglalása
Az alábbiakban tézispontokba rendezve összegezzük a szerz® kutatási eredményeit.
A 4. táblázat összegzi a kutatásokból származó publikáiók és az egyes tézispontok
viszonyát.
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I. A szerz® kísérleti úton összehasonlított négy mély tanulásos módszert: két el®-
tanításos algoritmust, az egyenirányított aktiváiós függvényt és a Dropout nev¶
regularizáiós tehnikát. A kiértékeléseket egy magyar nyelv¶ adatbázison is el-
végeztük, az itt közölt eredmények, legjobb tudomásunk szerint, a legels® mély
neuronhálós eredmények magyar nyelv¶ beszédfelismerésben. Az eredmények
alapján megállapíthatjuk, hogy a HMM/DNN hibrid szignikánsan jobban tel-
jesít mint a hagyományos HMM/GMM. A végs® konklúziója a kísérleteknek az
volt, hogy mind a négy módszer elég hasonló eredményeket tudott elérni, de az
egyenirányított hálók konzisztensen jobbnak bizonyultak a többi módszernél.
II/1. A szerz® megmutatta, hogy a CTC algoritmust, amit eredetileg rekurrens neu-
ronhálók tanítására készítettek, fel lehet használni el®resatolt hálók tanítására
is. A kísérletek élja annak megállapítása volt, hogy ez a módszer alkalmas-e
a at start tanítási lépés elvégzésére, ezért mély egyenirányított neuronhálók
lettek tanítva CTC algoritmussal, különböz® adatbázisokon. Az eredmények azt
mutatták, hogy a CTC módszer alkalmas véletlenszer¶en iniializált neuronhálók
at start tanítására id®ben illesztett ímkék nélkül.
II/2. A CTC algoritmus versenytársaként megvizsgálásra került az MMI algoritmus is.
A szerz® több módosítást is javasolt, hogy ezt a módszert alkalmassá tegye a at
start tanításra. Az összehasonlítás során egyértelm¶vé vált, hogy az MMI sokkal
jobb megoldás mint a CTC algoritmus véletlenszer¶en iniializált neuronhálók
tanítására id®ben illesztett ímkék nélkül.
III/1. A szerz® kidolgozott egy új, mély neuronhálós állapotkapsolási algoritmust,
a standard algoritmus döntési kritériumának leserélésével. Tekintve, hogy a
módszer bemenetként DNN által predikált posterior valószín¶ségi vektorokat
kap, ezért döntési kritériumnak a KL-divergenia t¶nt logikus választásnak. Ezt
a kísérleti eredmények is alátámasztották, az új algoritmus lényegesen jobban
teljesített, mint az eredeti módszer.
III/2. Az MMI-alapú at start módszer és a KL-divergeniát alkalmazó állapot klasztere-
zési algoritmus kombinálásával a szerz® egy teljesen GMM-mentes eljárást ho-
zott létre. Ezt az új eljárást más, közelmúltban javasolt módszerrel hasonlította
össze. A kísérletek során kiderült, hogy az új GMM-mentes módszerek jobb ered-
ményeket képesek elérni mint azok, amelyek felhasználnak GMM-eket tanításuk
során.
IV. A szerz® megvizsgálta a valószín¶ségi mintavételez® algoritmust és alkalmaz-
ta azt kontextusfügg® DNN tanításra. A hipotézise az volt, hogy a tanítóadat
újramintavételezésével a prior valószín¶ségek újrabeslése szükségessé válik. Kí-
sérleti úton igazolta ezt a sejtést és megmutatta, hogy újramintavételezéssel és a
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priorok helyes beállításával szignikánsan javítható a mély hálók pontossága. A
mintavételez® algoritmust paralingvisztikus feladatokon is sikeresen alkalmazta.
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