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Abstract 
In the DSP real-time image processing, large amounts of data exchange and memory operation limit 
efficiency of the program implementation. In order to improve the efficiency of DSP, a model of blocking 
and parallel processing is proposed in this paper; firstly the large binary image is divided into blocks 
according to the memory size of DSP, the block diagram is rotated by DSP in accordance with the mode 
of readout and processing and storing, and finally they are put together. So the data processing amount in 
DSP is not only reduced, the efficiency of the implementation process is but also improved. 
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1. Introduction
The image orientation is widely used in digital image processing. With the development of 
technology, the application level is continually improved in the image processing, while higher efficiency, 
higher accuracy requirements of image rotation are put forward. For example, in the aviation field, the 
display processing of the highly efficient and accurate digital map need the embedded platforms with 
limited resources to achieve real-time rotation of the large-format map image because the existing 
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graphics chips has no the image rotation function. Using DSP platform is a way to achieve the specific 
implementations, while two aspects must be carefully considered, one is a small selection of the rotation 
of computational algorithms, and second, give full play to the powerful DSP platform, parallel computing 
capacity.
However, the traditional rotation algorithm is rotating the whole large image, so it is relatively 
difficult to achieve image rotation because of the lesser data memory in DSP. Likewise is proposed in 
some algorithms, although the problem of an amount of data is solved, it also the processing speed of 
DSP is greatly reduced. Therefore, an image rotation model with DSP-based blocking and parallel 
processing is presented to improve greatly image processing efficiency and accuracy in this paper. 
2. Traditional image rotation transformation algorithm 
In the Cartesian coordinate system, a point is rotated clockwiseα degree, and the effect after rotation 
is shown in Figure 1, γ is the distance from the point to the origin. The length of γ  remains the same 
during rotation, and β is the separation angle formed between the link line from the point and the origin 
and X Axis.
Fig.1 Rotation transformation formula: 
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The expression above is expressed as matrix expression: 
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Fig.2 image example with zoom and rotation         Fig.3 image example without zoom and rotation 
Here, we must transform all the points of the rotated image into the original image buffer points, and 
thus an in crease in processing time is expected. 
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( 1, )x y− ( , )x y ( 1, )x y+
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Fig.4 neighboring 8-connected pixels 
However, for removing such holes, Cheng et al. (1990)first choose the two neighboring 8-connected 
pixels located at the upper side for a reference black pixel, and calculate the Euclidean distances between 
the pairs of the rotated positions. They found that the distance between the new points can be 0,1, 2 ,2
and 5  and that when the distance is 2 or 5  , holes can be generated. They propose that the value of 
midpoint be filled with 1 to eliminate holes. However this involves not only calculation of coordinate 
mapping but also calculation of distance between the 8-connected pixels and thus quite long processing 
time is inevitable. Danielsson and Hammerin (1992) [4] use a 3-pass algorithm, in which rotation is 
accomplished by shifting an image three times using the equation below: 
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This method successfully removes the holes but is generally slower than the general method. Thus 
inverse mapping method, Cheng’s method and the 3-pass algorithm could eliminate holes, but each 
algorithm involves more than one transform of points of black pixels. Thus, adopting these methods 
requires long calculation time. 
3. DSP parallel rotation algorithm 
Through analysis of the traditional algorithm, it is known that the traditional method is based on the 
rotation of the whole image. However, through practice it is found that in the image rotation process 
implemented by DSP, because the data of the whole image is too large, the processing is particularly slow 
or even impossible. Therefore, a parallel algorithm for block processing is presented in this paper. 
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3.1. Algorithm for Image division 
The large binary image processing is involved in engineering applications. Because the storage space 
and memory occupied by the binary images are great, and sometimes even more than the hardware's 
storage capacity, it is necessary to break the large image up into blocks in order to implement image 
rotation function better in the DSP. 
                      
Fig.5  Former image                                            Fig. 6  Divided into 2 × 2 image 
Sub-block division and refinement 
The large image is logically divided into sub-block of the same size required to meet memory space 
of the DSP, it is shown in Figure 7, and sub-block elements without the source pixel are set to 0: 
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Each piece of the image is refined by the above algorithm. In the actual project, refinement order of the 
sub-block can be designed for DSP applications according to actual demand. For example, in the 
interactive application of vector, the foreground displays the current refined sub-blocks and interact 
operation, while in the background sub-block refinement is finished. The usable order is 
11 12 22 21, ( ),C C C C L、 、  , which is shown in Figure 7.  
11C 12C ．．． 1mC
21C 22C ．．． 2mC．． ．． ．．． ．．
1nC 2nC ．．． nmC
Fig. 7  Block of image 
Each sub-block ijC  is refined in the same array space, and before refinement the corresponding image 
data of each sub-block is required to be assigned to an array. After refining the results will be saved to the 
data buffer zone for refinement. As detailed data before and after refinement were stored by bits, 
therefore, take the image data and refinement results are to be identified to write bytes and bits. Bytes and 
bits need to be ascertained when extracting image data and writing refinement results. 
3.2. Piece-Point Algorithm for Image Rotation 
3.2.1.  Input image and rotated sub-images: wh
G
 and WH
R
Input image G  consists of h w×  pixels. Each pixel ( , )x y  is associated with an intensity level. 
The set of all those pixels is denoted by #whG  and its bounding rectangle by whG .
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Rotated sub-image R  consists of h W× pixel, which form a set #
WH
R  of  pixel. Intensity levels at 
each pixel ( , )X Y  is calculated by interpolation using intensity levels in the neighborhood. 
3.2.2.  Output image and location function 
An interpolation value calculated at a pixel #( , )
WH
X Y R∈  in the rotated sub-image is stored at some 
pixel #( , )
WH
s X Y R∈  in the original input image. the function ( )s  determining the location is referred 
to as location function. A simple function ( , ) ( , )s X Y X Y=  which maps a pixel ( , )X Y  in #
WH
R  to a 
pixel ( , )X Y  in #whG .We could use different location functions, but this simple function seems best for 
row-major and column-major raster scans. So, we implicitly fix the function.  
Then, an output image after correcting rotation is a range of the function. It is rather easy to move 
the output image to the center position of the original rectangle whG  in an in-place manner. 
3.2.3. Correspondence between two coordinate systems 
Let 0 0( , )x y  be the xy − coordinates of the lower left corner of the rotated document. Now, a 
pixel ( , )X Y  in #
WH
R  is a point ( , )x y  in the rectangle whG  with
0
0
cos( ) sin( )
cos( ) sin( )
x x X a Y a
y y X a Y a
= + −⎧⎨
= + +⎩
The corresponding point ( , )x y  defined above is denoted by ( , )p X Y .
3.2.4. Scan order ( , )X Yσ
Let σ  be a scanning over the pixels in #
WH
R , It is a mapping from #
WH
R to a set of integers 
{0,1, 1}WH −L , that is, ( , )X Y iσ =  means that the pixel ( , )X Y  is scanned in the i − th order. If 
σ  is a row-major raster scan, ( , )X Y X Y Wσ = + ×  where 0, , 1X W= −L  and 
0, , 1Y H= −L . A column-major raster order is symmetrically characterized by 
( , )X Y Y X Hσ = + ×
4. DSP-DM642 memory analysis on data access 
To improve the data processing capability of DSP-DM4, several ways can usually be used as follows: 
first, making full use of the processor's internal cache, and putting the data accessed frequently into the 
cache; second, DMA operations are applied so that the processor and memory work in parallel; third, 
memory package instructions and optimization procedures are put into use. In specific applications, three 
methods are usually used in combination, nevertheless the blocking partition and parallel processing is 
laid emphasis upon in this paper.  
4.1. DSP-DM642-chip storage structures  
DSP-DM642-chip has a two-level CACHE structure, and its mechanism is transparent. The first 
level includes the program CACHE and data CACHE which are independent each other and their 
memory size are 16kB, known as the L1P and L1D. The second level I 2 includes a common cache for 
program and data, and its capacity is 256kB, nevertheless a part of the cache can be divided as common 
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storage, known as L2SRAM. In addition to on-chip the other is external store which can be expanded 
greatly to meet the requirement.  
4.2. DSP-DM642 of DMA 
In the DSP, DMA controller is a peripheral which CPU can access, and other integrated (on-chip) 
serial ports, host interface, memory interface chip lie on peripheral bus in the system. DMA is 
background data transfer and can work independent of the CPU and transfer data with the speed of CPU 
clock speed. CSI Produced by TI (Chip Support Library) supports well the use of DMA. The dedicated 
DMA modules for each of the DMA help to control registers and decrease the vast operation on registers 
for the developers, besides, there is a DAT module. 
4.3. DSP-DM642 image rotation parallel processing mode 
To improve the data processing capabilities of DSP-DM642, the large image need to be divided into 
blocks according to memory demand, the process is shown in Fig.8. To save memory space and reduce 
CPU load, the images after block partition are saved out of DSP chip and are processed one by one when 
real-time rotation. 
Fig. 8 Block partition of large image by memory 
DSP-DM642 image rotation based on parallel processing mode 
During data processing, in advance the large binary images have been divided into n m× according 
to memory processing requirement of DSP-DM642 and the divided images have been stored in the 
storage area out of the chip, and furthermore the DSP-DM642 processes the data with the "reading + 
processing + storage " Parallel mode.  
Because we have a substantial pre-Binary image processing by the memory requirements of DSP-
DM642 divided, will be divided into good image data storage area on the chip, and DSP-DM642 in 
accordance with the "reading + processing + storage " Parallel mode of processing the data. Compared to 
single-line data processing the processing capacity is greatly improved and time is greatly reduced. 
Single-line data processing time:Set the time of reading a block diagram as
ij
Int ; the time of processing a 
block diagram as
ij
prot ; the time of storing a block diagram as
ij
Outt ;1 ,1i n j m≤ ≤ ≤ ≤  and ,i j Z∈ . So 
the time of processing a large binary image is: 
1 1
( )
ij ij ij
n m
In pro Out
overall
i j
T t t t
= =
= + +∑∑
Usually, during blocking the image, each sub-block is divided into the portion with the same data amount 
as possible in order to ensure the maximum utilization of DSP, and therefore the time function on the 
parallel processing data can be obtained. 
2228  ZHANG Shuang et al. / Procedia Engineering 15 (2011) 2222 – 2228 ZHANG Shuang,JIN Gang,QIN Yu-ping / Procedia Engi eering 0 (2011) 000–000 7
Time parallel processing of data:Set the time of reading a block diagram as
ij
Int ; the time of processing a 
block diagram as
ij
prot ; the time of storing a block diagram as
ij
Outt ;1 ,1i n j m≤ ≤ ≤ ≤  and ,i j Z∈ . So 
the time of processing a large binary image is: 
1 1
1
( )
3 ij ij ij
n m
In pro Out
overall
i j
T t t t
= =
= + +∑∑
For example, a binary image is divided into 2 2× , and A, B, C, D to represent each sub-block 
respectively, then the process of parallel processing are shown in Tab. 1 and Fig.9. 
 Read in data Process data Output data 
Cyc1 A   
Cyc2 B A  
Cyc3 C B A 
Cyc4 D C B 
Cyc5  D C 
Cyc6   D 
Tab.1 The process of sub-block 2 2× parallel processing 
Fig.9 Parallel processing of data model 
5. Conclusion 
   Through experiments it was found that the parallel processing doubles its efficiency during processing 
the large binary image and the processing quality is better than the whole single-line processing. However, 
because the model of data processing also involves image segmentation, it is inevitable that there are 
some gaps in the image stitching after image blocking. Therefore, in order to get better results, the 
algorithms on the non-destructive image segmentation and seamless stitching must be achieved.  
In general, the processing model can meet the requirement of astronavigation and remote sensing on the 
whole. 
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