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Las simulaciones de dinámica molecular no adiabática resultan una herramien-
ta indispensable en el estudio de los procesos ultrarrápidos fotoinducidos, como la
transferencia de carga y de energía, así como la relajación no radiativa. En este tra-
bajo se implementa la metodología de dinámica molecular no adiabática de estados
excitados (NA-ESMD, del inglés Nonadiabatic excited-state molecular dynamics), in-
corporando transiciones cuánticas entre las superficies de energía potencial (PES) de
estados excitados usando el algoritmo de fewest-switches surface hopping (FSSH).
La metodología NA-ESMD permite realizar simulaciones de dinámica no adiabática
en grandes sistemas moleculares a escalas de tiempo de los ~ 10 ps donde se invo-
lucran varios estados excitados acoplados. De estas simulaciones se pueden obtener
detalles acerca de la relajación de la energía vibracional y electrónica, de las velo-
cidades de transferencia y de los acoplamientos no adiabáticos y su relación con el
movimiento molecular. En este trabajo se estudian tres sistemas basados en políme-
ros conjugados empleando la metodología antes citada.
Se realizan simulaciones NA-ESMD para estudiar la dependencia temporal de la
localización de la excitación durante la transferencia de energía entre dos unidades
cromóforas de un dímero de antraceno débilmente acoplado, el ditio antraceno (DTA).
Se analiza el efecto que tienen las distorsiones geométricas inducidas térmicamen-
te, también se calculan las curvas de la anisotropía de fluorescencia, revelando las
fuentes de la despolarización y la relajación de la excitación en este sistema.
Por otro lado, se implementa la aproximación NA-ESMD para investigar caminos
de transferencia de energía inter-cromóforos entre las unidades de un macrociclo π-
conjugado de fenileno etileno y su semi anillo análogo. Se realiza un seguimiento del
flujo de la densidad de transición entre las unidades del macrociclo, a partir de una
adaptación que se implementa en este sistema del método de flujo mínimo desarro-
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llado con anterioridad. Adicionalmente, se validan los resultados de las simulaciones
modelando la anisotropía de fluorescencia.
Por último, se simula la transferencia de energía intramolecular ultrarrápida en un
sistema conjugado donor-aceptor usando la metodología NA-ESMD. Los cálculos re-
velan un proceso de transferencia de energía unidireccional del donor al aceptor. Los
resultados de las simulaciones NA-ESMD son interpretados en la base de modos
normales, permitiendo la obtención de perfiles de energía para cada modo. Así mis-
mo, se analiza la coincidencia de cada movimiento con la dirección de transferencia
de energía asociada al vector de acoplamiento no-adiabático. Finalmente, se obtie-
ne un conjunto mínimo de direcciones que participan activamente en la transferencia
electrónica donor-aceptor, lo que permite proyectar el tratamiento cuántico de esos
pocos grados de libertad.
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La interacción de moléculas con la luz, y la respuesta que ocurre luego de la
absorción de un fotón, conforman la base de variados procesos químicos cuyas apli-
caciones van desde la fotosíntesis y sensores biológicos hasta las celdas solares. Es
por ello que se ha dedicado mucho esfuerzo al entendimiento del transporte cohe-
rente y eficiente de energía observado en distintos sistemas moleculares comple-
jos captadores de luz, con el objetivo de replicar la eficiencia en la transferencia de
energía en semiconductores orgánicos hechos a medida para aplicaciones tecnoló-
gicas [1–6].
Uno de los sistemas empleados con frecuencia en los estudios de las celdas foto-
voltaicas son los dendrímeros. Estos son macromoléculas altamente ramificadas que
pueden poseer estructuras tridimensionales variadas y bien definidas. La síntesis de
dendrímeros ha evolucionado para permitir un mejor control en su diseño, particular-
mente en la localización de los grupos funcionales dentro de la red dendrítica. Gracias
a este control en la síntesis, los investigadores pueden diseñar moléculas con propie-
dades fotofísicas, fotoquímicas, electroquímicas o catalíticas especiales. En el caso
particular de los procesos de transferencia de energía, el éxito en el uso de dendrí-
meros se debe al uso de cromóforos periféricos que absorben la luz y la canalizan a
un núcleo central. Además, los dendrímeros ramificados que contienen interacciones
de transferencia de carga intramolecular entre unidades cromóforas han mostrado
producir excitaciones deslocalizadas en la absorción, mientras que la emisión ge-
neralmente ocurre de un estado localizado en una rama simple [7]. De hecho, este
fenómeno de localización de la excitación electrónica es una característica general
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de los sistemas moleculares multicromóforos ramificados. Esta característica se atri-
buye comúnmente al acoplamiento coherente entre los cromóforos, conduciendo al
mejoramiento de las propiedades ópticas como la absorción de dos fotones [8,9]. Sin
embargo, en los llamados cromóforos push-pull, los experimentos de espectrosco-
pía a una sola molécula resultan en una fluorescencia del estado deslocalizado, en
contradicción con las mediciones del conjunto de moléculas [10].
En el diseño de nuevos polímeros para aplicaciones electrónicas es utilizada am-
pliamente la incorporación de cromóforos donores/aceptores, que absorben y emiten
fuertemente en el rango de la luz visible y del infrarrojo cercano en los extremos de
cadenas de polímeros conjugados [11]. Actualmente, existe tecnología basada en
materiales orgánicos para dispositivos de optoelectrónica y, en un futuro cercano,
estos podrán competir con los dispositivos tradicionales basados en semiconducto-
res y cristales líquidos. Dentro de sus potenciales aplicaciones tecnológicas pueden
incluirse la electroluminiscencia, dispositivos fotovoltaicos y optoelectrónicos, fotode-
tectores, transistores y láseres de estado sólido [12–14]. En las últimas décadas, el
marcado progreso en ciencia y tecnología de polímeros semiconductores ha permiti-
do la evolución desde los primeros trabajos en poliacetilenos (materiales de primera
generación) hacia polímeros y co-polímeros solubles y procesables [15]. Los com-
puestos de PPE (Poli-Fenileno-Etinileno), incluyendo unidades de tio-etinileno, son
quizás los más importantes ejemplos de la segunda generación de polímeros semi-
conductores. Así mismo, las estructuras moleculares complejas, con más átomos por
unidad repetitiva, constituyen la tercera generación de polímeros semiconductores.
Ejemplos de esto son los co-polímeros de unidades aceptoras de bitiofeno y policar-
bazoles [16,17].
El transporte y la deslocalización de la energía en sistemas de polímeros exten-
didos es un fenómeno importante en fotofísica, el cual impacta en las propiedades
ópticas y electrónicas y en el funcionamiento de dispositivos nanofotónicos como los
diodos láser semiconductores [18], los nanocables [19,20], y celdas fotovoltaicas [21],
por nombrar algunos. Desde la perspectiva del diseño de un dispositivo, es crítico ca-
racterizar los procesos de localización/deslocalización de los estados electrónicos
excitados en los sistemas moleculares conjugados de interés. La transferencia de
energía intra e intermolecular, que ocurre luego de la fotoexcitación y que lleva a la
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localización o deslocalización electrónica, puede tener un efecto profundo sobre las
propiedades finales deseadas de un dispositivo. Por ejemplo, la formación de esta-
dos excímeros deslocalizados, debido a la agregación entre cadenas en películas
basadas en polímeros conjugados, ha mostrado que causa emisión de baja energía
y estabilidad reducida [22,23], lo cual es indeseable para la aplicación de dispositivos
emisores de luz. En los polifluorenos la estabilidad de la emisión de luz puede ser lo-
grada a través de la localización del estado final fluorescente en una cadena simple.
Un reciente estudio teórico ha demostrado que esto puede ser logrado usando un
polifluoreno conjugado spiro-linked que prevé el estancamiento π [24]. En el área de
estudios fotovoltaicos es bien conocido que la eficiencia de la separación de cargas
y el rendimiento de la corriente fotovoltaica en polímeros semiconductores depende
de la localización de los estados electrónicos.
Adicionalmente, las interacciones complejas entre polímeros orgánicos π-conju-
gados son responsables de fenómenos que van desde la agregación [24,25] y morfo-
logía en filmes de polímeros [26–28], la rápida transferencia de carga y de energía en-
tre cromóforos acoplados [6,29,30], hasta la generación de excitones de transferen-
cia de carga y cambios en la absorción y emisión causados por fuertes interacciones
entre cadenas [31]. En complejos naturales cosechadores de luz, las interacciones
intercromóforas dipolo-dipolo, tanto débiles como fuertes, coexisten simultáneamen-
te. El intercambio entre estos dos límites de interacción da lugar a la dinámica de
transferencia de energía característica de estos sistemas [32–35].
En esta tesis nos focalizamos en el desarrollo e implementación de nuevos mé-
todos computacionales que permiten estudiar la eficiencia de la transferencia intra-
molecular ultrarrápida de energía electrónica y vibracional en sistemas moleculares
conjugados multicromóforos. Estudios previos indican la factibilidad de la aplicación a
estos compuestos del nivel de cálculo teórico propuesto en esta tesis [36]. La evolu-
ción y relajación de los estados electrónicos excitados en polímeros conjugados invo-
lucra acoplamientos dinámicos entre grados de libertad electrónicos y nucleares que
cumplen un rol principal en el proceso de transferencia intramolecular de la energía.
La localización del excitón emisor final depende fuertemente de esto. Por tal motivo,
la correcta simulación de estos procesos requiere de simulaciones de dinámica mo-
lecular no-adiabáticas (más allá de la aproximación de Born-Oppenheimer). Resulta,
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entonces, significativo abordar el estudio de la relación entre el movimiento vibracio-
nal de polímeros conjugados y su eficiencia en la transferencia inter e intramolecular
de energía, utilizando simulaciones de dinámica molecular directa no-adiabática [37].
Trabajos anteriores han mostrado la utilidad de estos métodos para el estudio de
mecanismos de reacción fotoquímica en una amplia variedad de compuestos orgáni-
cos [38,39].
El trabajo que se describe en esta tesis ha permitido la puesta a punto, optimi-
zación y uso en sistemas reales del método de dinámica molecular no adiabática de
estados excitados (NA-ESMD, del inglés Nonadiabatic Excited-State Molecular Dy-
namics) [40], que permite simular de manera eficiente la relajación no radiativa de
varios estados excitados en grandes sistemas moleculares. En el capítulo 2 se des-
criben los conceptos básicos de las simulaciones de dinámica molecular, así como
fundamentos de las técnicas de química computacional utilizadas. En el capítulo 3 se
describe la metodología desarrollada para las simulaciones NA-ESMD, así como su
implementación y optimización. En el capítulo 4 aplicamos la metodología NA-ESMD
al estudio del proceso de relajación durante la transferencia de energía entre dos
unidades cromóforas del dímero de antraceno débilmente acoplado ditio-antraceno.
Analizamos la variación temporal de la localización espacial de la excitación electró-
nica, efectos de distorsiones estructurales inducidas por la temperatura, así como la
dependencia temporal de la anisotropía de fluorescencia, entre otros. En el capítulo 5
estudiamos la fotoexcitación y subsiguiente redistribución y relajación de la energía
electrónica y vibracional de un macrociclo de fenileno-etileno. Por último, en el capí-
tulo 6 estudiamos un sistema donor-aceptor. Analizamos la variación temporal de la
localización de la energía electrónica y vibracional. Finalmente realizamos un estudio
de la relajación vibracional a partir del análisis de los modos normales, encontran-
do un conjunto reducido de modos normales de los estados excitados que ayudan a
describir el mecanismo de transferencia en el sistema estudiado.
Capítulo 2
Métodos fundamentales.
En este capítulo describiremos los diferentes algoritmos de integración de las
ecuaciones de movimiento, la aproximación Born-Oppenheimer (BO) para separar los
grados de libertad nucleares y electrónicos, seguido de la aproximación de Hartree-
Fock (HF) para resolver la ecuación de Schrödinger electrónica para los núcleos fijos.
El resultado es la función de onda electrónica del estado básico, la cual puede ser
extendida para describir estados excitados usando el método de Interacción de Con-
figuraciones (CI). También explicaremos algunos métodos semiempíricos empleados
en los capítulos posteriores.
2.1. Integración de las ecuaciones del movimiento
Consideremos un sistema compuesto por N partículas de masas Mi y potencial
U(R). El Hamiltoniano del sistema es la suma de las energías cinética y potencial de
todas las partículas, que en coordenadas cartesianas puede escribirse como:













siendo ~pi el momento lineal de la partícula i, ~pi = Mi ~̇Ri. El movimiento de cada
partícula está determinado clásicamente por la segunda Ley de Newton:




U(Rij) = ~Fi i = 1, ..., N (2.2)
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donde ~̈Ri es la aceleración de la partícula i, y ~Fi la fuerza que actúa sobre ella.
Clásicamente el estado de un sistema está definido por las posiciones y momentos
de todas las partículas que lo integran, de modo que la evolución temporal del mismo
queda especificada mediante estas 3N ecuaciones diferenciales de segundo orden
acopladas. Alternativamente podemos resolver las ecuaciones de Hamilton para el
sistema,
~̇Ri = ~pi/Mi (2.3a)




U(Rij) = ~Fi i = 1, ..., N (2.3b)
constituidas por un conjunto de 6N ecuaciones diferenciales de primer orden acopla-
das, 3N para las posiciones y 3N para los momentos. En el caso de una simulación
de esferas rígidas [41, 42] las partículas solo interaccionan entre sí en el momento
del choque de modo que siguen trayectorias rectas y con velocidad constante entre
los mismos. La solución de las ecuaciones del movimiento se deriva en este ca-
so mediante sencillas operaciones algebraicas y la trayectoria se obtiene de forma
analítica. En la práctica, las partículas que integran el sistema no pueden tratarse co-
mo esferas rígidas de forma realista. El sistema está compuesto por partículas cuya
energía potencial varía continuamente con el tiempo, ya que cada partícula interac-
ciona simultáneamente con muchas otras, de manera que sus trayectorias no siguen
líneas rectas y sus velocidades no son constantes entre las colisiones. Por ello la
resolución analítica del conjunto de ecuaciones diferenciales 2.3a-2.3b es imposible
y como consecuencia hay que abordar su resolución de forma numérica.
La manera habitual de resolver numéricamente este conjunto de ecuaciones di-
ferenciales acopladas es utilizar los denominados métodos de diferencias finitas [41,
42]. Se trata de un problema de condiciones iniciales, es decir, dadas las posiciones
y velocidades a un tiempo t, hemos de obtenerlas a un tiempo t + dt. La base del
método de diferencias finitas consiste en sustituir el intervalo de tiempo infinitesimal
d por un intervalo finito ∆t durante el cual se supone que las fuerzas que actúan
sobre las partículas son constantes. De este modo las ecuaciones del movimiento se
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resuelven paso a paso, integrándolas a cada intervalo ∆t. La elección de la longitud
del paso de integración depende del algoritmo numérico utilizado y del sistema en
particular.
La mayoría de los métodos de diferencias finitas están basados en la expansión
mediante un desarrollo en serie de Taylor de la variable a propagar. Así por ejemplo,
para la componente x de la posición de la partícula i:




















Esta serie de Taylor ha de truncarse para poder ser aplicada. Así, un método de
integración donde la serie de Taylor incluye hasta el término correspondiente a la
derivada n-ésima se dice que es un método de orden n. Este truncamiento produce
un error de orden (∆t)n+1 en la precisión con la que la serie se aproxima a la solución
exacta.
En un sistema donde solo actúan fuerzas internas conservativas, la energía, el





















~Ri × ~pi (2.5c)
deben conservarse durante la simulación. Debido a que en cada paso de integra-
ción hay pequeñas desviaciones respecto a la solución exacta de las ecuaciones del
movimiento, o sea, se producen oscilaciones en los valores de estas magnitudes.
Hay dos factores referentes al sistema molecular a estudiar que influyen en el
tiempo en el que la energía se conserva de forma aceptable: la forma de las curvas
de energía potencial y la velocidad típica de las partículas. Cuanto más rápidamente
cambie la energía potencial de interacción, las partículas estarán sometidas a mayo-
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res aceleraciones, lo que implica el uso de pasos de integración menores. Así mismo
cuanto mayor sea la temperatura y más ligeras sean las partículas, sus velocidades
serán mayores, lo que dificulta la integración de las ecuaciones del movimiento y será
necesario emplear pasos de propagación más pequeños [41].
Existe un gran número de algoritmos de integración [41–43] y cada uno de ellos
resulta adecuado o no, según sean los constituyentes del sistema particular a estu-
diar, el tipo de interacciones existentes, el sistema de coordenadas utilizado, etc. A
continuación describimos los algoritmos de integración empleados en esta tesis.
2.1.1. Método de Velocidades de Verlet
Uno de los algoritmos de integración de las ecuaciones del movimiento más sim-
ple y más ampliamente utilizado es el llamado algoritmo de Verlet [41–44]. Este al-
goritmo está basado en la expansión del vector de posición a los tiempos t + ∆t y
t−∆t mediante un desarrollo en serie de Taylor de tercer orden en torno a ~R.
























Sumando estas dos ecuaciones obtenemos








que es la expresión del algoritmo de Verlet para las posiciones. El error local por
truncamiento varía con ∆t4 ya que el método es de tercer orden a pesar de que no
aparezcan en la ecuación derivadas de tercer orden. Este algoritmo no emplea las
velocidades para obtener las nuevas posiciones. Sin embargo es útil disponer de ellas
para calcular propiedades del sistema, tales como la energía cinética, temperatura,
etc. En este sentido, podemos obtener las velocidades restando las ecuaciones 2.6a
y 2.6b, y despreciando los términos de tercer orden, se obtiene la siguiente ecuación:
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Luego, podemos despejar la velocidad.
~V (t) =
~R (t+ ∆t)− ~R (t−∆t)
2∆t
(2.9)
Las velocidades están sujetas a errores por truncamiento de orden 3, pero solo
se necesitan para calcular propiedades del sistema y no para generar la trayectoria.
Este algoritmo es un método de dos pasos, puesto que la posición ~R (t+ ∆t) se
estima a partir de las posiciones en ~R (t) y ~R (t−∆t) y el valor de la fuerza en t.
Por tanto no es suficiente con definir las posiciones y velocidades iniciales para co-
menzar la simulación, ya que se precisa el valor de la posición en ~R (t−∆t), si bien
podemos obtenerlo de forma aproximada como ~R (t−∆t) = ~R (t) − ~V (t) ∆t. Pese
a su simplicidad, el algoritmo de Verlet ofrece propagaciones en las que la energía
se conserva bien, incluso con pasos de integración moderadamente largos [41].
Se han propuesto algunas modificaciones del esquema del algoritmo de Verlet
original, siendo una de las más conocidas el algoritmo denominado leap-frog [41,43,
45] que puede obtenerse a partir del algoritmo de Verlet definiendo las velocidades en
las mitades de los pasos de integración mediante expresiones análogas a la ecuación
2.9:
~V (t−∆t/2) =
~R (t)− ~R (t−∆t)
∆t
(2.10)
~V (t+ ∆t/2) =
~R (t+ ∆t)− ~R (t)
∆t
(2.11)
A partir de la última ecuación se obtiene la expresión para las nuevas posiciones:
~R (t+ ∆t) = ~R (t) + ~V (t+ ∆t/2) ∆t (2.12)
y sustituyendo esta ecuación en la ecuación del algoritmo de Verlet para las posicio-
nes (2.7) se obtiene:
~V (t+ ∆t/2) =






que puede reescribirse utilizando la ecuación 2.10 como,
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Las ecuaciones 2.12 y 2.14 son la expresión del algoritmo leap-frog. Para su apli-
cación, en primer lugar se evalúan las velocidades en la mitad del paso de integración
mediante la ecuación 2.14, empleando las fuerzas en t, y a continuación se calcu-
lan las posiciones en t + ∆t mediante la ecuación 2.12 a partir de las velocidades
calculadas en t + ∆t/2. Una forma alternativa de expresar el algoritmo leap-frog se
obtiene sustituyendo la ecuación 2.14 en 2.12, obteniendo así:




De esta forma se calculan las posiciones en t + ∆t a partir de las posiciones y
las fuerzas en t, y las velocidades en t − ∆t. Las velocidades en t + ∆t/2 pueden
entonces calcularse a partir de la ecuación 2.12 de la forma siguiente:
~V (t+ ∆t/2) =
~R (t+ ∆t)− ~R (t)
∆t
(2.16)
Si se precisan las velocidades a tiempo t es posible obtenerlas promediando las
velocidades medio paso de integración antes y después.
~V (t) =
~V (t+ ∆t/2) + ~V (t−∆t)
2
(2.17)
Ya que el algoritmo leap-frog se obtiene directamente a partir del algoritmo de
Verlet, ambos proporcionan trayectorias idénticas, de modo que son algoritmos equi-
valentes. En ellos no aparece una ecuación explícita para la evolución de las velo-
cidades simultáneamente a las posiciones. Una modificación del algoritmo de Verlet
que sí permite evaluar en el mismo instante tanto las posiciones como las velocida-
des, es el llamado algoritmo de Verlet de Velocidades (Velocity Verlet) [41,43,46]. En
este algoritmo las posiciones se calculan a partir de un desarrollo en serie de Taylor
hasta segundo orden




mientras que las velocidades se calculan según:
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~V (t+ ∆t) = ~V (t) +
(




Así, primero se calculan las posiciones en t + ∆t utilizando las fuerzas en t me-
diante la ecuación 2.18, para luego con esas posiciones evaluar las fuerzas en t+∆t
y calcular las velocidades mediante la ecuación 2.19. Para comprobar que este algo-
ritmo es equivalente al algoritmo de Verlet utilizamos la ecuación 2.18 para escribir,









sumando ambas ecuaciones se obtiene,
~R (t+ 2∆t) + ~R (t) =2~R (t+ ∆t) +
(
~V (t+ ∆t)− ~V (t)
)
∆t+




y sustituyendo aquí la ecuación 2.20, se obtiene finalmente:




que es formalmente equivalente a la ecuación 2.7 del algoritmo original de Verlet. El
cálculo de las velocidades en el algoritmo de Verlet de Velocidades no suele imple-
mentarse utilizando directamente la ecuación 2.19, que sería necesario almacenar
las fuerzas en t y en t + ∆t. Por ello la evaluación de las velocidades se hace en
dos pasos [41]: En primer lugar se calculan las velocidades en la mitad del paso de
integración utilizando las fuerzas en t




y entonces se calculan las fuerzas en t + ∆t a partir de las posiciones en t + ∆t,
calculadas mediante la ecuación 2.18. Con estas fuerzas se calculan finalmente las
16 CAPÍTULO 2.
velocidades en t+ ∆t mediante




Se debe notar que sumando las ecuaciones 2.24 y 2.25 se obtiene la ecuación
2.19. Al proceder según estas dos etapas no es necesario conocer simultáneamente
las fuerzas en t y t + ∆t para calcular las nuevas velocidades, lo que supone un
ahorro de memoria.
2.1.2. Método de Euler
En las simulaciones de dinámica molecular híbrida clásico-cuánticas con frecuen-
cia es necesario resolver numéricamente sistemas de ecuaciones diferenciales. Este
tipo de problema se conoce como: problema de condiciones iniciales, lo que se de-
be a que la solución de una ecuación diferencial está indeterminada por un número
de constantes igual al orden de la ecuación diferencial, y para encontrar la solución
deseada es necesario conocer las condiciones iniciales o de frontera del problema
que deseamos resolver.
En el caso particular de la metodología utilizada en la presente tesis, y que será
desarrollada en el capítulo 3, es necesario resolver la ecuación de Schrödinger para
los coeficientes cα (t) de la función de onda electrónica (ecuación 3.29), la cual es un
problema de valores iniciales y en la implementación de las simulaciones de dinámica
no adiabática de estados excitados se resuelve numéricamente empleando el método
de Runge-Kutta-Verner de 5to y 6to orden. Por tanto, explicaremos el funcionamiento
del método, partiendo del método de Euler, explicando luego el método de Runge-
Kutta en su versión original y presentando finalmente la variante de Verner del mismo.
El método de Euler es el más elemental de los que se pueden usar para resolver
problemas de valores iniciales [47]. A pesar de la relativa sencillez de su deducción,
en comparación con la de métodos más sofisticados y precisos, el método de Euler
resulta particularmente útil porque ilustra conceptualmente la esencia de este tipo de
esquemas.
El objetivo es encontrar una solución aproximada del problema de valores inicia-
les:
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dy
dt
= f (t, y) , a ≤ t ≤ b, y (a) = α (2.26)
La solución aproximada que encontraremos consistirá en los valores que toma la
función en algunos de los puntos del eje t. A estos puntos le llamaremos “puntos de
malla”. En general, consideraremos que los puntos de malla son equidistantes, así






Si desarrollamos en serie de Taylor la función y, entonces:




para algún número ξi en (ti, ti+1). Si escribimos esta expresión en función de h:




y como se cumple la expresión 2.26, entonces,




El método de Euler consiste en construir ωi ≈ y (ti) para cada i=1,2,...,N y des-
preciar el término cuadrático en h:
ω0 = α (2.31a)
ωi+1 = ωi + hf (ti, ωi) ∀ i = 0, 1, ..., N − 1 (2.31b)
2.1.3. Método de Runge-Kutta
Para exponer este método, comenzaremos con el método de Runge-Kutta de
segundo orden. El primer paso consiste en determinar los parámetros a1, α1, y β1
que cumplan que a1f (t+ α1, y + β1) se aproxima a:
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T (2) (t, y) = f (t, y) +
h
2
ḟ (t, y) (2.32)
con un error que no sea mayor que O (h2).
Teniendo en cuenta que:






(t, y) ẏ (t) (2.33)
entonces:










(t, y) ẏ (t) (2.34)
Si ahora, expandimos la función f (t+ α1, y + β1) en serie de Taylor de primer
orden alrededor de (t, y) obtenemos:






(t, y)+a1R1 (t+ α1, y + β1)
(2.35)
donde el resto R1 (t+ α1, y + β1) está dado por:














para algún ξ ∈ (t, t+ α1) y algún µ ∈ (y, y + β1). Relacionando los términos de las
expresiones 2.34 y 2.36, tenemos que:
f (t, y) : a1 = 1 ;
∂f
∂t






(t, y) : a1β1 =
h
2
f (t, y) (2.37)






f (t, y), así que:
































es un O (h2). De forma que podemos obtener para
el método de Runge-Kutta de segundo orden, ecuaciones análogas a las expresio-
nes 2.31a y 2.31b que obtuvimos para el método de Euler:
ω0 = α (2.39a)










∀ i = 0, 1, ..., N (2.39b)
Los métodos de Runge-Kutta de orden superior consisten en emplear una apro-
ximación de la forma:
f (t+ α1, y + δ1f (t+ α2, y + δ2f (..., ...))) (2.40)
Por ejemplo, para el más común [47], conocido como método de Hund, tendremos
que:
ω0 = α (2.41a)























∀ i = 0, 1, ..., N (2.41b)
2.1.4. Método de Runge-Kutta-Verner
Empleando un esquema similar al descrito en la sección 2.1.3, Verner [48] dedujo
el método que hoy día lleva su nombre, y que además permite estimar el error con el
que se aproxima la función. Las expresiones correspondientes al método de quinto y
sexto orden son:




































donde ω̃i+1 se usa para estimar el error para las expresión de quinto orden 2.43, y
además:

































































ti + h, ωi +
12
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Esta variante de Runge-Kutta posee dos ventajas fundamentales. Primeramente,
al ser de 5to y 6to aproxima la solución del problema de valores iniciales con mu-
cha exactitud. En segundo lugar, como ω̃i+1 permite estimar el error que se comete,
entonces se puede prefijar la precisión máxima con la que se desea calcular ω̃i, re-
duciendo el valor de h o repitiendo el algoritmo en caso de que no se alcance la
precisión prefijada. Precisamente este esquema es el que se ha implementado en
esta tesis para resolver la ecuación de Schrödinger, pero escribiendo los coeficientes
ci (t) en su forma exponencial (sección 3.5.4).
2.2. Aproximación de Born-Oppenheimer
El punto de partida típico en las simulaciones de química cuántica es la aproxi-
mación de Born-Oppenheimer (BO), en la cual los movimientos electrónicos y nu-
cleares se tratan separadamente. Debido a sus diferencias de masa, es compren-
sible considerar que la escala de tiempo electrónica será mucho más rápida que
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la nuclear. Como resultado, el sistema electrónico se ajusta instantáneamente a los
cambios en la posición nuclear y el movimiento nuclear no cambia la energía de los
autoestados electrónicos. Siguiendo esta suposición, las coordenadas electrónicas y
nucleares son separables. La función de onda total puede ser escrita como el pro-
ducto de las contribuciones individuales de los subsistemas nuclear y electrónico,
Ψtotal = Ψelectrónico · Ψnuclear. Por lo tanto, los núcleos son tratados como partículas
estacionarias mientras que la función de onda electrónica, que depende solo para-
métricamente de las posiciones nucleares, es evaluada en esta configuración instan-
tánea. Finalmente, la energía del sistema puede ser usada para evaluar las fuerzas
que actúan sobre los núcleos.
2.2.1. Separación de Born-Oppenheimer de las variables electró-
nicas y nucleares.
Para un sistema que consiste en N electrones y k núcleos, el Hamiltoniano Ĥ, es
el operador de energía y tiene la forma:






































ma son las masas atómicas, Za los números atómicos, y ~r y ~R las coordenadas
electrónicas y nucleares, respectivamente.
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El Hamiltoniano total de la ecuación 2.52 puede ser separado en sus componen-
tes electrónica y nuclear, y puede ser reescrito como
Ĥ = T̂N + Ĥel (2.58)
donde Ĥel = T̂e + V̂Ne + V̂ee + V̂NN .
La función de onda total, Ψ(~r, ~R), es una función que depende de las coorde-
nadas electrónicas, ~r, y de las coordenadas nucleares, ~R. Con el fin de separar las
variables electrónicas y nucleares, la función de onda se reformula en términos de un
conjunto de funciones de onda electrónicas adiabáticas φα que dependen solo para-
métricamente de las coordenadas nucleares. Por esto, podemos definir la función de





donde χα(R) son las funciones de onda nucleares, φα(~r; ~R) son las funciones de
onda electrónicas que dependen paramétricamente de ~R, y el subíndice α se refiere
a los estados electrónicos. Para cada geometría nuclear (estado estacionario), la
energía electrónica puede obtenerse a partir del Hamiltoniano electrónico Ĥel
Ĥelφα(~r; ~R) = Eα(~R)φα(~r; ~R). (2.60)
Aquí, Eα(~R) son las energías electrónicas correspondientes a la configuración
estacionaria nuclear. Variando la geometría nuclear y recalculando la energía para
muchas configuraciones fijas, se puede generar la superficie de energía potencial
(PES) electrónica. Este método de cálculo para la energía potencial es conocido
como la aproximación adiabática, y la PES obtenida por este método es conocido
como la superficie de energía potencial adiabática.
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2.2.2. Aproximación adiabática
Sustituyendo las ecuaciones 2.58 y 2.59 en la ecuación de Schrödinger indepen-
diente del tiempo para la función de onda total
ĤΨtotal(~r, ~R) = EΨtotal(~r, ~R)










Aquí E representa la energía total del sistema, incluyendo las contribuciones nu-
cleares y electrónicas. Multiplicando por la izquierda por φ∗β(~r; ~R) la ecuación 2.61 e





∣∣∣T̂N ∣∣∣φα〉+ Eαδβα)χα = E∑
α
χαδβα. (2.62)
A partir de este punto hemos omitido la dependencia de ~r y ~R por simplicidad. La





∣∣∣T̂N ∣∣∣φα〉χα + (Eβ − E)χβ = 0 (2.63)
El primer término de la ecuación anterior puede ser reescrito si empleamos la
expresión del operador de energía cinética nuclear (ecuación 2.54), donde, para evi-
tar confusiones de índices, consideramos el caso de un solo núcleo de masa ma y
T̂N = − 12ma∇
2

















Ahora aplicando la regla para la segunda derivada de un producto y teniendo en
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Sustituyendo la ecuación 2.66 en 2.65, obtenemos
〈
φβ

































último se conoce como acoplamiento no adiabático), ya que se considera que las
funciones de onda adiabáticas φα varían suavemente con las coordenadas nucleares,







de modo que la ecuación 2.63 en la aproximación BO se reduce a:
T̂Nχα + (Eα − E)χα = 0 (2.68)
Este sistema de ecuaciones diagonal y desacoplado describe el movimiento nu-
clear sobre una única superficie de energía potencial electrónica de BO.
2.3. Teoría de Hartree-Fock
El método de Hartree-Fock (HF) es una aproximación de campo medio para resol-
ver el Hamiltoniano de muchos cuerpos y determinar la función de onda del estado
fundamental donde el problema de N electrones que interactúan se transforma en
N electrones independientes (o no interactuantes). El movimiento de cada electrón
puede ser descrito por una función de onda de un solo electrón (orbital) que se mue-
ve en un potencial creado por los restantes N − 1 electrones en lugar de depender
explícitamente del movimiento de los otros electrones. En este sentido, la ecuación
lineal de muchos cuerpos puede ser reducida a un sistema de ecuaciones no lineal
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acoplado de un solo electrón. La función de onda se vuelve rápidamente muy com-
plicada cuando se introduce la interacción Coulombiana entre los electrones. Este
problema no puede ser resuelto con exactitud, excepto para algunos sistemas unidi-
mensionales específicos. En la aproximación HF, la función de onda electrónica se
interpreta como el producto antisimétrico de funciones de onda de un solo electrón.
2.3.1. Ecuaciones de Hartree-Fock
Partimos de la separación de variables de BO, recordando la ecuación 2.60, con
el Hamiltoniano electrónico, Ĥel = T̂e + V̂Ne + V̂ee + V̂NN , para una configuración
nuclear fija. Asumimos que el potencial electrónico de varios cuerpos, Vee, puede ser
aproximado por el de un solo electrón moviéndose en el potencial generado por los










Ahora la ecuación de Schrödinger dependiente del tiempo puede ser reescrita de














= E0φ0(~r; ~R) (2.71)
tal que el Hamiltoniano electrónico total se convierte en una suma de términos de un
solo cuerpo, Ĥel = h1 + h2 + . . . hN , así como la energía E0 = ε1 + ε2 + . . . εN . Esto
implica que la función de onda es separable, y puede ser escrita como un producto
de funciones
φ0(r1, r2, . . . rN ; ~R) = φ1(r1; ~R)φ2(r2; ~R) . . . φN(rN ; ~R). (2.72)
La función de onda en la ecuación 2.72 se conoce como el producto de Hartree, Π,
pero no obedece el requisito de antisimetría que cumplen los electrones indistingui-
bles. Consideremos el ejemplo de dos partículas: cuando los electrones son inter-
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cambiados, sus funciones de onda deben ser antisimétricas, φ(r1, r2) = −φ(r2, r1),
mientras que su densidad de probabilidad permanece sin cambios,
|φ(r1, r2)|2 = | − φ(r2, r1)|2. Los requisitos de antisimetría pueden ser cumplidos es-





∣∣∣∣∣∣ = 1√2 [φ1(r1)φ2(r2)− φ2(r1)φ1(r2)] (2.73)
que puede ser generalizado para un sistema de N electrones como




φ1(r1) · · · φ1(rN)
... . . .
...
φN(r1) · · · φN(rN)
∣∣∣∣∣∣∣∣∣ . (2.74)
De hecho, el principio de exclusión de Pauli surge del requisito de antisimetría; si
dos electrones ocupan el mismo orbital (φ1 = φ2), entonces la función de onda de la
ecuación 2.73 es cero.
La función de onda antisimétrica en la ecuación 2.74 puede ser escrita en térmi-
nos del producto de Hartree, Π, de la ecuación 2.72, y del operador de antisimetría Â























En la expresión anterior, P̂p es el operador de permutación, donde P̂kl genera to-
das las permutaciones posibles de dos electrones, P̂klm genera todas las permutacio-
nes posibles que involucran a tres electrones, P̂klmn genera todas las permutaciones
posibles que involucran a cuatro electrones, y así sucesivamente.










donde Ĥel está compuesto por los operadores mono y bielectrónicos, ĥi y ĝij , res-
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Sustituyendo la ecuación 2.81 en la 2.77 obtenemos una expresión para la ener-













que evaluaremos a continuación.
Como VNN no depende de las coordenadas electrónicas, permanece constante
para una configuración nuclear fija
〈
φSD
∣∣∣V̂NN ∣∣∣φSD〉 = VNN 〈φSD |φSD 〉 = VNN . (2.83)
Para los términos monoelectrónicos, solamente el operador identidad tiene con-














Para el término i = 1 tenemos〈
Π




∣∣∣ĥ1∣∣∣φ1(r1)〉 〈φ2(r2) |φ2(r2)〉 . . . 〈φN(rN)|φN(rN)〉
= h1
(2.85)
Los términos que implican permutaciones entre electrones se hacen cero ya que
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el solapamiento entre dos orbitales ortogonales es cero. Por ejemplo
〈
Π




∣∣∣ĥ1∣∣∣φ2(r1)〉 〈φ2(r2) |φ1(r2)〉 . . . 〈φN(rN)|φN(rN)〉
= 0
(2.86)








El operador bielectrónico, ĝij , produce términos no nulos para la identidad





permutaciones que involucran tres o más electrones también resultarán en integrales























〈Π |ĝ12|Π〉 = 〈φ1(r1)φ2(r2) . . . φN(rN) |ĝ12|φ1(r1)φ2(r2) . . . φN(rN)〉







= 〈φ1(r1)φ2(r2) . . . φN(rN) |ĝ12|φ2(r1)φ1(r2) . . . φN(rN)〉
= 〈φ1(r1)φ2(r2) |ĝ12|φ2(r1)φ1(r2)〉 . . . 〈φN(rN)|φN(rN)〉
= K12
(2.90)
resultando en la siguiente suma para el término bielectrónico










(Jij −Kij) . (2.91)
El término Jij es la integral de Coulomb y describe la repulsión clásica entre dos
distribuciones de carga φ21(r1) y φ
2
2(r2). Por otro lado, no existe un análogo clásico pa-
ra el término Kij , que es conocido como la integral de intercambio, ya que representa
la energía asociada con el intercambio de los orbitales bielectrónicos.
Ahora podemos escribir la energía como








(Jij −Kij) . (2.92)
En término de los operadores quedaría











∣∣∣Ĵi∣∣∣φj〉− 〈φj ∣∣∣K̂i∣∣∣φj〉) . (2.93)
En la ecuación 2.93 el término Jii de auto interacción Coulombiana se anula com-
pletamente con el término de intercambio Kii. Introduciendo el operador de Fock:







podemos reescribir la ecuación 2.93 como






El conjunto de orbitales moleculares (φ′i) que minimiza la energía puede obtener-
se a través de los multiplicadores de Lagrange con la condición que la función de
Lagrange sea estacionaria respecto a pequeños cambios en los orbitales. El resulta-






donde εi es la energía del orbital molecular φ′i.
Si expandimos los orbitales moleculares φ′i en la base de orbitales atómicos χµ
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transformamos las ecuaciones de Hartree-Fock en las ecuaciones de Roothaan. Esta
















Cµi 〈χν |χµ〉 (2.98)














FC = SCε (2.101)
|F− Sε| = 0 (2.102)
donde S es la matriz de solapamiento, y los índices µ,ν se refieren a los orbitales
atómicos. Podría pensarse que la ecuación 2.101 es una ecuación de autovalores,
salvo por S, por lo que con un cambio de base desaparecería esta matriz y solo que-
daría diagonalizar F. Sin embargo, esto no es posible, ya que el operador de Fock
depende de todos los orbitales ocupados a través de los operadores Coulombiano
y de intercambio, esto implica que los orbitales pueden ser determinados solamen-
te si todos los otros orbitales ocupados son conocidos. Por ello, la solución de la
ecuación 2.101 se encuentra empleando una aproximación iterativa, y los orbitales
resultantes son los llamados orbitales de campo autoconsistente (SCF, del inglés
Self-Consistent Field).
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2.4. Interacción de configuraciones
El método de Hartree-Fock, explicado en la sección anterior, aunque da resulta-
dos útiles en muchas situaciones, no siempre es correcto cuantitativa ni cualitativa-
mente. Cuando esta aproximación falla, es necesario incluir los efectos de la correla-
ción de electrones. El método más aplicado para describir esta correlación es el de
Interacción de Configuraciones (CI, del inglés Configuration Interaction), que permite
generar los estados excitados a partir de un estado de Hartree-Fock de referencia.
Podemos imaginar en un sistema diatómico con N electrones y K orbitales (K > N )
con un potencial tal como el que se muestra en la figura 2.1 que consiste en estados
de una sola partícula. Como es imposible calcular todos los orbitales de HF desocu-
pados, el número total de orbitales debe ser limitado. Consideremos el número de las





(2K −N)!N ! (2.103)
Independiente de la configuración, siempre habránN estados ocupados yK −N
estados desocupados. La configuración que minimiza la energía es el estado de re-
ferencia de Hartree-Fock, y corresponde al estado básico en donde los primeros N
estados más bajos de energía están completos.
Figura 2.1: Potencial de una molécula diatómica con K orbitales.
El método de Interacción de Configuraciones forma estados excitados realizando
excitaciones en el estado de referencia. Esto se hace reemplazando los orbitales
desocupados con los ocupados y viceversa, tal que la función de onda del estado
excitado es una combinación lineal de todas las excitaciones posibles
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ij + . . . (2.104)
donde φ0 es el estado de referencia. Los índices i, j denotan los orbitales ocupados,
y a, b los orbitales desocupados. El determinante φai representa la excitación de una
sola partícula que se forma al remplazar el orbital i con el orbital a. El determinante
φabij involucra dos orbitales; los pares de orbitales i y a así como j y b pueden ser
intercambiados simultáneamente. Así, el segundo término en la ecuación 2.104 re-
presenta todas las excitaciones monoelectrónicas posibles, el tercer término incluye
todas las posibles excitaciones bielectrónicas. La serie continúa hasta incluir todas
las excitaciones de múltiples electrones y el número de términos crece rápidamente
a medida que se incluyen excitaciones de órdenes superiores.
2.4.1. Interacción de Configuraciones Singles
En el marco de la Interacción de Configuraciones, si se consideran todas las ex-
citaciones posibles que pueden ser generadas por el estado de referencia HF es-
tamos aplicando el método llamado Full CI. Los cálculos usando este método son
muy costosos debido al coeficiente binomial de la ecuación 2.103 por lo que suelen
ser realizados solamente para moléculas pequeñas. Para sistemas moleculares más
grandes, el Full CI resulta demasiado demandante desde el punto de vista compu-
tacional.
Con el objetivo de hacer los cálculos de manera factible, se restringen el número
de excitaciones. Para ello, la función de onda CI de la ecuación 2.104 es truncada
hasta el primer o segundo orden. En el caso del segundo orden, se incluyen las
excitaciones simples y dobles, y obtenemos lo que suele ser llamado Interacción de
Configuraciones Simples y Dobles (CISD, del inglés Configuration Interaction Singles
and Doubles). Si se truncan en el primer orden, solo se dejan excitaciones simples:








Esto se conoce como el método de Interacción de Configuraciones Singles (CIS),
que es comúnmente usado para describir los estados excitados en moléculas gran-
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des. La función de onda CIS puede usarse para calcular eficientemente los gradientes
analíticos para la energía con el fin de obtener propiedades y geometrías optimizadas
con exactitud para moléculas en sus estados excitados. La interacción entre los elec-
trones no es considerada en la formulación HF, donde cada electrón es tratado como
una sola partícula que interactúa con la posición promedio de los otros electrones,
y la repulsión Coulombiana entre los electrones individuales no se incluye explícita-
mente. La mezcla de los determinantes de los estados excitados en ΨCIS permite
que algunos efectos de la correlación electrónica sean incluidos en la descripción del
estado excitado, no obstante esto no provee ninguna corrección al estado básico.
2.5. Métodos semiempíricos
La elección de los métodos computacionales que serán empleados en el cálculo
de los distintos parámetros de un sistema es crucial, ya que de ello dependerá la
cantidad de recursos que se utilicen, como el tiempo de cálculo y memoria, que ade-
más, crecen rápidamente mientras mayor es el tamaño del sistema a estudiar. Los
métodos ab initio se basan enteramente en la mecánica cuántica y en las constantes
físicas fundamentales. Existen otros métodos, llamados empíricos o semiempíricos,
que utilizan parámetros empíricos adicionales.
En moléculas grandes, el costo computacional de los cálculos de estructura elec-
trónica realizado por métodos ab initio es muy alto. Los métodos semiempíricos per-
miten obtener resultados con un menor costo, ya que consideran diversas simplifica-
ciones en el operador de Fock y emplean datos experimentales como parámetros, lo
que permite incluir efectos como el de la correlación electrónica, que en los métodos
ab initio resultaría demasiado caro computacionalmente.
En el método de Hartree-Fock, descrito en la sección 2.3, se muestra que el cálcu-
lo de la función de onda implica la evaluación de las integrales mono y bielectrónicas.
En los métodos semiempíricos, ciertas integrales de solapamiento son pequeñas y
pueden despreciarse, permitiendo un ahorro de tiempo y memoria computacional.
Así mismo, algunos términos de la ecuación de Schrödinger pueden parametrizarse
y ajustarse a datos experimentales.
Una de las primeras aproximaciones semiempíricas empleadas fue la llamada
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ZDO (del inglés Zero Differential Overlap), desarrollada en 1952, que considera que
el producto de las funciones de onda dependientes de una misma coordenada elec-
trónica es cero cuando estas se encuentran localizadas en átomos distintos. Esto ha-
ce que el solapamiento entre funciones de distintos átomos sea nulo, que se anulen
ciertos términos monoelectrónicos, y que las integrales tri y tetracéntricas no tengan
que ser evaluadas. O sea, matriz de solapamiento de 2.100 se transforma en la ma-
triz unidad, Sµν = δµν . Un problema que debía resolver esta aproximación era el de
la invarianza frente a transformaciones de rotación.
A partir de esta aproximación surgieron otros métodos semiempíricos que se
mencionan a continuación.
NDDO (Neglet of Diatomic Differential Overlap), se retienen todas la integrales
mono y bi centradas [49].
INDO (Intermediate Neglect of Differential Overlap), se consideran nulas las
integrales de dos centros no coulómbicas y se emplean términos aproximados
para evaluar las interacciones orbitales monocéntricas [50].
CNDO (Complete Neglect of Differential Overlap), donde solamente se retienen
las integrales coulómbicas de uno y dos centros [51].
MNDO (Modified Neglect of Differential Overlap) [52], este método está basa-
do en la aproximación NDDO, en el que las integrales son parametrizadas en
términos de variables atómicas, que dependen solamente de la naturaleza del
átomo considerado.
AM1 (Austin Model 1) [53, 54], es una mejoría del método MNDO. La principal
diferencia radica en que la energía de repulsión entre las distribuciones de car-
ga se modifican para optimizar las interacciones repulsivas, además, los pará-
metros para cada elemento se optimizaron a partir de un conjunto de moléculas
representativas de cada uno.
PM3 (Parameterized Model 3) [54, 55], en esta variante las parametrizaciones
se realizaron a partir de una data experimental más amplia y todos los paráme-
tros se optimizaron simultáneamente, es decir, para cada átomo, se optimizaron
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los parámetros a partir de un conjunto representativo de moléculas que contie-
nen todos los elementos a parametrizar, permitiendo elaborar de una sola vez
el conjunto de parámetros para cada átomo.
En las simulaciones expuestas en esta tesis empleamos los métodos AM1 y PM3.
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Capítulo 3
Dinámica molecular no adiabática de
estados excitados.
Las simulaciones de dinámica molecular no adiabática se han convertido en una
herramienta indispensable para el entendimiento de los complejos y ultrarrápidos pro-
cesos fotoinducidos como la transferencia de carga y energía, y la relajación no radia-
tiva [56]. El modelado computacional es realmente un complemento al experimento:
con frecuencia provee información que no puede ser detectada a través de medicio-
nes o sirve como una herramienta predictiva para estimular nuevas investigaciones.
Con el desarrollo de las técnicas de espectroscopía de femtosegundo [57], los mé-
todos para la simulación de dinámicas no adiabáticas también han sido mejorados
para satisfacer la demanda [58].
A medida que se vuelven más sofisticados los métodos de dinámicas de esta-
dos excitados a escalas de nanómetros y nanosegundos aumenta la demanda de
los recursos computacionales, debido a que las energías, gradientes y acoplamien-
tos entre los estados excitados deben ser calculados en tiempos de dinámica (on
the fly ). En los últimos 10 años se ha tenido éxito empleando la dinámica molecu-
lar adiabática (BO) en la propagación de las trayectorias sobre las superficies de
energía potencial (PES, del inglés Potential Energy Surface) del estado básico [59] o
del estado excitado más bajo en energía [60–62]. La aproximación semiempírica de
dinámica molecular de estados excitados (ESMD, del inglés Excited State Molecu-
lar Dynamics) permite seguir las dinámicas en escalas de tiempo de femtosegundos
y nanosegundos en grandes moléculas orgánicas [63]. La situación se vuelve más
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compleja cuando la aproximación de BO no permite simular correctamente los proce-
sos fotoinducidos debido a la interacción entre los distintos estados electrónicos que
participan [64–67].
El desarrollo de los métodos de dinámica molecular mixtos clásico-cuánticos (MQC,
del inglés Mixed Quantum-Classical) permite abordar estos problemas. Estos mé-
todos híbridos tratan clásicamente las coordenadas nucleares, pero incorporan la
influencia de las transiciones no adiabáticas en las fuerzas que gobiernan el movi-
miento clásico. Se han propuesto diversos procedimientos para efectuar las dinámi-
cas moleculares no adiabáticas MQC, entre ellos se encuentran la aproximación de
Ehrenfest o de campo medio [68, 69], y el método de saltos cuánticos (SH, del in-
glés Surface Hopping) [70]. La aproximación de Ehrenfest se basa en la asunción de
campo autoconsistente, donde los movimientos nucleares evolucionan en una super-
ficie de energía potencial efectiva dada por un promedio de las superficies de energía
potencial adiabáticas involucradas.
El método de SH ha sido bien probado y manejable desde el punto de vista
computacional, para las simulaciones de procesos no adiabáticos. Se ha aplicado
a un amplio rango de sistemas para estudiar diferentes procesos, como la dispersión
reactiva [71], la fotodisociación de pequeñas moléculas [72], la relajación vibracional
en fase condensada [73], la transferencia de protones y electrones [74], y la fotoexci-
tación de moléculas orgánicas [63].
En las simulaciones SH, los grados de libertad electrónicos y nucleares son tra-
tados separadamente, y se incorporan transiciones cuánticas o saltos entre estados
excitados acoplados para considerar la retroalimentación entre los subsistemas elec-
trónicos y nucleares. Este esquema se ha vuelto una de las alternativas más popula-
res a las dinámicas de Ehrenfest, debido a su simplicidad y exactitud, especialmente
en casos donde las aproximaciones de campo medio no capturan correctamente la
dinámica [75]. El procedimiento SH consiste en propagar un conjunto de trayectorias
que parten de diferentes condiciones iniciales. El “enjambre”de trayectorias constitu-
ye un paquete de ondas; dentro de la aproximación de trayectoria independiente, los
observables son promedios estadísticos sobre todas las trayectorias propagadas.
En esta tesis hemos usado una extensión de la ESMD para incorporar transicio-
nes cuánticas no adiabáticas entre las superficies de energía potencial adiabáticas de
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los estados excitados. Para ello implementamos el método de “Dinámica Molecular
No-Adiabática de Estados Excitados” (NA-ESMD, del inglés Nonadiabatic Excited-
State Molecular Dynamics) [40], donde las probabilidades de transiciones cuánticas
se determinan por el algoritmo de Fewest-Switches Surface Hopping (FSSH) [76]. El
formalismo de Interacción de Configuraciones Singles o el de Hartree-Fock depen-
diente del tiempo (TDHF) [77] combinado con modelos semiempíricos del Hamilto-
niano funcionan como una técnica numéricamente eficiente para el cálculo de esta-
dos excitados en sistemas de muchos átomos. La aproximación TDHF incorpora las
correlaciones electrónicas esenciales, como los excitones, presente en los estados
excitados de materiales moleculares, mientras el termostato de Langevin considera
los efectos de un baño térmico [41]. Los cálculos analíticos de los gradientes de los
estados excitados y de los acoplamientos no adiabáticos permiten la propagación
de la trayectoria a lo largo de la superficie de energía potencial del estado excitado
calculado on the fly. Como consecuencia, la metodología NA-ESMD permite realizar
simulaciones de dinámicas no adiabáticas en sistemas con cientos de átomos en
escalas del orden de los 10 ps, donde están involucrados varios estados excitados
acoplados. De estos cálculos podemos estudiar la relajación de la energía (electróni-
ca y vibracional) y las velocidades de transferencia, así como obtener detalles de los
acoplamientos no adiabáticos y su relación con el movimiento molecular.
La figura 3.1 muestra algunos de los procesos de relajación intramolecular que
pueden ser estudiados con el método NA-ESMD. El esquema muestra una molécula
que está inicialmente en su geometría del estado básico y es fotoexcitada. A con-
tinuación, los grados de libertad nucleares evolucionan en la superficie de energía
potencial del estado excitado Eα(~R). En cada instante de tiempo, los núcleos de ca-
da trayectoria evolucionan en una única superficie de energía potencial en lugar de en
un campo medio. Los núcleos son tratados clásicamente mientras que los electrones
son tratados cuánticamente. Mientras, pueden ocurrir transiciones (saltos) entre los
estados electrónicos donde la probabilidad de salto está determinada por la magnitud
del acoplamiento no adiabático. Esta aproximación permite transiciones cuánticas en
cualquier instante de tiempo entre los distintos estados electrónicos excitados aco-







Figura 3.1: La energía del estado excitado Eα(~R) es una función de las coordenadas nucleares ~R.
La trayectoria nuclear se propaga sobre la superficie de energía potencial del estado excitado y se
permiten transiciones entre los estados electrónicos.
3.1. Método de campo medio
El método de campo medio o de Ehrenfest se basa en la separación del mo-
vimiento clásico y cuántico. En esta aproximación el movimiento de las partículas
clásicas es gobernado por un potencial efectivo Vef (~R) dado por el valor medio de la
energía del sistema cuántico [78,79].
Mientras que la parte cuántica del sistema se propaga resolviendo la ecuación
de Schrödinger dependiente del tiempo, la parte clásica se propaga a partir de un
Hamiltoniano promediado sobre la función de onda de las coordenadas cuánticas. La
trayectoria clásica evoluciona sobre un promedio de las PES asociadas a los estados
cuánticos, ponderada según la población instantánea de cada estado.
El método de Ehrenfest puede deducirse como el límite clásico del método de
Hartree dependiente del tiempo o método de campo autoconsistente dependiente
del tiempo (TDSCF) [80–82]. TDSCF es un método variacional, que se basa en la
aproximación de la función de onda total del sistema por el producto de una parte co-
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rrespondiente a las partículas lentas (Ω(~R, t)) y otra a las partículas rápidas (Ξ(~r, t)):







donde ~r representa las variables rápidas (cuánticas), ~R las variables lentas (que se-
rán las clásicas en el método de Ehrenfest), Ξ(~r, t) y Ω(~R, t) se toman normalizadas
para cada tiempo t sobre la integración en ~r y en ~R, respectivamente. Er(t) es un
factor de fase que se introduce con el objetivo de simplificar las ecuaciones finales:
Er(t) =
∫∫
Ξ∗(~r, t)Ω∗(~R, t)Ĥr(~r; ~R)Ξ(~r, t)Ω(~R, t)d~rd~R (3.2)
El Hamiltoniano total del sistema se escribe como:

















M−1α ∇2Rα + Ĥr(~r; ~R) (3.4)
donde T̂R y T̂r son los operadores de energía cinética de las partículas lentas α (de
masa Mα) y rápidas β (de masa mβ), respectivamente. VrR(~r, ~R) tiene en cuenta
todas las interacciones interpartículas, y Ĥr(~r; ~R) es el Hamiltoniano para el sistema
de las partículas rápidas con las partículas lentas fijas en la posición ~R.
















Ξ∗(~r, t)Ω∗(~R, t)Ĥ(~r, ~R)Ξ(~r, t)Ω(~R, t)d~rd~R (3.7)
y Er(t) viene dada por la ecuación 3.2
Reemplazando en la ecuación de Schrödinger dependiente del tiempo para el
42 CAPÍTULO 3.




= ĤΨ(~r, ~R, t) (3.8)
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Usando el Hamiltoniano de la ecuación 3.3 el miembro derecho de la ecuación 3.8
se reescribe de la forma










Ξ(~r, t)T̂RΩ(~R, t) + Ω(~R, t)T̂rΞ(~r, t)









Igualando las ecuaciones 3.9 y 3.10, multiplicando por la izquierda por Ω∗(~R, t) e




+ Ξ(~r, t)(E − Er) =Ξ(~r, t)
∫
Ω∗(~R, t)T̂RΩ(~R, t)d~R + T̂rΞ(~r, t)
+ Ξ(~r, t)
∫
Ω∗(~R, t)VrR(~r, ~R)Ω(~R, t)d~R
(3.11)
donde hemos tenido en cuenta la ecuación 3.5 y la condición de normalización
para Ω(~R, t) (
∫
Ω∗(~R, t)Ω(~R, t)d~R = 1). Ahora, usando las ecuaciones 3.2, 3.5, 3.3 y
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3.4 en el término E − Er resulta

















Ω∗(~R, t)T̂RΩ(~R, t)d~R (3.12)
Finalmente, sustituyendo 3.12 en 3.11 obtenemos la ecuación de Schrödinger efecti-









m−1β ∇2rβΞ(~r, t) +
{∫




Análogamente, igualando las ecuaciones 3.9 y 3.10, multiplicando por la izquierda
por Ξ∗(~r, t), integrando sobre ~r y empleando 3.6 obtenemos la ecuación de Schrö-









M−1α ∇2RαΩ(~R, t) +
{∫




Las ecuaciones 3.13 y 3.14 son las ecuaciones fundamentales del método TDSCF,
donde las variables rápidas ~r se desplazan en el campo medio creado por las varia-
bles lentas ~R, y viceversa. La retroalimentación entre los grados de libertad lentos y
rápidos se considera en ambos sentidos.
El método de campo medio o de Ehrenfest se obtiene tomando el límite clásico
de la dinámica de las partículas lentas, en la ecuación 3.14. Para ello, separamos el
módulo y la fase de Ω(~R, t) [83]:







donde A(~R, t) y S(~R, t) se toman reales. Reemplazando 3.15 en la ecuación 3.14 y
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M−1α A∇2RαS = 0 (3.17)
Estas dos ecuaciones son equivalentes a la ecuación de Schrödinger de 3.14. El










Ξ∗(~r, t)Hr(~r; ~R)Ξ(~r, t)d~r
]
= 0 (3.18)
que es la ecuación de Hamilton-Jacobi [84]. Podemos entonces identificar a S(t)





~̇R = M−1α ∇RαS = M−1α ~pα (3.20)
donde H(t) es el valor medio de Hr(~r; ~R) que aparece en la ecuación 3.18. Esta
ecuación es equivalente a la ecuación de movimiento de la mecánica newtoniana,
que relaciona a la variación temporal del momento p con el gradiente de la energía





Ξ∗(~r, t)Hr(~r; ~R)Ξ(~r, t)d~r
]
(3.21)
Por tanto, las partículas lentas se mueven de acuerdo a la mecánica clásica, ba-
jo el efecto de una superficie de energía potencial dada por el valor promedio del
Hamiltoniano Hr de las partículas rápidas, es decir, un potencial de campo medio.
La ecuación 3.21 no define completamente el límite clásico, ya que la ecua-
ción 3.13 que determina la evolución de la función de onda de las partículas rápidas,
Ξ(~r, t), depende de la función de onda de las partículas lentas, Ω(~R, t). Si reempla-
zamos Ω(~R, t) en 3.13 por una función delta centrada en la posición de la trayectoria





= Hr(~r; ~R)Ξ(~r, t) (3.22)
Las ecuaciones 3.21 y 3.22 definen el método de campo medio o de Ehrenfest.
Como en la ecuación 3.22 para las partículas rápidas la coordenada clásica apa-
rece explícitamente al reemplazarse la función de onda de las partículas lentas por la
trayectoria clásica ~R(t), a partir de ahora la dependencia de Ξ(~r, t) con la coordenada
~R se indicará explícitamente también.
La ecuación 3.21 determina que las partículas clásicas evolucionan sujetas a un
potencial promediado sobre los estados cuánticos. Por tanto, en el método de Eh-
renfest o campo medio se desprecia la correlación de los movimientos clásicos y
cuánticos. Los grados de libertad cuánticos responden rigurosamente al movimien-
to de las partículas cuánticas, mientras que el movimiento de la partículas clásicas
es descrito por una sola trayectoria promedio. Este movimiento clásico sobre un po-
tencial promedio no permite representar adecuadamente situaciones en las que las
PES son tan diferentes que las trayectorias sobre superficies distintas divergen. Esta
deficiencia se agrava cuando se intenta describir un canal de baja probabilidad. En
esos casos, el camino clásico de Ehrenfest será más parecido a la trayectoria sobre
el canal de más alta probabilidad y no logrará describir el canal de interés. Una des-
cripción alternativa de la autoconsistencia entre los movimientos clásicos y cuánticos
requiere un camino clásico distinto para cada estado cuántico, como en el método
SH.
Otra desventaja del método de campo medio es que no respeta el principio de
reversibilidad microscópica. Consideremos el caso de dos estados con una pequeña
probabilidad de transición entre los estados 1 y 2. El potencial efectivo que gobierna
el movimiento del sistema inicialmente en el estado 1 y que luego desarrolla una pe-
queña amplitud sobre el estado 2, no será muy diferente del potencial adiabático del
estado 1. Sin embargo, el potencial efectivo para la trayectoria inversa, que comienza
en el estado 2, será similar a la superficie de energía potencial adiabática 2. El ca-
mino directo y el inverso son gobernados por fuerzas muy diferentes, por lo que no
se cumple la reversibilidad microscópica.
Una ventaja del método de campo medio es que se puede aplicar sin la necesidad
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de elegir una base para desarrollar la función de onda. Se puede propagar numéri-
camente el paquete de ondas Ξ(~r, ~R, t), usando la ecuación 3.22, a lo largo de la
trayectoria obtenida en forma autoconsistente a partir de 3.21. Eligiendo un conjunto
de funciones base ortonormal cualquiera
{∣∣∣Φj(~r, ~R)〉}, la función de onda Ξ(~r, ~R, t)
puede expandirse como:












donde se incluyó explícitamente una parte de la fase de los coeficientes de expan-
sión. Los elementos matriciales Hij son:
Hij(~R) =
∫
Φ∗i (~r, ~R)HrΦj(~r, ~R)d~r (3.24)
Sustituyendo la ecuación 3.23 en 3.22, multiplicando por la izquierda por Φ∗i (~r, ~R)























donde los acoplamientos no adiabáticos dαij(~R) vienen dados por
dαij(~R) =
∫
Φ∗i (~r, ~R)∇RαΦj(~r, ~R)d~r (3.26)
Así, si el paquete de ondas cuántico se expande en una base ortonormal, las
amplitudes cj(t) a lo largo de una trayectoria de campo medio vienen dadas por la
ecuación 3.26.
La figura 3.2 muestra un esquema del tratamiento de campo medio para un siste-
ma que evoluciona en un potencial efectivo (Vef ) resultado del promedio de las PES
de los estados cuánticos (S1 y S2 en el ejemplo).






Figura 3.2: Esquema ilustrativo del método de Ehrenfest. Las curvas continuas representan dos su-
perficies de energía potencial y la curva discontinua representa el potencial efectivo Vef (~R).
3.2. Algoritmo de Fewest-Switches Surface Hopping
En el método híbrido clásico cuántico de campo medio o Ehrenfest descrito en
la sección anterior, el movimiento del subsistema clásico es gobernado por una PES
que se escoge como el promedio de los potenciales asociados a cada estado cuánti-
co. Este tratamiento se obtiene como el límite clásico del tratamiento cuántico TDSCF,
por tanto comparte alguna de sus propiedades, como la conservación de la energía
total del sistema y la independencia de los resultados de la representación utiliza-
da. El método de Ehrenfest puede ser aplicado satisfactoriamente cuando las PES
correspondientes a los distintos estados cuánticos no son demasiado diferentes, ya
que se requieren pocas trayectorias para alcanzar la convergencia en los resultados.
Sin embargo, cuando las PES de los distintos estados cuánticos difieren significati-
vamente, la aproximación de campo medio no representa correctamente la dinámica
del sistema.
Un método híbrido clásico cuántico que permite solucionar las desventajas aso-
ciadas a la aproximación de campo medio es el método de saltos cuánticos (SH,
del inglés Surface Hopping) [70]. Aunque no es rigurosamente su límite clásico, el
método de SH se considera el análogo clásico del tratamiento cuántico TDSCF mul-
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ticonfiguracional, que es aquel en el que la función de onda de la ecuación 3.1 es
reemplazada por una suma sobre los estados cuánticos,
Ψ(~r, ~R, t) =
∑
i
Φi(~r; ~R)Ωi(~R, t) (3.27)
donde las funciones Φi(~r; ~R) representan a las partículas rápidas ~r y las funciones
Ωi(~R, t) (diferentes de las Ω(~R, t) de la ecuación 3.1) describen la evolución de las
coordenadas lentas ~R para cada estado cuántico i.
En esta sección describimos una extensión del método de SH, el algoritmo FSSH
(del inglés Fewest-Switches Surface Hopping), desarrollado por Tully [76]. Este al-
goritmo fue diseñado para incorporar el acoplamiento entre los estados excitados,
tratando separadamente los grados de libertad electrónicos y nucleares, y permitien-
do transiciones entre varios estados acoplados del sistema clásico.
La función de onda electrónica total es un estado mixto, que se expresa en término





donde cα(t) son los coeficientes de la expansión. Sustituyendo la ecuación 3.28 en la
ecuación de Schrödinger dependiente del tiempo, i} ∂
∂t
Ψ = ĤΨ, multiplicando por la
izquierda por φ∗β(~r; ~R), e integrando por las coordenadas electrónicas, ~r, obtenemos
i}ċα(t) = cα(t)Eα(~R)− i}
∑
β
cβ(t) ~̇R · ~dαβ (3.29)





y el término escalar de acoplamiento no adiabático (NACT) se define como






La matriz densidad dependiente del tiempo viene dada por los elementos
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aαβ(t) = c
∗
α(t)cβ(t), donde sus elementos diagonales, aαα = c
∗
α(t)cα(t), dan las pro-
babilidades de ocupación de los autoestados adiabáticos instantáneos, o sea, las
poblaciones electrónicas, y los elementos no diagonales definen la coherencia.
Sustituyendo la expresión de la matriz densidad en la ecuación 3.29, y luego de






bβα(t) = −2Re(a∗αβ ~̇R · ~dαβ) (3.31)
El algoritmo FSSH permite que el sistema salte de un estado adiabático a otro en
cualquier tiempo. Las transiciones pueden suceder entre cualquier par de estados,
incluyendo transiciones hacia estados de energías más altas y transiciones a estados
que no son los más cercanos en energía. Este algoritmo minimiza el número de saltos
entre los estados cuánticos, sujeto a cumplir que a cada instante de tiempo la fracción
de trayectorias clásicas en cada PES sea igual a la población cuántica relativa |cα(t)|2
de dicho estado (en este caso el estado α).
A continuación describiremos detalladamente este algoritmo, considerando pri-
meramente el caso de un sistema con dos estados cuánticos (|α〉 y |β〉) y un número
N de trayectorias, que posteriormente extenderemos a varios estados cuánticos.
De las N trayectorias independientes del sistema, a tiempo t se encuentran Nα(t)
en el estado |α〉 y Nβ(t) en el estado |β〉. En el algoritmo FSSH, la fracción de tra-
yectorias clásicas que se encuentra en cada estado a tiempo t viene dada por
nα(t) = Nα(t)/N (3.32)
nβ(t) = Nβ(t)/N (3.33)
siendo nα(t) y nβ(t) las poblaciones clásicas de los estados α y β respectivamente.
Como debe cumplirse la condición de que las poblaciones clásicas sean iguales a
las poblaciones cuánticas (aαα y aββ), se define Nα(t) = aαα(t)N y Nβ(t) = aββ(t)N ,
donde se ha considerado que el valor de aαα y aββ es aproximadamente el mismo
para todas las trayectorias independientes [76].
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En un paso de tiempo posterior t+ ∆t, correspondiente a un paso de integración
clásico ∆t, las poblaciones cuánticas han cambiado a aαα(t+ ∆t) y aββ(t+ ∆t) y la
cantidad de trayectorias en cada estado electrónico será Nα(t+ ∆t) = aαα(t+ ∆t)N
y Nβ(t + ∆t) = aββ(t + ∆t)N . Supongamos aαα(t) > aαα(t + ∆t), y que, por tanto
aββ(t) < aββ(t+∆t) y Nβ(t) < Nβ(t+∆t). Esta condición puede alcanzarse a través
de una variedad infinita de trayectorias Nα→β y Nβ→α involucradas en transiciones
|α〉 → |β〉 y |β〉 → |α〉. Ya se mencionó anteriormente que el algoritmo FSSH plantea
que el cambio neto en las poblaciones debe obtenerse a partir del mínimo número
de transiciones Nα→β. Esto conduce a que la cantidad mínima de trayectorias que
sufren transiciones del estado |α〉 al |β〉 sea
Nα→β = Nα(t)−Nα(t+ ∆t) (3.34)











Tomando un paso de integración ∆t suficientemente pequeño,
ȧαα(t+ ∆t)∆t ≈ aαα(t+ ∆t)− aαα(t) (3.36)
aαα(t+ ∆t) ≈ aαα(t) (3.37)
Multiplicando y dividiendo por ∆t la ecuación 3.35 y haciendo uso de las ecuacio-














donde hemos empleado el hecho que aαα + aββ = 1. Utilizando la ecuación 3.30
podemos escribir la probabilidad de que una trayectoria nuclear salte
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De las propiedades del vector de acoplamiento no adiabático, ~dαβ = −~dβα y ~dαα =
0, se desprende que gαβ = −gβα y gαα = 0.
En cada paso de integración ∆t, se calcula la probabilidad de salto gαβ y se
compara con un número aleatorio uniforme 0 < ζ < 1 para determinar si ocurre
o no la transición. Si el valor de gαβ es negativo, no tiene sentido físico, por lo que
se le impone el valor cero. Si asumimos que los estados están ordenados de forma
creciente según su orden de energía de transición, entonces un salto del estado α a
otro estado β está permitido si
β∑
γ=1







gαγ < ζ ≤ 1 el sistema permanece en el estado α, donde Msim es el número
de estados incluidos en la simulación.
Cuando ocurre un salto, la trayectoria comenzará a evolucionar en la superficie
de energía potencial del nuevo estado, y las velocidades nucleares se reescalan en
la dirección del acoplamiento no adiabático para conservar la energía electrónica-
nuclear total [85]. Si se predice el salto a un estado de más alta energía y la energía
cinética de las coordenadas nucleares en la dirección del acoplamiento no adiabático
no es suficiente, no se acepta el salto. Esto se conoce como saltos clásicamente
prohibidos. El reescalamiento de las velocidades y los saltos prohibidos crean un
balance entre las transiciones a estados de más y menor energía [86].
La figura 3.3 ilustra un esquema del tratamiento de FSSH para dos posibles tra-
yectorias distintas, que en cada instante de tiempo evolucionan sobre una superficie







Figura 3.3: Esquema ilustrativo del método de FSSH. Las curvas negras representan dos superficies
de energía potencial y las curvas discontinuas representan dos posibles trayectorias distintas como
ejemplo del método de Fewest-Switches Surface Hopping.
3.2.1. Conservación de la energía total durante el salto
El procedimiento de la conservación de la energía en el algoritmo de Fewest
Switches Surface Hopping lo hace capaz de reproducir de manera aproximada la
distribución de Boltzmann de los estados cuánticos, lo cual es importante para una
descripción apropiada de la relajación al equilibrio térmico y de otras propiedades
termodinámicas.
Cuando ocurre un salto del estado α al β, la trayectoria comienza a propagarse
sobre la superficie de energía potencial del estado β, Eβ. Por tanto, es necesario
realizar una ajuste de la energía cinética de los núcleos de forma que se conserve la
energía total del sistema. Esto puede escribirse como
E = Kα + Eα = Kβ + Eβ (3.41)
donde Kα y Kβ son las energías cinéticas de los estados α y β, respectivamente.
Si ocurre un salto entre estos dos estados, existen dos posibilidades.
1. Eα < Eβ, entonces se tiene que cumplir que Kα > Kβ. Ahí puede darse el
caso donde el valor de Kα no sea suficientemente alto como para ser disminuido
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y Kβ tenga que tomar valores negativos, lo cual no tiene sentido físico ya que la
energía cinética, por definición (K = mV 2/2), es siempre positiva. En esta situación
el salto es rechazado y la trayectoria continúa propagándose por el estado α.
2. Eα < Eβ, se tiene que verificar que Kα < Kβ. Para ello se realiza un ajuste de
los momentos lineales nucleares a través de las velocidades nucleares, y la trayecto-
ria evoluciona en la nueva PES. El ajuste de los momentos se realiza partiendo de la








donde ~pi es el vector momento lineal nuclear en el espacio 3N coordenadas para los
estados i = α, β.


























~uzj j = 1, ..., N i = α, β (3.43)











j = 1, ..., N (3.44)
Durante la transición no-adiabática, el vector momento lineal nuclear sufre un
cambio en la dirección del NACR ~dαβ [85], lo cual se puede representar como:





∆~p se obtiene como:
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|~pβ|2 =~pβ · ~pβ = (~pα + ∆~p · ~u~dαβ)(~pα + ∆~p · ~u~dαβ)
=~pα~pα + ~pα∆~p~u~dαβ + ∆~p~u~dαβ~pα + (∆~p)
2~u~dαβ~u~dαβ












Sustituyendo la ecuación 3.46 en la ecuación 3.42 se obtiene,
2~pα~u~dαβ∆~p+ (∆~p)
2 = 2m(Eα − Eβ)
con lo que ∆~p se obtiene simplemente resolviendo la ecuación de segundo grado:





2 − 8m(Eβ − Eα)
2
(3.47)
3.2.2. Trivial Unavoided Crossings
Los cruces inevitables (Unavoided Crossings) entre las superficies de energía po-
tencial de estados excitados son eventos frecuentes durante la relajación electrónica
y tienen efectos significativos en los procesos fotoquímicos [87, 88]. En pequeñas y
medianas moléculas conjugadas, los cruces inevitables pueden ocurrir entre esta-
dos interactuantes que se vuelven acoplados temporalmente. Sin embargo, en mo-
léculas poliatómicas extensas formadas por unidades cromóforas débilmente aco-
pladas, pueden tener lugar casos especiales de cruces permitidos entre estados no
interactuantes, localizados sobre segmentos moleculares separados espacialmente.
En estos tipos de cruces, denominados cruces triviales permitidos (trivial unavoided
crossings), los acoplamientos no adiabáticos se comportan como picos fuertemente
localizados en el punto exacto de cruce, mientras que un instante antes o después
son prácticamente despreciables. En las simulaciones NA-ESMD, debido al paso de
tiempo finito que se emplea en la propagación numérica de los grados de libertad
cuánticos y clásicos, algunos cruces pueden no ser detectados. Un fallo en la detec-
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ción de estos trivial unavoided crossings puede conducir a una incorrecta asignación
de los estados adiabáticos, definidos de acuerdo a su ordenamiento de energía a
cada instante de tiempo. Esto produce cambios bruscos en las poblaciones de los
estados, cambios que carecen de sentido físico [89,90].
Este problema puede ser evitado realizando un seguimiento en el tiempo de las
identidades de los estados [89]. De este modo, se asignan nuevos estados en t+ ∆t
en términos de los estados del tiempo anterior t. La correspondencia entre ambos
conjuntos de estados se basa en el valor máximo de sus solapamientos. Los sola-
pamientos máximos se obtienen maximizando la traza del cuadrado de la matriz de
solapamiento S, cuyos elementos (sβα) se definen como el producto escalar:
sβα(t; t+ ∆t) = |φβ(~r; ~R(t)) · φα(~r; ~R(t+ ∆t))| (3.48)
La asignación se logra permutando las columnas de esta matriz mediante el algoritmo
de Coste Mínimo (Min-Cost o Min-Sum) [91,92]. Este algoritmo, comúnmente usado
en Economía para minimizar matrices de costo, encuentra una correspondencia uno
a uno entre las filas y columnas de una matriz realizando permutaciones entre las
columnas de modo que la traza de la matriz resultante sea mínima. Con el fin de
maximizar la matriz de solapamiento, hemos aplicado el algoritmo de Min-Cost a la
matriz S′ formada por los valores negativos de S (s′βα = −sβα) [91,93,94].
Dada que la probabilidad de que más de dos cruces tengan lugar en el mismo
intervalo de tiempo es casi despreciable, la reasignación de estados está limitada a
valores de α = β± 2. Así, solo aquellos estados φα(~r; ~R(t+ ∆t)) cuyo ordenamiento
de energía está en la ventana de (β−2, β+2) serán candidatos para ser reasignados
al estado φβ(~r; ~R(t)). El procedimiento de reasignación de estados debe estar sujeto
a ciertas restricciones con el objetivo de hacerlo compatible con las transiciones pre-
dichas usando el algoritmo FSSH. Durante los variados trivial unavoided crossings
que ocurren en las simulaciones NA-ESMD, se obtiene un amplio rango de valores
de los acoplamientos no adiabáticos dependiendo de la proximidad del punto actual
al punto exacto de cruzamiento y el grado de interacción entre los estados. El algo-
ritmo FSSH se prioriza por debajo de cierto umbral slim, debido a que se considera
que los estados adiabáticos son mezclados producto de su interacción y consecuente
acoplamiento.
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En cada paso de tiempo, las reasignaciones posibles de un estado α se evalúan
de acuerdo al criterio de máximo solapamiento, usando el algoritmo de Min-Cost. Si
este algoritmo identifica un solapamiento máximo, mayor que slim, entre el nuevo es-
tado α y otro estado β, entonces α es reasignado a β, intercambiando sus poblacio-
nes y cancelando sus acoplamientos. Por el contrario, si se predice una reasignación
del estado α al β pero sαβ < slim, entonces el paso de tiempo cuántico δt es redu-
cido a un cierto número Nc. De este modo se evalúa si algún acoplamiento entre los




























donde (n = 0, . . . , Nc) son los pasos adentro de cada paso de tiempo clásico ∆t al
cual tendría lugar un cruzamiento permitido. Si la condición anterior no se cumple, el
sistema está en presencia de un cruce evitable entre los estados que interactúan, y
la mezcla de estados dependerá de la fuerza de sus acoplamientos no adiabáticos.
Por tanto, el sistema evolucionará sobre el estado α y las probabilidades de transición
serán evaluadas según el algoritmo FSSH.
El valor de slim separa arbitrariamente los cruces permitidos entre estados inter-
actuantes y los trivial unavoided crossings entre estados no interactuantes. Cuando
la reasignación de estados es detectada, los valores de sβα(t + ∆t) menores que
slim se interpretan como cruzamientos permitidos entre estados interactuantes y sus
correspondientes poblaciones electrónicas están sujetas al algoritmo FSSH. Valores
de sβα(t + ∆t) mayores a slim se consideran como trivial unavoided crossings entre
estados no interactuantes, con una probabilidad igual a 1 para que la población del
estado β evaluado en t sea reasignado al estado α en t + ∆t. El estado electrónico
actual queda sujeto a cambios a través de la simulación NA-ESMD según si hay cru-
ces entre estados regulados por el algoritmo FSSH o de acuerdo a los cruzamientos
triviales permitidos.
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3.3. Cálculo de los estados excitados.
El método NA-ESMD empleado en esta tesis, hace uso de la aproximación CEO
(del inglés Collective Electron Oscillator ) [95,96] para el cálculo de los estados exci-
tados. Esta aproximación halla la solución para la ecuación de movimiento de Hartree
Fock dependiente del tiempo (TDHF) [97] para la matriz densidad de un solo elec-





donde |Ψ(t)〉 es la función de onda de varios electrones, c†m y cn son los operadores
de creación y aniquilación, respectivamente, y los índices n y m corresponden a las
funciones base de los orbitales atómicos (AO). Por simplicidad, consideramos que
estas funciones base de los AO son ortonormales y linealmente independientes, y
omitimos los índices correspondientes al espín [96]. Se introduce un conjunto de





donde α y β representan los autoestados adiabáticos electrónicos del sistema, que
son la solución de la ecuación de Schrödinger dependiente del tiempo para los elec-
trones. En adelante omitiremos los índices m y n y, a menos que lo especifiquemos
de otra forma, asumiremos que todas las matrices son K×K, donde K es el tamaño
del conjunto de funciones base. Así, ρgg es la matriz densidad del estado fundamen-
tal [98], donde ρgα = ξα son las matrices de densidad de transición (TD) [96] que
representan los cambios en la matriz densidad inducidos por una transición óptica
del estado fundamental |g〉 a un estado excitado |α〉 En la aproximación TDHF, es-
tas cantidades son las autofunciones del operador de Liouville L para dos partículas
de la ecuación de movimiento de TDHF [96,97]
Lξα = Ωαξα. (3.52)
En esta ecuación, Ωα representa las energías electrónicas de transición para la
excitación |0〉 → |α〉 . Los autovectores Ωα cumplen las siguientes condiciones de
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normalización:
〈ξα|ξβ〉 = Tr(ρgg[ξ†α, ξβ]) = δαβ (3.53)
donde la traza (Tr()) incluye las variables espaciales y de spin y [. . . , . . .] es el con-
mutador de operadores.
La ecuación 3.52 puede ser reescrita en la representación de orbitales atómicos








conocida como la ecuación de autovalores de la aproximación de fase aleatoria (RPA,
del inglés Random Phase Aproximation) de primer orden, donde X y Y son los com-





en la representación de orbitales moleculares. La matriz A es idéntica a la matriz
de CIS, y la matriz B representa las correlaciones electrónicas de orden superior
incluidas en la aproximación TDHF. Se puede encontrar una solución aproximada la
ecuación 3.54 si despreciamos B, lo que resulta en una ecuación de autovalores
simplificada
AX = ΩX (3.56)
Esta aproximación que permite una más rápida diagonalización es conocida como la
aproximación de Tamm-Dancoff.
El procedimiento de CEO utiliza una técnica de diagonalización de Davidson muy
eficiente [99–101] al nivel de CIS para calcular las frecuencias de excitación con
un costo numérico de O(N3), evitando así el costo que implica la diagonalización
directa del operador de Liouville (O(N6)). Esto es posible gracias a que la acción del
operador L sobre una matriz de un solo electrón ξ puede ser calculada on the fly sin
construir ni almacenar la matriz L en la memoria,
Lξ = [F(ρgg), ξ] + [V(ξ), ρgg] (3.57)
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F (ρgg) es la matriz de Fock para un solo electrón (igual a Fµν en la ecuación 2.99),
con elementos
Fmn(ρ
gg) = hmn + Vmn(ρ
gg) (3.58)
hmn son los elementos matriciales del operador ĥi de la ecuación 2.78, que describe
la energía cinética y la atracción nuclear para un electrón. El operador V representa











donde los índices m,n,k y l varían sobre las funciones de onda bases y 〈mn|kl〉 son
las integrales bielectrónicas que representan las interacciones Coulombianas entre
dos electrones.
3.4. Localización espacial de las densidades de tran-
sición electrónica.
Las matrices de transición electrónica definidas en la sección anterior, (ecuación
3.51),se calculan empleando la aproximación CEO [102, 103] y pueden ser escritas





donde φg(~r; ~R(t)) y φα(~r; ~R(t)) son las funciones de onda adiabáticas de los electro-
nes, calculadas en la aproximación CIS, para el estado básico y el estado excitado,
respectivamente. Al igual que explicamos en la sección anterior, los elementos diago-
nales de (ρgα)nn representan la carga neta en la distribución de la densidad electró-
nica del n-ésimo orbital atómico cuando la molécula sufre una transición del estado
g al α, y por ello, los valores de (ρgα)nn son relevantes de manera directa para los
cambios ópticamente inducidos. Por otro lado, los elementos no diagonales (ρgα)mn
(m 6= n) representan la probabilidad de transferencia electrónica entre los orbitales m
y n, describiendo fenómenos inducidos ópticamente, como la coherencia electrónica
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y la transferencia de cargas. La condición usual de normalización
∑
n,m
(ρgα)2nm = 1 se
conserva para la aproximación CIS [40,104].
En el estudio de la transferencia de energía luego de la fotoexcitación de un siste-
ma molecular complejo multicromóforo, siguiendo la metodología NA-ESMD, resulta











donde el subíndiceA corre sobre los átomos que corresponden al fragmento o unidad
X y el subíndice C identifica a los átomos compartidos entre dos fragmentos. En este
trabajo, para simplificar notación, empleamos δUnidad−X(t) = (ρgα)
2
Unidad−X . En este
sentido, el análisis de las densidades de transición electrónicas proveen una imagen
simplificada de los cambios en la localización/deslocalización de la función de onda
durante los procesos fotoinducidos estudiados.
Adicional a la información que ofrece el cálculo de las densidades electrónicas
acerca de la localización de la excitación, en muchos casos resulta útil emplear otra
medida que nos indica cuan localizada o deslocalizada está la energía en el sistema.
Este grado de localización/deslocalización de la excitación puede ser visto a través
del número de participación (PN, del inglés Participation Number ), que se define a






siendo δ0αX la fracción de TD localizada en la unidad X. Una completa localización de
la TD en una unidad o fragmento de la molécula implica valores de P ≈ 1. Mientras
que P ≈ Nd representa la deslocalización de la densidad de transición en los Nd
fragmentos en que se dividió el sistema para el cálculo de la TD.
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3.5. Implementación de la simulación de NA-ESMD
3.5.1. Generación de las condiciones iniciales
Como Surface Hopping requiere la propagación de un conjunto de trayectorias
clásicas, en nuestras simulaciones NA-ESMD la preparación de las condiciones ini-
ciales (las geometrías y velocidades nucleares) son un paso preliminar crítico. El
muestreo inicial del espacio conformacional, anterior a cualquier excitación electróni-
ca, debería representar el conjunto equilibrado de las moléculas en las condiciones
termodinámicas dadas. Generalmente, esto requiere calcular una dinámica larga de
BO para el estado fundamental, donde se permite que el sistema alcance el equilibrio
térmico y una vez llegado a ese punto, se continúa con la dinámica para generar un
conjunto de posiciones y momentos iniciales que servirán de punto de partida para
las simulaciones de estados excitados.
3.5.2. Cálculo del espectro de absorción
Para cada geometría muestreada en 3.5.1, se calculan las energías Eα de los
estados excitados α, y las fuerzas de oscilador, fα, proporcional a la intensidad de
absorción de cada estado electrónico,
fα = 〈φ0 |µ0αd|φα〉 (3.63)
donde µ0α es el momento dipolar de transición, dado por µ0α = 〈φ0 |p|φα〉, p es el
momento dipolar eléctrico (p =
∑
i
qiri), q las cargas, ri las coordenadas atómicas
relativas y d el campo eléctrico del láser.
Los cálculos de Eα y fα permiten simular el espectro de absorción de la molécula
como un histograma ponderado según la fα correspondiente a cada Eα. Para ello, lo
primero es generar una gaussiana centrada en cada valor de energía. Como puede
ser que no tengamos suficientes valores para obtener una curva suave, generamos
Ng valores de energías E ′α entorno al valor de Eα, con un ancho de 2FWHM :
E ′α(k) = Eα − 2FWHM +
4kFWHM
Ng
k = 1 . . . Ng (3.64)
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donde FWHM es el ancho a la mitad de la altura de una distribución gaussiana. Las
fuerzas de oscilador, f ′α para cada una de las energías E
′













. Finalmente el espectro de absorción simulado se obtiene del




α(k)) por cada estado
electrónico α considerado.
3.5.3. Fotoexcitación
El siguiente paso es poblar el estado excitado inicial, estableciendo los valores
iniciales de los coeficientes electrónicos, teniendo en cuenta la longitud de onda del
láser, el ancho del pulso, la energía y la fuerza de oscilador de cada estado elec-
trónico. El estado inicial se escoge de acuerdo con una ventana de Frank-Condon
correspondiente a un láser gaussiano [89].
La figura 3.4 muestra este procedimiento.
En la metodología NA-ESMD, el estado inicial de las dinámicas depende de fα y
Eα de cada estado excitado, α. Primeramente, las fα son normalizadas tal que




(n es el número de estados excitados simulados). Luego calculamos zα = f ′αgα,






siendo Eláser es la Energía del láser y Eα es la energía del estado excitado α (Eα =
E0 + Ωα). σ es el parámetro de la gaussiana del láser que tiene la forma:
f(t) = exp(−t2/2σ2). (3.67)
a partir del cual se puede calcular el FWHM (ancho del pulso láser a la mitad de
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Figura 3.4: Representación de la ventana de Franck-Condon para seleccionar el estado electrónico
inicial. La línea negra representa el espectro de absorción mientras que las líneas continuas de colores
son las contribuciones de los distintos estados electrónicos. Las líneas discontinuas representan la
forma del láser gaussiano, cuya longitud de onda, en este ejemplo, se eligió igual a la del espectro de
absorción (línea negra).
la altura de la gaussiana) como FWHM = 2
√
2 ln 2σ. En esta tesis se usó un valor
de FWHM = 100fs, y por consiguiente σ = 42,46fs. Por último, se normalizan los
valores de zα (z′α = zα/
n∑
α=1
zα), se genera un número aleatorio s y se elige el estado
inicial k que cumple con la condición
k∑
α=1




3.5.4. Propagación de los grados de libertad nucleares y electró-
nicos.
Luego de la fotoexcitación, los núcleos evolucionan en una superficie de ener-
gía potencial de un estado excitado de acuerdo con la ecuación de movimiento de
Langevin [105] a temperatura constante,
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MiR̈i(t) = −∇Eα(~R(t))− γMiṘi(t) + Ai(t). (3.69)
que es integrada implementando el algoritmo numérico de Velocity Verlet [106] (sec-
ción 2.1.1), donde Mi, R̈i(t) y Ṙi(t) representa la masa, la aceleración y la velo-
cidad del i-ésimo núcleo, respectivamente. La fuerza estocástica A(t) depende de
la temperatura y del coeficiente de fricción γ (ps−1). Esta obedece el teorema de
disipación-fluctuación que satisface la condición [105]:
〈Ai(t) ·Aj(t+ ∆t)〉 = 2MiγkBTδ(∆t)δij
donde el símbolo 〈. . .〉 denota un promedio sobre el tiempo, kB es la constante de Bol-
tzmann y δ(∆t) y δij son las funciones delta de Dirac y de Kronecker respectivamente.
La superficie de energía potencial de los estados excitados,
(Eα(~R(t)) = E0(~R(t))+Ωα(~R(t))) [40], y los gradientes que aparecen en la ecuación
3.69 se calculan en cada punto de la trayectoria, ~R(t), en el intervalo ∆t.
La ecuación 3.29 se resuelve numéricamente, para ello separamos los coeficien-
tes cα(t) en módulo y fase (cα(t) = σαeiθα) y sustituyendo en Eq. 3.29 se obtiene un




σβ cos(θβ − θα) ~̇R · ~dαβ (3.70)
−}σαθ̇α = σαEα + }
∑
β
σβ sin(θβ − θα) ˙~R · ~dαβ. (3.71)
Este sistema de ecuaciones diferenciales se resuelve simultáneamente empleando
el algoritmo de Runge-Kutta-Verner de 5to y 6to orden sobre el código diseñado por
Hull, Enright y Jackson [107,108] (sección 2.1.4). De este modo, las ecuaciones 3.70
y 3.71 se resuelven a lo largo de la trayectoria ~R(t) de manera simultánea, que es la
esencia de la propagación híbrida cuántica-clásica.
En la dinámica electrónica ultrarrápida se requiere un paso de tiempo cuántico
pequeño δt < ∆t para la propagación de los coeficientes electrónicos. En cada paso
de tiempo clásico ∆t se calculan las fuerzas y en cada paso cuántico δt se evalúan
las energías de los estados excitados Eα(~R(t)) y los vectores de acoplamiento no
adiabáticos ~dαβ entre todos los pares de estados excitados. Los valores de las coor-
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denadas nucleares a t + nδt (n = 0, . . . , Nq − 1 = (∆t/δt) − 1) se obtienen usando
las ecuaciones de Velocity Verlet con ~̈R y ~̇R evaluados en t. Adicionalmente, el mé-
todo de Runge-Kutta-Verner de 5to y 6to orden también requiere los valores de las
energías y los ~dαβ a distintos puntos del intervalo t, t + δt. Para obtener estos valo-
res se utiliza un esquema de interpolación y extrapolación lineal, donde el número
de pasos usado por interpolación es variable y depende de cuan rápido cambien las
cantidades mecanocuánticas con el tiempo. Como el paso de integración es bastan-
te pequeño, los métodos de Runge-Kutta son más exactos, pero demandan mayor
costo computacional que los métodos de Verlet, que permiten emplear un paso de
integración mayor manteniendo una exactitud razonable.
El valor de δt debe ser suficientemente pequeño, de forma que permita encontrar
picos de fuertes acoplamientos no adiabáticos, de lo contrario se subestimarán algu-
nas probabilidades de transición. Los coeficientes electrónicos se propagan usando
las ecuaciones 3.70 y 3.71, y las probabilidades de salto gαβ se evalúan en cada pa-
so clásico a partir de la suma de las probabilidades bβα de todos los pasos cuánticos
incluidos en un mismo intervalo clásico (∆t = Nqδt) [109]. Esto implica reemplazar la
expresión bβα∆t de la ecuación 3.39 por
Nq∑
j=1
bβαδt, resultando entonces la siguiente








Los métodos de SH se basan en la aproximación de trayectorias independientes,
o sea, consideran que no hay intercambio de información entre las trayectorias. En la
formulación FSSH, las ecuaciones de movimiento para los coeficientes cuánticos se
propagan coherentemente a lo largo de cada trayectoria nuclear [76]. En una región
de fuerte acoplamiento, un paquete de ondas puede ramificarse en múltiples subpa-
quetes en cada superficie. Posterior al salto, los dos subpaquetes permanecen en
una región de acoplamiento no adiabático y, siguiendo la receta del FSSH, continúan
para someterse a una evolución coherente en el tiempo. Sin embargo, estos subpa-
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quetes podrían comenzar a evolucionar independientemente uno del otro, una vez
que se hayan separado suficientemente en el espacio de fase, el proceso se conoce
como decoherencia electrónica [90].
La decoherencia electrónica se sobrestima en el algoritmo de FSSH [56, 76]: La
interferencia entre las amplitudes cuánticas de los subpaquetes es despreciada, cau-
sando que los estados sean más coherentes que lo que deberían. En principio, la
decoherencia puede ser incluida simulando un baño de trayectorias con las mismas
condiciones iniciales, pero con diferente secuencia de número aleatorio, usado para
determinar los saltos entre los estados adiabáticos. Los saltos ocurrirán a tiempos
distintos y las trayectorias se diferenciarán entre sí. Cuando se promedian, la inter-
ferencia entre las trayectorias provee la decoherencia cuántica. Sin embargo, esto
debe hacerse para un conjunto de diferentes condiciones iniciales, requiriendo una
doble sumatoria, lo que aumenta en gran medida el costo computacional. Así mis-
mo, si uno de los paquetes divergentes pasa por una región de fuerte acoplamiento
múltiples veces, el paquete de onda puede ramificarse nuevamente, complicando el
problema de la decoherencia original.
Tener en cuenta la decoherencia es un efecto importante, el cual influenciará en
la exactitud de los resultados de las simulaciones. Es importante notar que la deco-
herencia puede ser incorporada correctamente solo a través de una formulación de
matriz densidad completa [110]. El formalismo de FSSH se designa para asegurar
que en cualquier tiempo, la fracción de las trayectorias clásicas que evolucionan en
cada estado cuántico sea igual a la probabilidad cuántica promedio de ese estado.
Sin embargo, en muchos sistemas, se viola este requerimiento llamado “consistencia
interna” [111, 112]. En general, este desacuerdo puede ser causado por las transi-
ciones prohibidas clásicamente o por la divergencia de trayectorias independientes
que pasan por regiones de fuerte acoplamiento. Las transiciones prohibidas clásica-
mente son el resultado de una energía insuficiente en las coordenadas nucleares (en
la dirección del acoplamiento no adiabático) para conservar la energía total. Algunas
mejoras al algoritmo de FSSH se han propuesto para eliminar las transiciones clá-
sicamente prohibidas [112, 113]. Así mismo, se han diseñado varios métodos para
incorporar la decoherencia en el algoritmo FSSH [112,114–120].
En esta tesis adoptamos la aproximación de Decoherencia Instantánea [90], que
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consiste en reinicializar al valor 1 el coeficiente cuántico cα del estado actual después
de cada intento de salto (independientemente de si el salto es permitido o prohibido)
permitiendo que continúen evolucionando de acuerdo a la ecuación 3.29.
En este método, el paquete de ondas puede viajar sobre diferentes PES, poblan-
do estados de energías más bajas y permitiéndole al sistema saltar de superficie.
Sin embargo, después de cada intento de salto, los coeficientes cuánticos del nue-
vo estado (si el salto es permitido) o del estado actual (si el salto es prohibido) se
reinicializan al valor de 1. Así mismo, se hacen 0 las poblaciones de los estados
distintos del nuevo estado o del estado actual, según si el salto es permitido o prohi-
bido, respectivamente. Este método está basado en la suposición de que el paquete
de ondas, que viaja sobre diferentes superficies, debe separarse instantáneamente
en el espacio de fases y evolucionar independientemente. Después de reinicializar
los coeficientes, estos siguen evolucionando según la ecuación 3.29 y el paquete de
ondas se sigue ensanchando hasta que vuelva a ocurrir otro intento de salto.
Esta aproximación ofrece una mejora significativa en la correspondencia entre los
sistemas clásicos y cuánticos [40] sin implicar un costo computacional adicional.
El siguiente esquema muestra un resumen del algoritmo NA-ESMD.
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Rigid body dynamics
Dinámicas BO del estado base
Seleccionar las conformaciones re-
presentativas del estado base (Coor-
denadas y velocidades nucleares)
Para cada trayectoria, elegir el estado
electrónico inicial a partir de fα, Eα (α=1,...,N),
Eláser y el ancho del láser gaussiano.
Propagar de las coordenadas nucleares en el
intervalo t → t + ∆t a lo largo de la superficie
de enerǵıa potencial del estado excitado
siguiendo la ecuación de Langevin. Evaluar
el gradiente ∇Eα(~R), siendo α el estado
seleccionado para la propagación nuclear.
Evaluar la existencia de Trivial Un-
avoiding Crossing en ese intervalo.
Propagar el subsistema electrónico (coe-
ficientes cuánticos cα(t)) (ec. 3.29) para
los núcleos en el intervalo t → t + ∆t.
Evaluar para Nq = ∆t/δt intervalos las
enerǵıas de los estados excitados Eα(~R) y
los acoplamientos no adiabáticos ~R · ~dαβ(t).
Determinar la probabilidad de salto gαβ
(ec. 3.72) usando cierto umbral aleato-
rio. Si ocurre un salto α → β se ajustan
las velocidades, y los núcleos continúan
propagándose sobre la PES del estado β.
Evaluar la decoherencia por el método de
colapso instantáneo de la función de onda.
Almacenar la información relevante
Evaluar las variables deseadas
como promedios estad́ısicos sobre



























Figura 3.5: Diagrama de flujo del algoritmo NA-ESMD
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3.7. Método del Mínimo Flujo
La evolución temporal de la localización de la excitación, en algunos casos, no
brinda información suficiente para entender el mecanismo de relajación electrónica
y vibracional que tiene lugar durante las simulaciones de procesos fotoinducidos en
sistemas moleculares complejos multicromóforos. Por ello, puede resultar útil estudiar
también el flujo de las TD entre las unidades cromóforas que conforman el sistema.
El método de mínimo flujo [121] explicado en esta sección fue desarrollado para
realizar un seguimiento de la energía cinética de los modos normales de equilibrio de
un sistema, y en esta tesis se ha desarrollado su adaptación para el seguimiento del
flujo de la TD en uno de los sistemas bajo estudio.
Supongamos que se quiere hallar el flujo de la TD (ρ2i (tk) = δi(tk)) entre las
unidades o segmentos moleculares i que componen el sistema, en cada tiempo tk.






ρ2i (tk) = 1, donde N es el número
de unidades en las que el sistema ha sido dividido.
La variación de δi(tk) en el intervalo de tiempo ∆t = tk+1 − tk es
∆δi(tk) = δi(tk+1)− δi(tk). (3.73)
A continuación, definimos la matriz de flujo F, cuyos elementos no diagonales,
fij(tk), contienen las cantidades de la TD transferidas de la unidad i a la j en el
intervalo de tiempo ∆t. Los elementos diagonales son cero, ya que una unidad no
puede transferirse a sí misma.
Usando la convención de que fij > 0 si la energía se transfiere de la unidad i a
la j, se calcula la variación ∆δi(tk) como la suma de los elementos matriciales de la
i-ésima columna, tal que
∆δi(tk) = δi(tk+1)− δi(tk) =
N∑
j=1
fji(tk) i = 1, . . . , N (3.74)
Ahora hay que determinar (N − 1)N/2 elementos independientes en la matriz de
flujo, y solamente tienen N restricciones, dadas por la ecuación 3.74, por lo que es
necesario considerar restricciones adicionales para poder describir completamente a
la matriz F. Dentro de todas las matrices de flujos posibles, este método seleccio-
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na aquella en la que la cantidad de TD intercambiada en el intervalo de tiempo es
mínima. Este criterio del mínimo flujo permite clasificar cada unidad de la molécula
como donora (D), si la TD disminuye en ese intervalo de tiempo (∆δi(tk) < 0), y
aceptora (A), si la TD crece (∆δi(tk) > 0). Para garantizar el mínimo intercambio de
δ, se considera que la TD fluye exclusivamente de las unidades D a las A. Por ello,
si la unidad i es donora en el intervalo ∆t, transfiere hacia las unidades aceptoras
su exceso de TD, que sería |∆δi(tk)| = |δi(tk+1) − δi(tk)|. Consecuentemente, si la
unidad j es aceptora en el intervalo ∆t, recibe una cantidad de TD de las unidades
donoras igual a ∆δj(tk) = δj(tk+1) − δj(tk). La cantidad total de TD intercambiada








Con la sola aplicación del criterio de mínimo flujo no es posible calcular las can-
tidades específicas de TD transferidas entre cada unidad D a cada unidad A. Es
necesario aplicar un criterio adicional que se basa en escribir la cantidad de TD que
fluye de la unidad i a la j como la probabilidad de flujo entre esas dos unidades,
Pi→j(tk), multiplicada por la TD total intercambiada, o sea
fij(tk) = δtot(tk)Pi→j(tk), i ∈ D, j ∈ A. (3.76)
La probabilidad de flujo entre las unidades i y j se factoriza como el producto de la
probabilidad de flujo de la unidad i, Pi→(tk), y la probabilidad de flujo hacia la unidad
j, P→j(tk), tal que










, j ∈ A. (3.79)
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Las unidades donoras distribuyen su exceso de TD proporcionalmente a su con-
tribución a la TD total intercambiada, así también lo hacen las unidades aceptoras.
Se puede verificar directamente de las ecuaciones 3.75, 3.78 y 3.79 que las probabili-
dades de flujo Pi→ y P→j están normalizadas. Sustituyendo las ecuaciones 3.77-3.79
en la ecuación 3.76 se obtiene la expresión final para la cantidad de TD que fluye
entre las unidades i y j en un intervalo de tiempo ∆t,
fij = −fji =
|∆δi(tk)|∆δj(tk)
δtot(tk)
, i ∈ D, j ∈ A, (3.80)
fij(tk) = 0, i, j ∈ D, o i, j ∈ A, (3.81)
que es el resultado del método estadístico de mínimo flujo.





que representa la cantidad de TD que la unidad i le ha transferido a la unidad
j hasta el instante de tiempo tk de la dinámica. Debido a que se deduce de sumar
(acumular) los flujos anteriores al tiempo tk recibe el nombre de flujo acumulado.
3.8. Cálculo de los modos normales en equilibrio en
Estados Excitados
Los modos normales en equilibrio (ENM, del inglés Equilibrium normal modes)
pueden resultar una herramienta muy útil en el análisis de la relajación vibracional
en moléculas poliatómicas. Estos ENM suelen ser calculados a partir de las segun-
das derivadas de la energía del estado fundamental (GS, del inglés Ground State)
respecto a las coordenadas nucleares. Sin embargo, las simulaciones de procesos
complejos, que involucran muchos estados electrónicos excitados acoplados, pue-
den requerir el cálculo de modos normales específicos de cada estado, definidos de
acuerdo a las superficies de energía potencial que participen. Es por ello, que tam-
bién resulta apropiado obtener los modos normales de equilibrio usando las PES de
los estados excitados.
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Los ENM del GS y de los estados excitados (ES-ENM) se calculan en el mínimo
de la superficie correspondiente, a partir de la matriz Hessiana Hα pesada por la
masa, donde α será 0 para los modos en el estado fundamental, o i, para los modos
en el i-ésimo estado excitado. Inicialmente se trasladan y rotan las coordenadas de
la configuración optimizada ~R0 a un sistema de referencia con origen en el centro de
masa y con ejes X, Y y Z coincidiendo con los principales ejes de inercia. La energía
potencial (Eα) para N núcleos que se mueven en el estado electrónico α se expande













donde ~R es un vector 3N-dimensional que contiene las coordenadas nucleares de los
N átomos, ∆Rit = R
i
t − Ri0 es el desplazamiento del grado de libertad i = 1, . . . , 3N
de su configuración optimizada Ri0. Los elementos de H
ij
α (~R0) vienen dados por





y son evaluados en la configuración optimizada ~R0. Los elementos del vector de
fuerza 3N -dimensional Fα se definen como





y son calculados en el código NA-ESMD analíticamente. Esto nos permite calcular
numéricamente H ijα (~R0) por diferencias finitas de los gradientes:
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donde δRi es un desplazamiento finito de la coordenada Ri.
La diagonalización de la matriz Hα tiene la forma:
LtαHαLα = Λα (3.87)
donde Λα es una matriz diagonal cuyos elementos son los autovalores
λiα (i = 1, . . . , 3N ), y Lα es la matriz de autovectores. Esto permite obtener un con-
junto de ENM ortonormales para el estado α de frecuencias νiα, relacionadas con




λiα/2π). Los modos normales en equilibrio








donde ljiα son los elementos de Lα.





ljiα q̇j(t) i = 1, . . . , 3N (3.89)
Así, la energía cinética vibracional puede escribirse en términos de los momentos








Por otro lado, se ha detectado en varios sistemas [122] que el acoplamiento no
adiabático entre los distintos estados excitados electrónicos puede influir en los ENM
de estados excitados, generando un modo normal de muy alta frecuencia que solapa
con el vector de acoplamiento no adiabático [123]. Este efecto puede ser elimina-
do usando la representación local diabática (locally diabatic representation) desa-
rrollada por Granucci [124]. Para ello, primeramente se construye la matriz de so-
lapamiento S(~R0; ~R0 ± δRi) de las funciones de onda adiabáticas de los estados
excitados, evaluadas en las configuraciones de equilibrio (φα(~r; ~R0)) y desplazadas
(φβ(~r; ~R0 ± δRi)):
S(~R0; ~R0 ± δRi) = φα(~r; ~R0) · φβ(~r; ~R0 ± δRi) (3.91)
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siendo ~r la coordenada electrónica.
Si ortogonalizamos esta matriz de solapamiento, podemos encontrar la matriz de
transformación unitaria T que conecta las representaciones adiabáticas y diabáti-
cas para cada desplazamiento δRi. Usando la ortogonalización de Löwdin [125] se
encuentra una expresión aproximada para la transformación T
T = S(~R0; ~R0 ± δRi)OΛ−
1
2 Ot (3.92)
donde Λ es la matriz diagonal de autovalores de S(~R0; ~R0 ± δRi)tS(~R0; ~R0 ± δRi) y
O es la transformación que realiza la siguiente diagonalización:
S(~R0; ~R0 ± δRi)tS(~R0; ~R0 ± δRi)O = ΛO (3.93)
Aplicando la transformación unitaria dada por la matriz T a las fuerzas,
DFiαβ(~R0 ± δRi) = TFiαβ(~R0 ± δRi)Tt (3.94)
construimos una matriz de fuerza diabática (DFiαβ(~R0 ± δRi)) a partir de la matriz de
fuerza adiabática calculada en ~R0 ± δRi,
Fiαβ(~R0 ± δRi) =




La matriz de fuerza diabática tiene la forma
DFiαβ(~R0 ± δRi) =
DFiαα(~R0 ± δRi) DFiαβ(~R0 ± δRi)
DFiβα(
~R0 ± δRi) DFiββ(~R0 ± δRi)
 (3.96)
donde los elementos diagonales DFiαα/ββ(~R0 ± δRi) representan las fuerzas asocia-
das a los estados electrónicos diabáticos, que son aquellos que no sufren cambios
durante el desplazamiento de las coordenadas. Si desechamos los términos no dia-
gonales de DFiαβ(~R0± δRi) y utilizamos DFiαα y DFiββ en las ecuaciones 3.84 y 3.86,
podemos construir un conjunto de ENM de estados excitados donde se ha eliminado
la interacción no adiabática entre los estados.
En el capítulo 6, se realiza un tratamiento de los grados de libertad vibracionales
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de una molécula de tipo donor-aceptor. El cálculo de los modos normales de equilibrio
de dicho sistema se realiza empleando el procedimiento descrito en esta sección.
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Capítulo 4
NA-ESMD en un dímero débilmente
acoplado.
En los últimos años, los compuestos bicromóforos que contienen dos cromóforos
idénticos se han vuelto sistemas populares en los cuales se estudia la transferencia
de energía tanto teórica como experimentalmente [126–130]. Por ejemplo, la recu-
rrencia de la excitación entre cromóforos ha sido identificada como la fuente de las
oscilaciones amortiguadas observadas en el decaimiento de la anisotropía del 2, 2′-
binaftilo [127]. Estudios similares de transferencia de energía fueron realizados para
el ditio antraceno (DTA). Las oscilaciones de la anisotropía de fluorescencia depen-
diente del tiempo del DTA se han atribuido a la transferencia coherente de energía de
larga vida entre los monómeros [126]. Esos descubrimientos han sido apoyados por
los recientes experimentos [128] de interferencia de fluorescencia de control cohe-
rente. Además, en un extensivo estudio teórico, Yang [130], ha demostrado que los
estados electrónicos en el DTA pueden ser descritos por excitones de Frenkel locali-
zados.
En este capítulo se muestran los resultados de las simulaciones de dinámica mo-
lecular no adiabática de estados excitados para estudiar la dinámica de la transfe-
rencia de energía fotoinducida en el dímero de antraceno débilmente acoplado, DTA.
La aproximación NA-ESMD provee una ventaja única que permite monitorear simul-
táneamente el comportamiento de una sola molécula como el de todo el conjunto.
De hecho, encontramos que las excitaciones en el DTA están raramente deslocaliza-
das entre las dos unidades de antraceno. Adicionalmente, de nuestras simulaciones
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construimos las curvas de la anisotropía de fluorescencia basadas en la localización
de las cargas del excitón durante la fotodinámica. Nuestro análisis de las señales de
la anisotropía de fluorescencia simuladas para el DTA y su unidad de monómero di-
metil antraceno (DMA) revela que la despolarización observada en DTA no se debe
solamente a la interacción entre cromóforos, sino también contribuye la relajación del
excitón dentro de una misma unidad cromófora.
4.1. Simulaciones NA-ESMD y espectro de absorción
Hemos modelado la dinámica fotoinducida de un bicromóforo DTA cuya estructu-
ra y geometría optimizada para el estado básico se muestra en la figura 4.1. El DTA
es un bicromóforo enlazado, compuesto de dos unidades antracenas conectadas por
dos tioéteres produciendo una estructura rígida con muy poca flexibilidad conforma-
cional.
Figura 4.1: Estructuras químicas y geometrías optimizadas en el estado fundamental del bicromóforo
ditio antraceno (DTA) y su monómero, dimetil antraceno (DMA).
Primeramente se realizó una simulación de dinámica molecular en el estado fun-
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damental de 20 ps a 10 y 300 K, usando el termostato de Langevin [105] con un
coeficiente de fricción de 20 ps−1. Para cada temperatura, se recolectaron 600 con-
figuraciones (snapshots) de las trayectorias térmicamente equilibradas, con un es-
paciamiento temporal de 20 fs. Los snapshots proveen las geometrías y momentos
iniciales para la dinámica de estados excitados. Para cada configuración inicial, se
calcularon las fuerzas de oscilador y las energías para los primeros 10 estados exci-
tados, que se usaron para construir el espectro de absorción lineal que se muestra
en las figuras 4.2 y 4.3, donde se muestran también las contribuciones individuales
de cada estado electrónico.
Figura 4.2: Espectro de absorción calculado para los 10 estados excitados más bajos del DTA a 10 y
300 K
El cálculo de los espectros de absorción se explica en la sección 3.5.2. Los es-
pectros del DTA revelan que a bajas temperaturas el pico en 400 nm tiene contribu-
ciones dominantes de S2 y S1. El pico se ensancha a temperatura ambiente, teniendo
contribuciones relativamente iguales de S1-S3 debido a la existencia de mayores fluc-
80 CAPÍTULO 4.
Figura 4.3: Espectro de absorción calculado para los 10 estados excitados más bajos del DMA a 10 y
300 K
tuaciones conformacionales y mezcla de estados excitados. En el caso del DMA,
los espectros a bajas temperaturas y a temperaturas ambientes muestran que el pico
cercano a los 400 nm es debido solamente al S1 correspondiente al único monómero,
ya que hay menos ampliación térmica debido a menos grados de libertad conforma-
cional.
Los espectros calculados para el DTA corresponden bien con los espectros pre-
viamente medidos experimentalmente [126] obtenidos en solución de THF, los cuales
muestran 4 picos en la región de bajas energías (entre 350- 400 nm). Esos picos del
espectro obtenido experimentalmente corresponden a las energías de excitación pa-
ra los estados S1-S4 del espectro calculado, mientras que los picos por debajo de los
300 nm en el espectro experimental pueden ser asignados a los estados excitados
más altos (S7 y superiores). Nosotros hemos elegido una longitud de onda para la
excitación en el pico de más baja energía del espectro de absorción simulado, que
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corresponde a la envolvente de los espectros de los estados S1, S2, S3 y S4 de la
figura 4.2.
Se usa un pulso de láser simulado para poblar el estado excitado inicial de cada
geometría de acuerdo con una ventana Franck-Condon dada por
gα = (fα/Ω
2
α)exp [−T 2(Eláser − Ωα)2]. El término fα representa la fuerza de oscilador
normalizada para el estado α cuya frecuencia viene dada por Ωα, y Eláser representa
la energía del láser centrada en 400 nm (300 K) y 396 nm (10 K) para el DTA. Se
empleó un pulso láser gaussiano, f(t) = exp(−t2/2T 2), con T 2 = 42.5 fs correspon-
diente un FWHM de 100 fs. Posterior a la excitación, las 600 trayectorias NA-ESMD
fueron propagadas por 900 fs con un paso de tiempo nuclear de 0.1 fs y un paso de
tiempo cuántico de 0.025 fs, donde se incluyeron en la dinámica los 6 y 3 estados
excitados más bajos para el DTA y el DMA, respectivamente, y sus correspondientes
vectores de acoplamiento no adiabático. El paso de tiempo cuántico fue reducido por
un factor de 40 para identificar los Trivial Unavoided Crossings.
4.2. Población de los estados.
La evolución temporal de las poblaciones electrónicas permite analizar el proce-
so de conversión interna desde el estado electrónico inicialmente excitado hasta el
estado excitado más bajo en energía (S1). La población del estado excitado Sα se
calcula como la fracción de trayectorias que se propagan en esa superficie en un
tiempo dado.
La figura 4.4 muestra las poblaciones de los 6 estados excitados más bajos del
dímero DTA, tanto a 10 como a 300 K. Este gráfico nos ilustra cuales son los estados
excitados más poblados inicialmente, de acuerdo con la selección de estados descri-
ta en la sección 3.5.3, con promedios del 35 % en S2, 33 % en S3 y 18 % en S4, para
el DTA, y del 28 % en S2, 36 % en S3 y 19 % en S4 en el DMA. Después de la fotoex-
citación, el sistema experimenta una transferencia ultrarrápida de energía, ya en los
primeros 100 fs gran parte de la población de los estados excitados ha migrado hacia
el estado S1. Al final de la dinámica NA-ESMD simulada (900 fs), en el DTA todas las
trayectorias se propagan en el estado excitado más bajo, sin embargo, en el DMA se
observa una fracción de trayectorias que evolucionan en S2 (~ 9 %).
82 CAPÍTULO 4.
Figura 4.4: Promedio de la población de los estados excitados simulados en las dinámicas, para el
DTA, a 10 y 300 K.
4.3. Localización inicial de la densidad de transición.
El proceso de relajación y redistribución intramolecular de la energía electrónica
puede ser estudiada siguiendo los cambios en la localización espacial de la densi-
dad de transición electrónica (TD). La fracción de TD localizada en cada unidad de
antraceno se obtiene de sumar las contribuciones de cada átomo, usando la ecua-
ción 3.61. En este sistema, al estar compuesto por dos monómeros, llamaremos a
estas dos unidades como monómero A y monómero B. Los átomos compartidos iden-
tificados en la ecuación 3.61 serán los átomos de azufre que unen a las dos unidades
de antraceno.
En el mínimo del estado fundamental, el acoplamiento excitónico entre las unida-
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Figura 4.5: Localización de la densidad de transición electrónica para los 4 estados excitados más
bajos de la estructura minimizada en el estado fundamental.
des cromóforas induce una deslocalización y los cuatro estados excitados más bajos
están completamente deslocalizados entre las dos unidades de antraceno, como se
puede ver de las TD que se muestran en la figura 4.5. Este acoplamiento (y el des-
doblamiento de Davydov entre pares de estados) es pequeño. El desdoblamiento de
Davydov en estados singletes excitados de los cristales de antraceno y pentaceno
es bien conocido [131–133]. Por tanto, la deslocalización puede no persistir durante
la dinámica equilibrada del estado fundamental debido a fluctuaciones térmicas que
rompen la simetría del dímero. Así, los estados excitados evaluados en las configura-
ciones iniciales usadas en NA-ESMD difieren de aquellos mostrados en la figura 4.5.
La combinación lineal de un estado excitado localizado del monómero de antraceno
produce dos estados dímeros donde el componente simétrico (deslocalizado) está
en una energía más alta que el componente antisimétrico (localizado). Usando la
unidad de antraceno con la mayor fracción de la TD de S1 inicial [δ01monómero > 0,5
en t=0 fs] como referencia, hemos analizado la fracción de la TD de otros estados
(S2-S4) construyendo histogramas de la TD para todas las configuraciones iniciales.
El análisis a 300 K revela que S1 está inicialmente localizado en un monómero y
S3 está principalmente localizado en el otro monómero, mientras que S2 y S4 están
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Figura 4.6: Distribución sobre todas las configuraciones iniciales a (a) 300 y (b) 10 K de la densidad de
transición de los 4 estados excitados más bajos del monómero donde S1 está localizado inicialmente
[δ0imonómero > 0,5 en t = 0 fs]. Las líneas discontinuas corresponden a la geometría del equilibrio.
más deslocalizados. Por lo tanto, las distorsiones en la geometría introducidas por la
temperatura (300 K) rompen la simetría y destruyen la completa deslocalización de
la geometría del equilibrio observada en la figura 4.5 (los valores de equilibrio están
indicados con líneas discontinuas en la figura 4.6). Las excitaciones en S1 y S3 del
dímero corresponden al componente antisimétrico (localizado) de los estados S1 y
S2 del monómero, respectivamente, y están localizados en diferentes unidades del
dímero. Similarmente, los estados S2 y S4 del dímero surgen de las combinaciones
simétricas (deslocalizadas) de los estados de los monómeros. La distribución de la
densidad de transición a 10 K se muestra en la figura 4.6 (b). A bajas temperatu-
ras, S1 y S2 permanecen deslocalizados ya que las deformaciones conformacionales
de las estructuras de equilibrio del estado fundamental bien deslocalizadas no son
suficientemente grandes para inducir localización. Por el contrario, S3 está completa-
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mente localizado mientras que S4 está solo parcialmente localizado, sugiriendo que
los estados S3 y S4 son más susceptibles a fluctuaciones térmicas.
Figura 4.7: Distribución de los parámetros relacionados con la distancia y la orientación relativa entre
los monómeros para simulaciones a 300 K: (a) Distancia entre los centros de masa; (b) ángulo entre
los planos (formados por los tres bencenos) que contienen a cada monómero; (c) ángulo entre el eje
principal de inercia (que contiene a los tres bencenos) de cada monómero.
Es importante notar que durante la dinámica no se observan cambios significati-
vos en la distancia u orientación relativa entre las unidades de antraceno. Para verifi-
car esto, hemos identificado tres parámetros a monitorear: la distancia entre el centro
de masa de cada monómero, el ángulo entre los planos que contienen a cada mo-
nómero (cada plano se define por tres anillos de benceno), y el ángulo entre el eje
principal de inercia de cada monómero. Para calcular este último ángulo, se calculan
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los tres ejes principales de inercia [134] de cada unidad de antraceno y se elige el
eje correspondiente al primer momento de inercia, que es el que está orientado a lo
largo del eje más largo del monómero (que contiene a los tres bencenos). Este eje
coincide con el eje a representado en el esquema de la figura 4.1 para el DMA.
Figura 4.8: Variación de la densidad de transición localizada en el monómero A donde S1 está loca-
lizado inicialmente (δ0iA > 0,5 en t = 0) como función de (a) la distancia entre el centro de masa de
cada unidad de antraceno y (b) del ángulo entre los planos que contienen cada monómero.
En la figura 4.7 se pueden ver los histogramas de las distancias y ángulos du-
rante la dinámica en equilibrio del estado fundamental a 300 K. Estos movimientos
corresponden a distorsiones geométricas debido a fluctuaciones térmicas en el esta-
do básico que definen las condiciones iniciales para las simulaciones NA-ESMD. La
distancia entre los centros de masa (figura 4.7 a) muestra menos variaciones, con
un valor promedio de 3,67± 0,16. El ángulo promedio entre los planos formados por
cada unidad de antraceno (figura 4.7 b) es 8,40 ± 5,05◦, indicando que las unidades
permanecen relativamente paralelas entre sí. Finalmente, el promedio del ángulo en-
tre el eje principal de inercia (eje a) de cada antraceno (figura 4.7 c) tiene un valor
de 89,98 ± 0,12◦. Naturalmente, es esperable menos variaciones en las distancias
y ángulos a bajas temperaturas donde las fluctuaciones inducidas térmicamente son
más pequeñas. Por tanto, durante la dinámica no ocurre ninguna distorsión molecular
significativa.
Sin embargo, dentro del rango relevante experimentado durante la dinámica, las
distorsiones geométricas son responsables de la localización térmicamente inducida
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de los estados que están previamente deslocalizados en el mínimo del estado funda-
mental. Como se puede ver en la figura 4.8, partiendo de la geometría de equilibrio
del estado básico, las distorsiones a lo largo de la coordenada del centro de masa y
del ángulo entre los planos de los antracenos causan que la TD de los cuatro esta-
dos excitados más bajos experimenten regiones del espacio de configuración donde
ocurre fuerte localización, consistente con la localización observada en las dinámicas
NA-ESMD a temperatura ambiente (figura 4.6). Estas coordenadas involucran des-
plazamientos colectivos relativos entre los antracenos y se espera que estén relacio-
nadas con los modos normales de baja frecuencia del dímero. La energía de punto
cero varía linealmente con la frecuencia del modo, resultando en valores bajos de las
energías de punto cero para estos movimientos colectivos, y por tanto, sin efectos
significativos sobre nuestros resultados. Además, estos gráficos confirman que los
estados S3 y S4 están más afectados por pequeñas distorsiones geométricas, llevan-
do a la localización de S3 y, en menor grado, de S4, incluso a bajas temperaturas
como se observa en la figura 4.6. La variación del ángulo entre los principales ejes
de inercia de cada monómero no produce cambios en la localización.
4.4. Redistribución de la excitación.
La evolución de la fracción de TD localizada en cada unidad de antraceno provee
una imagen del proceso de relajación y redistribución de la energía en la molécula.
Con el objetivo de analizar esto, diferenciamos las unidades de antraceno basado en
la localización de la TD en el estado excitado inicial, denotado por i: se asigna como
monómero A a la unidad de antraceno con mayor fracción de TD inicial (δ0iA > 0,5 en
t=0 fs), y el monómero B es el otro tal que la excitación inicial siempre está principal-
mente localizada en el monómero A. Las figura 4.9 a y b muestran la dependencia
temporal del promedio de la fracción de la TD localizada en los monómeros A y B du-
rante las simulaciones a 10 y 300 K, respectivamente, promediadas sobre el conjunto
de trayectorias. En ambas temperaturas, el decaimiento de la TD del monómero A es
concomitante con el aumento de la TD del monómero B, tal que ambos llegan al 50 %
en los primeros 10 fs. Como esto es el promedio de un conjunto, no revela la distri-
bución real ( o la composición subyacente real de la distribución) de la localización
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de la energía. En su lugar, la figura 4.9 revela que dentro de los primeros 10 fs, los
monómeros A y B no son más distinguibles, ya que el promedio de la fracción de la
TD en cada unidad se vuelve más o menos equivalente en una escala de tiempo muy
rápida. Para explicar este punto, se pueden imaginar dos escenarios: (1) En todas
las trayectorias cada una de las unidades de antraceno recibe la mitad de la TD. (2)
En la mitad de las trayectorias, la TD está completamente localizada en el monómero
inicialmente excitado (monómero A), y en la otra mitad de las trayectorias, la energía
de transición está completamente localizada en el monómero B. En el primer escena-
rio, la excitación está deslocalizada en las dos unidades de antraceno, mientras que
en el segundo ejemplo, la excitación está localizada en uno u otro monómero con
igual probabilidad. De cualquier modo, en el promedio del conjunto, cada monómero
tendría 50 % del promedio de la TD como se muestra en las figuras 4.9 a y b.
Figura 4.9: Dependencia temporal del promedio de la fracción de TD localizada en el monómero (A)
donde S1 está localizada inicialmente (líneas negras), y en el monómero (B) (líneas rojas) a (a) 10 y
(b) 300 K. Número de participación (definido tomando los monómeros como unidades) a (c) 10 y (d)
300 K.
Por tanto, no podemos determinar de la Figura 4.9 si ocurre la localización (y
por ello la transferencia intermonómeros) de la excitación. En su lugar, empleamos el
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Figura 4.10: Suavizado (líneas rojas) aplicado a la dependencia temporal del número de participación
300 K (líneas negras).
análisis del número de participación (PN) explicado en la sección 3.4 (ecuación 3.62),
tomando cada monómero como una unidad, tal que 1 ≤ P ≤ 2. Por tanto, P ≈ 1
corresponde a la completa localización de la TD en una unidad de antraceno, y P ≈ 2
representa la deslocalización de la densidad de transición en las dos unidades.
La evolución del PN durante las simulaciones NA-ESMD a 10 y a 300 K se mues-
tran en las figuras 4.9 c y d. A bajas temperaturas, está claro que la dinámica lleva a
una localización de la TD en una sola unidad de antraceno en ∼200 fs, que se ve en
el decaimiento del PN de su valor inicial de P ≈ 1,5 a P ≈ 1,1. A 300 K (figura 4.9 d,
también ocurre una rápida localización de la TD en un solo monómero en los pri-
meros 200 fs, sin embargo, luego persiste una mezcla de excitaciones localizadas y
deslocalizadas a lo largo de toda la dinámica. No obstante, se puede apreciar a partir
de un suavizado aplicado a la curva del PN (figura 4.10) que a pesar de las cons-
tantes variaciones de la localización de la TD a 300 K, a esta temperatura también
ocurre una localización efectiva de la excitación en uno de los monómeros.
Con el fin de entender si la localización es un resultado de la transferencia de
energía entre monómeros, hemos clasificado las trayectorias según la localización
relativa de la TD final (t = 900 fs) respecto a su localización inicial (t = 0fs). En con-
secuencia, hay dos tipos de trayectorias: aquellas cuya TD final está principalmente
localizada en el mismo monómero que su TD inicial (tipo I), y aquellas cuya TD final
está principalmente localizada en el monómero que inicialmente tiene menos TD (tipo
II). O sea, las trayectorias tipo II corresponden a trayectorias que siguen caminos que
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conducen a una efectiva transferencia de energía intermonómero a tiempos largos.
Ambos tipos de trayectorias, I y II, tienen inicialmente el 80 % de su TD localizada
en el monómero A. Sin embargo, las tipo I permanecen localizadas en el monómero
A mientras que las tipo II cambian su localización al monómero B. Encontramos que
hay 266 trayectorias tipo I y 223 trayectorias tipo II a 10 K, y 158 trayectorias tipo I
y 171 tipo II a 300 K, esto es, casi la mitad de las trayectorias terminan con la TD
completamente localizada en el monómero inicialmente excitado, mientras la otra mi-
tad de las trayectorias terminan con la TD completamente localizada en el monómero
opuesto, como se describió arriba.
Figura 4.11: Histogramas de la evolución temporal de la TD. Cada histograma plotea la fracción de la
TD localizada en el monómero con mayor TD inicial para (a) trayectorias tipo I a 10 K; (b) trayectorias
tipo II a 10 K; (c) trayectorias tipo I a 300 K; y (d) trayectorias tipo II a 300 K.
Estos dos tipos de trayectorias pueden ser vistos en la figura 4.11. Estos histo-
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gramas 3D siguen la evolución temporal de la TD localizada en el monómero que
tiene inicialmente la mayor TD (monómero A) para las trayectorias tipo I (rojo) y II
(azul) a 10 y 300 K. A 10 K, el histograma para las tipo I confirma que la excitación
en estas trayectorias permanece fuertemente localizada en la misma unidad de an-
traceno durante toda la dinámica sin probabilidad de localización menor que ≈ 0,8.
La excitación inicial tiene una pequeña probabilidad de estar deslocalizada, pero rá-
pidamente se localiza con la probabilidad más alta δ ≈ 1,0. Solo a tiempos cortos
existe una pequeña probabilidad de estar localizada en el monómero de antraceno
opuesto, mientras que la probabilidad de estar deslocalizada (0.3 ≤ δ ≤ 0.70) se
vuelve despreciable incluso a tiempos cortos. De una forma equivalente, la excita-
ción para las trayectorias tipo II está inicialmente localizada principalmente en una
unidad de antraceno con muy poca probabilidad de deslocalización. No obstante, a
tiempos cortos (≈ 200 fs), la excitación se vuelve completamente localizada en la
unidad de antraceno opuesta. Luego de la localización, la relajación de la excitación
ocurre solamente en un monómero.
La evolución de la localización de la TD a temperatura ambiente (300 K) para las
trayectorias tipo I (figura 4.11 c) y tipo II (figura 4.11 d) revela claras diferencias con
los resultados a bajas temperaturas. Aquí hay cambios continuos en la localización a
lo largo de la dinámica. Aunque la figura 4.9 parece indicar que la dinámica a 10 K es
similar a la de 300 K, eso no es cierto. En ambos casos, la mitad de las trayectorias
terminan con el excitón localizado en el monómero inicialmente excitado, y la otra
mitad de las trayectorias terminan con el excitón localizado en el otro monómero. A
10 K, esto es debido a una transferencia inicial ultrarrápida producto de una deslo-
calización transitoria que no es observada a tiempos largos. Sin embargo, a 300 K,
se observa una transferencia constante del excitón de un monómero a otro, donde la
excitación está siempre localizada en una unidad de antraceno o en la otra pero rara
vez está deslocalizada entre ambas.
La probabilidad relativa de que una trayectoria experimente un cambio en la loca-
lización de la TD en un tiempo dado durante la dinámica se muestra en la figura 4.12
a y b. Como se puede ver, a 10 K, la mayoría de las transiciones ocurren antes de los
200 fs, indicando que la completa relajación de la excitación generalmente tiene lu-
gar en un monómero después que los cambios en la localización ya hayan ocurrido.
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Figura 4.12: Probabilidad relativa de cambios en la localización de la TD como función del tiempo a
(a) 10 y (b) 300 K. Histogramas del número de veces que cambia la localización de la TD entre los
monómeros durante la dinámica a (c) 10 y (d) 300 K.
Mientras tanto, los cambios en la localización persisten durante toda la dinámica a
300 K. No solo los cambios en las TD ocurren a diferentes escalas de tiempo para 10
y 300 K, también hay diferencias en el número absoluto de cambios en la localización
de la TD. La figura 4.12 c) y d) muestra para una trayectoria dada, la distribución de
los cambios en la localización de la TD entre monómeros. Para una trayectoria a 10 K,
el número promedio de cambios en la localización de la TD es 1-2, que es significati-
vamente más bajo que para 300 K, donde una trayectoria experimentará cambios en
su localización de la TD un promedio de 14 veces. El aumento de los cambios de la
localización de la TD a 300 K es resultado de las distorsiones geométricas inducidas
por las temperaturas.
Análisis anteriores de dinámicas de transferencia de energía en DTA en términos
de la teoría CRET (del inglés, coherent resonance energy transfer ) [130] muestran un
comportamiento oscilatorio en la población del donor con un período de 1.2 ps, que
igualan a las oscilaciones observadas experimentalmente en las mediciones de la
anisotropía de fluorescencia [126]. Esta recurrencia en la transferencia de energía se
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ve claramente en nuestras simulaciones, cuando el excitón localizado en uno u otro
monómero salta entre los dos cromóforos, sugiriendo una dinámica con una transfe-
rencia de energía ondulatoria. De estas líneas, la figura 4.12 puede ser interpretada
como la probabilidad relativa de la recurrencia de transferencia de energía. A bajas
temperaturas, las oscilaciones en la población donora se amortiguan rápidamente.
Sin embargo, a 300 K el amortiguamiento inicial es rápido y seguido de saltos per-
sistentes debido a las fluctuaciones térmicas que pueden cambiar la dinámica a una
resonancia incoherente de la transferencia de energía. Con el objetivo de comparar
con estudios previos, es importante notar que los datos experimentales han sido ob-
tenidos en una solución de THF [126]. Por lo tanto, las interacciones Coulombianas
entre los cromóforos en nuestras simulaciones deberían ser examinados por un fac-
tor de n2 = 1.98 [130, 135]. De la dinámica a 10 K, podemos hacer una estimación
aproximada del período de la oscilación: de la figura 4.12, está claro que la mayoría
de las transiciones tienen lugar en los primeros 200fs con un promedio de 1-2 saltos
(período de 200-400 fs). Combinada con una simple corrección, esto da un perío-
do de oscilación de 0.8-1.6 ps, con buena correspondencia con el valor reportado
experimentalmente de 1.2 fs.
4.5. Decaimiento de la anisotropía de fluorescencia.
La anisotropía de fluorescencia puede ser usada para seguir los cambios en la
localización de la excitación durante la fotodinámica. La anisotropía de fluorescencia
se calcula usando la función de autocorrelación del momento dipolar de absorción del
fluoróforo a tiempo cero, ~µA(t = 0), y su momento dipolar de emisión en el tiempo t,




〈P2 (~µA(0) · ~µE(t))〉 (4.1)
donde P2(x) = (1/2)(3x2 − 1) es el polinomio de Legendre de segundo orden, y
los paréntesis angulares indican el promedio por todas las trayectorias.
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Figura 4.13: Anisotropía de fluorescencia simulada para el DMA (línea azul) y el DTA (línea negra).
Las curvas de anisotropía de fluorescencia resultantes se muestran en la figu-
ra 4.13 a 300 K para DTA así como para el monómero DMA. La estructura rígida
de dímero DTA resulta en tiempo de defasaje relativamente largo (1 ps) [130]. Com-
parada con la constante de tiempo de 30 ps para la difusión rotacional [126], las
dinámicas de la transferencia de energía ocurren esencialmente en una orientación
fija sin el efecto del movimiento rotacional en la anisotropía. Por lo tanto, podemos
asumir con seguridad que la transferencia de energía entre los monómeros es la úni-
ca fuente de la despolarización de la fluorescencia y que la difusión rotacional puede
ser despreciada. El decaimiento observado para el DTA no es solo debido al cam-
bio en la localización del excitón entre los monómeros, sino que la relajación en un
solo monómero también conduce a cambios en la orientación del momento dipolar
de emisión. Esto puede verse en la anisotropía de fluorescencia del DMA donde la
relajación del excitón está confinada a un solo monómero.
Por definición, la anisotropía r(t) debe estar en el rango de -0.20 a 0.40 para una
excitación por un fotón. [137] El valor inicial r(0) = 0.4 corresponde a un ángulo de 0◦
entre los dipolos de absorción y emisión. En el DMA, se alcanza un valor asintótico
a tiempos largos cercano a 0.1, correspondiente a un desplazamiento angular de
45◦ entre los momentos de transición dipolar en un único monómero. Los valores
negativos de r(T) observados en el DTA corresponden a desplazamientos angulares
entre los monómeros, que van desde 54,7◦ en r(t) = 0 hasta 90◦ para r(t) = -0.20. La
despolarización adicional por debajo de r(t) ≈ 0.1 en el DTA comparado con el DMA
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es resultado del cambio de la localización de la TD entre los monómeros rotados
debido a la transferencia de energía.
Figura 4.14: Espectro de absorción de polarización calculado a 300 K para el DTA, donde se incluyen
las contribuciones individuales de cada estado excitado. La absorción se polariza a lo largo del eje
principal del momento de inercia del monómero (eje a) y del perpendicular (eje b).
Para verificar esto, hemos calculado el espectro de absorción polarizado, que se
ve en las figuras 4.14 y4.15, para DTA y DMA a temperatura ambiente. El monómero
DMA ha sido orientado en la dirección del eje principal de inercia. Para el DTA, en
lugar de tomar el eje principal de inercia del dímero entero, escogimos el eje principal
de inercia del monómero con mayor TD inicial. Para este análisis, cada configuración
inicial del estado básico ha sido trasladada a un marco de referencia fijo, con su ori-
gen en el centro de masa correspondiente. Para el DTA se escogió como marco de
referencia fijo el centro de masa del monómero con mayor TD inicial, como se hizo
con el cálculo de los ejes de inercia. Luego, se obtienen los ejes principales de la
rotación del cuerpo rígido (a, b, y c) de los autovectores del tensor de momento de
inercia. El primer momento de inercia, a, está orientado principalmente a lo largo del
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eje más largo del monómero, y el plano de la molécula corresponde al plano formado
por los ejes a y b. Como un ejemplo, la figura 4.1 muestra la estructura de DMA op-
timizada usando PM3, orientada según su principal eje de inercia. El eje cartesiano
de cada configuración del estado fundamental es reorientado de forma que coincida
con su principal eje de rotación, y los momentos dipolares de transición son calcu-
lados en este nuevo sistema de referencia. El espectro ha sido calculado según el
procedimiento descrito en la sección 3.5.2 donde las contribuciones individuales de
los 6 estados excitados más bajos han sido incluidas para el DTA, y los 3 estados
excitados más bajos han sido incluidos para el DMA.
Figura 4.15: Espectro de absorción de polarización calculado a 300 K para el DMA, donde se incluyen
las contribuciones individuales de cada estado excitado.
Como puede verse, la absorción del estado S1 en DTA es principalmente en la di-
rección del eje b, y lo mismo puede ser observado en el DMA. Por nuestra selección
del sistema de referencia, para el DTA, S1 está fuertemente localizado en el monó-
mero que tiene alineado su principal eje de inercia perpedicular al eje b, la absorción
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en el eje b indica la localización en el monómero alineado, en consonancia con la
absorción polarizada observada en DMA. Recordemos que el ángulo medio entre los
ejes de inercia de los monómeros en el DTA a temperatura ambiente es cercano a
90◦, por lo que el eje b de un monómero corresponde al eje a del otro. Por lo tanto,
si el estado está deslocalizado, la absorción estará mezclada en ambas direcciones.
En el caso de S2, que como se ve en la figura 4.6, está ligeramente más localizado
en el monómero donde S1 se localiza menos, la absorción es principalmente en el eje
a y menos en la dirección del eje b, que es la dirección principal de absorción de S1.
Algo similar pasa con S3: este estado está localizado principalmente en el monómero
opuesto a S1. Como se puede ver en la figura 4.14, la absorción de S3 en el DTA esta
fundamentalmente en el eje a, y está menos mezclada con la absorción en el eje b
comparado con el estado S2.
En el DMA (figura 4.15), la relajación ocurre en un solo monómero. En este ca-
so, S3 absorbe principalmenteen el eje a, S2 está de alguna manera mezclado, y S1
absorbe fundamentalmente en el eje b. Estos cambios en la polarización durante la
relajación resulta en el decaimiento de la anisotropía de fluorescencia observado en
la figura 4.13. El mismo efecto ocurre en el DTA, donde los estados S2 y superiores
están mezclados y absorben principalmente en el eje a, mientras que S1 absorbe en
el eje b. La relajación en un solo monómero en el DTA seguiría conduciendo al de-
caimiento de la anisotropía de fluorescencia debido a esta diferencia de polarización
y mezcla entre los estados excitados. Durante la transferencia de energía entre los
monómeros en el DTA, los ejes a y b se invierten de alguna manera, dependiendo
del desplazamiento angular entre monómeros. La despolarización adicional que se
ve en la figura 4.13 para el DTA es causada por esta inversión de polarización debida
a la transferencia de energía entre los monómeros rotados.
4.6. Coherencia vibracional
Como se explica en la sección 3.2, la dirección del vector NACR (~dαβ) corres-
ponde a la dirección de transferencia de energía electrónica entre los estados α y β.
Analizando los vectores ~dαβ en el momento del salto efectivo S2 → S1 para todas las
trayectorias vemos que sus componentes se encuentran desfasadas en π respecto
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al eje de simetría que separa las unidades cromóforas. Es decir, mientras en un mo-
nómero determinados enlaces se están contrayendo, los enlaces equivalentes en el
monómero opuesto se están expandiendo. Esto se aprecia en el histograma de la
figura 4.16, que representa la distribución del producto de las componentes de ~d12 en
el monómero A (~d12(A)) por las componentes en el monómero B (~d12(B)). En la ma-
yoría de las trayectorias este producto toma valores cercanos a −1, confirmando el
defasaje en π entre estos vectores. La figura 4.17, muestra el vector NACR para una
trayectoria individual en el momento de salto S2 → S1. Es necesario aclarar que para
calcular el producto ~d12(A) · ~d12(B) fue necesario realizar traslaciones y rotaciones
en las estructuras de los monómeros, con el fin de superponer estas estructuras de
modo que los vectores ~d12(X) estuviesen orientados correctamente.














Figura 4.16: Distribución del producto de las componentes en un monómero y en otro de ~d12.
Con el objetivo de estudiar los efectos de esta antisimetría del ~d12, sincronizamos
todas las trayectorias al momento de salto efectivo S2 → S1 y calculamos la frac-
ción de δαX localizada en el monómero A, donde α = 1 ya que todas las trayectorias
evolucionan en S1. Las oscilaciones que se observan en la variación temporal de δ1A
(figura 4.18) son producto de una coherencia vibracional debida a las características
antisimétricas del ~d12. Durante la transición no adiabática del estado excitado S2 al
S1, el exceso de energía electrónica se transfiere a las velocidades nucleares en la
dirección del NACR. Esta transferencia vibracional trae como resultado modulaciones
en la localización de la TD en los monómeros [138]. La figura 4.18 muestra también
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Figura 4.17: Representación de ~d12 para una trayectoria individual.
las oscilaciones de δ1A de una trayectoria individual, donde se aprecian oscilaciones
de mayor amplitud, localizándose completamente en un monómero y unos instantes
más tarde localizándose en el otro. En la 4.19 se observa la localización de δ1A para
distintos tiempos de la misma trayectoria individual de la figura 4.18.
Este movimiento desfasado de la localización de la TD entre un monómero y otro
podría inicialmente explicarse a través de una coherencia electrónica entre los esta-
dos excitados. Sin embargo, al sincronizar el conjunto de las trayectorias al momento
de salto efectivo S2 → S1, aseguramos que estas evolucionen en una misma super-
ficie de energía potencial, en este caso, S1. Por tanto, la coherencia electrónica no
es válida para justificar las oscilaciones observadas en la figura 4.18. El efecto es el
resultado de la existencia de una coherencia vibracional, que surge debido a la ca-
nalización de la transferencia de energía electrónica bien determinada que presenta
propiedades de antisimetría con defasaje de π. Esto es, el movimiento vibracional
modula la localización de la TD en el estado S1 conduciendo a un comportamiento
ondulatorio.
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Figura 4.18: Evolución de la fracción de TD en el monómero A para una trayectoria (línea azul) y para
el promedio sobre todas las trayectorias (línea roja) sincronizadas en el momento de salto efectivo
S2 → S1. La franja rosada representa el intervalo de la desviación estándar del promedio de la TD.
Figura 4.19: Localización espacial de la TD a distintos tiempos, donde se toma como t = 0 fs el




Las dinámicas fotoinducidas en estados excitados de sistemas moleculares con-
jugados multicromóforos es altamente susceptible a las deformaciones estructurales
producto de las fluctuaciones térmicas y al acoplamiento o interacción entre los di-
ferentes estados electrónicos que intervienen. Las distorsiones geométricas induci-
das térmicamente suelen afectar tanto la localización del excitón como los tiempos
y caminos de la relajación [90, 139–141]. Las mediciones ultrarrápidas de la despo-
larización fluorescente confirman que el desorden conformacional puede conducir al
confinamiento espacial del excitón [141]. De hecho, en dímeros de cicloparafenileno
se ha reportado la localización de la excitación durante la transferencia ultrarrápi-
da de energía entre unidades cromóforas [6, 142]. El impedimento estérico debido
a las geometrías curvas o cíclicas de los polímeros introducen efectos adicionales
en el alcance de la conjugación [143]. En el caso particular de nanoanillos, puede
ocurrir la formación rápida de excitaciones espacialmente localizadas, consecuen-
cia del autoatrapamiento fotoinducido en el estado excitado de más baja energía
(S1) (self-trapping) [142]. El análisis de los mecanismos de transferencia de ener-
gía intercromóforos puede ser abordado mediante el estudio de diferentes sistemas
modelos [143,144].
A pesar de los distintos avances en el área, aún no se ha logrado una completa
compresión de la dinámica de transferencia de energía fotoinducida en sistemas mo-
leculares conjugados multicromóforos. Lupton y colaboradores [143] han estudiado
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las dinámicas de relajación de estados excitados y la transferencia concomitante de
energía intercromóforos en macrociclos conjugados de fenileno-etinileno. Para ello
han usado la despolarización fluorescente, detectando cambios en la polarización
causados por una excitación moviéndose de un cromóforo a otro, tanto en los macro-
ciclos como en sus contrapartes de medio anillo. El estudio realizado muestra que el
medio anillo no exhibe una transferencia de energía intramolecular, mientras que en
los macrociclos se observa un mecanismo de despolarización adicional producto de
la rápida (< 50 ps) redistribución de la energía de excitación. Esto sugiere que ocurre
una transferencia de energía incoherente entre los cromóforos del macrociclo, que es
consistente con el límite del débil acoplamiento dipolo-dipolo, donde cada cromóforo
se comporta como una unidad diferente.
Recientemente, Herz y colaboradores [145], han investigado la relación entre la
dinámica de la deslocalización de la excitación y el tamaño y la topología en com-
plejos de porfirinas lineales y cíclicas. Encontraron que para anillos muy grandes,
los estados de absorción y de emisión se vuelven localizados, conduciendo a una
anisotropía global similar tanto en geometría cíclica como lineal. No obstante, la cur-
vatura de las estructuras cíclicas lleva a un decaimiento de la anisotropía más rápido
en anillos que en cadenas lineales, incluso en anillos grandes. Es de esperar que
este efecto se amplifique en anillos más pequeños, los cuales soportan estados de
absorción (S0 → S2) deslocalizados pero no estados de emisión (S1 → S0) deslo-
calizados. En tal caso, una rápida localización espacial de la energía de excitación
podría conducir a un rompimiento espontáneo de la simetría, permitiendo la fluores-
cencia. [142,145–148]
En este marco, las simulaciones computacionales de procesos fotoinducidos pue-
den arrojar una nueva luz sobre los detalles de los mecanismos subyacentes de la
relajación y redistribución de la energía. Tales simulaciones pueden ser realizadas
usando dinámica molecular no adiabática de estados excitados (NA-ESMD) [40,149].
Estas simulaciones además de proveer información sobre el flujo de energía elec-
trónica y vibracional durante la relajación, también permiten modelar directamente
señales experimentales tales como la anisotropía de fluorescencia [150].
En este capítulo se muestran los resultados de las simulaciones de NA-ESMD
que realizamos para estudiar la dinámica de la transferencia de energía a temperatu-
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ra ambiente entre las unidades cromóforas en un macrociclo modelo π-conjugado de
fenileno-etinileno, R1, y su estructura de medio anillo correspondiente, HR, que han
sido estudiadas experimentalmente mediante técnicas resueltas en tiempo [143]. La
transferencia de energía entre cromóforos es monitoreada en nuestras simulacio-
nes siguiendo los cambios en la localización de la densidad de transición electrónica
(TD). El flujo de energía entre unidades cromóforas es seguido usando un análisis
de flujo de la densidad de transición, de acuerdo con el método de mínimo flujo [121]
previamente usado para estudiar el flujo de la energía vibracional en moléculas poli-
atómicas. La adaptación de este método para el análisis del flujo de la densidad de
transición se describe en la sección 3.7. Nuestros resultados permiten reproducir las
señales experimentales de la anisotropía de fluorescencia, y de este modo avanzar
en la compresión del origen de la despolarización fluorescente durante la relajación
electrónica de los macrociclos.
5.1. Detalles de las simulaciones y espectro de absor-
ción.
Modelamos la dinámica fotoinducida del macrociclo, R1, y del semianillo, HR, a
temperatura ambiente (300 K). Tanto el R1 como el HR están compuestos de unida-
des lineales de fenileno-etinileno identificadas en la figura 5.1. La estructura de R1
está compuesta por cuatro unidades con piridinas que unen las dos mitades del anillo.
La estructura del semianillo (HR) es idéntica a R1 pero solo contiene dos unidades.
Figura 5.1: Estructura química del macrociclo R1 y el medio anillo HR, mostrando la selección de las
unidades.
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Figura 5.2: Contribuciones individuales de los cuatro estados excitados más bajos en energía al es-
pectro de absorción total para R1 y HR. Las flechas indican el valor de longitud de onda del láser
gaussiano simulado que se empleó para seleccionar los estados iniciales de la dinámica NA-ESMD.
Primeramente desarrollamos 80 ps para el R1 y 100 ps para HR de una simula-
ción de dinámica molecular en el estado fundamental a 300 K, usando un coeficiente
de fricción de Langevin [105] de 20 ps−1 y el Hamiltoniano semiempírico PM3. De los
últimos 40 ps de la dinámica de equilibrio del R1 se recolectaron 400 configuracio-
nes de los momentos y posiciones nucleares, que fueron usados como condiciones
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iniciales para las subsecuentes simulaciones NA-ESMD. Para el HR se recolectaron
300 configuraciones de los últimos 60 ps de la dinámica del estado fundamental.
El espectro de absorción lineal (figura 5.2) se obtuvo a partir del cálculo de las
energías y fuerzas de oscilador de los 4 estados electrónicos excitados de más baja
energía, obtenidas de las configuraciones recolectadas en la dinámica de equilibrio
en el estado fundamental. En el espectro de absorción simulado de R1 se observan
picos en 373 y 302 nm, similar a los picos en 375 y 320 nm obtenidos experimen-
talmente [143]. Para el HR, nuestro espectro de absorción muestra picos en 384 y
292 nm, que concuerda con los picos en 383 y 306 nm observados en las medicio-
nes experimentales [143]. En R1, los estados excitados S1-S4 tienen contribuciones
relativamente iguales al espectro de absorción, mientras que la contribución domi-
nante de HR proviene solo de los estados S1 y S2.
5.2. Estado excitado inicial y poblaciones de las PES
El estado excitado inicial fue seleccionado usando una ventana de Franck-Condon





−T 2(Eláser − Ωα)2
]
con un pulso láser f(t) = exp(−t2/2T 2), donde T 2 = 42,5 fs corresponde a una
FWHM de 100 fs. fα representa la fuerza de oscilador normalizada para el estado α
cuya frecuencia viene dada por Ωα, y Eláser es la energía de excitación. Las trayec-
torias NA-ESMD fueron propagadas durante 800 fs a 300 K con un paso clásico de
tiempo ∆t = 0.1 fs y un paso cuántico δt = 0.025 fs, usando un coeficiente de fricción
de 20 ps−1 donde fueron considerados los estados S1 - S4. Se obtuvieron un total de
401 trayectorias para R1 y 301 para HR.
Las poblaciones de los 4 estados excitados fueron calculadas y se muestran en
la figura 5.3. Observamos que los sistemas R1 y HR relajan casi completamente al




Figura 5.3: Poblaciones de las distintas PES calculadas para (a) R1 y (b) HR.
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5.3. Transferencia de energía y localización de las den-
sidades de transición electrónica.
La transferencia de energía entre los cromóforos que conforman el sistema estu-
diado puede ser analizada siguiendo los cambios en la localización espacial de la TD
entre las cuatro unidades de R1 y las dos unidades de HR posterior a la fotoexcita-
ción en el pico de absorción de más baja energía del espectro. Para ello se calculan
las matrices de la densidad de transición como se explica en la sección 3.4. El cálculo
de la fracción de la TD (δαX) localizada en cada unidad X se detalla en la sección 3.4
(ecuación 3.61)
En cada trayectoria, asignamos como unidad 1 a la unidad con mayor fracción de
la TD, δαX(t) al final de la dinámica (t = 800 fs). Las otras unidades son asignadas a
partir de la unidad 1 en sentido horario, y las piridinas son denotadas por N1 y N2
(ver figura 5.1).
A partir de los valores de la TD para cada unidad, se calcula el número de parti-
cipación (PN) usando la ecuación 3.62 donde, en este caso, X tomará valores en el
rango [1-4], para el R1 y [1-2] para el HR.
Primeramente consideramos la localización inicial de las TD para los estados ex-
citados relevantes S1-S4, calculadas como transiciones verticales, para las configu-
raciones optimizadas en el estado fundamental, mostradas en la figura 5.4. En la
geometría del equilibrio, S1-S4 están deslocalizados en las cuatro unidades de S1.
Sin embargo, en HR, S1 y S2 están deslocalizados mientras que S3 y S4 están locali-
zados en unidades opuestas. Por lo tanto, el máximo de absorción a bajas energías
(figura 5.2), formado por contribuciones de S1-S4 y S1-S2 para R1 y HR respectiva-
mente, puede asociarse a estados completamente deslocalizados entre las distintas
unidades que conforman cada sistema.
Posteriormente, analizamos la transferencia de energía entre las cuatro unidades
que componen al R1 y entre las dos que componen al HR. La evolución de la fracción
de TD localizada en cada unidad de R1 se puede ver en la figura 5.5. Inicialmente
el proceso de fotoexcitación conduce a valores de δαX equivalentes en las 4 unida-
des fenileno-etinileno que componen R1, ya que la excitación puede ser generada en
cualquiera de los dos semianillos de R1. Por tanto, las fluctuaciones geométricas in-
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Figura 5.4: Localización inicial de la densidad de transición electrónica de S1-S4 en R1 (arriba) y HR
(abajo) en la geometría del equilibrio.
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Figura 5.5: Evolución de la fracción de TD localizada en cada unidad para el R1, promediada por
todas las trayectorias.
ducidas térmicamente rompen la deslocalización inicial de la geometría del equilibrio,
observada en la figura 5.4. Esto se confirma también con la evolución del número
de participación en R1, mostrado en la figura 5.6, donde el promedio del valor inicial
del PN es 2.1, indicando que la excitación inicial en R1 está deslocalizada principal-
mente en dos unidades del macrociclo. La distribución del número de participación
de la figura 5.7 muestra que el estado inicial está efectivamente deslocalizado en ∼ 2
unidades. Notemos que los enlaces de piridinas no juegan un rol significativo de la
localización inicial de la densidad de transición en R1 (Figura 5.5).
La excitación inicial en HR está principalmente localizada en la unidad 1 (figu-
ra 5.8), y en menor medida en la unidad 2, dando como resultado que en la desloca-
lización inicial participa un promedio de 1.5 unidades, según la evolución del número
de participación en la figura 5.6. La distribución del número de participación inicial
en HR (figura 5.7) confirma que inicialmente pueden formarse tanto excitaciones lo-
calizadas mayormente en una unidad como deslocalizadas entre las dos unidades.
Encontramos que en el ∼16 % de las trayectorias, la excitación inicial en HR es-
tá completamente deslocalizada, mientras que en un ∼22 % de las trayectorias hay
una fuerte localización en la unidad 1. Las trayectorias restantes muestran grados
variables de deslocalización inicial, indicando que el enlace de piridina no inhibe la
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(a) R1 (b) HR
Figura 5.6: Evolución del número de participación para el R1 (a) y el HR (b), promediado por todas
las trayectorias.
Figura 5.7: Probabilidad relativa del número de participación en t = 0 fs para el R1 (izquierda) y el HR
(derecha), calculado como la fracción de configuraciones iniciales para cada trayectoria con un valor
de PN dado.
deslocalización completamente. Sin embargo, en los dos sistemas hay una rápida
redistribución de la energía de excitación a la unidad 1 en 200 fs, como se evidencia
en el aumento de δα1 y la correspondiente disminución de δ
α
X (X 6=1) (figuras 5.5 y 5.8).
Al mismo tiempo, el número de participación disminuye en ambos sistemas a ∼1.3
(Figura 5.6). En el enlace de piridina, N1, de HR se mantiene localizada una frac-
ción de la TD final, causando que el número de participación final sea más grande
(PN ∼ 1.25) que el valor esperado de 1. Para el R1 sucede algo similar, al final de la
dinámica tanto el enlace N1 como la unidad 2 contienen una pequeña fracción de la
TD, por lo que PN ∼ 1.3.
La velocidad de la transferencia de energía fue calculada realizando un ajuste del
aumento de la δα1 (figura 5.5) a una función biexponencial dada por
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Figura 5.8: Evolución de la fracción de TD localizada en cada unidad para el HR, promediada por
todas las trayectorias.
A1 τ1 (fs) A2 τ2 (fs) y0
HR TD unidad 1 -0.124±0.002 29.1± 0.7 0.033± 0.002 469.3± 11.1 0.665±0.002
R1 TD unidad 1 -0.341±0.002 38.5±0.3 0.030±0.001 387.2±6.6 0.556±0.002
R1 Flujo 2→1 -0.077±0.001 34.3±0.6 0.018±0.001 485.4±11.0 0.074±0.001
R1 Flujo 3→1 -0.129±0.001 33.8±0.2 0.004±0.0001 257.9±3.4 0.123±0.0002
R1 Flujo 4→1 -0.108±0.001 42.0± 0.5 0.039± 0.003 827.1 ± 36.9 0.068±0.003
Tabla 5.1: Parámetros del ajuste biexponencial para el promedio de la fracción de TD localizada en la
unidad 1 para R1 y HR, y el flujo acumulado en la unidad 1 para R1. La función del ajuste viene dada
por f(t) = A1exp(−t/τ1) +A2exp(t/τ2) + y0.
f(t) = A1exp(−t/τ1) + A2exp(t/τ2) + y0. Los parámetros del ajuste y sus incerti-
dumbres se muestran en la tabla 5.1.
La contribución más significativa en la relajación proviene de la componente rápi-
da, τ1, revelando diferentes escalas de tiempo para R1 y HR. Para R1 obtuvimos una
escala de tiempo de 38.5 ± 0.3 fs, mientras que HR exhibe una escala de tiempo de
29.1 ± 0.7 fs. En HR, la excitación inicial experimenta una localización ultrarrápida
hacia la unidad 1. Mientras tanto, en R1, independientemente de la unidad donde se
localice la excitación inicial, la TD final se encuentra siempre localizada en la unidad
1. Por lo tanto, en R1 la relajación consiste en caminos simultáneos de transferencia
de energía. Esto se puede ver con un seguimiento del ángulo Θ entre el momento de
TD al final de la dinámica, ~pδα(t = 800fs), y el momento de TD en un tiempo t dado,
~pδα(t), mostrado esquemáticamente en el panel (a) de la Figura 5.9. Para el cálculo
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del momento de TD primeramente trasladamos el sistema al centro de masa de R1.
En HR, en lugar de calcular su centro de masa, trasladamos el sistema al punto me-
dio entre los dos triples enlaces de los extremos del semianillo. Luego, tanto en R1






donde δαi es la TD localizada en el átomo i, ~Ri es la posición del átomo i y la suma
recorre los valores de los N átomos que conforman al sistema. A partir del momento
de TD calculamos el ángulo Θ como





Los valores de Θ para R1 se representan en los paneles (b) de la Figura 5.9 donde
los ángulos 0◦, 60◦, 180◦, y 240◦ corresponden a las localizaciones espaciales de
la TD en las unidades 1, 2, 3, y 4, respectivamente. Así mismo, los ángulos para
HR se grafican en el panel (c) de la Figura 5.9 con 0◦ y 60◦ correspondientes a las
localizaciones espaciales de la TD en las unidades 1 y 2, respectivamente.
El gráfico de contorno para R1 en la Figura 5.9 (b) muestra claramente un rápido
decaimiento inicial de la localización de las δα3 y δ
α
4 en los primeros 200 fs, a medi-
da que la excitación se va localizando en la unidad 1. Sin embargo, la δα2 persiste
ligeramente más tiempo. Al cabo de los primeros 100 fs, la mayor parte de la TD
inicialmente localizada en las unidades 2-4 ya ha sido transferida a la unidad 1 final.
La diferente escala de colores en la Figura 5.9 (c) revela la presencia de ángulos
intermedios en R1 y en HR, indicando deslocalización entre las respectivas unida-
des cromóforas. Por ejemplo, la señal a 30◦ corresponde a una deslocalización entre
las unidades 1 y 2 causada por el acoplamiento electrónico entre esas unidades.
Resulta interesante que no hay rastro de ningún acoplamiento persistente entre las
unidades simétricas 3 y 4 en R1, que aparecería en 120◦, o entre otras unidades. Los
acoplamientos entre unidades también se reflejan en los PN iniciales (Figura 5.6),
indicando una deslocalización inicial que involucra a más de 2 unidades en R1 y más
de 1 unidad en HR. Es por ello que es esperable una interferencia en los caminos de
transferencia de energía intercromóforos.
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Figura 5.9: (a) Ángulo Θ entre el momento de densidad de transición en t (izquierda) y el momento
de densidad de transición al final de la dinámica (derecha). (b) Gráfico de densidad del ángulo Θ(t)
para R1. (c) Gráfico de densidad del ángulo Θ(t) para HR.
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5.4. Flujo de la densidad de transición.
A continuación, realizamos un análisis del flujo de la transferencia de energía
entre las unidades que componen al R1 y al HR, empleando el método de mínimo
flujo descrito en la sección 3.7. El flujo de transferencia de energía entre cada unidad
en R1 se revela del flujo acumulado de TD en la figura 5.10.
Figura 5.10: Flujo acumulado, calculado usando el análisis del mínimo flujo para cada unidad de R1.
La TD acumulada en la unidad 1 recibida de las otras unidades se muestra en la
figura 5.10 a, donde se observa que todas las unidades tienen solo contribuciones
positivas a la unidad 1. Por ello, la unidad 1 se comporta solamente como aceptora
y nunca como donora. Por otro lado, las unidades 2, 3 y 4 no intercambian TD entre
ellas, solamente le donan TD directamente a la unidad 1, indicado por el flujo negati-
vo f1−X , donde X es la unidad que le dona a la unidad 1, mostrado en la figura 5.10
b,c y d. Del análisis de flujo, la escala de tiempo de la transferencia de energía en R1
puede ser descompuesta en las contribuciones de cada camino mediante un ajuste
exponencial (f(t) = A1exp(−t/τ1) +A2exp(t/τ2) + y0). Los parámetros del ajuste se
muestran en la tabla 5.1. El flujo de la unidad 2 a la 1 y de la unidad 3 a la 1 ocurre
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en la misma escala de tiempo, con valores de 34.3±0.6 fs y 33.8±0.2 fs, respecti-
vamente, mientras que la transferencia de la unidad 4 a la 1 es más lenta, con una
escala de 42.0±0.5 fs. La presencia de cromóforos adicionales en R1 comparados
con los de HR resulta en una transferencia más lenta entre las unidades 2 y 1 del
R1 comparadas con la escala de tiempo de 29.1±0.7 fs calculada para HR, donde el
flujo puede ocurrir solamente de la unidad 2 a la 1. Aunque las unidades donoras de
R1 no intercambian TD entre ellas, los caminos interfieren y enlentecen la velocidad
global de la transferencia de energía.
5.5. Simulación de la anisotropía de fluorescencia
Para verificar la dinámica de la transferencia de energía a partir del análisis de
la TD realizado en la sección anterior, calculamos la anisotropía de fluorescencia, ya
que esta magnitud también nos permite seguir los cambios en la localización de la
excitación. En la sección 4.5 del capítulo anterior se explica como se realiza el cálculo




〈P2 {~µA(0) · ~µE(t)}〉 (5.2)
La ecuación 5.2 se refiere a una señal de fluorescencia ideal excitada por un pulso de
láser infinitamente corto. Para tener en cuenta un pulso más real, de duración finita,
la anisotropía de fluorescencia, r(t), puede ser calculada mediante la convolución de
una función de correlación, C(t), que depende de Csim(t), con la función Gaussiana




dt′N(t− t′ − tini)e−t′/τC(t′)∫∞
0
dt′N(t− t′ − tini)e−t′/τ
(5.3)
siendo
N(t− t′ − tini) = e−(t−t
′−tini)2/2PW 2 (5.4)
Aquí, tsim es el tiempo de la simulación NA-ESMD, tini es el tiempo de llegada
del pulso de excitación, τ es el tiempo de vida de la fluorescencia y PW es el ancho
del pulso láser. Se usaron los siguientes valores de estos parámetros para ajustar
las curvas experimentales: tini = 20 fs, τ = 1 ns, 2PW = 50 fs (de acuerdo a la re-
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Figura 5.11: Anisotropía de fluorescencia simulada, calculada a partir de las funciones de correlación
entre el momento dipolar de absorción al tiempo inicial, µA(t = 0), y el momento dipolar de emisión a
tiempo t, µE(t), durante los 800 fs del tiempo de simulación, mostrando un decaimiento ultrarrápido.
solución temporal del experimento) y tsim = 800 fs. La dependencia temporal de la
anisotropía de fluorescencia simulada (figura 5.11) muestra un rápido decaimiento
en los primeros 50 fs y luego exhibe unas oscilaciones irregulares de amplitudes pe-
queñas alrededor del valor cuasiestacionario de Csim(tsim). Por otro lado, la escala
de tiempo característica de la evolución de la anisotropía determinada experimental-
mente [143], texp, es notablemente mayor que el tiempo de la simulación NA-ESMD
(texp = 2 ns) y está determinada por una reorientación lenta debido al coeficiente de
difusión rotacional, D. Por lo tanto, la función de correlación C(t) de la ecuación 5.3
puede ser expresada en términos de Csim como




−t/τR t ≤ tsim
C̃sim(tsim) t > tsim
(5.6)
τR es el tiempo de relajación de la difusión rotacional (τR = (6D)−1) y C∞ es un
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Figura 5.12: Anisotropía de fluorescencia simulada y experimental. Las curvas de la anisotropía si-
mulada fueron calculadas a partir de las ecuaciones 5.2- 5.6 .
valor estacionario de la función de correlación.
A partir de las ecuaciones 5.2-5.6 se calcularon las señales del decaimiento de
la anisotropía de fluorescencia de las simulaciones NA-ESMD. Las curvas de la an-
isotropía de fluorescencia simulada mostrada en la figura 5.12 están en concordan-
cia con los resultados experimentales reportados previamente [143]. Es crucial notar
que, cuando se comparan cálculos y mediciones solamente, es de interés la dife-
rencia en r(t) entre los dos compuestos, no las magnitudes globales absolutas, las
cuales pueden ser afectadas por compensaciones experimentales. Con el mismo
conjunto de parámetros, las simulaciones reproducen las diferencias en r(t) entre los
dos compuestos. Sin el efecto de la interferencia, la r(t) para R1 sería aún más baja y
se aproximaría al valor inicial de 0.1, volviéndose independiente del tiempo, como se




NA-ESMD en un sistema
donor-aceptor.
La transferencia de energía intramolecular es un proceso fotofísico clave que tie-
ne lugar en varios sistemas biológicos y moleculares [152–156]. La velocidad de la
transferencia de energía es controlada por la estructura química y el entorno que la
rodea, y compite con los caminos de decaimiento radiativo y no radiativo. Por ello
es importante canalizar la excitación de manera eficiente al lugar donde la función
deseada tiene lugar, como puede ser convertir luz en energía química o en electrici-
dad. Por ejemplo, la habilidad para transferir la fotoexcitación en los sitios aceptores
es necesario para aplicaciones de detección y para procesos de reconocimiento bio-
lógico [157]. Adaptar esos procesos de transferencia de energía en materiales con-
jugados es crítico para la eficiencia de dispositivos optoelectrónicos orgánicos [158].
En particular, la difusión de la excitación desde la interfaz donora a la aceptora en
mezclas fotovoltaicas es un prerrequisito para la generación y extracción de car-
ga [159,160]. La transferencia de energía por resonancia de Förster (FRET, del inglés
Förster resonance energy transfer ) se usa comúnmente para describir la transferen-
cia de energía singlet entre unidades donoras y aceptoras y como una regla molecu-
lar para determinar distancias macromoleculares espectroscópicamente. La validez
de la formulación original de FRET depende, entre otras cosas, de la aproximación
del dipolo puntual, que requiere que las distancias donor-aceptor sean mucho ma-
yores a los tamaños de los dipolos individuales de las unidades [3, 161, 162], y del
acoplamiento de las excitaciones electrónicas del donor y del aceptor. En esta formu-
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Figura 6.1: Estructura química del sistema donor-aceptor LPPP5-PMI.
lación, una FRET eficiente ocurre siempre que el donor y el aceptor estén acoplados
a través de una interacción Coulombiana de largo alcance y siempre que haya un
solapamiento significativo entre los espectros de emisión del donor y de absorción
del aceptor [32, 163–165]. Sin embargo, para sistemas moleculares compuestos de
unidades donor-aceptor conectados por enlaces covalentes, las interacciones de cor-
to alcance están permitidas y pueden jugar un papel significativo en los procesos de
transferencia de energía [152,166].
Actualmente hay vacíos en el entendimiento de la dinámica de la transferencia de
energía intramolecular en sistemas donor-aceptor [166]. Los experimentos recientes
muestran que este proceso no puede ser descrito por el modelo FRET convencional.
Además, la transferencia de energía eficiente puede tener lugar incluso en la ausen-
cia del solapamiento espectral entre las moléculas donora y aceptora [167,168].
En este capítulo presentamos los resultados teóricos de la dinámica de la trans-
ferencia de energía en un sistema molecular bivalente compuesto por un oligómero
poli(para-fenileno) (LPPP5) como unidad donora, enlazado covalentemente con una
unidad aceptora de mono imida perileno (PMI) [169]. La estructura química de dicha
molécula se representa en la Figura 6.1. Los poli(para-fenileno) escalonados son usa-
dos en dispositivos electroluminiscentes [170] y en celdas solares, mientras que los
perilenos son componentes claves en la celdas solares de última generación [171].
Empleamos el marco de dinámica molecular no adiabática de estados excitados (NA-
ESMD) para simular la transferencia ultrarrápida de energía intramolecular fotoindu-
cida del donor LPPP5 al aceptor PMI.
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Figura 6.2: Espectros de absorción (S0 → S2, líneas continuas) y de emisión (S1 → S0, líneas dis-
continuas) simulados para el LPPP5-PMI a 10, 100 y 300 K.
6.1. Detalle de las simulaciones y espectro de absor-
ción.
Las energías de los estados excitados electrónicos, los gradientes y los acopla-
mientos no adiabáticos fueron calculados on the fly analíticamente a nivel de CIS
(sección 2.4) utilizando el Hamiltoniano semiempírico AM1 (sección 2.5). Realiza-
mos 2 ns de dinámica del estado fundamental a 10, 100 y 300 K, con un paso de
tiempo de 0.2 fs.
El espectro de absorción es calculado a partir de las energías y fuerzas de oscila-
dor correspondientes la excitación vertical S0 → S2, obtenidas del conjunto de confi-
guraciones iniciales resultado del muestreo conformacional de equilibrio en el estado
fundamental. El espectro de emisión se obtiene de la distribución de energías y fuer-
zas de oscilador de las transiciones S1 → S0 calculadas sobre las estructuras finales
de cada simulación NA-ESMD. En la Figura 6.2 se grafican ambos espectros calcu-
lados para distintas temperaturas. El ensanchamiento de los espectros de absorción
y de emisión que observamos está determinado por las fluctuaciones térmicas de la
molécula que se traducen en diferentes energías de absorción y de emisión. Ajus-
tando los espectros a un modelo gaussiano obtenemos la desviación estándar σ con
valores de 44, 64 y 72 meV para 10, 100 y 300 K, respectivamente; mientras que para
la emisión σ es igual a 40, 51 y 76 meV a 10, 100 y 300 K, respectivamente. También
notamos que hay un solapamiento espectral despreciable entre la fluorescencia del
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Figura 6.3: Espectro de emisión del donor (líneas discontinuas) y de absorción del aceptor (líneas
continuas) para el LPPP5-PMI a 10, 100 y 300 K.
donor y el espectro de emisión del aceptor, como se muestra en la figura 6.3.
6.2. Poblaciones de los estados excitados y localiza-
ción de la energía.
De la dinámica del estado fundamental a 300 K obtuvimos 500 configuraciones
equilibradas térmicamente que aportaron las geometrías y momentos iniciales para
las dinámicas NA-ESMD. Para estas simulaciones NA-ESMD (trayectorias) usamos
un paso de tiempo clásico de 0.1 fs para la propagación de los núcleos, mientras
que para la función de onda electrónica empleamos 4 pasos de tiempo por cada
paso de tiempo clásico. Las dinámicas se propagaron por un tiempo de 1 ns a ener-
gía constante. A diferencia de las simulaciones de las moléculas presentadas en los
capítulos 4 y 5, donde se simulaba un láser gaussiano a partir del cual se seleccio-
naba el estado excitado inicial para cada configuración, en este caso promovemos
instantáneamente el sistema al segundo estado excitado S2.
Luego de la fotoexcitación, el sistema sufre un rápido decaimiento de la pobla-
ción del estado S2, como se ve en la Figura 6.4. Este proceso de conversión interna
S2 → S1 involucra una redistribución de la energía electrónica desde el donor al acep-
tor. Esto se puede ver claramente en la Figura 6.5, donde se muestra el promedio de
la densidad de transición electrónica (TD) localizada en la unidad donora (δαd ) y en la
aceptora (δαa ). La TD fue calculada como se describe en la sección 3.4, separando el
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Figura 6.4: Dependencia temporal del promedio de la población en S2, calculada como la fracción de
trayectorias en este estado.
sistema en dos partes, la unidad donora y la aceptora. Los resultados sugieren que
la transferencia de energía electrónica intramolecular de la unidad donora LPPP5 a
la unidad aceptora PMI ocurre en una escala de tiempo de femptosegundos. La velo-
cidad de la transferencia de energía puede ser estimada por el ajuste a una función
exponencial (f(t) exp[−1/τ ]) del decaimiento de la población de S2. De este ajuste
obtenemos un tiempo de relajación τ ∼ 50 fs, que corresponde a una velocidad de
transferencia de k ∼ 20 ps−1.
El valor inicial de la TD en la unidad donora δαd ∼0.9 indica que la excitación inicial
de S2 corresponde a un exceso de energía electrónica inicialmente localizada en la
unidad donora LPPP5. La Figura 6.6 muestra la localización de la TD de los estados
S1 y S2 en el momento de la fotoexcitación. En ella se puede ver que los estados
S1 y S2 están principalmente localizados en las unidades aceptora (PMI) y dono-
ra (LPPP5), respectivamente. Esto significa que ambas unidades están inicialmente
desacopladas. Sin embargo, los movimientos nucleares en el estado S2 mezclan rá-
pidamente los estados electrónicos conduciendo a una transferencia de energía ul-
trarrápida de donor→aceptor. La Figura 6.6 también muestra la localización de la TD
de los estados S1 y S2 a los ∼5 fs de la fotoexcitación, donde se observa una des-
localización completa entre ambas unidades, indicando una fuerte interacción entre
los estados.
Una medida cuantitativa que nos da un grado de la deslocalización de la excita-
ción se puede obtener del número de participación PN (ecuación 3.62), calculado a
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Figura 6.5: Dependencia temporal del promedio de la fracción de densidad de transición electrónica
(δ(t)) localizada en las unidades donora (línea roja) y aceptora (línea azul) de LPPP5-PMI.
Figura 6.6: Localización de la densidad de transición electrónica para los estados S1 y S2 en el tiempo
inicial y a los ~ 5 fs posteriores a la fotoexcitación.
partir de las TD en las unidades donora y aceptora,
P (t) = ((δαd (t))
2 + (δαa (t))
2)−1
donde valores de P(t) ≈ 2 corresponden a TD completamente deslocalizadas entre
el donor y el aceptor, mientras que P(t) ≈ 1 corresponde a una completa localización
de la TD en una sola de las unidades. La evolución temporal del PN durante las
simulaciones NA-ESMD realizadas se grafica en la Figura 6.7. El rápido aumento
del PN durante los primeros ~ 5 fs indican una rápida deslocalización espacial de la
excitación. Además, durante ~ 150 fs posterior a la fotoexcitación, los niveles del PN
se mantienen relativamente altos. Estos resultados indican que los valores promedios
de la TD reportados en la Figura 6.5 no representan una competencia espacial debido
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a los saltos del excitón entre el donor y el aceptor, sino una deslocalización transitoria
de la función de onda entre ambas unidades. Este carácter de deslocalización parcial
del estado excitado en las unidades donora y aceptora puede explicar los rápidos
tiempos de relajación obtenidos. La interacción entre los estados S2 (inicialmente
localizado en la unidad donora) y S1 (inicialmente localizado en la unidad aceptora) se
revela en el rápido aumento del acoplamiento no adiabático, alcanzando su máximo
en ~ 5 fs. Ambos estados permanecen acoplados los primeros 150 fs después de la
fotoexcitación.
Figura 6.7: Evolución temporal del número de participación.
Esta deslocalización de la función de onda electrónica permite suponer dos esce-
narios distintos que desencadenan transiciones cuánticas y con ellas la transferencia
de energía. En el primer escenario, la cuasi-degeneración energética de los niveles
electrónicos S1 y S2 lleva a la superposición cuántica de estos estados excitados. Esto
se conoce como excitón de Frenkel, que asume que el par electrón-hueco está loca-
lizado espacialmente en el donor o en el aceptor, sin contribuciones de transferencia
de carga. En el límite opuesto, los procesos de transferencia de carga son permitidos,
donde el electrón y el hueco ocupan diferentes unidades. Para delinear entre estos
casos, realizamos un análisis de toda la matriz de TD en el espacio real [40,95,103].
Como se explica en el capítulo 3, las densidades de transición electrónica que grafi-
camos en la Figura 6.5 y con las cuales posteriormente calculamos los números de
participación, corresponden a los elementos diagonales de la matriz de TD. El co-
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Figura 6.8: Representación bidimensional de los elementos de la matriz de densidad de transición
para los estados S1 y S2 sobre la base de los orbitales atómicos del donor y del aceptor, a t=0, en el
momento de una transición S2 → S1 y en t=1 ps (final de la dinámica) para una trayectoria típica. Los
ejes X y Y denotan la posición espacial de un electrón y un hueco en los respectivos orbitales atómicos
ordenados por los átomos a lo largo del eje principal de la molécula. Los bloques de los cuadrantes
diagonales corresponden a la excitación localizada en la unidad donora (cuadrante inferior) o en la
aceptora (cuadrante superior), mientras que los bloques diagonales corresponden a las contribuciones
de transferencia de carga.
rrespondiente gráfico para las matrices de TD de los estados S1 y S2 a t = 0, t ∼ 5 fs
de la fotoexcitación y al final de la dinámica (t = 1 ps) se muestran en la Figura 6.8.
En consecuencia con el gráfico de los orbitales (Figura 6.6), a t = 0 las funciones de
onda de S1 y S2 están deslocalizadas en los cuadrantes diagonales inferior y superior
correspondiente a las unidades aceptora y donora, respectivamente. Esta situación
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cambia al momento de la transición cuántica a los ∼ 5 fs de la fotoexcitación: tanto
S1 como S2 se vuelven uniformemente deslocalizados a lo largo de toda la molécula,
ocupando solamente los bloques diagonales. Al finalizar la dinámica, la excitación se
encuentra localizada nuevamente, como se ve en el esquema de la Figura 6.8 para
t = 1 ps. Es muy importante que las amplitudes de los cuadrantes no diagonales, que
indican el carácter de la transferencia de carga entre el donor y el aceptor (o sea, la
posición del electrón y el hueco en diferentes unidades), permanecen despreciables
en todos los casos.
6.3. Cálculo del ángulo diedro
Al estudiar las variaciones estructurales de la molécula LPPP5-PMI resulta fun-
damental el cálculo del ángulo diedro formado entre la unidad donora y aceptora. La
figura 6.9 muestra los átomos a partir de los cuales se calculó este ángulo Φ. De
la figura 6.10 a y b podemos ver que la distribución de diedros se comporta como
la suma de dos distribuciones gaussianas (líneas discontinuas), que al inicio de la
dinámica están más cercanas (figura 6.10 a) y al final de las simulaciones más se-
paradas (figura 6.10 b). A partir de esto, decidimos hacer un análisis de los centros
de esas gaussianas, realizando para cada tiempo un histograma de la distribución de
diedros y ajustándolo a la suma de dos gaussianas. La figura 6.11 muestra la evolu-
ción temporal de los centros de esas gaussianas y de la separación entre ellas, de
modo que se ve que los centros de las gaussianas se van separando siguiendo una
curva exponencial con un tiempo característico τ = 274fs.
Figura 6.9: Representación del ángulo diedro Φ
De este modo nos es posible clasificar las simulaciones NA-ESMD según su va-
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Figura 6.10: Histograma de los valores del diedro, Φ, en a) t=0 y b) al final de las simulaciones NA-
ESMD, t=1ps. Las líneas discontinuas representan las dos gaussianas del ajuste, las líneas continuas
identifican a la envolvente.
lor de diedro final. Así, podemos agrupar las trayectorias cuyo diedro pertenece a
la gaussiana centrada en el valor cercano a 60◦ y las que su valor de diedro final
pertenece a la gaussiana centrada en el valor cercano a 120◦. Para esto elegimos co-
mo punto de corte el ángulo medio entre los centros de las dos gaussianas (∼ 90◦).
Las trayectorias cuyo ángulo diedro al final de la dinámica es menor a ese ángulo
de corte, son llamadas trayectorias tipo 1, y las que su ángulo diedro al final de la
dinámica es mayor a ese ángulo de corte son llamadas trayectorias tipo 2. La figu-
ra 6.12 muestra un gráfico de densidad para los diedros durante toda la dinámica
de todas las trayectorias, y de las trayectorias tipo 1 y 2. Este gráfico evidencia que
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Figura 6.11: Valor de los centros de las gaussianas que ajustan los histogramas (distribuciones) del
ángulo Φ en cada instante de tiempo (líneas verde y roja), y de la diferencia de estos centros (línea
azul). La línea negra identifica el ajuste exponencial.
Figura 6.12: Gráfico de densidad de Φ. A la izquierda, para todas las trayectorias. A la derecha arriba,
para las trayectorias tipo 1, a la derecha abajo para las trayectorias tipo 2.
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no hay cambios bruscos del diedro durante las simulaciones NA-ESMD, y que las
trayectorias quedan bien definidas desde el inicio de la dinámica, esto se debe prin-
cipalmente a que los tiempos de las simulaciones son menores a los que necesita el
sistema para experimentar cambios notables en su diedro.
6.4. Modos normales en equilibrio.
La transferencia y relajación de la energía electrónica está acompañada por una
redistribución de la energía vibracional. Numerosos estudios confirman la importan-
cia de los modos vibracionales activos en los procesos de conversión interna [123,
172–175]. Los estudios experimentales se basan en variantes de la espectroscopía
infrarroja de estados excitados [176–178], en la espectroscopía infrarroja ultrarrápida
resuelta en el tiempo [179–181] y en la espectroscopía infrarroja transitoria ultrarrápi-
da [182]. En su mayoría, los estudios sobre la transferencia de energía intramolecu-
lar en moléculas orgánicas involucran Hamiltonianos clásicos y semiclásicos, usando
aproximaciones armónicas para identificar los caminos y los tiempos de la transferen-
cia de energía de un determinado enlace o modo [183–185]. Los modos normales de
equilibrio (ENM, del inglés Equilibrium normal modes) pueden emplearse para elu-
cidar los movimientos vibracionales en moléculas poliatómicas [186–188]. En este
marco teórico, el flujo de la energía vibracional puede ser abordado siguiendo la evo-
lución temporal de la energía cinética de cada ENM.
Para continuar con el análisis de los procesos de transferencia de energía y de
conversión interna del sistema LPPP5-PMI, realizamos un seguimiento de la energía
vibracional a partir de la evolución temporal de los modos normales de equilibrio de
estados excitados (ES-ENM) (sección 3.8). Para esto, calculamos los ES-ENM para
las estructuras en el mínimo de los dos estados excitados más bajos (S1 y S2). Las
velocidades atómicas obtenidas de las simulaciones NA-ESMD fueron proyectadas
en la base de los 3N (N=100) ES-ENM (S1) y ES-ENM (S2). Así, es posible analizar
la evolución temporal de las energías cinéticas de cada modo individual.
Las estructuras que se obtienen durante la dinámica de equilibrio en el estado bá-
sico a temperatura ambiente están bastante distorsionadas respecto a las estructuras
minimizadas donde se calcularon los modos. Esto dificulta el cálculo de la contribu-
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ción de las distintas velocidades atómicas a las velocidades de los modos individua-
les. Para solucionar esto, a continuación enunciamos los pasos que realizamos para
el cálculo de las energías cinéticas de los modos normales.
1. Se calculan los ejes de inercia del donor en la estructura a tiempo t de una
simulación NA-ESMD.
2. Se halla la matriz que rota toda la molécula y superpone la estructura del donor
a t de una simulación NA-ESMD con la estructura del donor en el mínimo de la
superficie de energía potencial del estado excitado considerado.
3. Usando esta matriz se rotan las velocidades correspondientes a la estructura a
t de la simulación NA-ESMD.
4. Se calcula el ángulo diedro entre el donor y el aceptor para la estructura a t de
la simulación NA-ESMD.
5. Utilizando la Fórmula de Rodrígues (ecuación 6.1), rotamos un ángulo θ las ve-
locidades de los átomos del aceptor de la estructura de la simulación
NA-ESMD a t, donde θ es la diferencia entre los ángulos diedros de la es-
tructura en el mínimo del estado electrónico correspondiente y estructura de la
simulación NA-ESMD a t.








(1− cos θ) (6.1)
siendo ~k un vector unitario alrededor del cual se rota al vector velocidad (~v) de
cada átomo un ángulo θ. En este caso es el vector unitario que forma el eje
entre los átomos centrales que se usaron para calcular el diedro. Al conjunto
de todos los vectores velocidad de estas nuevas estructuras lo llamaremos ~V ,
que estará formado por los vectores velocidad ~v de los átomos del donor, y los
vectores velocidad ~vrot de los átomos del aceptor.
6. Usando la ecuación 6.2 se expresan las velocidades ~V de las nuevas estructu-
ras en la base de los modos normales ~Qi y de esta forma se calcula la energía
cinética Ki de cada modo.
Ki(t) =









Los pasos del 1 al 6 se repiten para cada instante de tiempo t de cada simulación
NA-ESMD. Finalmente promediamos las energías cinéticas obtenidas sobre todas
las simulaciones NA-ESMD.
6.4.1. Modos normales según el ángulo diedro
Así como muestra la figura 6.10, donde se ve claramente que existen dos distribu-
ciones en torno a dos valores distintos de diedro desde el tiempo inicial y que persiste
durante toda la dinámica, también existen dos mínimos para cada superficie, uno cer-
cano a los 60◦ (47,3◦ para S1 y 60,8◦ para S2) y otro cercano a los 120◦ (125,5◦ para S1
y 123,6◦ para S2). Por ello, los modos normales en equilibrio fueron calculados para
ambas configuraciones, obteniendo dos conjuntos de modos para cada superficie.





j fueron comparados con el fin de identificar la correspondencia entre
los modos de cada conjunto. Para esto, aplicamos una variante del algoritmo de Min-
Cost [91], que nos permite maximizar la traza de la matriz de solapamiento S formada
por el cuadrado del producto de cada modo de una configuración con cada modo de






La mayoría de los modos involucrados en el proceso de interés no han requerido
reordenamiento según su orden de frecuencia, esto es, al modo i-ésimo original de
una estructura le corresponde el modo i-ésimo de la otra, como se aprecia en la
figura 6.13. Solo en S1, para los modos 227 y 228, encontramos que se requiere
su reordenamiento para asignarlo según su similitud. O sea, el modo 227 calculado
con la estructura de diedro 47,3◦ tiene más similitud con el modo 228 calculado con
la estructura de diedro 125,5◦ que con el 227 en esa estructura. Por tanto, esto lo
tuvimos en cuenta a la hora de realizar el promedio de las energías de los modos.
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(a) (b)
Figura 6.13: Gráficos de burbuja del cuadrado del producto escalar de los modos de a) S1 y de b) S2
calculados en las estructuras minimizadas en torno a 60◦ y a 120◦. Las burbujas fuera de la diagonal
corresponden a modos que no participan en la relajación, por tanto no los mencionamos.
6.5. Energía total de los modos normales
La energía cinética de cada modo individual es calculada usando la ecuación 6.2
considerando el conjunto de modos { ~Qi}i=1,...,3N obtenidos en la configuración del
mínimo correspondiente a cada simulación NA-ESMD. Es decir, proyectamos las ve-
locidades de las simulaciones tipo 1 sobre la base de los modos calculados a partir
de la estructura minimizada con diedro entorno a los 60◦ y las velocidades de las
simulaciones tipo 2 sobre la base de modos obtenidos a partir de la estructura mini-
mizada con diedro entorno a los 120◦. Luego aplicamos un suavizado de los picos de
la energía cinética de cada trayectoria y promediamos sobre todas las trayectorias,
teniendo en cuenta la reasignación requerida para los modos 227 y 228 de S1.
De forma resumida, el procedimiento para calcular las energías de los modos
normales es el siguiente:
1. Obtenemos las estructuras minimizadas con diedros ∼ 60◦ y ∼ 120◦ para cada
estado electrónico (S1 y S2).
2. Calculamos los modos normales de equilibrio para cada estructura minimizada.
3. Clasificamos las simulaciones NA-ESMD en tipo 1 y tipo 2 (ver sección 6.3).
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4. Proyectamos las velocidades de las simulaciones tipo 1 y tipo 2 sobre la base de
los modos calculados en las estructuras optimizadas en sus correspondientes
mínimos. Para esto tenemos en cuenta los pasos enunciados en la sección 6.4.
5. Aplicamos un suavizado de los picos de cada energía cinética obtenida para ca-
da modo y para cada simulación NA-ESMD. La figura 6.14 muestra un ejemplo
del suavizado realizado, donde al tomar los máximos de los picos de la energía
cinética y hacer una interpolación lineal entre ellos, se obtiene directamente la
energía total de ese modo.
Figura 6.14: Ejemplo del suavizado realizado a los picos de la energía cinética de los modos para una
simulación NA-ESMD.
6. Promediamos las energías de cada modo sobre todas las simulaciones NA-
ESMD, teniendo en cuenta posibles reasignaciones resultado de la aplicación
del método Min-Cost.
En las figuras 6.15 y 6.16 se muestra la dependencia temporal de la energía total
de los modos de S1 y S2 respectivamente, calculadas usando los pasos 1-6. Repre-







































Figura 6.15: Evolución temporal de la energía total de a) los modos de S1 que acumulan energía en


































Figura 6.16: Evolución temporal de la energía total de a) los modos de S2 que acumulan energía en
exceso y b) del modo 200 al 280 de S2 excluyendo los graficados en el panel a.
sentamos las energías del modo 200 al 280, donde identificamos ciertos modos que
acumulan energía en exceso (figuras 6.15 a y 6.16 a) para cada estado electrónico.
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6.5.1. Variación de la energía cinética durante el salto.
Para cada modo normal de cada superficie de energía potencial hallamos la di-
ferencia entre los valores de energía cinética antes y después del salto efectivo
S2 → S1, y sumamos el valor obtenido por todos los modos. Así encontramos la
variación total de energía cinética durante el salto (∆ES2→S1), que al promediarla
sobre todas las simulaciones NA-ESMD, obtenemos el valor de 0.174362 eV. Este
∆E puede ser comparado con el límite de ∆E < 2kcal/mol (0.086 eV) propuesto
por Fernández-Alberti [4] para separar los casos donde las trayectorias pasaban por
regiones inmediatas a intersecciones cónicas, de los casos con ∆E mayores. De
esta forma, el histograma de los valores de ∆ES2→S1 (figura 6.17) nos muestra que
la transferencia de energía S2 − S1 no involucra el pasaje del sistema por regiones
cercanas al cruce entre ambas superficies.
Figura 6.17: Histograma de la variación de energía cinética en el momento de salto efectivo S2 → S1
para todas las trayectorias simuladas. La línea negra indica el valor promedio (0.174362 eV) y la línea
azul el valor límite (0.086 eV) propuesto.
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6.5.2. Sincronización en el tiempo de salto efectivo
Las Figuras 6.15 y 6.16 pueden ser representativas desde el punto de vista ex-
perimental, pero no resultan adecuadas para dilucidar los mecanismos involucrados
en la transferencia de energía. Para ello, en lugar de realizar el promedio sobre las
energías totales de cada modo sobre todas las simulaciones NA-ESMD, explicado
en la sección 6.5, sincronizamos todas las trayectorias al momento de salto efectivo
S2 → S1. Esto es, anterior a realizar el promedio sobre las trayectorias, hallamos el
tiempo tsalto en el cual ocurre el salto efectivo de S2 a S1 en cada trayectoria, y toma-
mos este tiempo como el tiempo inicial a partir del cual realizamos el promedio. Como
los tiempos de salto efectivo varían en cada simulación, seleccionamos aquellas si-
mulaciones cuyo tiempo de salto es menor a 200 fs; de esta manera garantizamos
tener un tiempo de dinámica de 800 fs sobre el cual realizar el promedio (el tiempo
total de las simulaciones NA-ESMD fue de 1 ps).
Figura 6.18: Histograma de los tiempos de salto efectivo S2 → S1 para todas las trayectorias.
En la Figura 6.18 se grafica el histograma del tiempo de salto de todas las trayec-
torias, donde se aprecia que la mayoría de las trayectorias (95 %) tienen un tiempo
de salto menor a 200 fs, por lo que tomando ese tiempo como condición de corte
no afectaría representativamente la estadística de los resultados. Cabe aclarar que a
estas energías cinéticas sincronizadas también se les realizó el mismo suavizado de
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la sección anterior. En los análisis siguientes, las energías de los modos normales
están calculadas a partir del momento de salto efectivo S2 → S1.
6.6. Vectores de acoplamiento no adiabático
Con el fin de estudiar el papel que juegan los modos normales en el proceso
de conversión interna, investigamos la correspondencia entre los modos de cada
superficie y el vector de acoplamiento no adiabático (NACR). La dirección del NACR
puede interpretarse como la contribución no adiabática a la dirección de la fuerza
principal que actúa sobre los núcleos durante las transiciones electrónicas, por lo
que es de suponer que los modos que más solapamiento tengan con este vector
sean los que más participen en la transferencia de energía.
Proyectamos estos vectores (NACR) en el momento de salto efectivo S2 → S1
de cada trayectoria sobre la base de los modos. Para ello rotamos las coordenadas
de los NACR que corresponden a los átomos del aceptor siguiendo la metodología
descrita en la sección 6.4. Los valores de la proyección sobre los modos ~Qi de cada
vector NACR (~dk) para la trayectoria k lo calculamos usando:




Luego calculamos el número de participación (PN) de la proyección del vector
NACR de una trayectoria sobre la base de los modos normales (ecuación 6.4), ya que
este número nos dice cuantos modos normales realmente tienen un peso significativo
en la proyección sobre el NACR.













2 = 1 (6.6)
Luego de obtener el valor de PN para una trayectoria, se ordenan los modos en
forma decreciente según el cuadrado de su proyección con el NACR correspondiente,
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Figura 6.19: Histograma del número de participación de la proyección del vector de acoplamiento
adiabático en el momento de salto efectivo (~dS2→S1 ) en los modos normales de S1 ( ~QS1 ) y de S2
( ~QS2 ).
o sea, según su valor (Sk,i)2. A continuación, se eligen los primeros M modos de esa
trayectoria, donde M es el número entero más cercano al valor de PN calculado en
la ecuación 6.5. Estos son los modos que describen la dirección de transferencia de
energía entre S2 y S1 dictada por el vector NACR. Este análisis lo realizamos para
todas las trayectorias, obteniendo información sobre cuales son los modos que están
presentes en todas las trayectorias, o cuales aparecen en algunas pocas. Para tener
idea de cuanto un modo coincide con el conjunto de los NACR, hallamos el promedio





dondeNtraj es el número total de simulaciones NA-ESMD, en este caso,Ntraj = 501.
Los resultados de todo este análisis se muestran en los epígrafes posteriores.
En la figura 6.19 se pueden ver los histogramas del PN para los modos de S1 y
S2. Para S2, el PN es mayoritariamente 1, en pocas trayectorias toma valores de 2,
esto quiere decir que hay un modo que es el único cuya proyección con los NACR es
notable. Este modo, como veremos más adelante, será el protagonista en la trans-
ferencia de energía entre las superficies S2 y S1. Este no es el caso para el estado
S1, donde el vector NACR parece descomponerse en contribuciones de ∼11 o más
modos.
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6.6.1. Descomposición en valores singulares de los NACR
Con el fin de encontrar alguna similitud en la dirección de transferencia de energía
de cada trayectoria, construimos una matriz, M, compuesta por vectores columna co-
rrespondiente a los vectores NACR obtenidos a tsalto de cada simulación NA-ESMD.
A esta matriz le hacemos una descomposición en valores singulares. La descompo-
sición en valores singulares, o SVD (del inglés Singular Value Decomposition), de la
matriz M es la factorización de M en el producto de tres matrices M = UWVT
donde U y V son ortogonales y la matriz W es diagonal con valores reales positivos
o ceros wi (valores singulares). La técnica SVD es una rama importante en el análisis
numérico y es de gran utilidad en la resolución de numerosos problemas, como pue-
de ser encontrar la matriz de menor rango que mejor se aproxime a M y factorizar
matrices singulares o próximas a la singularidad, por lo que tiene gran aplicación en
la reducción y compresión de espacios. En esta tesis empleamos esta técnica para
encontrar un conjunto reducido de vectores con características similares al conjunto
original.
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Figura 6.20: Proyección de los NACR en el vector SV D1.
De aplicar este método numérico obtenemos que existe un vector (lo llamamos
SV D1) que representa en gran medida a todos los vectores NACR. Si vemos el his-
tograma de la figura 6.20, que muestra la proyección del NACR (dS2→S1) de cada
trayectoria en este vector SV D1, notamos que en su mayoría el producto es cercano
a 1 (el valor medio es 0.916). Por lo que la transferencia de energía ocurre en una
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misma dirección en todas las trayectorias.
6.7. Selección de los modos activos
Es posible definir distintos criterios para la identificación de los modos activos que
participan del proceso de transferencia de energía en exceso entre donor y aceptor.
En la presente tesis usamos los siguientes criterios:
1. Según su energía máxima: Tomamos los valores máximos de energía cinética
promedio de cada modo a lo largo de la dinámica NA-ESMD. Realizamos una
distribución con estos valores y calculamos la media (〈Emax〉) y la desviación
estándar (σ) de los mismos. Para decidir cuales modos seleccionamos y cuales
no, elegimos como parámetro de corte los modos cuya energía fuera mayor a
la energía media de la distribución más 2 ó 3 veces σ. O sea, el modo i es
seleccionado como activo si cumple con:
Eimax > 〈Emax〉+ nσ
donde n es 2 ó 3, en dependencia de donde queramos el corte.
2. Según su energía media: Similar al caso anterior, pero en lugar de tomar el
valor más alto de las energías de los modos individuales, calculamos la ener-
gía promedio (promediada previamente sobre todas las trayectorias) de cada
modo durante toda la dinámica, y a esta distribución de valores es a la que le




) y la σ. El parámetro de corte es igual al del punto 1,






En las siguientes secciones se expondrán cuales fueron los modos seleccionados
para cada superficie, y se compararán con los resultados obtenidos en la sección
anterior de la proyección de los NACR en estos modos.
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6.7.1. Modos activos de S1
Las figuras 6.21 y 6.22 muestran las distribuciones de las energías máximas y
medias a partir de las cuales seleccionamos los modos de S1, como se detalla en la
sección anterior. La distribución de las energías máximas tiene una media de 224,6
cm−1 (0.02785 eV), con una desviación estándar, σ, de 64.26 cm−1 (0.00797 eV). Pa-
ra las energías medias el promedio es 206.07 cm−1 (0.02555 eV), y σ es 38.98 cm−1
(0.00483 eV).



























Figura 6.21: Histograma de la distribución de las energías máximas (Emax) de todos los modos de
S1.






























Figura 6.22: Histograma de la distribución de las energías medias (Ē) de todos los modos de S1.
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En la tabla 6.1, se muestran los modos seleccionados. Las celdas de color verde
corresponden a modos con energía máxima (Tabla 6.1 a) o media (Tabla 6.1 b) mayor
a E + 3σ, donde E es el promedio de las energías máximas o medias, respectiva-
mente. Las celdas de color amarillo corresponden a los modos que se adicionan a




















Tabla 6.1: Resumen de la selección de los modos activos de S1 por los dos criterios detallados en la
sección 6.7.
De estas tablas se puede ver que los modos 227,231,235 y 258, son elegidos
según los dos criterios de selección. La tabla 6.2 contiene un resumen de algunas
características de los modos activos seleccionados, como son el período del modo
y de su energía cinética, el % de la variación de energía cinética en el momento de
salto efectivo S2 → S1 que recibe ese modo, así como el % de la localización de ese
modo en las unidades donora y aceptora.
La variación de energía cinética en el momento de salto efectivo S2 → S1 es
calculada a partir de las curvas de evolución temporal de la energía cinética (Ki,j(t))
de cada modo i para cada trayectoria j, de la siguiente manera:
∆Ki,j = Ki,j(tS2→S1)−Ki,j(tS2→S1 −∆t)
Luego realizamos la suma por todos los modos ∆Kj =
N∑
i
∆Ki,j (N es el número
total de modos, en este caso 300), obteniendo la variación total de energía cinética
que recibe el sistema durante el salto efectivo, para una trayectoria j dada. El % de
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Modo Frecuencia Período (fs) %∆K % localización
(cm−1) modo Ec donor aceptor
258 1818.33 18.34 9.17 22 100 0
250 1773.79 18.81 9.40 8 56 44
251 1774.49 18.80 9.40 14 42 58
252 1776.44 18.78 9.39 2 0 100
228 1579.63 21.12 10.56 4 82 18
231 1597.12 20.89 10.44 4 39 61
227 1578.99 21.13 10.56 7 93 7
235 1621.62 20.57 10.28 4 11 89
Tabla 6.2: Características principales de los modos activos de S1.











La columna %∆K de la tabla 6.2 muestra los valores de los %∆Ki
6.7.2. Modos activos de S2
Las figuras 6.23 y 6.24 muestran las distribuciones de las energías máximas y
medias a partir de las cuales seleccionamos los modos calculados en S2, como se
explica en la sección 6.7. La distribución de las energías máximas tiene una me-
dia de 227.9 cm−1 (0.02826 eV), con una desviación estándar, σ, de 131.6 cm−1
(0.01632 eV). Para las energías medias el promedio es 206.2 cm−1 (0.02557 eV), y
σ es 40.9 cm−1 (0.00507 eV). En la tabla 6.3, se muestran los modos selecciona-
dos. Las celdas de color verde corresponden a los modos que su energía máxima
(Tabla 6.3 a) o media (Tabla 6.3 b) es mayor a E + 3σ, donde E es el promedio de
las energías máximas o medias, respectivamente. Las celdas de color amarillo co-
rresponden a los modos que se adicionan a esta selección cuando tomamos como
restricción las energías mayores a E + σ. A diferencia con S1, en la selección de mo-
dos de S2, al tomar como restricción las energías mayores a E + 2σ no se agregan
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nuevos modos a la selección. La distribución de las energías máximas (Tabla 6.3 a)
tiene una media de 227.9 cm−1 (0.02826 eV), con una desviación estándar, σ, de
131.6 cm−1 (0.01632 eV). Para las energías medias (Tabla 6.3 b), el promedio es
206.2 cm−1 (0,02557 eV), y σ es 40.9 cm−1 (0.00507 eV).





































Figura 6.23: Histograma de la distribución de las energías máximas (Emax) de todos los modos de
S2.































Figura 6.25: Histograma de la distribución de las energías medias (Ē) de todos los modos de S2.
De estas tablas se puede ver que los modos 265, 239 y 235, son elegidos según
los dos criterios de selección. Además, el modo 265 tiene una energía máxima y
























Tabla 6.3: Resumen de la selección de los modos activos de S2 por los dos criterios detallados en la
sección 6.7.
algunas características de los modos activos seleccionados, como son el período del
modo y de su energía cinética, el % de la variación de energía cinética en el momento
de salto efectivo S2 → S1 que recibe ese modo, así como el % de la localización de
ese modo en las unidades donora y aceptora.
De estos gráficos y tablas se deduce que el modo 265 de S2 es el mayor res-
ponsable de la transferencia de energía entre los estados S2 y S1. Este modo tiene
una gran dispersión cuando se analiza su proyección en la base de los modos de S1
(figura 6.26). Los modos de S1 en los que se descompone (∼20 modos) coinciden en
gran medida con los modos que se activan en esa superficie. O sea, el movimiento
Modo Frecuencia Período (fs) %∆E % localización
(cm−1) modo Ec donor aceptor
265 2378.07 14.03 7.01 86 59 41
254 1792.00 18.61 9.31 2 28 72
239 1684.89 19.80 9.90 0 24 76
235 1645.87 20.27 10.13 0 11 89
232 1612.58 20.69 10.34 0 80 20
231 1597.88 20.88 10.44 0 79 21
230 1593.94 20.93 10.46 0 8 92
Tabla 6.4: Características principales de los modos activos de S2.
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Figura 6.26: Proyección de los modos de S2 en los de S1. Los círculos azules destacan los modos
que se activan de cada superficie.
de los núcleos producido por el modo 265 de S2 puede descomponerse en el movi-
miento colectivo de los modos más activos de S1. La tabla 6.5 muestra modos de S1
en los que se dispersa el modo 265 de S2, ordenados según el peso wi con el que





Las celdas de color amarillo indican los modos de S1 que fueron seleccionados como
modos activos en la sección 6.7.1.
Por otro lado, dado los resultados que se exponen en el epígrafe 6.6, donde se ve
que el modo 265 de S2 coincide significativamente con los vectores NACR, calcula-
mos la proyección de este modo en el vector SV D1, calculado en el epígrafe 6.6.1,
y el resultado fue 0.976. O sea, que el vector que representa a los NACR tiene gran
parecido con el modo 265 de S2, como se puede ver en las figuras 6.27.
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modo de S1 wi modo de S1 wi
258 0.319 228 0.034
251 0.101 263 0.033
235 0.079 261 0.02
227 0.064 252 0.018
250 0.059 223 0.013
259 0.057 249 0.012
234 0.047 229 0.012
231 0.038 260 0.009




Figura 6.27: (a) Representación del vector SV D1 de los vectores de acoplamiento no adiabático. (b)
Representación del modo 265 de S2.
Adicionalmente, al visualizar el modo 265 en la figura 6.27 b), observamos que
este tiene componentes en ambas unidades, tanto en la aceptora como en la donora,
esto favorece la transferencia de energía en ambas unidades. Todo esto confirma que
el modo 265 es el principal responsable de la transferencia de energía del donor al
aceptor al momento del salto entre superficies.
6.8. Agrupación y clasificación de los modos activos
Al graficar la energía total de los modos activos seleccionados por los criterios ex-
puestos en la sección anterior, resulta práctico agruparlos según si reciben o donan
energía después del salto. Para ello separamos los modos en grupos y los clasifica-
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mos en modos Donores, Aceptores y de Excitación Tardía. Los modos Donores son
aquellos que la energía que reciben al momento del salto la transfieren a los mo-
dos Aceptores. Los modos Aceptores, por otro lado, reciben la energía de los modos
Donores. Los modos de Excitación Tardía son modos cuya energía media, si bien
sobrepasa el valor de KT, no llega a alcanzar 2KT, y su excitación ocurre a tiempos
















































Figura 6.28: Modos de S1 (líneas continuas) y de S2 (líneas discontinuas) agrupados como modos a)
Donores, b) Aceptores y c) de Excitación Tardía.
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De la figura 6.28 a y b se ve una relación entre los modos Donores y Acepto-
res, donde coinciden los tiempos en los que los donores pierden su energía con los
tiempos en los que los Aceptores la van recibiendo. Incluso se puede observar una
recurrencia en donde los Donores reciben al cabo de un tiempo una parte de la ener-
gía de los Aceptores y luego se la entregan nuevamente.
6.9. Energía cinética atómica.
Por último, calculamos la energía cinética atómica al momento del salto efectivo
S2 → S1 y analizamos su localización en las distintas estructuras de la molécula.
En la figura 6.29 observamos una coincidencia entre los átomos que más energía
cinética reciben al momento del salto y los que son afectados por el modo normal
265 de S2. Esto reafirma una vez más que este modo es el principal responsable de
la transferencia de energía entre el donor y el aceptor.
Figura 6.29: Porciento de la variación de energía cinética al momento del salto efectivo S2 → S1 por
subunidades (arriba). Representación del modo normal 265 de S2. El color de las barras coincide con
el color de los átomos a partir de los cuales se calculó la variación de energía cinética atómica.
También, analizamos la dependencia temporal de la energía cinética atómica a
partir del momento del salto efectivo S2 → S1, así como su localización en las uni-
dades donora y aceptora. A estas curvas les realizamos un ajuste exponencial, con
el fin de obtener las escalas de tiempo de la redistribución de la energía, resultando
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que en el aceptor la energía se equilibra más rápido que en la unidad donora.
Figura 6.30: Energía cinética total de la molécula, de la unidad donora (LPPP5) y de la unidad acepto-
ra (PMI). Las líneas verdes representan el ajuste exponencial que se aplicó. Las líneas grises denotan




El análisis y comprensión de los procesos de transferencia de energía goberna-
dos por la intrincada interacción entre la estructura química, el desorden conforma-
cional, el acoplamiento electrón-fonón, y los efectos de la fotoexcitación, es esencial
en muchas tecnologías basadas en materiales semiconductores orgánicos. Diversos
esfuerzos experimentales y teóricos previos elucidaron la compleja dinámica de esta-
dos excitados proporcional a la transducción de energía en arquitecturas moleculares
lineales, circulares y en rama, que van más allá de modelos simples como el modelo
de Föster. Las simulaciones atómicas de tales dinámicas, más allá del límite de Born-
Oppenheimer, proveen abundantes detalles de la fotofísica subyacente y establecen
relaciones de tipo estructura-propiedad óptica.
En una primera parte de la tesis, se han expuesto los resultados de las simula-
ciones NA-ESMD del bicromóforo DTA tanto a baja temperatura como a temperatura
ambiente. Este sistema nos permite estudiar la (des)localización del excitón entre dos
unidades cromóforas débilmente acopladas durante el proceso de redistribución y re-
lajación electrónica y vibracional subsiguiente a la fotoexcitación láser. Analizamos la
variación de los posibles caminos de transferencia de energía intercromóforos. Tanto
a bajas como a altas temperaturas, las fluctuaciones térmicas rompen la desloca-
lización electrónica presente en la geometría optimizada del estado fundamental y
conlleva a estados electrónicos excitados localizados. Durante la dinámica, la mitad
de las trayectorias terminan completamente localizadas en el mismo monómero en
el cual la excitación estaba localizada inicialmente, y la otra mitad termina completa-
mente localizada en el otro monómero sin siquiera haber estado deslocalizado entre
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ellos. A 10 K, ocurren relativamente pocas transferencias de energía intercromóforos
(1 o 2) durante los primeros 200 fs de dinámica, seguido por una completa relajación
de la excitación en solo un monómero.
El tiempo en el cual el sistema molecular alcanza una distribución equitativa de
la TD localizada entre los dos monómeros es independiente de la temperatura. No
obstante, mientras que a 10 K la excitación queda atrapada en una sola unidad de
antraceno durante los primeros 200 fs, los eventos de transferencia de energía entre
monómeros persisten a 300 K para tiempos más largos. Este último comportamiento
se atribuye a la alta sensibilidad observada de la localización de la TD a las pequeñas
distorsiones geométricas introducidas por las fluctuaciones térmicas. Además, verifi-
camos que tanto a bajas temperaturas como a temperatura ambiente, la molécula de
DTA nunca queda atrapada en ningún estado excitado transitorio de larga duración
con fuerte deslocalización de la TD electrónica.
Simulamos la dependencia temporal de la anisotropía de fluorescencia tanto para
el DTA y su monómero DMA a temperatura ambiente. La señal de la anisotropía del
DMA revela el grado de despolarización debido a la relajación de la excitación en un
único monómero. La despolarización adicional en el DTA es resultado de los cambios
en la localización de la TD entre las unidades de los monómeros. También hallamos
un comportamiento ondulatorio en la localización de la TD entre un monómero y
otro al sincronizar todas las simulaciones NA-ESMD al momento de salto efectivo
S2 → S1. Encontramos que este fenómeno puede ser explicado por la existencia
de una coherencia vibracional, que surge como resultado de la canalización de la
transferencia de energía electrónica bien determinada, presentando propiedades de
antisimetría con defasaje de π, de forma que el movimiento vibracional modula la
localización de la TD en el estado S1.
En una segunda parte, estudiamos el proceso de fotoexcitación y subsiguiente
redistribución de la densidad de transición electrónica en un macrociclo π-conjugado
de fenileno-etinileno y su semianillo correspondiente. Para ello, implementamos una
aproximación del flujo de la densidad de transición electrónica para analizar la trans-
ferencia de energía intercromóforos. En ambos sistemas, una excitación inicialmente
deslocalizada sufre una transferencia ultra rápida de energía a una única unidad cro-
mófora, representando un estado emisor localizado. Esta rápida localización ocurre
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en una escala de tiempo de 29.1± 0.7 fs en el HR y más lentamente en el macrociclo,
a 38.5 ± 0.3 fs. En el macrociclo, la densidad de transición electrónica fluye princi-
palmente hacia una sola unidad cromófora, de las cuatro unidades que lo componen,
comportándose las otras tres como unidades donoras sin observarse transferencia
de energía entre ellas. En el semianillo, la densidad de transición fluye solamente
entre dos unidades. A pesar de esto, la presencia de unidades adicionales en el ma-
crociclo causa que la transferencia de energía global sea más lenta comparada con
la del semianillo, aunque los caminos de la transferencia de energía de la unidad 2 a
la 1 parezcan idénticos en ambas mitades del macrociclo. La escala de tiempo ma-
yor observada en el decaimiento de la anisotropía de fluorescencia del macrociclo,
comparada con la del semianillo, resulta de la interferencia de los múltiples caminos
de transferencia de energía.
La transferencia de energía en el presente sistema no depende de la planari-
zación del estado excitado, y se puede esperar que el fenómeno de interferencia se
vuelva menos significativo a medida que aumenta el tamaño del macrociclo y la trans-
ferencia de energía se vuelve más de tipo Förster. De hecho, macrociclos conjugados
de fenileno-etinileno más grandes con un diámetro de 7 nm exhiben una despolari-
zación ultrarrápida al valor esperado de 0.1 dentro de la resolución temporal experi-
mental [151], implicando que los efectos de la interferencia juegan un menor papel
en estos sistemas grandes. Finalmente, también es interesante notar la similitud de
la presente discusión sobre el flujo de la energía de excitación y la interferencia de
los caminos del flujo, con la interferencia de los caminos de conducción electrónica
en empalmes moleculares [189].
En la última parte de este trabajo, estudiamos la transferencia de energía electró-
nica y vibracional ultra rápida intramolecular de donor→aceptor en el sistema modelo
LPPP5-PMI usando simulaciones NA-ESMD. Durante el proceso de transferencia de
energía se observan significativos cambios y fluctuaciones en la (des)localización de
la densidad de transición electrónica. Mientras que inicialmente la excitación está
localizada en la unidad donora, al poco tiempo se vuelve completamente desloca-
lizada en toda la molécula a causa de los gradientes del estado S2 que presentan
fluctuaciones transitorias entre ambas unidades. A medida que la población electró-
nica se relaja al estado S1, la evolución de la excitación termina atrapándose en la
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unidad aceptora. Se encuentra, consecuentemente, que la transferencia de energía
no puede ser descrita por el mecanismo de Förster, y nuestros resultados coinciden
cualitativamente con los experimentos de espectroscopía en sistemas similares. Por
ejemplo, se han reportado escalas de tiempo de transferencia de energía ultrarrápida
en los bicromóforos aminopireniloaminobenzantronil [190] y en los sistemas donor-
aceptor BTZBODIPY [191]. Esta rápida deslocalización de la excitación electrónica
en el momento de la transición cuántica no incluye contribuciones de transferencia
de carga, las que colocan dichas excitaciones en el límite del excitón de tipo Fren-
kel. Nuestros resultados sugieren que el diseño molecular de materiales moleculares
eficientes de tipo donor-aceptor, puede aprovecharse de los mecanismos de transfe-
rencia de energía, mediante enlace asistido por los procesos de deslocalización.
También, se ha realizado un análisis de la relajación vibracional de este sistema
a través del seguimiento de las energías de los modos normales en equilibrio. Se
obtuvo que existe un modo en la superficie S2 que es el máximo responsable de la
transferencia de energía de S2 → S1 y que además, este modo coincide en gran
medida con el vector de acoplamiento no adiabático en el momento de salto entre las
PES. Se encuentra que en S2 hay pocos modos que se activan durante la relajación, y
que estos modos pueden ser descompuestos en los modos que se activan de S1, por
lo que sugiere que se puede hallar un conjunto mínimo de direcciones que participan
activamente en la transferencia electrónica donor→aceptor a partir de los modos de
S2 y esto permite proyectar el tratamiento cuántico de esos pocos grados de libertad.
Finalmente, de todo el trabajo presentado en esta tesis se puede concluir que las
simulaciones de dinámica molecular no-adiabática permiten obtener información ato-
mística de procesos de redistribución y relajación de la energía electrónica y vibracio-
nal de sistemas moleculares complejos multicromóforos, aportando una descripción
detallada de los mecanismos de transferencia de energía inter o intracromóforos.
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