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Abstract
A lattice model of radiative decay (so-called spin-boson model) of a two level atom and
at most two photons is considered. The location of the essential spectrum is described.
For any coupling constant the finiteness of the number of eigenvalues below the bottom of
its essential spectrum is proved. The results are obtained by considering a more general
model H for which the lower bound of its essential spectrum is estimated. Conditions
which guarantee the finiteness of the number of eigenvalues of H, below the bottom of its
essential spectrum are found. It is shown that the discrete spectrum might be infinite if the
parameter functions are chosen in a special form.
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1 Introduction
Block operator matrices are matrices where the entries are linear operators between Banach or
Hilbert spaces [16]. One special class of block operator matrices are Hamiltonians associated
with systems of non-conserved number of quasi-particles on a lattice. Their number can be
unbounded as in the case of spin-boson models or bounded as in the case of "truncated" spin-
boson models. They arise, for example, in the theory of solid-state physics [11], quantum field
theory [3] and statistical physics [9, 10].
In a well-known model of radiative decay (the so-called spin-boson model) it is assumed that an
atom, which can be in two states – ground state with energy−ε and excited state with energy ε
– emits and absorbs photons, going over from one state to the other [6, 10, 15, 17]. The energy
operator of such a system is given by the (formal) expression [6, 10, 15, 17]
A := εσz +
∫
Rd
w(k)a∗(k)a(k)dk + ασx
∫
Rd
v(k)(a∗(k) + a(k))dk (1.1)
and acts in the Hilbert space
L := C2 ⊗Fs(L2(Rd)), (1.2)
where C2 is the state of the two-level atom and Fs(L2(Rd)) is the symmetric Fock space for
bosons. In the following we consider the lattice analog of the standard spin-boson Hamiltonian
cf. [11]. In the älgebraicßense, a lattice spin-boson Hamiltonian is similar to a standard one with
only the difference is that A does not act in the Euclidean space Rd but on a d–dimensional
torus Td. This means that we have to replace Rd by Td in formulas (1.1) and (1.2). We write
elements F of the space L in the form
F = {f (σ)0 , f (σ)1 (k1), f (σ)2 (k1, k2), . . . , f (σ)n (k1, k2, . . . , kn), . . .}
of functions of an increasing number of variables (k1, . . . , kn), ki ∈ Td, and a discrete variable
σ = ±; the functions are symmetric with respect to the variables ki, i = 1, . . . , n, n ∈ N. The
norm in L is given by
‖F‖2 :=
∑
σ=±
|f (σ)0 |2 +
∑
σ,n
∫
(Td)n
|f (σ)n (k1, . . . , kn)|2dk1 . . . dkn. (1.3)
In the expression (1.1), the operators a∗(k) and a(k) are "creation and annihilation" operators,
ε > 0,
σz :=
(
1 0
0 −1
)
, σx :=
(
0 1
1 0
)
are Pauli matrices, w(k) is the dispersion of the free field, αv(k) is the coupling between the
atoms and the field modes, α > 0 is the coupling constant.
However, the problem of complete spectral description of the operator A still seems rather
difficult. In this connection, it is natural to consider simplified ("truncated") models [6, 10, 17] that
differ from the model described above with respect to the number of bosons which is bounded
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by N, N ∈ N. The Hilbert state space of each such model is then the space LN := C2 ⊗
F (N)s (L2(Td)) ⊂ L, where
F (N)s (L2(Td)) := C⊕ L2(Td)⊕ Lsym2 ((Td)2)⊕ . . .⊕ Lsym2 ((Td)N).
Here Lsym2 ((Td)n) is the Hilbert space of symmetric functions of n variables, and the norm in
LN is introduced as in (1.3). Then the truncated Hamiltonian AN is given in LN by AN :=
PLNAPLN , where PLN is the projection of the space L onto the subspace LN , and A is the
Hamiltonian (1.1).
The standard spin-boson Hamiltonian with N = 1, 2 was completely studied in [10] for small
values of the parameter α. The case N = 3 was considered in [17]. The existence of wave op-
erators and their asymptotic completeness were proven there. In [6], the case of arbitraryN was
investigated. In particular, using a Mourre type estimate, a complete spectral characterization of
the spin-boson Hamiltonian are given for sufficiently small, but nonzero coupling constant.
Let us introduce the corresponding model operator for the caseN = 2. For simplicity we denote
H0 := C,H1 := L2(Td),H2 := Lsym2 ((Td)2) andH := F (2)s (L2(Td)).
In the Hilbert spaceH we consider the model operator H that admit an 3× 3 tridiagonal block
operator matrix representation
H :=
 H00 H01 0H∗01 H11 H12
0 H∗12 H22

with the entries Hij : Hj → Hi, i ≤ j, i, j = 0, 1, 2 defined by
H00f0 = w0f0, H01f1 =
∫
Td
v0(t)f1(t)dt,
(H11f1)(x) = w1(x)f1(x), (H12f2)(x) =
∫
Td
v1(t)f2(x, t)dt,
(H22f2)(x, y) = w2(x, y)f2(x, y), fi ∈ Hi, i = 0, 1, 2;
where w0 is a real number, w1(·) vi(·), i = 0, 1, are real-valued analytic functions on Td and
w2(·, ·) is a real-valued symmetric analytic function on (Td)2. Under these assumptions the
operator H is bounded and self-adjoint.
An important problem in the spectral theory of such model operators is to study the number
of eigenvalues located outside the essential spectrum. We remark that the operator H has
been considered before and the following results were obtained: The location of the essential
spectrum of H has been described in [7] for any d ≥ 1. The existence of infinitely many
eigenvalues below the bottom of the essential spectrum of H has been announced in [8] for
d = 3. Its complete proof was given in [2] for a special parameter functions and in [1] for
more general case. An asymptotics of the form U0| log |λ|| (0 < U0 < ∞) for the number
of eigenvalues on the left of λ, λ < minσess(H) was obtained in [1]. The conditions for the
finiteness of the discrete spectrum of H was found in [13] for the case d = 3.
In the present paper we consider the case d = 1. We study the relation between the lower
bounds of the two-particle and three-particle branches of the essential spectrum of H. Under
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natural assumptions on the parameters we prove the finiteness of the discrete spectrum of H
using the Birman-Schwinger principle. In this analysis the finiteness of the points which gives
global minima for the function w2(·, ·) is important. We give a counter-example, which shows
the infiniteness of the discrete spectrum if the number of such points is not finite. For this case
the exact view of the eigenvalues and eigenvectors are found, their multiplicities are calculated.
We notice that a part of the results is typical for d = 1, in fact, they do not have analogues in
the case d ≥ 2.
Using a connection between the operatorsA2 andH, and applying obtained results from above
we describe the essential spectrum of A2, and show that the operator A2 has finitely many
eigenvalues below the bottom of its essential spectrum for any coupling constant α.
The paper is organized as follows. Section 1 is an introduction. In Section 2, the main results
for H are formulated. In Section 3, we estimate the lower bound of the essential spectrum of
H. In Section 4, we apply the Birman-Schwinger principle to H. Section 5 is devoted to the
proof of the finiteness of the discrete spectrum of H. In Section 6 we discuss the case when
the discrete spectrum ofH is infinite. In Section 7, the finiteness and infiniteness of the discrete
spectrum of H is established, when the lower bounds of the two- and three-particle branches
of the essential spectrum are coincide. An application to lattice model of radiative decay of a
two level atom and at most two photons (truncated spin-boson model on a lattice) illustrates our
results.
2 The main results for H
The spectrum, the essential spectrum, the point spectrum and the discrete spectrum of a
bounded self-adjoint operator will be denoted by σ(·), σess(·), σp(·) and σdisc(·), respectively.
To study the spectral properties of H we introduce a following family of bounded self-adjoint
operators (generalized Friedrichs models) h(x), x ∈ T, which acts inH0 ⊕H1 as
h(x) :=
(
h00(x) h01
h∗01 h11(x)
)
,
where
h00(x)f0 = w1(x)f0, h01f1 =
1√
2
∫
T
v1(t)f1(t)dt,
(h11(x)f1)(y) = w2(x, y)f1(y), fi ∈ Hi, i = 0, 1.
Let the operator h0(x), x ∈ T act inH0 ⊕H1 as
h0(x) :=
(
0 0
0 h11(x)
)
.
The perturbation h(x)−h0(x) of the operator h0(x) is a self-adjoint operator of rank 2. There-
fore in accordance with the Weyl theorem about the invariance of the essential spectrum under
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the finite rank perturbations, the essential spectrum of the operator h(x) coincides with the es-
sential spectrum of h0(x). It is evident that σess(h0(x)) = [mx,Mx], where the numbers mx
and Mx are defined by
mx := min
y∈T
w2(x, y) and Mx := max
y∈T
w2(x, y).
This yields σess(h(x)) = [mx,Mx].
For any x ∈ T we define an analytic function ∆(x ; ·) (the Fredholm determinant associated
with the operator h(x)) in C \ [mx,Mx] by
∆(x ; z) := w1(x)− z − 1
2
∫
T
v21(t)dt
w2(x, t)− z .
Note that for the discrete spectrum of h(x) the equality
σdisc(h(x)) = {z ∈ C \ [mx,Mx] : ∆(x ; z) = 0}
holds (see Lemma 3.2).
The following theorem [7] describes the location of the essential spectrum ofH by the spectrum
of the family h(x) of generalized Friedrichs model.
Theorem 2.1 For the essential spectrum of H the following equality holds
σess(H) = σ ∪ [m,M ], σ :=
⋃
x∈T
σdisc(h(x))
where the numbers m and M are defined by
m := min
x,y∈T
w2(x, y) and M := max
x,y∈T
w2(x, y).
The sets σ and [m,M ] are called two- and three-particle branches of the essential spectrum
of H, respectively.
Throughout this paper we assume that the functionw2(·, ·) has a unique non-degenerate global
minimum at the point (0, 0) ∈ T2.
For δ > 0 and a ∈ T we set
Uδ(a) := {x ∈ T : |x− a| < δ}.
We remark that if v1(0) = 0, then from analyticity of v1(·) onT it follows that there exist positive
numbers C1, C2 and δ such that the inequalities
C1|x|α ≤ |v1(x)| ≤ C2|x|α, x ∈ Uδ(0) (2.1)
hold for some α ∈ N. Since the functionw2(0, ·) has a unique non-degenerate global minimum
at y = 0 (see proof of Lemma 3.3), one can easily seen from the estimate (2.1) that for any
x ∈ T the integral ∫
T
v21(t)dt
w2(x, t)−m
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is positive and finite. The Lebesgue dominated convergence theorem yields
∆(0 ;m) = lim
x→0
∆(x ;m),
and hence if v1(0) = 0, then the function ∆(· ;m) is continuous on T.
Let us denote by Emin the lower bound of the essential spectrum of H.
The main results of the present paper as follows.
Theorem 2.2 For the lower bound Emin the following assertions hold:
(i) If v1(0) 6= 0, then Emin < m;
(ii) If v1(0) = 0 and min
x∈T
∆(x ;m) < 0, then Emin < m;
(iii) If v1(0) = 0 and min
x∈T
∆(x ;m) ≥ 0, then Emin = m.
Theorem 2.3 If one of the assertions
(i) v1(0) 6= 0;
(ii) v1(0) = 0 and min
x∈T
∆(x ;m) < 0;
(iii) v1(0) = 0 and min
x∈T
∆(x ;m) > 0,
is satisfied, then the operator H has a finite number of eigenvalues lying below Emin.
Remark 2.4 Since the function w2(·, ·) is continuous on the compact set T2 there exist at least
one point (x0, y0) ∈ T2 such that the function w2(·, ·) attains its global maximum at this point.
If v1(y0) 6= 0, then similar arguments show that for the upper bound Emax of the essential
spectrum of H we have Emax > M and the operator H has a finite number of eigenvalues
greater than Emax.
Remark 2.5 The results can be easily generalized to the case when the function w2(·, ·) has
a finite number of non-degenerate global minima at several points of T2. Here finiteness of the
number of such points is important. If the number of such points is infinite, then the discrete
spectrum of H can be infinite, for a corresponding example see Section 6.
Remark 2.6 The case v1(0) = 0 and min
x∈T
∆(x ;m) = 0 is considered in Section 7, where it
is shown that the discrete spectrum of H can be finite or infinite depending on the parameter
functions.
3 Lower bound of the essential spectrum of H
In this section first we study the discrete spectrum of h(x) and then Theorem 2.2 will be proven.
Proposition 3.1 The perturbation determinant ∆h(x)/h0(x)(z) of the operator h0(x) by the op-
erator h(x)− h0(x) has form
∆h(x)/h0(x)(z) = −
1
z
∆(x ; z), z ∈ C \ σ(h0(x)).
6
Proof. Since the operator h(x) − h0(x) is trace class, even of rank 2, the perturbation deter-
minant ∆h(x)/h0(x)(z) is well-defined by
∆h(x)/h0(x)(z) := det
(
I + (h(x)− h0(x))(h0(x)− z)−1
)
.
Without loss of generality we can assume that ‖v1‖ = 1. We choose the orthonormal basis
{ϕn}n ⊂ H1 by the following way: ϕ1 := v1 and ϕj⊥v1 for all j ≥ 2. Introduce
ψ1 :=
1√
2
(
1
ϕ1
)
, ψ2 :=
1√
2
(
1
−ϕ1
)
, ψj :=
(
0
ϕj−1
)
, j ≥ 3.
By the construction {ψn}n ⊂ H0 ⊕H1 is an orthonormal. Set
aij(x ; z) := ((h(x)− h0(x))(h0(x)− z)−1ψi, ψj), i, j ∈ N.
Simple calculation show that
a11(x ; z) = −1
z
w1(x) +
1√
2
∫
T
v21(t)dt
w2(x, t)− z −
1
z
1√
2
;
a12(x ; z) = −1
z
w1(x) +
1√
2
∫
T
v21(t)dt
w2(x, t)− z +
1
z
1√
2
;
a21(x ; z) = −1
z
w1(x)− 1√
2
∫
T
v21(t)dt
w2(x, t)− z −
1
z
1√
2
;
a22(x ; z) = −1
z
w1(x)− 1√
2
∫
T
v21(t)dt
w2(x, t)− z +
1
z
1√
2
;
aij(x ; z) = δij, otherwise.
Here δij is Kronecker delta. Therefore,
∆h(x)/h0(x)(z) =
1
4
det
(
2− a11(x ; z) a12(x ; z)
a21(x ; z) 2− a22(x ; z)
)
= −1
z
∆(x ; z).
Proposition is proved. 
The following lemma is a simple consequence of the Proposition 3.1 and of [5, chapter IV].
Lemma 3.2 For any fixed x ∈ T the operator h(x) has an eigenvalue z(x) ∈ C \ [mx,Mx] if
and only if ∆(x ; z(x)) = 0.
In the next two lemmas we describe the number and location of the eigenvalues of h(x).
Lemma 3.3 If v1(0) 6= 0, then there exists δ > 0 such that for any x ∈ Uδ(0) the operator
h(x) has a unique eigenvalue z(x), lying on the left of mx.
Proof. Since the function w2(·, ·) has a unique non-degenerate global minimum at the point
(0, 0) ∈ T2, by the implicit function theorem there exist δ > 0 and an analytic function y0(·) on
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Uδ(0) such that for any x ∈ Uδ(0) the point y0(x) is the unique non-degenerate minimum of the
function w2(x, ·) and y0(0) = 0. Therefore, we have w2(x, y0(x)) = mx for any x ∈ Uδ(0).
Let w˜2(·, ·) be the function defined on Uδ(0) × T as w˜2(x, y) := w2(x, y + y0(x)) − mx.
Then for any x ∈ Uδ(0) the function w˜2(x, ·) has a unique non-degenerate zero minimum at
the point 0 ∈ T. Now using the equality∫
T
v21(t)dt
w2(x, t)−mx =
∫
T
v21(t+ y0(x))dt
w˜2(x, t)
, x ∈ Uδ(0),
the continuity of the function v1(·), the conditions v1(0) 6= 0 and y0(0) = 0 it is easy to see
that lim
z→mx−0
∆(x ; z) = −∞ for all x ∈ Uδ(0).
Since for any x ∈ T the function ∆(x ; ·) is continuous and monotonically decreasing on
(−∞,mx) the equality
lim
z→−∞
∆(x ; z) =∞ (3.1)
implies that for any x ∈ Uδ(0) the function ∆(x ; ·) has a unique zero z = z(x), lying in
(−∞,mx). By Lemma 3.2 the number z(x) is the eigenvalue of h(x). 
Lemma 3.4 Let v1(0) = 0.
(i) If min
x∈T
∆(x ;m) ≥ 0, then for any x ∈ T the operator h(x) has no eigenvalues, lying on
the left of m.
(ii) If min
x∈T
∆(x ;m) < 0, then there exists a non-empty set G ⊂ T such that for any x ∈ G
the operator h(x) has a unique eigenvalue z(x), lying on the left of m.
Proof. First we recall that if v1(0) = 0, then the function ∆(· ;m) is a continuous on T. Let
min
x∈T
∆(x ;m) ≥ 0. Since for any x ∈ T the function ∆(x ; ·) is monotonically decreasing on
(−∞,m) we have ∆(x ; z) > ∆(x ;m) ≥ min
x∈T
∆(x ;m) ≥ 0, that is, ∆(x ; z) > 0 for
all x ∈ T and z < m. Therefore, by Lemma 3.2 for any x ∈ T the operator h(x) has no
eigenvalues in (−∞,m).
Now we suppose that min
x∈T
∆(x ;m) < 0 and introduce the following subset of T :
G := {x ∈ T : ∆(x ;m) < 0}.
Since ∆(· ;m) is a continuous on the compact set T, there exists a point x0 ∈ T such that
min
x∈T
∆(x ;m) = ∆(x0 ;m), that is, x0 ∈ G. So, the set G is a non-empty. Note that if
max
x∈T
∆(x ;m) < 0, then ∆(x ;m) < 0 for all x ∈ T and hence G = T.
Since for any x ∈ T the function ∆(x ; ·) is a continuous and monotonically decreasing on
(−∞,m] by the equality (3.1) for any x ∈ G there exists a unique point z(x) ∈ (−∞,m) such
that ∆(x ; z(x)) = 0. By Lemma 3.2 for any x ∈ G the point z(x) is the unique eigenvalue of
h(x).
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By the construction of G the inequality ∆(x ;m) ≥ 0 holds for all x ∈ T \G. In this case one
can see that for any x ∈ T \G the operator h(x) has no eigenvalues in (−∞,m). 
Proof of Theorem 2.2. Let v1(0) 6= 0. Then by Lemma 3.3 there exists δ > 0 such that for
any x ∈ Uδ(0) the operator h(x) has a unique eigenvalue z(x), lying on the left of mx. In
particular, z(0) < m0. Since m = min
x∈T
mx = m0 it follows that minσ ≤ z(0) < m, that is,
Emin < m.
Let v1(0) = 0. Then two cases are possible: min
x∈T
∆(x ;m) ≥ 0 or min
x∈T
∆(x ;m) < 0. In the
case min
x∈T
∆(x ;m) ≥ 0, by the part (i) of Lemma 3.4 for any x ∈ T the operator h(x) has no
eigenvalues in (−∞,m), that is, minσ ≥ m. By Theorem 2.1 it means that Emin = m.
For the case min
x∈T
∆(x ;m) < 0, using the part (ii) of Lemma 3.4 we obtain minσ ≤ z(x′) <
m for all x′ ∈ G, that is, Emin < m. 
4 The Birman-Schwinger principle.
For a bounded self-adjoint operator A acting in the Hilbert space R and for a real number λ,
we define [4] the number n(λ,A) by the rule
n(λ,A) := sup{dim(F ) : (Au, u) > λ, u ∈ F ⊂ R, ||u|| = 1}.
The number n(λ,A) is equal to infinity if λ < maxσess(A); if n(λ,A) is finite, then it is equal
to the number of the eigenvalues of A bigger than λ.
Let us denote by N(z) the number of eigenvalues of H on the left of z, z ≤ Emin. Then we
have N(z) = n(−z,−H), −z > −Emin.
Since the function ∆(· ; ·) is positive on (x, z) ∈ T × (−∞, Emin), there exists a positive
square root of ∆(x ; z) for all x ∈ T and z < Emin.
In our analysis of the discrete spectrum of H the crucial role is played by the self-adjoint com-
pact 2× 2 block operator matrix T (z), z < Emin acting onH0 ⊕H1 as
T (z) :=
(
T00(z) T01(z)
T ∗01(z) T11(z)
)
with the entries Tij(z) : Hj → Hi, i ≤ j, i, j = 0, 1 defined by
T00(z)g0 = (1 + z − w0)g0, T01(z)g1 = −
∫
T
v0(t)g1(t)dt√
∆(t ; z)
;
(T11(z)g1)(x) =
v1(x)
2
√
∆(x ; z)
∫
T
v1(t)g1(t)dt√
∆(t ; z)(w2(x, t)− z)
.
Here gi ∈ Hi, i = 0, 1.
The following lemma is a modification of the well-known Birman-Schwinger principle for the
operator H (see [1]).
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Lemma 4.1 The operator T (z) is compact and continuous in z < Emin and
N(z) = n(1, T (z)).
For the proof of this lemma see Lemma 5.1 of [1].
5 Finiteness of the number of eigenvalues of H
In this section we prove the finiteness of the number of eigenvalues of H, that is, Theorem 2.3.
We have divided the proof into a sequence of lemmas.
Lemma 5.1 There exist positive numbers C1, C2, C3 and δ such that the following inequalities
hold
(i) C1(x2 + y2) ≤ w2(x, y)−m ≤ C2(x2 + y2), x, y ∈ Uδ(0);
(ii) w2(x, y)−m ≥ C3, (x, y) 6∈ Uδ(0)× Uδ(0).
Proof. Since the function w2(·, ·) is analytic on T2 and it has a unique non-degenerate global
minimum at the point (0, 0) ∈ T2, the following decomposition holds
w2(x, y) = m+
1
2
(
∂2w2(0, 0)
∂x2
x2 + 2
∂2w2(0, 0)
∂x∂y
xy +
∂2w2(0, 0)
∂y2
y2
)
+O(|x|3 + |y|3)
as x, y → 0. Therefore, there exist positive numbersC1, C2, C3 and δ such that (i) and (ii) hold
true. 
Lemma 5.2 Let the assumption (iii) of Theorem 2.3 be fulfilled. Then there exists a positive
number C1 such that the inequality ∆(x ; z) ≥ C1 holds for all x ∈ T and z ≤ m.
Proof. By assumption (iii) of Theorem 2.3 we have min
x∈T
∆(x ;m) > 0. Since for any x ∈ T
the function ∆(x ; ·) is monotonically decreasing in (−∞,m], we have
∆(x ; z) ≥ ∆(x ;m) ≥ min
x∈T
∆(x ;m) > 0
for all x ∈ T and z ≤ m. Now setting C1 := min
x∈T
∆(x ;m) we complete the proof. 
We recall that by Lemma 3.2 the set σ is equal to the set of all complex numbers z ∈ C \
[mx,Mx] such that ∆(x ; z) = 0 for some x ∈ T.
If the condition (i) or (ii) of Theorem 2.3 holds, then by the assertions (i) and (ii) of Theorem 2.2
we have Emin ∈ σ, hence there exists x1 ∈ T such that ∆(x1 ;Emin) = 0. Since Emin < m,
the function ∆(· ;Emin) is a regular in T. Therefore, the number of zeros of this function is
finite.
Let {x ∈ T : ∆(x ;Emin) = 0} = {x1, . . . , xn} and kj be the multiplicity of xj for j ∈
{1, . . . , n}. The fact Emin < m implies that the difference w2(x, y) − z is positive for all
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x, y ∈ T and z ≤ Emin. Hence the function (w2(·, ·) − z)−1 is an analytic one on T2 for
all z ≤ Emin. Then there exists a number δ > 0 such that for any i, j ∈ {1, . . . , n} and
z ≤ Emin the following representations are valid
v1(x)v1(y)
2(w2(x, y)− z) =
[ki/2]∑
k=0
c
(1)
ik (z;x)(y − xi)k + (y − xi)[ki/2]+1m(1)i (z;x, y), (5.1)
for all x ∈ T and y ∈ Uδ(xi);
v1(x)v1(y)
2(w2(x, y)− z) =
[ki/2]∑
k=0
c
(2)
ik (z; y)(x− xi)k + (x− xi)[ki/2]+1m(2)i (z;x, y), (5.2)
for all x ∈ Uδ(xi) and y ∈ T;
v1(x)v1(y)
2(w2(x, y)− z) =
[ki/2]∑
k=0
[kj/2]∑
r=0
dkrij (z)(x− xi)k(y − xj)r +
[ki/2]∑
k=0
∞∑
r=[kj/2]+1
dkrij (z)(x− xi)k(y − xj)r + (5.3)
∞∑
k=[ki/2]+1
[kj/2]∑
r=0
dkrij (z)(x− xi)k(y − xj)r + (x− xi)[ki/2]+1(y − xj)[kj/2]+1qij(z;x, y),
for all (x, y) ∈ Uδ(xi)×Uδ(xj). Here [·] is the entire part of a, for any z ≤ Emin the numbers
dkrij (z) are some real coefficients, the functions c
(α)
ik (z; ·), α = 1, 2; m(1)i (z; ·, ·); m(2)i (z; ·, ·)
and qkrij (z; ·, ·) are some analytic functions onT;T×Uδ(xi);Uδ(xi)×T andUδ(xi)×Uδ(xj),
respectively.
Lemma 5.3 Let the assumption (i) or (ii) of Theorem 2.3 be fulfilled and j ∈ {1, . . . , n}. Then
there exist numbers C > 0 and δ > 0 such that the inequality
|x− xj|[kj/2]+1√
∆(x ; z)
≤ C (5.4)
holds for all x ∈ Uδ(xj) and z ≤ Emin.
Proof. If the assumption (i) or (ii) of Theorem 2.3 holds, then by Theorem 2.2 we have Emin <
m. Since the function ∆(x ; ·) is monotonically decreasing on (−∞,m) we have
|x− xj|[kj/2]+1√
∆(x ; z)
≤ |x− xj|
[kj/2]+1√
∆(x ;Emin)
for all z ≤ Emin. Taking into account the fact that the number kj is the multiplicity of the xj and
the function ∆(· ;Emin) is analytic on T we obtain the inequality (5.4). 
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Lemma 5.4 Let the assumptions of Theorem 2.3 be satisfied. Then for any z ≤ Emin the
operator T (z) can be represented in the form T (z) = T0(z) + T1(z), where the operator-
valued function T0(·) is continuous in the operator-norm in (−∞;Emin] and T1(z) is a finite-
dimensional operator for all z ≤ Emin whose dimension is independent of z.
Proof. Since the operators T00(z), T01(z) and T ∗01(z) are of rank one independently of z, it is
sufficient to study the operator T11(z).
We denote the kernel of the integral operator T11(z) by T11(z;x, y), that is,
T11(z;x, y) :=
v1(x)v1(y)
2
√
∆(x ; z)(w2(x, y)− z)
√
∆(y ; z)
.
First we will prove the statement of lemma under the assumption (i) or (ii) of Theorem 2.3. In this
caseEmin < m and using the representations (5.1)–(5.3) we obtain T11(z) = T 011(z)+T
1
11(z),
where the kernels T 011(z;x, y) and T
1
11(z;x, y) of the integral operators T
0
11(z) and T
1
11(z) has
form
T 011(z;x, y) : = (1− χVδ(x))(1− χVδ(y))T11(z;x, y)+
(1− χVδ(x))√
∆(x ; z)
n∑
i=1
χVδ(y)(y − xi)[ki/2]+1√
∆(y ; z)
M
(1)
i (z;x, y)+
(1− χVδ(y))√
∆(y ; z)
n∑
i=1
χVδ(x)(x− xi)[ki/2]+1√
∆(x ; z)
M
(2)
i (z;x, y)+
χVδ(x)χVδ(y)
n∑
i,j=1
(x− xi)[ki/2]+1(y − xj)[kj/2]+1√
∆(x ; z)
√
∆(y ; z)
Qij(z;x, y);
T 111(z;x, y) :=
(1− χVδ(x))χVδ(y)√
∆(x ; z)
√
∆(y ; z)
n∑
i=1
[ki/2]∑
k=0
(y − xi)kc(1)ik (z;x)+
χVδ(x)(1− χVδ(y))√
∆(x ; z)
√
∆(y ; z)
n∑
i=1
[ki/2]∑
k=0
(x− xi)kc(2)ik (z; y)+
χVδ(x)χVδ(y)√
∆(x ; z)
√
∆(y ; z)
n∑
i,j=1
([ki/2]∑
k=0
[kj/2]∑
r=0
dkrij (z)(x− xi)k(y − xj)r+
[ki/2]∑
k=0
∞∑
r=[kj/2]+1
dkrij (z)(x− xi)k(y − xj)r+
∞∑
k=[ki/2]+1
[kj/2]∑
r=0
dkrij (z)(x− xi)k(y − xj)r
)
,
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respectively, where Vδ :=
n⋃
i=1
Uδ(xi), χA(·) is the characteristic function of the set A ⊂ T,
M
(1)
i (z;x, y) :=
{
m
(1)
i (z;x, y), (x, y) ∈ T× Uδ(xi),
0, otherwise,
M
(2)
i (z;x, y) :=
{
m
(2)
i (z;x, y), (x, y) ∈ Uδ(xi)× T,
0, otherwise,
Qij(z;x, y) :=
{
qij(z;x, y), (x, y) ∈ Uδ(xi)× Uδ(xj),
0, otherwise.
Applying Lemma 5.3 we obtain that the function T 011(z; ·, ·), z ≤ Emin is square-integrable
on T2 and converges almost everywhere to T 011(Emin; ·, ·) as z → Emin − 0. Then by the
Lebesgue dominated convergence theorem the operator T 011(z) converges in the operator-norm
to T 011(Emin) as z → Emin − 0. The finite dimensionality of the operator T 111(z) follows from
the definition of T 111(z;x, y). Now setting
T0(z) :=
(
0 0
0 T 011(z)
)
, T1(z) :=
(
T00(z) T01(z)
T ∗01(z) T
1
11(z)
)
we complete proof of Lemma 5.4 under the assumption (i) or (ii) of Theorem 2.3.
Let the assumption (iii) of Theorem 2.3 be satisfied. Then by Theorem 2.2 we have Emin = m.
Applying Lemmas 5.1 and 5.2 and as well as inequality (2.1) one can see that the function
|T11(z; ·, ·)| can be estimated by
C1
(
1 +
|x|α|y|α
x2 + y2
)
for z ≤ m with α ≥ 1. The latter function is a square-integrable on T2 and the function
T11(z; ·, ·) converges almost everywhere to T11(m; ·, ·) as z → m−0. Then by the Lebesgue
dominated convergence theorem the operator T11(z) converges in the norm to T11(m) as
z → m− 0. Now setting
T0(z) :=
(
0 0
0 T11(z)
)
, T1(z) :=
(
T00(z) T01(z)
T ∗01(z) 0
)
we complete proof of Lemma 5.4 under the assumption (iii) of Theorem 2.3. 
We are now ready for the proof of Theorem 2.3.
Proof of Theorem 2.3. Using the Weyl inequality
n(λ1 + λ2, A1 + A2) ≤ n(λ1, A1) + n(λ2, A2) (5.5)
for the sum of compact operators A1 and A2 and for any positive numbers λ1 and λ2 we have
n(1, T (z)) ≤ n(2/3, T0(z)) + n(1/3, T1(z))
≤ n(1/3, T0(z)− T0(Emin)) + n(1/3, T0(Emin)) + n(1/3, T1(z))(5.6)
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for all z < Emin.
By virtue of Lemma 5.4 the operator T0(Emin) is compact and hence n(1/3, T0(Emin)) <∞
and n(1/3, T0(z) − T0(Emin)) tends to zero as z → Emin − 0. Since T1(z) is a finite-
dimensional operator and its dimension is independent of z, z < Emin, there exists a number
F such that for all z < Emin, we have n(1/3, T1(z)) ≤ F < ∞. So, by the inequality (5.6)
we obtain that the number n(1, T (z)) is finite for all z < Emin.
Now Lemma 4.1 implies that N(z) = n(1, T (z)) as z < Emin and hence
lim
z→Emin−0
N(z) = N(Emin) ≤ n(1/3, T0(Emin)) + n(1/3, T1(Emin)) <∞.
It means that the number of eigenvalues of H lying on the left of Emin is finite. 
6 Infiniteness of the number of eigenvalues of H
In this section we consider the case when the parameter functions vi(·), i = 1, 2, w1(·) and
w2(·, ·) have the special forms:
v0(x) := 0, w1(x) := a, v1(x) := b, a, b ∈ R \ {0};
w2(x, y) := ε(x− y), ε(x) := 1− cosx.
It is obvious that the function w2(·, ·) has non-degenerate minimum at the points of the form
(x, x) for any x ∈ T. Then it is clear that the number z = w0 is an eigenvalue of H with
the associated eigenvector f = (f0, 0, 0) with f0 6= 0 and the equality holds σess(H) =
{Emin} ∪ [0, 2] ∪ {Emax}, where Emin and Emax are zeros of the function ∆(·) defined on
C \ [0, 2] by
∆(z) := a− z − b
2
2
∫
T
dt
ε(t)− z
such that Emin < 0 and Emax > 2.
We define the function D(·) on C \ σess(H) as
D(z) :=
∞∏
k=0
Dk(z), Dk(z) := 1− 1
2∆(z)
dk(z), dk(z) :=
∫
T
cos(kt)dt
ε(t)− z .
The following lemma establishes a connection between eigenvalues of the operator H and
zeros of the function D(·).
Lemma 6.1 The number z ∈ C \ (σess(H) ∪ {w0}) is an eigenvalue of H if and only if
D(z) = 0. Moreover, if for some k ∈ N the number zk ∈ C \ σess(H) is an eigenvalue of
H with Dk(zk) = 1 − λk(zk) = 0, then the corresponding eigenvector f (k) has the form
f (k) := (0, f
(k)
1 , f
(k)
2 ), where the functions f
(k)
1 and f
(k)
2 are defined by
f
(k)
1 (x) := exp(±ikx), f (k)2 (x, y) :=
b(f
(k)
1 (x) + f
(k)
1 (y))
2(ε(x− y)− zk) . (6.1)
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Proof. Let the number z ∈ C\(σess(H)∪{w0}) be an eigenvalue ofH and f = (f0, f1, f2) ∈
H be the corresponding eigenvector. Then f0, f1 and f2 satisfy the following system of equa-
tions
(w0 − z)f0 = 0;
(a− z)f1(x) + b
∫
T
f2(x, t)dt = 0; (6.2)
b
2
(f1(x) + f1(y)) + (ε(x− y)− z)f2(x, y) = 0.
Using the condition z 6= w0 we get from the first equation of (6.3) that f0 = 0. Since z 6∈ [0, 2],
from the third equation of the system (6.3) for f2 we find
f2(x, y) = −b(f1(x) + f1(y))
2(ε(x− y)− z) . (6.3)
Substituting the expression (6.3) for f2 into the second equation of the system (6.3) and using
the fact that ∆(z) 6= 0 for any z ∈ C \ σess(H) we conclude that the number z ∈ C \
(σess(H) ∪ {w0}) is an eigenvalue of H if and only if the number 1 is an eigenvalue of the
integral operator T˜ (z) in L2(T) with the kernel
b2
2∆(z)(ε(x− y)− z) .
Since the function (ε(·)− z)−1 is continuous on T and ∆(z) 6= 0 for all z ∈ C \ σess(H), the
operator T˜ (z) is Hilbert-Schmidt and as well trace class. Hence, the determinant det(I−T˜ (z))
of the operator I − T˜ (z) exists and is given by the formula (see Theorem XIII.106 of [14])
det(I − T˜ (z)) =
∞∏
k=0
(1− λk(z)), (6.4)
where I is the identity operator on L2(T) and the numbers {λk(z)} are the eigenvalues of
T˜ (z) counted with their algebraic multiplicities. By Theorem XIII.105 of [14] the number 1 is an
eigenvalue of T˜ (z) if and only if det(I − T˜ (z)) = 0.
Let ϕ be the eigenfunction of T˜ (z) associated with the eigenvalue λ, that is,
λϕ(x) =
b2
2∆(z)
∫
T
ϕ(t)dt
ε(x− t)− z .
By expanding ϕ into a series with respect to the basis {exp(ikx)}k∈Z we obtain
λck exp(ikx) =
b2ck
2∆(z)
∫
T
exp(ikt)dt
ε(x− t)− z
or λ(z) = b2dk(z)/(2∆(z)). Then for any k ∈ Z the eigenvalue λk(z) of the operator T˜ (z)
in formula (6.4) can be expressed by λk(z) = b2dk(z)/(2∆(z)) and the corresponding eigen-
function ϕk(·) has the form ϕk(x) := exp(ikx).
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For any k ∈ Z and z ∈ C \ σess(H) we have dk(z) = d−k(z). Hence, if the number
1 = λk(zk), zk ∈ C \ σess(H) is an eigenvalue of T˜ (zk), then ϕk(x) = exp(±ikx) is the
corresponding eigenfunction of T˜ (zk). From here it follows that if the number zk ∈ C\σess(H)
is an eigenvalue of H with Dk(zk) = 1 − λk(zk) = 0, then the corresponding eigenvector
f (k) has the form f (k) := (0, f (k)1 , f
(k)
2 ), where f
(k)
1 and f
(k)
2 are defined by (6.1). 
Let N0 := N ∪ {0}.
Lemma 6.2 For the functions ∆(·) and dk(·), k ∈ N0, the equalities hold
∆(z) = a− z − pib
2
√
z2 − 2z , dk(z) =
2pi
[
1− z −√z2 − 2z]k√
z2 − 2z , z < 0;
∆(z) = a− z + pib
2
√
z2 − 2z , dk(z) =
2pi
[
1− z +√z2 − 2z]k√
z2 − 2z , z > 2.
Proof. The assertion of lemma for the case z < 0 can be proven similarly to Lemma 10 of [12].
We consider the case z > 2. Using the identity∫ pi
0
cos(kt)dt
1 + 2c cos t+ c2
=
pi(−c)k
1− c2 ,
where k ∈ N0 and 0 < c < 1, one can show that∫ pi
0
cos(kt)dt
1 + (2c/(1 + c2)) cos t
=
pi(−c)k√
1− (2c)2/(1 + c2)2 . (6.5)
Since the function ε(·) is an even, the function dk(·) has form
dk(z) = 2
∫ pi
0
cos(kt)dt
1− cos t− z =
2
1− z
∫ pi
0
cos(kt)dt
1 + cos t/(z − 1) .
Introducing the notation cz := z − 1−
√
z2 − 2z we obtain
dk(z) =
2
1− z
∫ pi
0
cos(kt)dt
1 + 2cz cos t/(1 + c2z)
.
It is clear that cz ∈ (0, 1) for all z > 2 and hence the equality (6.5) completes proof of lemma
for the case z > 2. 
Now we formulate the result about infiniteness of the discrete spectrum of H.
Theorem 6.3 (i) The operator H has an infinite number of eigenvalues {ξ(α)k }∞0 with α =
1, 2, 3 such that {ξ(1)k }∞0 ⊂ (−∞, Emin), {ξ(2)k }∞0 ⊂ (Emax,∞), {ξ(3)k }∞0 ⊂ (2, Emax) and
lim
k→∞
ξ
(1)
k = Emin, lim
k→∞
ξ
(2)
k = lim
k→∞
ξ
(3)
k = Emax.
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For α = 1, 2, 3 the multiplicity of every eigenvalue ξ(α)k , k ∈ N is two, the multiplicity of ξ(3)0
is one or two and ξ(1)0 , ξ
(2)
0 are simple eigenvalues of H. Moreover, the eigenvalues ξ
(1)
k resp.
ξ
(2)
k are solutions of the rational equations
pib2
∆(z)
[
1− z −√z2 − 2z]k√
z2 − 2z = 1, z < Emin;
resp.
pib2
∆(z)
[
1− z +√z2 − 2z]k√
z2 − 2z = 1, z > Emax.
(ii) The operator H has no eigenvalues in (Emin, 0).
Proof. (i) For any fixed k ∈ N0 we have
lim
z→±∞
Dk(z) = 1, lim
z→Emin−0
Dk(z) = lim
z→Emax+0
Dk(z) = −∞.
Since the function Dk(·) is continuous in (−∞, Emin) and (Emax,∞) there exist numbers
ξ
(1)
k ∈ (−∞, Emin) and ξ(2)k ∈ (Emax,∞) such that Dk(ξ(α)k ) = 0 for α = 1, 2. The equality
lim
z→±∞
D(z) = 1 and the analyticity of the function D(·) on C \ ({Emin} ∪ [0, 2] ∪ {Emax})
imply that lim
k→∞
ξ
(1)
k = Emin and lim
k→∞
ξ
(2)
k = Emax. By Lemma 6.1 for any α = 1, 2 and
k ∈ N0 the number ξ(α)k is an eigenvalue of H and the corresponding eigenvector f (k) has the
form f (k) := (0, f (k)1 , f
(k)
2 ), where f
(k)
1 and f
(k)
2 are defined by (6.1) with zk = ξ
(α)
k .Moreover,
ξ
(1)
0 , ξ
(2)
0 are simple eigenvalues and for any k ∈ N the multiplicities of ξ(α)k are two.
Note that the function Dk(·) is defined on (2, Emax) and for z > 2 we have
−1 < 1− z +
√
z2 − 2z < 0.
By Lemma 6.2 the function Dk(·) can be rewritten as
Dk(z) = 1− 1
2∆(z)
[
1− z +√z2 − 2z]k√
z2 − 2z , z ∈ (2, Emax);
therefore, for any fixed z ∈ (2, Emax) the equality lim
k→∞
Dk(z) = 1 holds.
It is clear that ∆(z) > 0 for all z ∈ (2, Emax) and hence the inequality D2k+1(z) > 1 holds
for all k ∈ N0 and z ∈ (2, Emax). Since lim
k→∞
Dk(z) = 1 for any fixed z ∈ (2, Emax), there
exists a subsequence {kn} ⊂ 2N0 such that Dkn((Emax + 2)/2) > 0 holds for any n ∈ N0.
Now the equality lim
z→Emax−0
D2k(z) = −∞ and the continuity of the function Dk(·) imply that
Dkn(ξ
(3)
n ) = 0 for some ξ
(3)
n ∈ ((Emax +2)/2, Emax). It follows from the analyticity ofD(·) on
C\({Emin}∪[0, 2]∪{Emax}) that lim
n→∞
ξ
(3)
n = Emax. Now repeated application of Lemma 6.1
implies that the number ξ(3)n is an eigenvalue of H. Similarly, for any n ∈ N the multiplicity of
ξ
(3)
n is two. If k0 = 0, then ξ
(3)
0 is a simple, otherwise its multiplicity is two.
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(ii) It is clear that 0 < 1 − z − √z2 − 2z < 1 for z < 0. Then by Lemma 6.2 the function
Dk(·) can be represented as
Dk(z) = 1− 1
2∆(z)
[
1− z −√z2 − 2z]k√
z2 − 2z , z ∈ (Emin; 0).
Since ∆(z) < 0 for all z ∈ (Emin, 0) the inequality Dk(z) > 1 holds for such z and hence
D(z) > 1. By Lemma 6.1 the operator has no eigenvalues in (Emin, 0). 
7 The case v1(0) = 0 and ∆(0 ;m) = 0
In this section we are going to discuss the discrete spectrum of H for the case v1(0) = 0 and
∆(0 ;m) = 0. In this case the discrete spectrum of H might be finite or infinite depending on
the behavior of the parameter functions.
Case I: Infiniteness. Let the parameter functions v1(·), w1(·) and w2(·, ·) have the form
v1(x) =
√
µ sinx, µ > 0; w1(x) = 1 + sin
2 x;
w2(x, y) = ε(x) + lε(x+ y) + ε(y), ε(x) := 1− cosx, l > 0. (7.1)
Then the function w2(·, ·) has a unique non-degenerate zero minimum (m = 0) at the point
(0, 0) ∈ T2 and v1(0) = 0. It is easy to see that for
∆(x ; z) = 1 + sin2 x− z − µ
2
∫
T
sin2 t dt
ε(x) + lε(x+ t) + ε(t)− z
we have ∆(0 ; 0) = 0 if and only if
µ = µ0 := (1 + l)
(∫ pi
0
sin2 t dt
ε(t)
)−1
=
1 + l
pi
.
The following decomposition plays an important role in the proof of the infiniteness of the dis-
crete spectrum of H.
Lemma 7.1 The following decomposition
∆(x ; z) = ∆(0 ; 0) +
µpi(1 + 2l − l2)
(1 + l)2
√
1 + 2l
√
x2 − 2(1 + l)
1 + 2l
z +O(x2) +O(
√
|z|)
holds as x→ 0 and z → −0.
Proof. Let δ > 0 be sufficiently small and Tδ := T \ (−δ, δ). We rewrite the function ∆(· ; ·)
in the form ∆(x ; z) = ∆1(x ; z) + ∆2(x ; z), where
∆1(x ; z) : = 1 + sin
2 x− z − µ
2
∫
Tδ
sin2 t dt
ε(x) + lε(x+ t) + ε(t)− z ,
∆2(x ; z) : = −µ
2
∫ δ
−δ
sin2 t dt
ε(x) + lε(x+ t) + ε(t)− z .
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Since ∆1(· ; z) is an even analytic function on T for any z ≤ 0, we have
∆1(x ; z) = ∆1(0 ; 0) +O(x
2) +O(|z|) (7.2)
as x→ 0 and z → −0. Using
sinx = x+O(x3), 1− cosx = 1
2
x2 +O(x4), x→ 0 (7.3)
we obtain
∆2(x ; z) := −µ
∫ δ
−δ
t2dt
(1 + l)x2 + 2lxt+ (1 + l)t2 − 2z +O(x
2) +O(|z|)
as x→ 0 and z → −0. For the convenience we rewrite the latter integral as∫ δ
−δ
t2dt
(1 + l)x2 + 2lxt+ (1 + l)t2 − 2z =
2δ
1 + l
− lx
1 + l
∫ δ
−δ
2tdt
(1 + l)x2 + 2lxt+ (1 + l)t2 − 2z −
(1 + l)x2 − 2z
1 + l
∫ δ
−δ
dt
(1 + l)x2 + 2lxt+ (1 + l)t2 − 2z .
Now we study each integral in the last equality. For the integral in the second summand we
obtain ∫ δ
−δ
2tdt
(1 + l)x2 + 2lxt+ (1 + l)t2 − 2z =
1
1 + l
log
∣∣∣∣1 + 4lxδ(1 + l)x2 − 2lxδ + (1 + l)δ2 − 2z
∣∣∣∣ −
2lx
1 + l
∫ δ
−δ
dt
(1 + l)x2 + 2lxt+ (1 + l)t2 − 2z .
Since
log
∣∣∣∣1 + 4lxδ(1 + l)x2 − 2lxδ + (1 + l)δ2 − 2z
∣∣∣∣ = O(x)
as x→ 0, comparing the last expressions we obtain∫ δ
−δ
t2dt
(1 + l)x2 + 2lxt+ (1 + l)t2 − 2z =
2δ
1 + l
−
(
1 + 2l − l2
(1 + l)2
x2 − 2
1 + l
z
)∫ δ
−δ
dt
(1 + l)x2 + 2lxt+ (1 + l)t2 − 2z +
O(x2) +O(|z|)
as x→ 0 and z → −0. Using the identity∫ b
a
dt
x2 + t2
=
1
|x|
(
arctan
b
|x| − arctan
a
|x|
)
(7.4)
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we have∫ δ
−δ
dt
(1 + l)x2 + 2lxt+ (1 + l)t2 − 2z =
1
1 + l
∫ δ
−δ
dt
(t+ l
1+l
x)2 + 1+2l
(1+l)2
x2 − 2
l+1
z
=
1
(1 + l)
√
1+2l
(1+l)2
x2 − 2
l+1
z
(
arctan
δ + l
1+l
x√
1+2l
(1+l)2
x2 − 2
l+1
z
+ arctan
δ − l
1+l
x√
1+2l
(1+l)2
x2 − 2
l+1
z
)
.
The following properties of the arctan function
arctan y + arctan
1
y
=
pi
2
, y ≥ 0 and arctan y = O(y), y → 0 (7.5)
imply that∫ δ
−δ
dt
(1 + l)x2 + 2lxt+ (1 + l)t2 − 2z =(
1 + 2l − l2
(1 + l)2
x2 − 2
1 + l
z
)
pi
(1 + l)
√
1+2l
(1+l)2
x2 − 2
l+1
z
+O(
√
1 + 2l
(1 + l)2
x2 − 2
l + 1
z)
as x→ 0 and z → −0. Taking into account(
1 + 2l − l2
(1 + l)2
x2 − 2
1 + l
z
)
pi
(1 + l)
√
1+2l
(1+l)2
x2 − 2
l+1
z
= pi
1 + 2l − l2
(1 + l)2
√
1 + 2l
√
x2 − 2(1 + l)
2l + 1
z +O(
√−z),
we obtain
∆2(x ; z) = ∆2(0 ; 0) +
µpi(1 + 2l − l2)
(1 + l)2
√
1 + 2l
√
x2 − 2(1 + l)
2l + 1
z +O(x2) +O(
√−z) (7.6)
as x→ 0. The equalities (7.2) and (7.6) give the proof of lemma. 
Let T (δ; z) be the operator inH0 ⊕H1 defined by
T (δ; z) :=
(
0 0
0 T11(δ; z)
)
,
where T11(δ; z) is the integral operator on L2(T) with the kernel
1
pi
(1 + l)2
√
1 + 2l
1 + 2l − l2
1
4
√
x2 − 2(1+l)
2l+1
z
χ(−δ;δ)(x)χ(−δ;δ)(y)xy
(1 + l)x2 + 2lxy + (1 + l)y2 − 2z
1
4
√
y2 − 2(1+l)
2l+1
z
.
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Lemma 7.2 Let µ = µ0. Then for any z ≤ 0 the operator F (z) := T (z)−T (δ; z) is compact
and the operator-valued function F (·) is continuous in the operator-norm in (−∞, 0].
Proof. Denote by T11(z;x, y) and T11(δ, z;x, y) the kernel of the operator T11(z) and
T11(δ; z), respectively, and set F (z;x, y) := T11(z;x, y)− T11(δ, z;x, y). We split the func-
tion F (z; ·, ·), z < 0 into four parts
F (z;x, y) = F0(z;x, y) + F1(z;x, y) + F2(z;x, y) + F3(z;x, y),
where
F0(z;x, y) : = (1− χ(−δ,δ)(x)χ(−δ,δ)(y))T11(z;x, y),
F1(z;x, y) : =
µ
2
χ(−δ,δ)(x)√
∆(x ; z)
χ(−δ,δ)(y)√
∆(y ; z)
×(
sinx sin y
ε(x) + lε(x+ y) + ε(y)− z −
2xy
(1 + l)x2 + 2lxy + (1 + l)y2 − 2z
)
,
F2(z;x, y) : =
(
µ√
∆(x ; z)
− µ√
µpi(1+2l−l2)
(1+l)2
√
1+2l
√
x2 − 2(1+l)
1+2l
z
)
1√
∆(y ; z)
×
χ(−δ,δ)(x)χ(−δ,δ)(y)xy
(1 + l)x2 + 2lxy + (1 + l)y2 − 2z ,
F3(z;x, y) : =
1√
µpi(1+2l−l2)
(1+l)2
√
1+2l
√
x2 − 2(1+l)
1+2l
z
χ(−δ,δ)(x)χ(−δ,δ)(y)xy
(1 + l)x2 + 2lxy + (1 + l)y2 − 2z ×
(
µ√
∆(y ; z)
− µ√
µpi(1+2l−l2)
(1+l)2
√
1+2l
√
y2 − 2(1+l)
1+2l
z
)
.
We show that the functions Fi(z; ·, ·), i = 0, 1, 2, 3 are square-integrable on T2 for any fixed
z ≤ 0. First we note that for any fixed z ≤ 0 the function F0(z; ·, ·) is bounded on T2 and
hence it is a square-integrable on this set.
Using the decompositions (7.3) we obtain that there exists C > 0 such that for any z ≤ 0 the
inequality∣∣∣∣∣ sinx sin yε(x) + lε(x+ y) + ε(y)− z − 2xy(1 + l)x2 + 2lxy + (1 + l)y2 − 2z
∣∣∣∣∣ ≤ C|xy|,
x, y ∈ (−δ, δ), holds. Therefore, for any fixed z ≤ 0 the function F1(z; ·, ·) is a square-
integrable on T2.
By Lemma 7.1 for any x ∈ (−δ, δ) and z ∈ (−δ, 0) we get the estimate∣∣∣∣∣ µ√∆(x ; z) − µ√ µpi(1+2l−l2)
(1+l)2
√
1+2l
√
x2 − 2(1+l)
1+2l
z
∣∣∣∣∣ ≤ C
√−z
4
√
(x2 − z)3 + C
√
|x|.
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It follows from the last estimate and Lemma 7.1 that
|F2(z;x, y)| ≤ C
√−z
4
√
(x2 − z)3
|xy|
(1 + l)x2 + 2lxy + (1 + l)y2 − 2z
1
4
√
y2 − z
+
C|x|3/2|y|
(1 + l)x2 + 2lxy + (1 + l)y2 − 2z
1
4
√
y2 − z
or
|F2(z;x, y)| ≤ C|x|
1/2|y|3/2√−z
(1 + l)x2 + 2lxy + (1 + l)y2 − 2z +
C|x|3/2|y|3/2
(1 + l)x2 + 2lxy + (1 + l)y2 − 2z
for all x, y ∈ (−δ, δ) with some positive constant C. Since∫ δ
−δ
∫ δ
−δ
( |x|1/2|y|3/2
(1 + l)x2 + 2lxy + (1 + l)y2 − 2z
)2
dxdy ≤ C| log(−z)|,
for any fixed z ≤ 0 the function F2(z; ·, ·) is a square-integrable on T2. By the same way we
can show the square-integrability of F3(z; ·, ·) on T2 for any fixed z ≤ 0.
Hence, the operator T11(z) − T11(δ; z) belongs to the Hilbert-Schmidt class for all z ≤ 0. In
combination with the continuity of the kernel of the operator with respect to z < 0, this implies
the continuity of T11(z)− T11(δ; z) with respect to z ≤ 0.
By the definition the operators T00(z), T01(z) and T ∗01(z) are rank 1 operators and they are
continuous from the left up to z = 0. Consequently the operator F (z) is compact and the
operator-valued function F (·) is continuous in the operator-norm in (−∞, 0]. 
By the structure of T (δ; z) we have σ(T (δ; z)) = {0} ∪ σ(T11(δ; z)).
The subspace of functions g having support in (−δ, δ) is an invariant subspace for the operator
T11(δ; z). Let T
(0)
11 (δ; z) be the restriction of the operator T11(δ; z) to the subspace L2(−δ, δ),
that is, the integral operator with the kernel
1
pi
(1 + l)2
√
1 + 2l
1 + 2l − l2
1
4
√
x2 − 2(1+l)
2l+1
z
xy
(1 + l)x2 + 2lxy + (1 + l)y2 − 2z
1
4
√
y2 − 2(1+l)
2l+1
z
,
x, y ∈ (−δ, δ). Then we have σ(T11(δ; z)) = σ(T (0)11 (δ; z)), z < 0.
Let Lo2(−δ, δ) and Le2(−δ, δ) be the spaces of odd and even functions, respectively. It is easily
to check that T (0)11 (δ; z) : L
o
2(−δ, δ)→ Lo2(−δ, δ) and T (0)11 (δ; z) : Le2(−δ, δ)→ Le2(−δ, δ).
Let us consider the unitary operator
Uo : L
o
2(−δ, δ)→ L2(0, δ), (Uof)(x) =
√
2f(x).
Then
U−1o : L2(0, δ)→ Lo2(−δ, δ), (U−1o f)(x) =
{
1√
2
f(x) as x ≥ 0
− 1√
2
f(x) as x < 0.
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Let To(z) := UoT
(0)
11 (δ; z)U
−1
o . Then σ(T
(0)
11 (δ; z)) ⊃ σ(To(z)), where To(z) is the integral
operator acting on L2(0, δ) with the kernel
To(z;x, y) : =
1
pi
(1 + l)2
√
1 + 2l
1 + 2l − l2
1
4
√
x2 − 2(1+l)
2l+1
z
[ xy
(1 + l)x2 + 2lxy + (1 + l)y2 − 2z +
xy
(1 + l)x2 − 2lxy + (1 + l)y2 − 2z
] 1
4
√
y2 − 2(1+l)
2l+1
z
.
Let T1(z), z < 0 be an integral operator on L2(0, δ) with the kernel
χΩ(z)(x)To(z;x, y)χΩ(z)(y), where Ω(z) := (|z|1/2, δ].
Lemma 7.3 Let µ = µ0. Then for any z ∈ (−δ, 0] the operator G(z) := To(z) − T3(z) is
compact and the operator-valued function G(·) is continuous in the operator-norm in (−δ, 0].
The subspace of functions g having support in Ω(z) is an invariant subspace for the opera-
tor T1(z). Let T2(z) be the restriction of the operator T1(z) to the subspace L2(Ω(z)), that
is, the integral operator with kernel T2(z;x, y) := To(z;x, y), x, y ∈ Ω(z). Then we have
σ(T1(z)) = σ(T2(z)) for z ∈ (−δ, 0].
Let us consider the unitary dilation
U : L2(Ω(z))→ L2(−pi, pi),
(Uf)(x) =
√
R(z)
2pi
(|z|1/2eR(z)2pi (x+pi))1/2f(|z|1/2eR(z)2pi (x+pi)),
U−1 : L2(−pi, pi)→ L2(Ω(z)),
(U−1f)(p) =
√
2pi
R(z)
|x|−1/2 f( 2pi
R(z)
log
|x|
|z|1/2 − pi), R(z) := − log
|z|1/2
δ
.
The operator T3(z) := UT2(z)U−1 is integral operator on L2(−pi, pi) with the kernel
T3(z;x, y) :=
1
pi
(1 + l)2
√
1 + 2l
1 + 2l − l2
R(z)
2pi
e
3R(z)
4pi
(x+pi)
(e
R(z)
pi
(x+pi) + 2(1+l)
2l+1
)1/4
×
[ 1
(1 + l)e
R(z)
pi
(x+pi) + 2le
R(z)
2pi
(x+pi)e
R(z)
2pi
(y+pi) + (1 + l)e
R(z)
pi
(y+pi) + 2
1
(1 + l)e
R(z)
pi
(x+pi) − 2leR(z)2pi (x+pi)eR(z)2pi (y+pi) + (1 + l)eR(z)pi (y+pi) + 2
]
×
e
3R(z)
4pi
(y+pi)
(e
R(z)
4pi
(y+pi) + 2(1+l)
2l+1
)1/4
.
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Lemma 7.4 Let µ = µ0. Then for any z ∈ (−δ, 0] the operator G1(z) := T3(z) − T4(z) is
compact and the operator-valued function G1(·) is continuous in the operator-norm in (−δ, 0],
where the operator T4(z) is an integral operator on L2(−pi, pi) with kernel T4(z;x),
T4(z;x) :=
1
pi
(1 + l)2
√
1 + 2l
1 + 2l − l2
R(z)
2pi
×[ 1
2(1 + l)ch R(z)
2pi
(x) + 2l
+
1
2(1 + l)ch R(z)
2pi
(x)− 2l
]
.
Let us define in L2(−pi, pi) the operator S(z), z ∈ (−δ, 0) by
S(z) :=
∑
k∈Z
λk(z)(ϕk, ·)ϕk,
where
λk(z) :=
(1 + l)2
√
1 + 2l
1 + 2l − l2
1
1 + l
1
sin(arccos l
1+l
)
×
sh(arccos l
1+l
2kpi
R(z)
) + sh((pi − arccos l
1+l
) 2kpi
R(z)
)
sh2kpi
2
R(z)
,
as well as ϕ0(x) :=
1
2pi
and ϕn(x) :=
1√
2pi
einx as n 6= 0.
Lemma 7.5 Let µ = µ0. Then for any z ∈ (−δ, 0] the operator G2(z) := T4(z) − S(z) is
compact and the operator-valued function G2(·) is continuous in the operator-norm in (−δ, 0].
Proof. Note that the operator T4(z) is convolution type. Therefore the eigenvalues of T4(z) can
be found. By the Hilbert-Schmidt theorem the operator T4(z) can be decomposed as
T4(z) =
∑
n∈Z
un(z)(ϕn, ·)ϕn,
where
uk(z) :=
(1 + l)2
√
1 + 2l
1 + 2l − l2
R(z)
2pi2
×∫ pi
−pi
[ eint
2(1 + l)ch(R(z)
2pi
t) + 2l
+
eint
2(1 + l)ch(R(z)
2pi
t)− 2l
]
dt.
We represent uk(z) as
uk(z) = u˜k(z)−Ok(z), (7.7)
where
u˜k(z) :=
(1 + l)2
√
1 + 2l
1 + 2l − l2
1
pi
∫ ∞
−∞
[ ei 2piR(z)nt
2(1 + l)chs+ 2l
+
ei
2pi
R(z)
nt
2(1 + l)chs− 2l
]
dt,
Ok(z) :=
(1 + l)2
√
1 + 2l
1 + 2l − l2
1
pi
∫
|t|>R(z)
2
[ ei 2piR(z)nt
2(1 + l)chs+ 2l
+
ei
2pi
R(z)
nt
2(1 + l)chs− 2l
]
dt.
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Using the equality
1
2pi
∫ ∞
−∞
eitr sin a
ch t+ cos a
dt =
sh(ar)
sh(pir)
, as |a| < pi
we get the equality u˜k(z) = λk(z). It follows from (7.7) that the difference G2(z) := T4(z)−
S(z) is a Hilbert-Schmidt operator and continuous up to z = 0. 
Lemma 7.6 Let µ = µ0. There exist l > 0 and ρ > 0 such that lim
z→−0
n(1 + ρ, S(z)) =∞.
Proof. Since
λk(0) := lim
z→−0
λk(z) =
(1 + l)2
√
1 + 2l
1 + 2l − l2
1
1 + l
1
sin(arccos l
1+l
)
arccos l
1+l
+ sh(pi − arccos l
1+l
)
pi
.
It is easy to check that for any k ∈ Z it takes place λk(0) > 1 as l = 2. 
Main result of this section is the following statement.
Theorem 7.7 Let µ = µ0 and the parameter functions v1(·), w1(·) and w2(·, ·) be given by
(7.1). Then there exists a l > 0 such that the operator H has a infinite number of eigenvalues
lying below Emin = 0.
Proof. Using the Weyl’s inequality (5.5) for any z ∈ (−δ, 0] we have the inequalities
n(1 + δ, S(z)) ≤n(1 + 4δ
5
, T4(z)) + n(
δ
5
, S(z)− T4(z)),
n(1 +
4δ
5
, T4(z)) ≤n(1 + 3δ
5
, T3(z)) + n(
δ
5
, T4(z)− T3(z)),
n(1 +
3δ
5
, T3(z)) =n(1 +
3δ
5
, T1(z)) ≤ n(1 + 2δ
5
, T1(z)) + n(
δ
5
, T1(z)− To(z)),
n(1 +
2δ
5
, To(z)) =n(1 +
δ
5
, T
(0)
11 (δ; z)) + n(
δ
5
, To(z)− T (0)11 (δ; z)),
n(1 +
δ
5
, T
(0)
11 (δ; z)) =n(1 +
δ
5
, T (δ; z)) ≤ n(1, T (z)) + n(δ
5
, T (δ; z)− T (z)).
According to Lemmas 7.2−7.5 we get the inequalities
n(
δ
5
, S(z)− T4(z)) <∞, n(δ
5
, T4(z)− T3(z)) <∞, n(δ
5
, T1(z)− To(z)) <∞,
n(
δ
5
, To(z)− T (0)11 (δ; z)) <∞, n(
δ
5
, T (δ; z)− T (z)) <∞
for any z ∈ (−δ, 0]. Then n(1 + ρ, S(z)) ≤ C + n(1, T (z)), where C > 0 does not depend
of z ∈ (−δ, 0]. Hence by Lemma 7.6 we obtain the proof of the theorem. 
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Case II: Finiteness. Let the parameter functions v1(·), w1(·) and w2(·, ·) have the form
v1(x) =
√
µ(1− cosx), µ > 0; w1(x) = 2− cosx; w2(x, y) = 2− cosx− cos y.
Then the function w2(·, ·) has a unique non-degenerate global zero minimum (m = 0) at the
point (0, 0) ∈ T2 and v1(0) = 0. It is easy to see that for
∆(x ; z) = 2− cosx− z − µ
∫ pi
0
(1− cos t)2 dt
2− cosx− cos t− z
we have ∆(0 ; 0) = 0 if and only if µ = 1/pi.
Lemma 7.8 Let µ = 1/pi. Then there exist the numbers C1, C2 > 0 and δ > 0 such that
C1x
2 ≤ ∆(x ; 0) ≤ C2x2, x ∈ Uδ(0).
Proof. Let δ > 0 be sufficiently small. We rewrite the function ∆(· ; 0) in the form ∆(x ; 0) =
∆1(x) + ∆2(x), where
∆1(x) :=2− cosx− µ
∫ pi
δ
(1− cos t)2 dt
2− cosx− cos t− z ,
∆2(x ; z) :=− µ
∫ δ
0
(1− cos t)2 dt
2− cosx− cos t− z .
Since ∆1(·) is an even analytic function on T, we have
∆1(x) = ∆1(0) +O(x
2) (7.8)
as x→ 0. Using the expansion (7.3) for 1− cosx we obtain
∆2(x) := −µ
4
∫ δ
0
t4dt
x2 + t2
+O(x2)
as x→ 0. Since ∫ δ
0
t4dt
x2 + t2
=
δ3
3
− δx2 + x4
∫ δ
0
dt
x2 + t2
,
by the properties (7.4) and (7.5) we have
∆2(x) = ∆2(0) +O(x
2) (7.9)
as x → 0. Recall that if µ = 1/pi, then ∆(0 ; 0) = 0. Now, taking into account the equalities
(7.8) and (7.9) we obtain ∆(x ; 0) = O(x2) as x→ 0, which implies that there exist C1, C2 >
0 and δ > 0 such that the assertion of lemma holds. 
Lemma 7.9 Let µ = 1/pi. For any z ≤ 0 the operator T (z) is compact and continuous on the
left up to z = 0.
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Proof. Let µ = 1/pi. Denote by Q(z;x, y) the kernel of the integral operator T11(z), z < 0,
that is,
Q(z;x, y) :=
v1(x)v1(y)
2
√
∆(x ; z)(w2(x, y)− z)
√
∆(y ; z)
.
By virtue of decomposition (7.3) and Lemma 7.8 the kernel Q(z;x, y) is estimated by the
square-integrable function
C1
(
1 +
χδ(x)χδ(y)|x||y|
x2 + y2
)
,
defined on T2, where χδ(·) is the characteristic function of (−δ, δ). Hence for any z ≤ 0 the
operator T11(z) is Hilbert-Schmidt.
The kernel function of T11(z), z < 0 is continuous in x, y ∈ T. Therefore the continuity of the
operator T11(z) from the left up to z = 0 follows from Lebesgue’s dominated convergence the-
orem. Since for all z ≤ 0 the operators T00(z), T01(z) and T ∗01(z) are of rank 1 and continuous
from the left up to z = 0 one concludes that T (z) is compact and continuous from the left up
to z = 0. 
Using Lemma 7.9 we can now proceed analogously to the proof of Theorem 2.3 to show the
finiteness of the negative discrete spectrum of H.
8 Application
In this section we investigate the spectrum ofA2, introduced in Section 1 applying the results for
H. We recall that the operatorA2 has a 3× 3 tridiagonal block operator matrix representation
A2 :=
 A00 A01 0A∗01 A11 A12
0 A∗12 A22
 ,
where matrix elements Aij are defined by
A00f (σ)0 =εσf (σ)0 ,
A01f (σ)1 =α
∫
T
v(t)f
(−σ)
1 (t)dt,
(A11f (σ)1 )(x) =(εσ + w(x))f (σ)1 (x),
(A12f (σ)2 )(x) =α
∫
T
v(t)f
(−σ)
2 (x, t)dt,
(A22f (σ)2 )(x, y) =(εσ + w(x) + w(y))f (σ)2 (x, y),
f = {f (σ)0 , f (σ)1 , f (σ)2 ;σ = ±} ∈ L2. We make the following assumptions: ε > 0; the
dispersion w(·) is an analytic on T and has a unique zero minimum at the point 0 ∈ T; v(·) is
a real-valued analytic function on T; the coupling constant α > 0 is an arbitrary.
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Consider the following permutation operator
Φ : L2 → H⊕H,
Φ : (f
(+)
0 , f
(−)
0 , f
(+)
1 , f
(−)
1 , f
(+)
2 , f
(−)
2 )→ (f (+)0 , f (−)1 , f (+)2 , f (−)0 , f (+)1 , f (−)2 ).
To investigate the spectral properties ofA2 we introduce the following two bounded self-adjoint
operatorsA(σ)2 , σ = ±, which acts in F (2)s (L2(T)) as
A(σ)2 :=
 Â
(σ)
00 Â01 0
Â∗01 Â(σ)11 Â12
0 Â∗12 Â(σ)22

with the entries
Â(σ)00 f0 = εσf0, Â01f1 = α
∫
T
v(t)f1(t)dt,
(Â(σ)11 f1)(x) = (−εσ + w(x))f1(x), (Â12f2)(x) = α
∫
T
v(t)f2(x, t)dt,
(Â(σ)22 f2)(x, y) = (εσ + w(x) + w(y))f2(x, y), (f0, f1, f2) ∈ F (2)s (L2(T)).
The definitions of the operatorsA2,A(σ)2 and Φ imply that
ΦA2Φ−1 = diag{A(+)2 ,A(−)2 }.
The following theorem describes the relation between spectra ofA2 andA(σ)2 .
Theorem 8.1 The equality σ(A2) = σ(A(+)2 ) ∪ σ(A(−)2 ) holds. Moreover,
σess(A2) = σess(A(+)2 ) ∪ σess(A(−)2 ), σp(A2) = σp(A(+)2 ) ∪ σp(A(−)2 ).
Remark 8.2 Since the part of σdisc(A(σ)2 ) can be located in σess(A2) we have the inclusion
σdisc(A2) ⊆ σdisc(A(+)2 ) ∪ σdisc(A(−)2 ). (8.1)
To describe the location of the essential spectrum ofA2 we introduce the following two families
of bounded self-adjoint operators h(σ)(x), x ∈ T, which acts in F (1)s (L2(T)) as
h(σ)(x) :=
(
h
(σ)
00 (x) h01
h∗01 h
(σ)
11 (x)
)
,
where
h
(σ)
00 (x)f0 = (−σε+ w(x))f0, h01f1 =
α√
2
∫
T
v(t)f1(t)dt,
(h
(σ)
11 (x)f1)(y) = (σε+ w(x) + w(y))f1(y), (f0, f1) ∈ F (1)s (L2(T)).
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By Theorem 2.1 for the essential spectrum ofA(σ)2 the following equality holds
σess(A(σ)2 ) =
⋃
x∈T
σdisc(h
(σ)(x)) ∪ [σε, 2Mw + σε], Mw := max
x∈T
w(x).
Now taking into account last equality we obtain from Theorem 8.1 that
σess(A2) =
⋃
σ=±
⋃
x∈T
σdisc(h
(σ)(x)) ∪ [−ε, 2Mw − ε] ∪ [ε, 2Mw + ε].
To estimate the lower bound of the essential spectrum of A2, for any x ∈ T we define the
Fredholm determinant ∆(σ)(x ; ·) :
∆(σ)(x ; z) := −σε+ w(x)− z − α
2
2
∫
T
v2(t)dt
σε+ w(x) + w(t)− z
in C \ [σε + w(x),Mw + σε + w(x)], associated with the operator h(σ)(x). By Lemma 3.2
for the discrete spectrum of h(σ)(x) the equality
σdisc(h
(σ)(x)) = {z ∈ C \ [σε+ w(x),Mw + σε+ w(x)] : ∆(σ)(x ; z) = 0}
holds. By definition of ∆(σ)(· ; ·) we have
min
x∈T
∆(σ)(x ; z) = −εσ − z − α
2
2
∫
T
v2(t)dt
σε+ w(t)− z , z ≤ σε.
If we set E(σ)min := minσess(A(σ)2 ), then Theorem 8.1 implies
Emin := minσess(A2) = min{E(−)min, E(+)min}.
It is clear that min
x∈T
∆(+)(x ;−ε) < 0 for all α > 0 and hence Emin ≤ E(+)min < −ε.
Now we study the lower bound of the essential spectrum ofA(−)2 . If∫
T
v2(t)dt
w(t)
=∞,
then again min
x∈T
∆(−)(x ;−ε) < 0 for all α > 0, that is, Emin ≤ E(−)min < −ε. If∫
T
v2(t)dt
w(t)
<∞,
then
min
x∈T
∆(−)(x ;−ε) < 0⇔ α > α0 := 2
√
ε
(∫
T
v2(t)dt
w(t)
)−1/2
;
min
x∈T
∆(−)(x ;−ε) ≥ 0⇔ α ≤ α0.
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So, by Theorem 2.2 we obtain E(−)min < −ε for all α > α0 and E(−)min = −ε for all α ≤ α0.
The above analysis leads to Emin < −ε for all α > 0.
Since the parameter functions ofA(+)2 satisfy the conditions of Theorem 2.3, it has finitely many
eigenvalues smaller than E(+)min for all α > 0. Similarly for any α > α0 the operator A(−)2 has
a finitely many eigenvalues smaller than E(−)min. For the case α ≤ α0 we have E(−)min = −ε and
Emin < E
(−)
min. Hence the operator A(−)2 has a finitely many eigenvalues smaller than Emin.
Now by the inclusion (8.1) we conclude that the operator A2 has a finitely many eigenvalues
smaller than Emin.
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