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Abstract
Here we study the problem of learning labels for large text corpora where each text
can be assigned a variable number of labels. The problem might seem trivial when
the label dimensionality is small, and can be easily solved using a series of one-vs-
all classifiers. However, as the label dimensionality increases to several thousand,
the parameter space becomes extremely large, and it is no longer possible to use
the one-vs-all technique. Here we propose a model based on the factorization of
higher order moments of the words in the corpora, as well as the cross moment
between the labels and the words for multi-label prediction. Our model provides
guaranteed convergence bounds on the estimated parameters. Further, our model
takes only three passes through the training dataset to extract the parameters, re-
sulting in a highly scalable algorithm that can train on GB’s of data consisting of
millions of documents with hundreds of thousands of labels using a nominal re-
source of a single processor with 16GB RAM. Our model achieves 10x-15x order
of speed-up on large-scale datasets while producing competitive performance in
comparison with existing benchmark algorithms.
1 Introduction
Multi-label learning for large text corpora is an upcoming problem in Large-Scale Machine Learn-
ing. Unlike the multi-class classification where a text is assigned only one label from a set of labels,
here a text can have a variable number of labels. A basic approach to the problem is to use 1-vs-all
classification technique by training a single binary classifier for every label. If the vocabulary size
of a text corpus is D and the label dimensionality is L, then these 1-vs-all models require O(DL)
parameters. Most of the text corpora have moderate to high vocabulary size (D), and 1-vs-all mod-
els for label prediction is feasible as long as L  D. However, as the number of labels increases
to a point when L ∼ D, it is no longer possible to use the 1-vs-all classifier, since the number of
parameters required increases to O(D2), and the model can no longer be stored in the memory [1].
Recently there has been attempts to reduce the complexity of such models, by using a low rank
mapping Φ : RD → RL in between the data and the labels. If the rank of such mappings is limited
to K  D, then the model requires Θ ((L+D)K) parameters. Both WSABIE [2] and LEML
[1] utilizes such mappings. WSABIE defines weighted approximate pair-wise rank (WARP) loss
on such mappings and optimizes the loss on the training dataset. LEML uses similar mapping but
generalizes the loss function to squared-loss, sigmoid loss or hinge loss, which are typical to the
cases of Linear Regression, Logistic Regression, and Linear SVM respectively.
Both of WSABIE and LEML uses low-rank discriminative models, where the low-rank mapping
usually has the form Z = HW>, where W ∈ RD×K and H ∈ RL×K . Here we propose a gener-
ative solution for the same problem using latent variable based probabilistic modeling. Unlike the
usual cases where such latent variable models are trained using EM, we use Method of Moments
[3] to extract the parameters from the latent variable model. We show that our method can be glob-
ally convergent when the sample size is larger than a specific lower bound, and establish theoretical
bounds for the estimated parameters. We also show the competitive performance of our method in
terms of classification measures as well as computation time.
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Figure 1: Plate Notation
2 Latent Variable Model
We use a generative model as shown in Figure 1. The underlying generative process of the model is
described as follows.
2.1 Generative Model
Let us assume that there are N documents, the vocabulary size is D, and total number of labels are
L. For any document d ∈ {d1, d2 . . . dN} we first choose a latent state of h ∈ {1, 2 . . .K} from the
discrete distribution P
[
h
]
, then we choose a word v ∈ {v1, v2 . . . vD} from the discrete distribution
P
[
v|h], and a label l ∈ {l1, l2 . . . lL} from the discrete distribution P [l|h]. The generative process
is as follows:
h ∼ Discrete(P [h])
v ∼ Discrete(P [v|h])
l ∼ Discrete(P [l|h]) (1)
Let us denote the probability of the latent variable h assuming the state k ∈ 1 . . .K as,
pik = P
[
h = k
]
(2)
Let us define µk ∈ RD as the probability vector of all the words conditional to the latent state
k ∈ 1 . . .K, i.e.
µk = P
[
v|h = k] (3)
and γk ∈ RL as the probability vector of all the labels conditional to the latent state k ∈ 1 . . .K, i.e.
γk = P
[
l|h = k] (4)
Let the matrix O ∈ RD×K denote the conditional probabilities for the words, i.e.,
Oi,k = P
[
vi|h = k
]
. Then O = [µ1|µ2| . . . |µK ].
Similarly, let Q ∈ RL×K denote the conditional probabilities for the labels, i.e.,
Qj,k = P
[
lj |h = k
]
. Then, Q = [γ1|γ2| . . . |γK ].
We assume that the matrix O and Q are of full rank, and their columns are fully identifiable. The
aim of our algorithm is to estimate the matrices O, Q and the vector pi.
2.2 Moment Formulation
Following the generative model in equation 1, we try to formulate the matrix of the joint probability
mass function of the words. Let us assume that we choose two words w1 and w2 from a document
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at random. The probability P [w1 = vi] represents the probability by which any word picked at
random from a document turns out to be vi, and it is nothing but P [vi].
Similarly, P [w1 = vi, w2 = vj ] represents the joint probability by which any two words picked at
random from a document turn out to be vi and vj , and it is same as P [vi, vj ], with i, j = 1, 2 . . . D.
Now, from the generative process in Equation 1, w1 and w2 are conditionally independent given h,
i.e., P [w1, w2|h = k] = P [w1|h = k]P [w2|h = k] with k = 1, 2 . . .K.
Therefore, the joint probability of two words vi and vj is,
P [vi, vj ]
= P [w1 = vi, w2 = vj ]
=
K∑
k=1
P [w1 = vi, w2 = vj |h = k]P [h = k]
=
K∑
k=1
P [w1 = vi|h = k]P [w2 = vj |h = k]P [h = k]
=
K∑
k=1
P [vi|h = k]P [vj |h = k]P [h = k]
=
K∑
k=1
pikµkiµkj , ∀i, j ∈ {1, 2 . . . D}
Therefore, if we define M2 ∈ RD×D as the matrix representing the joint probability mass function
of the words, with M2i,j = P
[
vi, vj
]
, we can express it as,
M2 =
K∑
k=1
pikµkµk
> =
K∑
k=1
pikµk ⊗ µk (5)
Similarly, if the tensor M3 ∈ RD×D×D is defined as the third order probability moment, with
M3i,j,τ = P [vi, vj , vτ ] ∀i, j, τ ∈ {1, 2 . . . D}, then it can be represented as,
M3 =
K∑
k=1
pikµk ⊗ µk ⊗ µk (6)
Further, if we define the cross moment between the labels and the words as M2L ∈ RL×D×D, with
M2Lτ,i,j = P [lτ , vi, vj ], where τ ∈ {1, 2 . . . L} and i, j ∈ {1, 2 . . . D}, then
M2L =
K∑
k=1
pikγk ⊗ µk ⊗ µk (7)
2.3 Parameter Extraction
In this section, we revisit the method to extract the matrices O and Q as well as the latent state
probabilities pi. The first step is to whiten the matrix M2, where we try to find a matrix low rank
W such that W>M2W = I . This is a method similar to the whitening in ICA, with the covariance
matrix being replaced with the co-occurrence probability matrix in our case.
The whitening is usually done through eigenvalue decomposition of M2. If the K maximum eigen-
values of M2 are {νk}Kk=1, and the corresponding eigenvectors are {ωk}Kk=1, then the whiten-
ing matrix of rank K is computed as W = ΩΣ−1/2, where Ω =
[
ω1|ω2| . . . |ωK
]
, and Σ =
diag(ν1, ν2, . . . , νK).
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Upon whitening M2 takes the form
W>M2W = W>
( K∑
k=1
pikµkµ
>
k
)
W =
K∑
k=1
(√
pikW
>µk
)(√
pikW
>µk
)>
=
K∑
k=1
µ˜kµ˜
>
k = I (8)
Hence µ˜k =
√
pikW
>µk ∈ RK are orthonormal vectors in the domain RK . Multiplying M3 along
all three dimensions by W , we get
M˜3 = M3(W,W,W ) =
K∑
k=1
pik(W
>µk)⊗ (W>µk)⊗ (W>µk) =
K∑
k=1
1√
pik
µ˜k ⊗ µ˜k ⊗ µ˜k (9)
Upon canonical decomposition of M˜3, if the eigenvalues and eigenvectors are {λk}Kk=1 and {uk}Kk=1
respectively, then λk = 1/√pik. i.e., pik = λ−2k , and,
uk = µ˜k =
√
pikW
>µk =
1
λk
W>µk (10)
The µks can be recovered as µk = λkW †uk, where W † is the pseudo-inverse of W>, i.e., W † =
W
(
W>W
)−1
. The matrix O can be constructed as O =
[
µ1|µ2| . . . |µK
]
. Since we normalize the
columns of O as Ovk = Ovk∑
v Ovk
. it is sufficient to compute µk = W †uk, since λk will be cancelled
during normalization.
It is possible to compute the γk for k = 1 . . .K through the factorization of second and third order
moments of the labels. However, it is not possible to match the topics between µ1:K and γ1:K .
Therefore, we use the cross moment M2L between the words and the labels. If we multiply the
tensor M2L twice by W , we get
M˜2L = M2L(W,W )
=
K∑
k=1
pikγk ⊗ (W>µk)⊗ (W>µk)
=
K∑
k=1
γk ⊗ (√pikW>µk)⊗ (√pikW>µk)
=
K∑
k=1
γk ⊗ µ˜k ⊗ µ˜k (11)
If the kth eigenvalue of M˜3 is uk, then
u>kM2L(W,W )uk = µ˜
>
kM2L(W,W )µ˜k = µ˜
>
k
(
K∑
k=1
γk ⊗ µ˜k ⊗ µ˜k
)
µ˜k = γk
i.e., γk can be retrieved as u>kM2L(W,W )uk, since {µ˜k}Kk=1 are orthonormal. Thus, we can make
sure that µk and γk will correspond to the same topic k for k = 1, 2 . . .K.
Therefore,
Q =
[
γ1|γ2| . . . |γK
]
=
[
u>1 M2L(W,W )u1|u>2 M2L(W,W )u2| . . . |u>KM2L(W,W )uK
]
=
[
u>1 |u>2 | . . . |u>K
]
M2L(W,W ) [u1|u2| . . . |uK ]
= U>M2L(W,W )U
= M2L(WU,WU) (12)
where, U = [u1|u2| . . . |uK ] are all the K eigenvectors of the tensor M˜3.
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2.4 Label Prediction
Once we have O and pi, the probability of a document d given h can be expressed as,
P
[
d|h = k] = ∏
v∈Wd
P
[
v|h = k] (13)
whereWd is the set of distinct words in the document d.
Then the document probabilities P
[
h = k|d] can be estimated using Bayes Rule.
P
[
h = k|d] = P [h = k]∏v∈Wd P [v|h = k]∑K
k=1 P
[
h = k
]∏
v∈Wd P
[
v|h = k] = pik
∏
v∈Wd Ovk∑K
k=1 pik
∏
v∈Wd Ovk
(14)
Then the probability of a label l for the document can be computed as,
P
[
l|d] = K∑
k=1
P
[
l|h = k]P [h = k∣∣d] = K∑
k=1
QlkP
[
h = k
∣∣d] (15)
The labels are ranked by the probabilities P
[
l|d], and the labels with highest ranks are assigned to
the document. If the number of unique words in a test document is nd = |Wd|, then the prediction
step has a complexity of Θ ((nd + L)K) to compute the probability for all L labels.
3 Moment Estimation
The matrices M2 as well as the tensors M3 and M2L are defined on population. We cannot compute
the population parameters; all we can do is to estimate them from the sample corpus and compute
an error bound for the estimation. We denote the estimated values of M2, M3, M2L, W , U , O, Q
and pi from the sample, as Mˆ2, Mˆ3, Mˆ2L, Wˆ , Uˆ , Oˆ, Qˆ and pˆi respectively, conforming with the
notations used in [3].
We create an estimation of the joint probability of the words (M2) by counting the pairwise occur-
rence of the words in all the documents, and normalizing by the sum. If X ∈ RN×D is the binary
sparse binary matrix representing the data, then the pairwise occurrence matrix can be estimated by
X>X , whose sum of all elements is,∑
v
∑
v
X>X =
∑
v
∑
v
N∑
i=1
x>i xi =
N∑
i=1
∑
v
∑
v
x>i xi =
N∑
i=1
nnz(xi)
2
where xi ∈ RD is the row of X corresponding to the ith document, and nnz(xi) is the total number
of the words in that document. Therefore, M2 can be estimated as,
Mˆ2 =
1∑N
i=1 nnz(xi)
2
X>X (16)
Computing Mˆ2 takes a single pass through the entire corpus.
Similarly, the triple-wise occurrence tensor can be estimated as X ⊗X ⊗X , and the sum of all of
the elements of the tensor is
∑
v
∑
v
∑
vX ⊗ X ⊗ X =
∑N
i=1 nnz(xi)
3. Therefore, M3 can be
estimated as,
Mˆ3 =
1∑N
i=1 nnz(xi)
3
X ⊗X ⊗X (17)
The dimensions of M2 and M3 are D2 and D3 respectively, but in practice, these quantities are
extremely sparse. M2 has a total number of elements O
(∑N
i=1 nnz(xi)
2
)
, with the worst case
5
Algorithm 1 Method of Moments for Parameter Extraction
Input: Sparse Data X ∈ RN×D, Label Y ∈ RN×L and K ∈ Z+
Output: P
[
v|h], P [l|h] and pi
1. Estimate
Mˆ2 =
1∑N
i=1 nnz(xi)
2
X>X (pass #1)
2. Compute maximum eigenvaluesK of Mˆ2 as {νk}Kk=1, and corresponding eigenvectors
as {ωk}Kk=1. Define Ω =
[
ω1|ω2| . . . |ωK
]
, and Σ = diag (ν1, ν2, . . . , νK)
3. Estimate the whitening matrix Wˆ = ΩΣ−1/2 so that Wˆ>Mˆ2Wˆ = IK×K
4. Estimate
ˆ˜M3 =
1∑N
i=1 nnz(xi)
3
XWˆ ⊗XWˆ ⊗XWˆ (pass #2)
5. Compute eigenvalues {λk}Kk=1 and eigenvectors {uk}Kk=1 of ˆ˜M3. Assign Uˆ =
[u1|u2 . . . |uK ].
6. Estimate the columns of O as µˆk = Wˆ †uk and pˆik = λ−2k , ∀k ∈ 1, 2 . . .K
7. Assign Oˆ = [ˆ¯µ1| ˆ¯µ2| . . . | ˆ¯µK ] & pˆi = [pˆi1, pˆi2 . . . pˆiK ]>
8. Estimate
Qˆ =
1∑N
i=1 nnz(xi)
2nnz(yi)
Y ⊗XWˆUˆ ⊗XWˆUˆ (pass #3)
9. Estimate P
[
v|h = k] = Oˆvk∑
v Oˆvk
,∀k ∈ 1 . . .K, v ∈ v1 . . . vD
P
[
l|h = k] = Qˆlk∑
l Qˆlk
,∀k ∈ 1 . . .K, l ∈ l1 . . . lL
occurring when no two documents has any word in common, and all the pairwise counts are 1.
The whitening of M2 is carried out through extracting the K maximum eigenvalues and corre-
sponding eigenvectors. This step is the bottleneck of the algorithm. We use the eigs function
in Matlab for computing the eigenvalues, which uses Arnoldi’s iterations, and has a complexity
O
(
(
∑N
i=1 nnz(xi)
2)K
)
, since the sum of all non-zero entries in M2 is O
(∑N
i=1 nnz(xi)
2
)
[4].
As for M3, we do not need to explicitly compute it. Since M˜3 = M3(W,W,W ), once we have
estimated the whitening matrix, say Wˆ , by whitening Mˆ2, we can estimate M˜3 right away as,
ˆ˜M3 =
1∑N
i=1 nnz(xi)
3
XWˆ ⊗XWˆ ⊗XWˆ (18)
Computing ˆ˜M3 takes a second pass through the entire dataset, and has a complexity of O(NK3).
Similarly, if Y ∈ RN×L represents the labels for N documents, then
∑
l
∑
v
∑
v
Y ⊗X ⊗X =
N∑
i=1
nnz(yi)nnz(xi)
2 (19)
where yi is the label vector of ith document, and nnz(yi) is the total number of labels assigned to
that document.
Therefore, M2L can be estimated as,
Mˆ2L =
1∑N
i=1 nnz(xi)
2nnz(yi)
Y ⊗X ⊗X (20)
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We do not need to compute Mˆ2L either. Since Q = M2L(WU,WU) from Equation 12, once we
obtain the eigenvectors Uˆ of ˆ˜M3, we can estimate Q right away as,
Qˆ =
1∑N
i=1 nnz(xi)
2nnz(yi)
Y ⊗XWˆUˆ ⊗XWˆUˆ (21)
This step has a complexity of O(K2∑Ni=1 nnz(yi)). The entire algorithm is outlined as Algorithm
1. The eigenvalue decomposition of M˜3 has a complexity of O
(
K4 log(1/)
)
to compute each of
the K eigenvectors up to an accuracy of  [5]. The overall complexity is
O
(( N∑
i=1
nnz(xi)
2
)
K +K2
N∑
i=1
nnz(yi) +NK
3 +K4 log(1/)
)
We used the Tensor Toolbox [6] for tensor decomposition. Once the matrix Oˆ and pˆi are estimated, it
requires one more pass through the entire dataset to compute Qˆ, resulting in a total of three passes to
extract all parameters. The label prediction step has a complexity of Θ ((nd + L)K) for a document
with distinct number of words nd.
4 Convergence Bound on Parameters
Theorem 1. Let us assume that we draw N i.i.d samples x1, x2 . . . xN with labels y1, y2 . . . yN
using the generative process in Equation 1. Let us define ε1 =
(
1 +
√
log(1/δ)
2
)
, and ε2 =(
1 +
√
log(2/δ)
2
)
for some δ ∈ (0, 1). Then, if the number of samples N ≥ max(n1, n2, n3),
where
• n1 = c2
(
logK + log log
(
K
c1
·
√
pimax
pimin
))
• n2 = Ω
((
ε1
d˜2sσK(M2)
)2)
• n3 = Ω
(
K2
(
10
d˜2sσK(M2)5/2
+ 2
√
2
d˜3sσK(M2)3/2
)2
ε21
)
for some constants c1 and c2, and we run Algorithm 1 on these N samples, then the following
bounds on the estimated parameters hold with probability at least 1− δ,
||µk − µˆk|| ≤
(
160
√
σ1(M2)
d˜2sσK(M2)5/2
+
32
√
2σ1(M2)
d˜3sσK(M2)3/2
+
4
√
σ1(M2)
d˜2sσK (M2)
)
ε1√
N
||γk − γˆk|| ≤
(
160
d˜2sσK(M2)7/2
+
32
√
2
d˜3sσK(M2)5/2
+
2 + 2
√
2
d˜2sσK(M2)2
)
2ε1√
N
+
8ε2
d˜lsσK(M2)
√
N
|pik − pˆik| ≤
(
200
σK(M2)5/2
+
40
√
2
σK(M2)3/2
)
ε1
d˜3s
√
N
where σ1(M2) . . . σK(M2) are the K largest eigenvalues of the pairwise probability matrix M2,
d˜2s =
1
N
∑N
i=1 nnz(xi)
2, d˜3s = 1N
∑N
i=1 nnz(xi)
3 and d˜ls = 1N
∑N
i=1 nnz(xi)
2nnz(yi).
The proof is included in the appendix.
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Dataset Feature
Dimension
Labels
Dimension
# of Train
Points
# of Test
Points
Average # of
Non-Zero Fts.
Median # of
Non-Zero Fts.
Average #
of Labels
Median #
of Labels
Bibtex 1836 159 4880 2515 68.67 69 2.4 2
Delicious 500 983 12920 3185 18.29 6 19.02 20
NYTimes 24670 4185 14669 15989 373.91 354 5.40 5
Wiki-31K 101938 30938 14146 6616 669.05 513 18.64 19
AmazonCat 203882 13330 1186239 306782 71.09 45 5.04 4
WikiLSHTC 1617899 325056 1778351 587084 42.15 30 3.19 2
Table 1: Description of the Datasets (Fts. stands for Features)
True Labels LEML MoM
”airlines and
airplanes”,
”hijacking”,
”terrorism”
”airlines and airplanes” (0.34),
”terrorism” (0.30), ”united states
international relations” (0.27),
”elections” (0.22), ”armament, defense
and military forces” (0.18),
”internationalrelations” (0.18), ”bombs
and explosives” (0.15), ”murders and
attempted murders” (0.13), ”biographical
information” (0.13), ”islam” (0.12)
”terrorism” (0.12), ”united states
international relations” (0.08), ”airlines
and airplanes” (0.07), ”world trade
center (nyc)” (0.07), ”hijacking” (0.07),
”united states armament and defense”
(0.07), ”pentagon building” (0.03),
”bombs and explosives” (0.03), ”islam”
(0.02), ”missing persons” (0.02)
”armament,
defense and
military
forces”, ”civil
war and
guerrilla
warfare”,
”politics and
government”
”civil war and guerrilla warfare”
(0.62), ”united states international
relations” (0.39), ”united states armament
and defense” (0.23), ”armament,
defense and military forces” (0.23),
”internationalrelations” (0.17), ”oil
(petroleum) and gasoline” (0.11),
”surveys and series” (0.10), ”military
action” (0.09), ”foreign aid” (0.08),
”independence movements” (0.08)
”united states international relations”
(0.09), ”civil war and guerrilla
warfare” (0.09), ”united states armament
and defense” (0.06), ”politics and
government” (0.04), ”armament,
defense and military forces” (0.03),
”internationalrelations” (0.02),
”immigration and refugees” (0.02),
”foreign aid” (0.02), ”terrorism” (0.02),
”economic conditions and trends” (0.02)
Table 2: Examples of Label Prediction from NYTimes Dataset. The numbers in parenthesis indicate the pre-
dicted scores. The scores of LEML and MoM are not directly comparable, since the score of LEML can be
negative, whereas the score of MoM lies within [0, 1]
5 Experimental Results
We used six datasets for our methods, as described in table 1. The datasets range from small datasets
like Bibtex with 4880 training instances with 159 labels to large datasets like WikiLSHTC with
around 1.7M training instances with 325K labels. Since LEML is shown to outperform WSABIE
and other benchmark algorithms on various small and large-scale datasets in [1], we benchmark the
performance of our method against LEML. Also both LEML and MoM has similar model complex-
ity due to similar number (Θ ((L+D)K)) of parameters for the same latent state dimensionality
K. For LEML, we ran ten iterations for the smaller datasets (Bibtex and Delicious) and five iter-
ations for the larger datasets, since the authors of LEML chose a similar number of iterations for
their experiments in [1]. We measured AUC (of Receiver Operating Characteristics (ROC)) against
K. AUC is a versatile measure, and is used to evaluate the performance of classification as well as
prediction algorithms [7]. Also, it is shown that there exists a one-to-one relation between AUC and
Precision-Recall curve in [8], i.e., a classifier with higher AUC will also achieve better Precision
and Recall. We carried out our experiments on Unix Platform on a single machine with Intel i5
Processor (2.4GHz) and 16GB memory, and no multi-threading or any other performance enhance-
ment method is used in the code. For AmazonCat and WikiLSHTC datasets, we ran LEML on an
i2.4xlarge instance of Amazon EC2 with 122 GB of memory, since LEML needs significantly larger
memory for these two datasets (Figure 2).
We computed AUC for every test documents and performed a macro-averaging across the docu-
ments, and repeated the experiments for K = {50, 75, 100, 125, 150} (Figure 2). Both LEML and
Method of Moments perform very similarly, but the memory footprint (Figure 2) of MoM is signifi-
cantly less than LEML. MoM takes longer to finish for the smaller datasets like Bibtex or Delicious
since tensor factorization takes much more time compared to the LEML iterations. However, for
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(a) AUC and Memory (GB) of Bibtex Dataset
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(b) AUC and Memory (GB) of Delicious Dataset
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(c) AUC and Memory (GB) of NYTimes Dataset
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(d) AUC and Memory (GB) of Wiki-31K Dataset
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(e) AUC and Memory (GB) of AmazonCat Dataset
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Figure 2: AUC and Memory vs Latent State Dimensionality(K) for LEML and MoM for Different Datasets.
LEML suffers from over-fitting in Delicious, Wiki-31K and AmazonCat Datasets, and the AUC decreases with
increasing K
the larger datasets, each iteration of LEML becomes extremely costly, and MoM takes a fraction
of the time taken by LEML. For WikiLSHTC dataset, LEML takes more than two days to finish,
while MoM finished within a few hours. The runtime as well as speed-up is shown in Table 3 for
K = 100. Due to the large discrepancy between the runtime of LEML and MoM for the larger
datasets, we do not give a detailed plot of runtime vs. K.
Dataset LEML MoM Speed-up (in×)
Bibtex 160s. 300s. 0.53
Delicious 60s. 150s. 0.4
NYTimes 1 hour 6 min. 10
Wiki-31K 3 hour 40 min 15 min 15
AmazonCat 13 hour † 1 hour 15 min 10
WikiLSHTC > 2 days† ∼ 3 hours 16
† Runtime on i2.4xlarge instance of Amazon EC2
Table 3: Training Time and Speed-up
6 Conclusion
Here we propose a method for multi-label prediction for large-scale datasets based on moment fac-
torization. Our method (MoM) gives similar performance in comparison with state-of-art algorithms
like LEML while taking a fraction of time and memory for the larger datasets. MoM takes only three
passes through the training dataset to extract all the parameters. Since MoM consists of only linear
algebraic operations, it is embarrassingly parallel, and can easily be scaled up in any parallel eco-
system using linear algebra libraries. In our implementation, we used Matlab’s linear algebra library
based on LAPACK/ARPACK, although we did not incorporate any parallelization.
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Both LEML and MoM have error bound of O(1/√N) on training performance w.r.t. the number
of training samples N . However, when we compute the AUC on test data, the AUC of LEML de-
creases with latent dimensionality(K) for some datasets, including the larger dataset of AmazonCat
containing more than 1M training instance. This shows the possibility of over-fitting in LEML.
MoM, on the other hand, is not an optimization algorithm, and the parameters are extracted from
Moment Factorization rather than optimizing any target function. It is not susceptible to over-fitting,
which is evident from its performance. On the other hand, MoM has the requirement N ≥ Ω(K2)
on the number of documents in the training set, and it will not work if N < Θ(K2). However, for
smaller text corpora where N < Θ(K2) hold, 1-vs-all classifiers are usually sufficient to predict the
labels. We need dimensionality reduction techniques for large text corpora where 1-vs-all classifiers
fail, and MoM provides a very competitive choice for such cases.
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A Vector Norms
Let the joint probability matrix and the third order probability tensors of the population be M2 =
p(v, v) and M3 = p(v, v, v). Let us assume that we select N i.i.d. samples x1, . . . xN from the
population, and the estimates of joint probability matrix and third order probability tensor are Mˆ2 =
pˆ(v, v) and Mˆ3 = pˆ(v, v, v). Let εM2 = ||M2 − Mˆ2||2, where || · ||2 denotes the second order
operator norm of the corresponding matrix or tensor. Let us assume εM2 ≤ σK(M2)/2, where σK
is the Kth largest eigenvalue of M2. We will derive the conditions which satisfies this later.
If Σ = diag(σ1, σ2 . . . σK) are the top-K eigenvalues of M2, and U are the corresponding eigen-
vectors, then the whitening matrix W = UΣ−1/2, and W>M2W = IK×K . Then,
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||W ||2 =
√
max eig(W>W ) =
√
max eig(Σ−1) =
1√
σK(M2)
Similarly, if W † = W (W>W )−1, then W † = WΣ = UΣ1/2. Therefore,
||W †||2 =
√
max eig(Σ) =
√
σ1(M2) (22)
Let Wˆ be the whitening matrix for Mˆ2, i.e., Wˆ>Mˆ2Wˆ = IK×K . Then by Weyl’s inequality,
σk(M2)− σk(Mˆ2) ≤ ||M2 − Mˆ2||,∀k = 1, 2 . . .K.
Therefore,
||Wˆ ||22 =
1
σK(Mˆ2)
≤ 1
σK (M2)− ||M2 − Mˆ2||
≤ 2
σK (M2)
, (23)
with the asumption εM2 = ||M2 − Mˆ2||2 ≤ σK(M2)/2.
Also, by Weyl’s Theorem,
||Wˆ †||22 = σ1(Mˆ2) ≤ σ1(M2) + εM2 ≤ 1.5σ1(M2)
=⇒ ||Wˆ †||2 ≤
√
1.5σ1(M2) ≤ 1.5
√
σ1(M2) (24)
Let D be the eigenvectors of WˆM2Wˆ , and A be the corresponding eigenvalues. Then we can write,
WˆM2Wˆ=ADA>. Then W = WˆAD−1/2A> whitens M2, i.e., W>M2W = I . Therefore,
||I −D||2 = ||I −ADA>||2
= ||I − WˆM2Wˆ ||2
= ||WˆMˆ2Wˆ − WˆM2Wˆ ||2
≤ ||Wˆ ||22||M2 − Mˆ2||
≤ 2
σK (M2)
εM2 (25)
εW = ||W − Wˆ ||2
= ||W −WAD1/2A>||2
= ||W ||2||I −AD1/2A>||2
= ||W ||2||I −D1/2||2
≤ ||W ||2||I −D||2
≤ 2
σK(M2)3/2
εM2
εW † = ||W † − Wˆ †||2
= ||Wˆ †AD1/2A> − Wˆ †||2
= ||Wˆ †||2||I −AD1/2A>||2
≤ ||Wˆ †||2||I −D||2
≤ 2
√
σ1(M2)
σK (M2)
εM2 (26)
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B Tensor Norms
Let us define the second order operator norm of a tensor T ∈ RD′×D×D as,
||T ||2 = sup
u
{||T (·, u, u)|| : u ∈ RD&||u|| = 1} (27)
Lemma 1. For a tensor T ∈ RD′×D×D, ||T ||2 ≤ ||T ||F , where ||T ||F is the Frobenius norm
defined as,
||T ||F =
√∑
i,j,k
(Ti,j,k)2 (28)
Proof. For any real matrix A, ||A||2 ≤ ||A||F . Let us unfold the tensor T as the collection of D′
symmetric matrices of size D ×D as, T = {T1, T2 . . . TD′}. Then,
T (·, u, u) = [u>T1u, u>T2u, . . . u>TD′u]
Therefore,
||T ||2 = sup
u
{||T (·, u, u)|| : u ∈ RD&||u|| = 1}
= sup
u
{∣∣∣∣[u>T1u, u>T2u, . . . u>TD′u]∣∣∣∣ : u ∈ RD&||u|| = 1}
= ||[λmax(T1), λmax(T2), . . . λmax(TD′)]||
=
∣∣∣∣[ ||T1||2 , ||T2||2 , . . . ||TD′ ||2 ]∣∣∣∣
≤ ∣∣∣∣[ ||T1||F , ||T2||F , . . . ||TD′ ||F ]∣∣∣∣
= ||T ||F (29)
Please note that the Lemma holds well when D′ = D, and the tensor is symmetric.
Let us define εM3 = ||M3 − Mˆ3||2. Then from Appendix B in [11],
εtw
= ||M3(W,W,W )− Mˆ3(Wˆ , Wˆ , Wˆ )||2
≤ ||M3||2
(
||Wˆ ||22 + ||Wˆ ||2||W ||2 + ||W ||22
)
εW + ||Wˆ ||3εM3
≤ ||M3||2 (2 +
√
2 + 1)
σK(M2)
εW +
2
√
2
σK(M2)3/2
εM3
≤ ||M3||2 (3 +
√
2)
σK(M2)
· 2
σK(M2)3/2
εM2 +
2
√
2
σK(M2)3/2
εM3
≤ 10||M3||2
σK(M2)5/2
· εM2 + 2
√
2
σK(M2)3/2
εM3
≤
(
10
d˜2sσK(M2)5/2
+
2
√
2
d˜3sσK(M2)3/2
)
2ε√
N
(30)
From Lemma 1, ||M3||2 ≤ ||M3||F , and because M3 is a tensor with individual elements as proba-
bilities, and the sum of all the elements is 1, ||M3||F ≤ 1. Therefore, ||M3||2 ≤ 1.
Lemma 2. (Robust Power Method from [3]) If Tˆ = T +E ∈ RK×K×K , where T is an symmetric
tensor with orthogonal decomposition T =
∑K
k=1 λkuk ⊗ uk ⊗ uk with each λk > 0, and E has
operator norm ||E||2 ≤ . Let λmin = minKk=1{λk} and λmax = maxKk=1{λk}. Let there exist
12
constants c1, c2 such that  ≤ c1 · (λmin/K), and N ≥ c2(logK + log log (λmax/)). Then if
Algorithm 1 in [3] is called for K times, with L = poly(K) log(1/η) restarts each time for some
η ∈ (0, 1), then with probability at least 1− η, there exists a permutation Π on [K], such that,
||uΠ(k) − uˆk|| ≤ 8 
λΠ(k)
, |λk − λΠ(k)| ≤ 5 ∀k ∈ [K] (31)
Since λk =
1√
pik
, ∀k ∈ [K], we need, (32)
N ≥ c2
(
logK + log log
(
Kλmax
c1λmin
))
= c2
(
logK + log log
(
K
c1
·
√
pimax
pimin
))
(33)
This contributes in the first lower bound (n1) of N in Theorem 1.
C Tail Inequality
Lemma 3. If we draw N i.i.d. documents x1, x2 . . . xN through the generative process in Equation
1, with the labels as y1, y2 . . . yN , and the vectors probability mass function of the words v estimated
from these N samples are pˆ(v) whereas the true p.m.f is p(v) with v ∈ {v1, v2 . . . vD} , then with
probability at least 1− δ with δ ∈ (0, 1),
||pˆ(v)− p(v)|| ≤ 2
d˜1s
√
N
(
1 +
√
log(1/δ)
2
)
(34)
||pˆ(v, v)− p(v, v)||F ≤
2
d˜2s
√
N
(
1 +
√
log(1/δ)
2
)
(35)
||pˆ(v, v, v)− p(v, v, v)||F ≤
2
d˜3s
√
N
(
1 +
√
log(1/δ)
2
)
(36)
where, d˜1s = 1N
∑N
i=1 nnz(xi), d˜2s =
1
N
∑N
i=1 nnz(xi)
2, d˜3s = 1N
∑N
i=1 nnz(xi)
3, and nnz(xi)
is the sum of all entries in the row xi of the data X as described in section 3.
Proof. The generative process in Equation 1 results in binary sample x1:N , with |x| = nd, where
x is the sample corresponding to the document d, and nd is total number of unique words in that
document. From here, we can show that ||x|| ≤ |x| = nd, since x has only positive entries. Since
the count of unique words in a document is always bounded, the samples have bounded norm.
Without loss of generality, if we assume ||x|| ≤ 1 ∀x ∈ X , then from Lemma 7 of supplementary
material of [12], with probability at least 1− δ with δ ∈ (0, 1),
∣∣∣∣∣∣Eˆ[x]− E[x]∣∣∣∣∣∣ ≤ 2√
N
(
1 +
√
log(1/δ)
2
)
(37)
∣∣∣∣∣∣Eˆ[x⊗ x]− E[x⊗ x]∣∣∣∣∣∣
F
≤ 2√
N
(
1 +
√
log(1/δ)
2
)
(38)
∣∣∣∣∣∣Eˆ[x⊗ x⊗ x]− E[x⊗ x⊗ x]∣∣∣∣∣∣
F
≤ 2√
N
(
1 +
√
log(1/δ)
2
)
(39)
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where E stands for expectation from the population, and Eˆ stands for the expectation estimated from
the N samples, i.e.,
Eˆ[x] =
1
N
N∑
i=1
xi =
1
N
X>1
Eˆ[x⊗ x] = 1
N
N∑
i=1
xi ⊗ xi = 1
N
X>X
Eˆ[x⊗ x⊗ x] = 1
N
N∑
i=1
xi ⊗ xi ⊗ xi = 1
N
X ⊗X ⊗X
Now, since each of our samples x1:N contains count data, probability of the words can be estimated
from the training data as pˆ(v) = Eˆ[x]∑
v Eˆ[x]
, where
∑
v Eˆ[x] is the sum of Eˆ[x] across the dimensions,
i.e., all the words. Also, it can be shown that
∑
v Eˆ[x] =
1
N
∑N
i=1 nnz(xi) = d˜1s. Therefore.
pˆ(v) =
Eˆ[x]
d˜1s
(40)
Please note that
∑
v E[x] ≈
∑
v Eˆ[x] = d˜1s, and therefore,
pˆ(v)− p(v) = 1
d˜1s
(Eˆ[x]− E[x]), (41)
and using this in Equation 37, we get the first inequality of the Lemma (Equation 34).
Since d˜2s =
∑
v
∑
v Eˆ[x ⊗ x] and d˜3s =
∑
v
∑
v
∑
v Eˆ[x ⊗ x ⊗ x], the pairwise and triple-wise
probability matrices can be estimated as,
pˆ(v, v) =
Eˆ[x⊗ x]∑
v
∑
v Eˆ[x⊗ x]
=
Eˆ[x⊗ x]
d˜2s
pˆ(v, v, v) =
Eˆ[x⊗ x⊗ x]∑
v
∑
v
∑
v Eˆ[x⊗ x⊗ x]
=
Eˆ[x⊗ x⊗ x]
d˜3s
Since
∑
v
∑
v E[x ⊗ x] ≈
∑
v
∑
v Eˆ[x ⊗ x] = d˜2s, and
∑
v
∑
v
∑
v E[x ⊗ x ⊗ x] ≈∑
v
∑
v
∑
v Eˆ[x⊗ x⊗ x] = d˜3s, we can establish the following equations,
pˆ(v, v)− p(v, v) = 1
d˜2s
(
Eˆ[x⊗ x]− E[x⊗ x]
)
pˆ(v, v, v)− p(v, v, v) = 1
d˜3s
(
Eˆ[x⊗ x⊗ x]− E[x⊗ x⊗ x]
)
Substituting these equations in Equation 38 and 39, we complete the proof.
Also, if yi represents the label vector associated with ith document, whereas xi represent the word
vector,
Eˆ[y ⊗ x⊗ x]− E[y ⊗ x⊗ x]
=
1
N
N∑
i=1
yi ⊗ xi ⊗ xi − E[y ⊗ x⊗ x]
=
1
N
N∑
i=1
yi ⊗ xi ⊗ xi − 1
N
N∑
i=1
yi ⊗ E[x⊗ x] + 1
N
N∑
i=1
yi ⊗ E[x⊗ x]− E[y ⊗ x⊗ x] (42)
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Therefore,∣∣∣∣∣∣Eˆ[y ⊗ x⊗ x]− E[y ⊗ x⊗ x]∣∣∣∣∣∣
F
≤
∣∣∣∣∣∣Eˆ[y]∣∣∣∣∣∣ ∣∣∣∣∣∣Eˆ[x⊗ x]− E[x⊗ x]∣∣∣∣∣∣
F
+ ||E[x⊗ x]||F
∣∣∣∣∣∣Eˆ[y]− E[y]∣∣∣∣∣∣
(43)
Also, we can safely assume that the number of unique labels assigned to each text in the corpus is
bounded. Then similar to Lemma 3, without loss of generality, we can assume that ||y|| ≤ 1. Then,
from Equation 37,
P
[∣∣∣∣∣∣Eˆ[y]− E[y]∣∣∣∣∣∣
F
≤ 2√
N
(
1 +
√
log(1/δ)
2
)]
≥ 1− δ (44)
From the assumption ||x|| ≤ 1 in Lemma 3,
||x⊗ x||F ≤ 1,∀x ∈ X , and therefore, ||E[x⊗ x]||F ≤ 1. Therefore,
P
[∣∣∣∣∣∣Eˆ[y]− E[y]∣∣∣∣∣∣ ∣∣∣∣∣∣E[x⊗ x]∣∣∣∣∣∣
F
≤ 2√
N
(
1 +
√
log(1/δ)
2
)]
≥ 1− δ (45)
Also, from the assumption ||y|| ≤ 1, ||E[y]|| ≤ 1. Then, from Equation 38,
P
[∣∣∣∣∣∣Eˆ[x⊗ x]− E[x⊗ x]∣∣∣∣∣∣
F
∣∣∣∣∣∣E[y]∣∣∣∣∣∣ ≤ 2√
N
(
1 +
√
log(1/δ)
2
)]
≥ 1− δ (46)
Reversing the probability bounds,
P
[∣∣∣∣∣∣Eˆ[y]− E[y]∣∣∣∣∣∣ ∣∣∣∣∣∣E[x⊗ x]∣∣∣∣∣∣
F
≥ 2√
N
(
1 +
√
log(1/δ)
2
)]
≤ δ (47)
and,
P
[∣∣∣∣∣∣Eˆ[x⊗ x]− E[x⊗ x]∣∣∣∣∣∣
F
∣∣∣∣∣∣E[y]∣∣∣∣∣∣ ≥ 2√
N
(
1 +
√
log(1/δ)
2
)]
≤ δ (48)
For two events E1 and E2,
P (E1 ∩ E2) = P (E1) + P (E1)− P (E1 ∪ E2)
≤ P (E1) + P (E1)
Therefore, from the above two inequalities 47 and 48,
P
[ ∣∣∣∣∣∣Eˆ[y]∣∣∣∣∣∣ ∣∣∣∣∣∣Eˆ[x⊗ x]− E[x⊗ x]∣∣∣∣∣∣
F
+ ||E[x⊗ x]||F
∣∣∣∣∣∣Eˆ[y]− E[y]∣∣∣∣∣∣ ≥ 4√
N
(
1 +
√
log(1/δ)
2
)]
≤ 2δ
Or,
P
[ ∣∣∣∣∣∣Eˆ[y]∣∣∣∣∣∣ ∣∣∣∣∣∣Eˆ[x⊗ x]− E[x⊗ x]∣∣∣∣∣∣
F
+ ||E[x⊗ x]||F
∣∣∣∣∣∣Eˆ[y]− E[y]∣∣∣∣∣∣ ≤ 4√
N
(
1 +
√
log(1/δ)
2
)]
≥ 1− 2δ
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Using Equation 43, and replacing δ by δ/2,
P
[ ∣∣∣∣∣∣Eˆ[y ⊗ x⊗ x]− E[y ⊗ x⊗ x]∣∣∣∣∣∣
F
≤ 4√
N
(
1 +
√
log(2/δ)
2
)]
≥ 1− δ
Let us note that,
pˆ(l, v, v) =
Eˆ[y ⊗ x⊗ x]∑
l
∑
v
∑
v Eˆ[y ⊗ x⊗ x]
=
Eˆ[y ⊗ x⊗ x]
d˜ls
(49)
Also, since
∑
l
∑
v
∑
v E[y ⊗ x ⊗ x] ≈
∑
l
∑
v
∑
v Eˆ[y ⊗ x ⊗ x] = d˜ls, where d˜ls =
1
N
∑N
i=1 nnz(yi)nnz(xi)
2, and nnz(yi) is the number of labels associated with the ith document,
in a similar way to the proof of Lemma 3, we can prove that with probability at least 1− δ,
||pˆ(l, v, v)− p(l, v, v)||F ≤
4
d˜ls
√
N
(
1 +
√
log(2/δ)
2
)
(50)
Since by definition M2 = p(v, v), M3 = p(v, v, v), M2L = p(l, v, v), εM2 = ||M2 − Mˆ2||2,
εM3 = ||M3 − Mˆ3||2 and εM2L = ||M2L − Mˆ2L||2, assigning ε1 =
(
1 +
√
log(1/δ)
2
)
, and ε2 =(
1 +
√
log(2/δ)
2
)
, the following inequalities hold with probability at least 1− δ,
εM2 ≤ ||p(v, v)− pˆ(v, v)||F ≤
2ε1
d˜2s
√
N
εM3 ≤ ||p(v, v, v)− pˆ(v, v, v)||F ≤
2ε1
d˜3s
√
N
εM2L ≤ ||p(l, v, v)− pˆ(l, v, v)||F ≤
4ε2
d˜ls
√
N
since operator norm is smaller than Frobenius norm.
Also, to satisfy εM2 ≤ σK(M2)/2, we need,
N ≥ Ω
( 1
d˜2sσK(M2)
(
1 +
√
log(1/δ)
2
))2 (51)
Or, N ≥ Ω
((
ε1
d˜2sσK(M2)
)2)
. This contributes in the second lower bound (n2) of N in Theorem 1.
Also, from Equation 30,
εtw ≤
(
10
d˜2sσK(M2)5/2
+
2
√
2
d˜3sσK(M2)3/2
)
2ε1√
N
(52)
From Lemma 2,  ≤ c1 · (λmin/K), and we can assign  as the upper bound of εtw. To satisfy this,
we need, (
10
d˜2sσK(M2)5/2
+
2
√
2
d˜3sσK(M2)3/2
)
2ε1√
N
≤ c1λmin
K
, or,(
10
d˜2sσK(M2)5/2
+
2
√
2
d˜3sσK(M2)3/2
)
2ε1√
N
≤ c1 1
K
√
pimax
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Since pimax ≤ 1, we need
N ≥ Ω
K2( 10
d˜2sσK(M2)5/2
+
2
√
2
d˜3sσK(M2)3/2
)2
ε21

This contributes to n3 in Theorem 1.
D Completing the Proof
Here, we will derive the final bounds for the reconstruction error for the parameters. Since µk =
W †uk (Algorithm 1), with probability at least 1− δ,
||µk − µˆk||
= ||W †uk − Wˆ †uˆk||
= ||W †uk −W †uˆk +W †uˆk − Wˆ †uˆk||
≤ ||W †||2||uk − uˆk||+ ||W † − Wˆ †||2||uˆk||
≤ ||W †||2 8
λk
+ εW †
≤ 8
√
σ1(M2)+
2
√
σ1(M2)
σK (M2)
εM2
(53)
Since 1λk =
√
pik ≤ 1. Assigning  as the upper bound of εtw in equation 30, with probability at
least 1− δ,
||µk − µˆk||
≤ 8
√
σ1(M2)
(
10
d˜2sσK(M2)5/2
+
2
√
2
d˜3sσK(M2)3/2
)
+
2ε1√
N
+
2
√
σ1(M2)
σK (M2)
2ε1
d˜2s
√
N
≤
(
160
√
σ1(M2)
d˜2sσK(M2)5/2
+
32
√
2σ1(M2)
d˜3sσK(M2)3/2
+
4
√
σ1(M2)
d˜2sσK (M2)
)
ε1√
N
(54)
Similarly, since pik ≤ 1, with probability at least 1− δ,
|pik − pˆik| =
∣∣∣∣∣ 1λ2k − 1λˆ2k
∣∣∣∣∣ =
∣∣∣∣∣ (λk + λˆk)(λk − λˆk)λ2kλˆ2k
∣∣∣∣∣
=
∣∣∣√pikpˆik (√pik +√pˆik) (λk − λˆk)∣∣∣
≤ 2|λk − λˆk| ≤ 10
since |λk − λˆk| ≤ 5 from Lemma 2. Therefore, with probability at least 1− δ, we get
|pik − pˆik| ≤
(
200
σK(M2)5/2
+
40
√
2
σK(M2)3/2
)
ε1
d˜3s
√
N
where ε1 =
(
1 +
√
log(1/δ)
2
)
.
Also, since γk = u>kM2L(W,W )uk, with probability at least 1− δ,
17
||γk − γˆk||
=
∣∣∣∣∣∣u>kM2L(W,W )uk − uˆ>k Mˆ2L(Wˆ , Wˆ )uˆk∣∣∣∣∣∣
≤ ∣∣∣∣u>kM2L(W,W )uk − uˆ>kM2L(W,W )uˆk∣∣∣∣+ ∣∣∣∣∣∣uˆ>kM2L(W,W )uˆk − uˆ>k Mˆ2L(Wˆ , Wˆ )uˆk∣∣∣∣∣∣
≤ ∣∣∣∣u>kM2L(W,W )uk − uˆ>kM2L(W,W )uk + uˆ>kM2L(W,W )uk − uˆ>kM2L(W,W )uˆk∣∣∣∣
+
∣∣∣∣∣∣uˆ>kM2L(W,W )uˆk − uˆ>k Mˆ2L(Wˆ , Wˆ )uˆk∣∣∣∣∣∣
≤ ||uk − uˆk||||uk|| ||M2L(W,W )||2 + ||uk − uˆk||||uˆk|| ||M2L(W,W )||2
+ ||uˆk||2
∣∣∣∣∣∣M2L(W,W )− Mˆ2L(Wˆ , Wˆ )∣∣∣∣∣∣
2
≤ 2||uk − uˆk||||W ||2 ||M2L||2 +
∣∣∣∣∣∣M2L(W,W )− Mˆ2L(Wˆ , Wˆ )∣∣∣∣∣∣
2
Now, ∣∣∣∣∣∣M2L(W,W )− Mˆ2L(Wˆ , Wˆ )∣∣∣∣∣∣
2
=
∣∣∣∣∣∣M2L(W,W )−M2L(Wˆ , Wˆ ) +M2L(Wˆ , Wˆ )− Mˆ2L(Wˆ , Wˆ )∣∣∣∣∣∣
2
≤
∣∣∣∣∣∣M2L(W,W )−M2L(Wˆ , Wˆ )∣∣∣∣∣∣
2
+
∣∣∣∣∣∣M2L(Wˆ , Wˆ )− Mˆ2L(Wˆ , Wˆ )∣∣∣∣∣∣
2
≤
∣∣∣∣∣∣M2L(W,W )−M2L(W, Wˆ ) +M2L(W, Wˆ ) +M2L(Wˆ , Wˆ )∣∣∣∣∣∣
2
+ ||Wˆ ||2εM2L
≤ ||M2L||2
(
||W ||2 + ||Wˆ ||2
)
εW + ||Wˆ ||2εM2L
The individual elements of M2L are probabilities whose sum is 1. Therefore, ||M2L||F ≤ 1, and,
from Lemma 1, ||M2L||2 ≤ ||M2L||F ≤ 1. Therefore,
||γk − γˆk||
≤ 2||uk − uˆk||||W ||2 +
(
||W ||2 + ||Wˆ ||2
)
εW + ||Wˆ ||2εM2L
≤ 16 
λk
||W ||2 +
(
||W ||2 + ||Wˆ ||2
)
εW + ||Wˆ ||2εM2L
Also, 1/λk =
√
pik ≤ 1.
Assigning  as the upper bound of εtw in equation 30, with probability at least 1− δ,
||γk − γˆk||
≤ 16εtw||W ||2 +
(
||W ||2 + ||Wˆ ||2
)
εW + ||Wˆ ||2εM2L
≤ 16 εtw
σK(M2)
+
(
1 +
√
2
)√
σK(M2)
2
σK(M2)3/2
εM2 +
2
σK(M2)
εM2L
≤ 16
(
10
d˜2sσK(M2)7/2
+
2
√
2
d˜3sσK(M2)5/2
)
2ε1√
N
+
2
(
1 +
√
2
)
σK(M2)2
2ε1
d˜2s
√
N
+
2
σK(M2)
4ε2
d˜ls
√
N
=
(
160
d˜2sσK(M2)7/2
+
32
√
2
d˜3sσK(M2)5/2
+
2 + 2
√
2
d˜2sσK(M2)2
)
2ε1√
N
+
8ε2
d˜lsσK(M2)
√
N
where ε1 =
(
1 +
√
log(1/δ)
2
)
and ε2 =
(
1 +
√
log(2/δ)
2
)
. This completes the proof of Theorem
1.
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