Electrical energy consumption has been an ongoing research area since the coming of smart homes and Internet of Things. Consumption characteristics and usages profiles are directly influenced by building occupants and their interaction with electrical appliances. Data analysis together with machine learning models can be utilized to extract valuable information for the benefit of occupants themselves (conserve energy and increase comfort levels), power plants (maintenance), and grid operators (stability). Public energy datasets provide a scientific foundation to develop and benchmark these algorithms and techniques. With datasets exceeding tens of terabytes, we present a novel study of five whole-building energy datasets with high sampling rates, their signal entropy, and how a well-calibrated measurement can have a significant effect on the overall storage requirements. We show that some datasets do not fully utilize the available measurement precision, therefore leaving potential accuracy and space savings untapped. We benchmark a comprehensive list of 365 file formats, transparent data transformations, and lossless compression algorithms. The primary goal is to reduce the overall dataset size while maintaining an easy-to-use file format and access API. We show that with careful selection of file format and encoding scheme, we can reduce the size of some datasets by up to 73%.
INTRODUCTION
Home and building automation promise many benefits for the occupants and power utilities. From increased user comfort levels to demand response and lower electricity costs, Smart Homes offer a variety of assistance and informational gains. Internet of Things, a combination of sensors and actuators, can be intelligently controlled based on sensor data or external triggers. Power monitoring and smart metering are a key step to fulfill these promises. The influx of renewable energies and the increased momentum of changes in the power grid and its operations are a main driving factor for further research in this area.
Non-intrusive load monitoring (NILM) can be one solution to identify and disaggregate power consumers (appliances) from a single-point measurement in the building. Utilizing a centralized data acquisition system saves costs for hardware and installation in the electrical circuits under observation. The NILM community heavily relies on long-term measurement data, in the form of public datasets, to craft new algorithms, train models, and evaluate their accuracy on per-appliance energy consumption or appliance identification. In recent years these datasets grew significantly in size and sampling characteristics (temporal and amplitude resolution). Collecting, distributing, and managing large-scale data storage facilities is an ongoing research topic [11, 46] and strongly depends on the environment and systems architecture.
High sampling rates are particularly interesting for NILM to extract waveform information from voltage and current signals [24] . Early datasets targeted at load disaggregation and appliance identification started with under 2 GiB [26] , whereas recently published datasets reach nearly 100 TiB of raw data [28] . Working with such quantities requires specialized storage and processing techniques which can be costly and maintenance-heavy. Optimizing infrastructure costs for storage is part of ongoing research [29, 37] .
The data quality requirements typically define a fixed sampling rate and bit-resolution for a static environment. Removing or augmenting measurements might impede further research, therefore no filtering or preprocessing steps are allowed.
Data compression techniques can be classified as lossy or lossless [8] . Lossy algorithms allow for some margin of error when encoding the data and typically give a metric for the remaining accuracy or lost precision. For comparison, most audio, image, and video compression algorithms remove information not detectible by a human ear or eye. This allows for a data rate reduction in areas of the signal a user can't detect or has a reduced resolution due to a typical human physiology. Depending on the targeted use case, certain aspects of the input signal are considered unimportant and might be not reconstructable. Encoding only the amplitude and frequency of the signal can lead to vast space savings, assuming phase alignment, harmonics, or other signal characteristics are not required for future analysis. On the contrary, lossless encoding schemes guarantee a 1:1 representation of all measurement data with a reversible data transformation. If the intended use case or audience for a given dataset is not known or is very diverse in their requirements, only lossless compression can be applied to keep all data accessible for future use. Recent works pointed out an imbalance in the amount of research on steady-state versus waveform-based compression of electricity signals [10] .
Further consideration must be given to communication bandwidth (transmission to a remote endpoint) and in-memory processing (SIMD computation). The efficient use of network channels can be a key requirement for real-time monitoring of streaming data.
In the case of one-time transfers (or burst transmissions), chunking is used to split large datasets into more manageable (smaller) files. However, choosing a maximum file size depends on the available memory and CPU (instruction set and cache size). Distributing large datasets as a single file creates an unnecessary burden for researchers and required infrastructure.
A suitable file format must be considered for raw data storage, as well as easy access to metadata, such as calibration factors, timestamps, and identifier tags. None of the existing datasets (NILM or related datasets with high sampling rates) share a common file format, chunk size, or signal sampling distribution. This heterogeneity makes it difficult to apply algorithms and evaluation pipelines on more than one dataset. Therefore, researchers working with multiple datasets have to implement custom importer and converter stages, which can be time-consuming and error-prone.
This work provides an in-depth analysis of public whole-building datasets, and gives a comprehensive evaluation of best-practice storage techniques and signal conditioning in the context of energy data collection. The key contributions of this work are:
(1) A numerical analysis of signal entropy and measurement calibration of public whole-building energy datasets by evaluating all signal channels with respect to their available resolution and sample distribution over the entire measurement period. The resulting entropy metrics further motivate our contributions and the need for a well-calibrated measurement system. (2) An exhaustive benchmark of storage requirements and potential space savings with a comprehensive collection of 365 file formats, lossless compression techniques, and reversible data transformations. We re-encode and normalize data from all datasets to evaluate the effect of compression. We present the best-performing combinations and their overall space savings. The full ranking can be used to select the optimal file format and compression for offline storage of large longterm energy datasets. We give an in-depth evaluation of file formats and signal characteristics that directly affect storage, encoding, and compression of such data. Each of the analyzed datasets was created with a dedicated set of requirements, therefore, a single best option does not exist. However, with this study, we want to help the community to better understand the fundamental causes of compression performance in the field of waveform-based whole-building energy datasets. We provide a definition of measurement calibration and its effects on the storage requirements based on signal entropy. Published datasets are self-contained and final, which allows us to prioritize the compression ratio and achievable space saving over other common compression metrics (CPU load, throughput, or latency). We define the achievable space saving and compression ratio as the only criterion when dealing with large (offline) datasets.
The rest of this paper is structured as follows: We discuss related work in Section 2. We describe the evaluated datasets in Section 3, which are then used in the experiments in Sections 4, 5, and 6. Finally, we present results in Section 7, before concluding in Section 8.
RELATED WORK
NILM and related fields distinguish between low and high sampling rates to capture voltage and current measurements. Low sampling rates (or low-frequency) are typically 1 Hz or slower. High sampling rates (or high-frequency) are typically above 500 Hz (or at least the Nyquist-Shannon sampling theorem [41] ). Recording multiple channels with high sampling rates requires oscilloscopes or specialized data acquisition systems as presented in [21, 27, 31] .
Low-frequency energy data can benefit greatly from compression when applied to smart meter data, as multiple recent works have shown [13, 39, 44, 45] . Electricity smart meters can be a source of high data volume with measurement intervals of 1 s, 60 s, 15 min, or higher. Possible transmission and storage savings due to lossless compression have been evaluated in [45] . While the achievable compression ratio increased with smaller sampling intervals, the benefits of compression vanish quickly above 15 min intervals. Various encodings (ASCII-and binary-based) have been evaluated for such low-frequency measurements, and in most cases, a binary encoding greatly outperforms an ASCII-based encoding. The need for smart data compression was discussed in [33] , which further motivates in-depth research in this area. The main focus of the authors was smart meter data with low temporal resolution from 10,000 meters or more. Various compression techniques were presented and a fast-streaming differential compression algorithm was evaluated: removing steady-state power measurements (t i+1 − t i = 0) can save on average 62% of required storage space.
High-frequency energy data offers a significantly larger potential for lossless compression, due to the inherent repeating waveform signal. Tariq et al. [43] utilized general-purpose compressors, such as LZMA and bzip2, and achieved good compression ratios on some datasets. Applying differential compression and omitting timestamps can yield size reductions of up to 98% on smart grid data, however, these results are not comparable as there is no generalized uniform data source. The presented results use a single data channel and an ASCII-based data representation as a baseline for their comparison, which contains an inherent encoding overhead. The SURF file format [36] was designed to store NILM datasets and provide an API to create and modify such files. The internal structure is based on wave-audio and augments it with new types of metadata chunks. To the best of our knowledge, the SURF file format didn't gain any traction due to its lack of support in common scientific computing frameworks. The recently published EMD-DF file format [35] , by the same authors, relies on the same wave-audio encoding, while extending it with more metadata and annotations. Neither SURF nor EMD-DF provides any built-in support for compression. The power grid community defined the PQDIF [42] (for power quality and quantity monitoring) and COMTRADE [5] (for transient data in power systems) file formats. Both specifications outline a structured view of numerical data in the context of energy measurements. Raw measurements are augmented with precomputed evaluations (statistical metrics), which can cause a significant overhead in required storage space. While PQDIF supports a simple LZ compression, COMTRADE does not offer such capabilities. To the best of our knowledge, these file formats never gained traction outside the power grid operations community.
Lossy compression can achieve multiple magnitudes higher compression ratios than lossless, with minimal loss of accuracy for certain use cases [13] . Using piecewise polynomial regression, the authors achieved good compression ratios on three existing smart grid scenarios. The compressed parametrical representation was stored in a relational database system. However, this approach only applies if the use case and expected data transformation is known before applying a lossy data reduction. A 2-dimensional representation for power quality data was proposed in [17] and [38] , which then could be used to employ compression approaches from image processing and other related fields. While both approaches can be categorized as lossy compression due to their numerical approximation using wavelets or trigonometric functions, they require a specialized encoder and decoder which is not readily available in scientific computing frameworks.
The NilmDB project [34] provides a generalized user interface to access, query, and analyze large time-series datasets in the context of power quality diagnostics and NILM. A distributed architecture and a custom storage format were employed to work efficiently with "big data". The underlying data persistence is organized hierarchically in the filesystem and utilizes tree-based structures to reduce storage overhead. This internal data representation is capable of handling multiple streams and non-uniform data rates but lacks support for data compression or more efficient coding schemes. NILMTK [6] , an open-source NILM toolkit, provides an evaluation workbench for power disaggregation and uses the HDF5 [15] file format with a custom metadata structure. Most available public datasets require a specialized converter to import them into a NILMTK-usable file format. While the documentation states that a zlib data compression is applied, some converters currently use bzip2 or Blosc [1] .
EVALUATED DATASETS
While there is a vast pool of smart meter datasets 1 , i.e., low sampling rates of measurements every 1 s, 15 min, or 1 h, a majority of the underlying information is already lost (signal waveform). The raw signals are aggregated into single root-mean-squared voltage and current readings, frequency spectrums, or other metrics accumulated over the last measurement interval. This can be already classified as a type of lossy compression. For some use cases, this data source is sufficient to work with, while other fields require high sampling rates to extract more information from the signals.
All following experiments and evaluations were performed on publicly accessible datasets: The Reference Energy Disaggregation Data Set (REDD [26] ), Building-Level fUlly-labeled dataset for Electricity Disaggregation (BLUED [3] ), UK Domestic Appliance-Level Electricity dataset (UK-DALE [25] ), and the Building-Level Office eNvironment Dataset (BLOND [28] ). We will refer to these datasets by their established acronyms: REDD, BLUED, UK-DALE, and BLOND. Based on the energy dataset survey provided by the NILM-Wiki 1 , these are all datasets of long-term continuous measurements with voltage and current waveforms from selected buildings or households. The data acquisition systems and data types are comparable to warrant their use in this context. (Table 1) .
Measurement systems and their analog-to-digital converters (ADC) always output a unit-less integer number, either between [0, 2 bit s ) for unipolar ADCs or [−2 bit s−1 , 2 bit s−1 ) for bipolar ADCs. During setup and calibration, a common factor is determined to convert raw values into a voltage or current reading. Some datasets publish raw values and the corresponding calibration factors, while others publish directly Volt-and Ampere-based readings as float values. Datasets only available as floating-point values are converted back into their original integer representation without loss of precision by reversing the calibration step from the analog-todigital converter for each channel:
As example, given an ADC measurement of 950 steps and a calibration factor of 0.3421 V /steps, the measured value is 325 V (which is the peak of a typical 230 V mains). This value can be converted back into ADC steps by reversing the calibration multiplication, due to the linear sampling of the ADCs used in the datasets.
Each of the mentioned datasets was published in a different (compressed) file format and encoding scheme. To allow for comparisons between these datasets, we decompressed, normalized, and re-encoded all data before analyzing them (raw binary encoding).
From REDD, we used the entire available High Frequency Raw Data: house_3 and house_5, each with 3 channels: current_1, cur-rent_2, and voltage. The custom file format encodes a single channel per file. In total, 1.4 GiB of raw data from 126 files were used.
From BLUED, we used all available waveform data (1 location, 16 sub-datasets) and 3 channels: current_a, current_b, voltage. The CSV-like text files contain voltage and two current channels and a dedicated measurement timestamp. In total, 41.1 GiB of raw data from 6430 files were used.
From UK-DALE, we selected house_1 from the most recent release (UK-DALE-2017-16kHz, the longest continuous recording). The compressed FLAC files contain 2 channels: current and voltage. In total, 6259.1 GiB of raw data from 19491 files were used.
From BLOND, we selected the aggregated mains data of both sub-datasets: BLOND-50 and BLOND-250. The HDF5 files with gzip compression contain 6 channels: current{1-3} and voltage{1-3}. In Figure 1 ). The quantization levels are distributed linearly in a fixed measurement range which requires a signal conditioning step in the DAQ system. ADCs typically cannot directly measure mains voltage and require a step-down converter or measurement probe. Mains current signals need to be converted into a proportional voltage.
ENTROPY ANALYSIS
DAQ units provide a way to collect digital values from analog systems. As such, the quality of the data depends strongly on the correct calibration and selection of measurement equipment. Mains electricity signals are typically not compatible with modern digital systems, requiring an indirect measurement through step-down transformers or other metrics. Mains voltage can vary by up to ±10% during normal operation of the grid [2, 14] , making it necessary to design the measurement range with a safety margin. The expected signal, plus any margin for spikes, should be equally distributed on the available ADC resolution range. Leaving large areas of the available value range unused can be prevented by carefully selecting input characteristics and signal conditioning (step-down calibration). A rule of thumb for range calibration is that the expected signal should occupy 80-90%, leaving enough bandwidth for unexpected measurements. Input signals larger than the measurement range get recorded as the minimum/maximum value. Grossly exceeding the rated input signal level could damage the ADC, unless a dedicated signal conditioning and protection is employed. We extracted the probability mass function (PMF) of all evaluated datasets for the full bit-range (16-or 24-bit) . The value histogram is a structure mapping each possible measurement value (integer) to the number of times this value was recorded. Ideally, the region between the lowest and highest value contains a continuous value range without gaps. However, the quantization level (step size) could cause a mismatch and results in skipped values. We then normalize this histogram to obtain the PMF and compute the signal entropy per channel, which gives an estimation of the actual information contained in the raw data and provides a lower bound for the achievable compression ratio based on the Kolmogorov complexity.
Each dataset is split into multiple files, making it necessary to merge all histograms into a total result at the end of the computing run. Since all histograms can be combined with a simple summation, the process can be parallelized and computed without any particular order. Computing and merging all histograms is, therefore, best accomplished in a distributed compute cluster with multiple nodes or similar environments.
DATA REPRESENTATION
Choosing a suitable file format for potentially large datasets involves multiple tradeoffs and decisions, including supported platforms, scientific computing frameworks, metadata, error correction, compression, and chunking. The available choices for data representation can range from CSV data (ASCII-parsable) to binary file formats and custom encoding schemes. From the energy dataset survey and the evaluated datasets, it can be noted, that every dataset uses a different file format, encoding scheme, and optionally compression.
Publishing and distributing large datasets requires storage systems capable of providing long-term archives of scientific measurement data. Lossless compression helps to minimize storage costs and distribution efforts. At the same time, other researchers accessing the data benefit from smaller files and shorter access times to download the data.
Electricity signals (current and voltage) contain a repetitive waveform with some form of distortion depending on the load. In an ideal power grid, the voltage would follow a perfect sinusoidal waveform without any offset or error. This would allow us to accurately predict the next voltage measurement. However, constant fluctuations in the supply and demand cause the signals to deviate. The fact that each signal is primarily continuous (without sudden jumps) can be beneficial to compression algorithms.
A delta encoding scheme only stores the numerical difference of neighboring elements in a time-series measurement vector. This can be useful for slow-changing signals because the difference of a signal might require less bytes to encode than the absolute value:
We compare the original data representation (format, compression, encoding) of each dataset, reformat them into various file formats, and evaluate their storage saving based on a comprehensive list of lossless compression algorithms. This involves encoding raw data in a more suitable representation to compare their compressed size: CS = compressed_size/oriдinal_size * 100%, and the resulting space saving: SS = 100% − CS. We define the main goal of reducing the overall required storage space for each dataset, and deliberately do not consider compression or decompression speed. The performance characteristics (throughput and speed) are well known for individual compression techniques [4] and are of minor importance in the case of large static datasets which require only a single compression step before distribution. Performance metrics are important when dealing with repeated compression of raw data, which is not the case for static energy datasets. Repeated decompression is however relevant because researchers might want to read and parse the files over and over again while analyzing them (if in-memory processing is not feasible). As noted in [4] , decompression speed and throughput is typically not a performance bottleneck in data analytics tasks.
Building a novel data compression scheme for energy data is counter-productive, since most scientific computing frameworks lack support and the idea suffers from the "not invented here" and "yet another standard" problematic, both common anti-patterns in the field of engineering when developing new solutions, despite existing suitable approaches [13, 26, 36] . Therefore, a key requirement is that each file format must be supported in common scientific computing systems to read (and possibly write) data files.
We selected four format types: raw binary, HDF5 (data model and file format for storing and managing data), Zarr (chunked, compressed, N-dimensional arrays), and audio-based PCM containers.
Raw binary formats provide a baseline for comparison. All samples are encoded as integer values (16-bit or 24-bit) and are compressed with a general-purpose compressor: zlib/gzip, LZMA, bzip2, and zstd, all with various parameter values. The input for each compressor is either raw-integer or variable-length encoded data (LEB128S [19] ), which is serialized either row-or column-based from all channels (interweaving). The LEB128S encoding is additionally evaluated with delta encoding of the input.
The Hierarchical Data Format 5 (HDF5) [15] provides structured metadata and data storage, data transformations, and libraries for most scientific computing frameworks. All data is organized in natively-typed arrays (multi-dimensional matrices) with various filters for data compression, checksumming, and other reversible transformations before storing the data to a file. The API transparently reverses these transformations and compression filters while reading data. HDF5 is popular in the scientific community and used for various big-data-type applications [7, 12, 18, 40] . The public registry for HDF5 filters 1 currently lists 21 data transformations, most of them compression-related. Each HDF5 file is evaluated with and without the shuffle filter, zlib/gzip, lzf, MAFISC [22] with LZMA, 1 https://support.hdfgroup.org/services/filters.html szip [20] , Bitshuffle [30] with LZ4, zstd, and the full Blosc [1] compression suite, again all with various parameter values.
Zarr [32] organizes all data in a filesystem-like structure, which can be archived as a single zip-archive file or as tree-structure in the filesystem. Each channel is stored as a separate array (data stream) with optional chunk-based compression via zlib/gzip, LZMA, bzip2, or Blosc (with shuffle, Bitshuffle, or no-shuffle filter), again all with various parameter values. Each Zarr file is additionally evaluated with a delta filter to reduce the value range.
Audio-based formats use LPCM-type data encoding (PCM16 or PCM24) with a fixed precision and sampling rate. All channels are encoded into a single container using lossless compression formats: FLAC [16] , ALAC [23] , and WavPack [9] . These formats do not provide tune-able parameters.
Calibration factors, timestamps, and labels can augment the raw data in a single file while providing a unified API for accessing data and metadata. Raw binary formats lack this type of integrated support and require additional tooling and encoding schemes for metadata. Audio-based formats require a container format to store metadata, typically designed for the needs of the music and entertainment industry. Out of these formats, only HDF5 and Zarr provide support for encoding and storing arbitrary metadata objects (complex types or matrices) together with measurement data.
Most audio-based formats support at most 8 signal channels, while general-purpose formats such as HDF5 and Zarr have no restrictions on the total number of channels per file. The sampling rate can also be a limiting factor: FLAC supports at most 655.35 kHz and ALAC only 384 kHz. ADC resolution (bit depth) is mostly bound by existing technological limitations and will not exceed 32-bit in the foreseeable future. While these constraints are within the requirements for all datasets under evaluation, they need to be considered for future dataset collection and the design of measurement systems.
In total, we encoded the evaluated datasets with 365 different data representation formats: 54 raw, 264 HDF5-based, 44 Zarr-based, and 3 audio-based and gathered their per-file compression size as a benchmark. The complete list, including all parameters and compression options, is available in the online appendix. The full analysis was performed in a distributed computing environment and consumed approx. 1, 176, 000 CPU-core-hours (dual Intel Xeon E5-2630v3 machines with 128 GiB RAM and 10 Gibit Ethernet interfaces).
CHUNK SIZE IMPACT
Each dataset is provided in equally-sized files, typically based on measurement duration. Working with a single large file can be cumbersome due to main memory restriction or available local storage space. Assuming a typical desktop computer, with 8 GiB of main memory, is used for processing, a single file from a dataset must be fully loaded into memory before any computation can be done. Depending on the analysis and algorithms, multiple copies might be required for intermediary results and temporary copies. This means the main memory size is an upper bound for the maximum feasible chunk size.
Some file formats and data types support internal chunking or streamed data access, in which data can be read into memory sequentially or random-access. In such environments other factors will limit the usable chunk size, such as file system capabilities, network-attached storage, or other operating system limitations.
The evaluated datasets are distributed with the following chunk sizes of raw data: REDD: 11.4 MiB or 4 min, BLUED: 6.6 MiB or 1.65 min, UK-DALE: 329.2 MiB or 60 min, BLOND-50: 171.7 MiB or 5 min, BLOND-250: 343.3 MiB or 2 min. Measurement duration and file size are not strictly linked, causing a slight variation in file sizes across the entire measurement period of each dataset. Observed real-world time does not affect any of the compression algorithms under test and is therefore omitted. The sampling rate and channel count directly affects the data rate (bytes per time unit) and explains the non-uniform chunk sizes mentioned for each dataset.
We compare the best-performing data representation formats of each dataset from the previous experiment, benchmark them with different chunk sizes, and estimate their effect on the overall compression ratio. For this evaluation, we define the compression ratio as CR = oriдinal_size/compressed_size. The chunk sizes range from 1, 2, 4, 8, 16, 32, 64, 128 MiB, and then continue in steps of 128 MiB up to 3072 MiB. To reduce the required computational effort, we greedily consume data from the first available dataset file, until the predefined chunk limit is fulfilled. The chunk size is determined using the number of samples (across all channels) and their integer byte count (2 or 3 bytes); only full samples for all channels are included in a chunk.
RESULTS

Entropy Analysis
Entropy is based on the probability for a given measurement (signal value). The histogram of an entire measurement channel shows the number of times a single measurement value was seen in the dataset (Figure 3) . The plots show the raw measurement bandwidth in ADC value on the x-axis and a logarithmic y-axis for the number of occurrences of each value. The raw ADC values are bipolar and centered on 0: −32768 . . . 32767 for BLUED, BLOND-50, and BLOND-250; −8388608 . . . 8388607 for REDD and UK-DALE.
The voltage histogram shows a distinctive sinusoidal distribution (peaks at minimum and maximum values). The current histogram would show a similar distribution if the power draw is constant (pure-linear or resistive loads), however, multiple levels of current values can be observed, indicating high activity and fluctuations. REDD and BLUED (Figures 3a and 3b) show a center-biased distribution, indicating a sub-optimal calibration performance and unused measurement bandwidth. UK-DALE, BLOND-50, and BLOND-250 (Figures 3c, 3d, 3e) show a wide range of highly used values, with the voltage channels utilizing around 90% of the available bandwidth.
REDD and BLUED use only a small percentage of the available range, indicating a low entropy based on the used data type. UK-DALE utilizes a reasonable slice, while BLOND covers almost the entire possible range ( Table 2) . Assuming a well-calibrated data acquisition system, the expected percentage should reflect the expected measurement values. Low range usage (REDD, BLUED) leads to lost precision which would have been freely available with the given hardware, whereas high usage (UK-DALE, BLOND) means almost all available measurement precision is reflected in the raw data. Some datasets utilize 100% of the available measurement range, while REDD only uses 5%. A high range utilization does not result in a equally high usage, as the histogram can contain gaps (ADC values with 0 occurrences in the datasets).
Data Representation
The evaluation compares the compressed size (CS, final file size after compression and file format encapsulation in percent of uncompressed size) of 365 data representation formats. For brevity reasons, only the 30 best-performing formats are shown in Figure 2 . Each of the 365 data representation was tested on all datasets and the full evaluation is available in the online appendix. The following evaluation and benchmark uses the raw data from each dataset as described in Section 3. In total, raw data with 27.8 TiB was reencoded 365 times. HDF5 and Zarr are general-purpose file formats for numerical data with a broad support in scientific computing frameworks. As such, they only support 16-bit and 32-bit integer values, which causes a 1-byte overhead for REDD and UK-DALE. The baseline used for comparison is a raw concatenated byte string with datasetnative data types (16-bit and 24-bit) . This allows us to obtain comparable evaluation results, while other published benchmarks compared ASCII-like encodings against binary representations, skewing the results significantly.
Overall, it can be noted that all three audio-based formats performed well, given their inherent targeted nature of compressing waveforms with high temporal resolution. ALAC and FLAC achieved the highest overall CS across all datasets, followed by HDF5+MAFISC and HDF5+zstd, which can overcome the 1-byte overhead. Although the general-purpose compressors and their individual data representation formats were intended to serve as a baseline for comparison of the more advanced schemes (HDF5, Zarr, and audio-based), one can conclude that even plain bzip2 or LZMA compression can achieve comparable compression results. A tradeoff to consider is the lack of metadata and internal structure, which might cause additional data handling overhead as easy-to-use import and parsing tools are not available. Variable-length encoding using LEB128S is a suitable input for the bzip2 and LZMA compressors when combined with a column-based storage format. Delta encoding resulted in comparably good CS in certain combinations. Some datasets are inherently more compressible than others. This is a result of the entropy analysis and can be observed in the data representation evaluation as well. Compressing BLUED consistently yields smaller file sizes with most compressors than any other dataset. The benchmark shows that higher entropy correlates strongly with higher CS per dataset.
While the majority of tested data representation formats achieves a data reduction, compared to the baseline, some formats are counterproductive and generate a larger output (CS over 100%). This behavior affects most HDF5-and Zarr-based formats, because of the 1-byte overhead (depending on the used compressor).
Choosing the best-performing data representation for each dataset, the following SS can be achieved when applied to all data files as compared against the raw binary encoding: REDD: 48.3% or 0.7 GiB, BLUED: 73.0% or 30.0 GiB, UK-DALE: 40.5% or 2534.1 GiB, BLOND-50: 51.3% or 5252.3 GiB, BLOND-250: 55.4% or 6590.8 GiB. It can be noted that REDD, UK-DALE, and both BLOND datasets perform at around 50-60% of CS, while BLUED shows a significantly smaller CS of below 30% CS, due to it's very low signal entropy ( Table 2) . Variable-length encoding (LEB128S) and Delta encoding yield the largest space saving for such types of data (REDD and BLUED).
Two out of the five evaluated datasets (REDD and BLUED) showed the highest space savings with a general-purpose compressor (bzip2) and variable-length encoding. ALAC and HDF5+MAFISC performed best on UK-DALE, BLOND-50, and BLOND-250, given their higher signal entropy and value range utilization.
When comparing the raw space savings against the actually published dataset, which typically is already compressed, we can achieve additional space savings: REDD: 61.2% or 1.1 GiB, BLUED: 96.4% or 295.5 GiB, UK-DALE: -1.3% or −49.1 GiB, BLOND-50: 23.3% or 1519.7 GiB, BLOND-250: 26.0% or 1867.9 GiB. All datasets show space savings, except for UK-DALE, which shows an insignificant increase in the overall dataset size. This means the originally published FLAC files are already compressed to a high extent; this is supported by Figure 2 , showing FLAC among the highest ranking formats in this study. While an absolute space saving of 1.1 GiB for REDD might be insignificant in most use cases (desktop computing and data center), a more compelling reduction in storage space of up to 1867.9 GiB for BLOND-250 can be substantially beneficial.
Chunk Size Impact
The chunk size evaluation (Figure 4 ) contains the averaged CR per chunk size for all datasets except REDD, as it only contains 1438.4 MiB of data and was therefore omitted. The evaluated chunk size range starts with very small chunks, which would not be recommended for large datasets because of the increased handling and container overhead. As such, chunk sizes starting with 128 MiB can be considered as viable storage strategy. The resulting CR ramps up quickly for most formats until it levels off between 32 MiB to 64 MiB. Above this mark, no significant improvement in CR can be achieved by increasing the chunk size. Some file formats even show a slight linear decrease in CR with very large chunk sizes (above approx. 1.5 GiB). ALAC and FLAC compressors show a slight improvement (2-3%) in CR with larger chunk sizes. In most use cases this size reduction comes at a great cost in RAM requirement to process files above 2048 MiB. HDF5 has its own concept of "chunks", used for I/O and the filter pipeline, with a default size of 1 MiB. Internal limitations do not allow for HDF5-chunks larger than 2048 MiB, however, HDF5, in general, can be used for files larger than this limit. The MAFISC filter with LZMA compression experiences large fluctuations for neighboring chunk size steps and should, therefore, be tuned separately. Overall, increasing the chunk size has a negligible effect on the final compression ratio and only pushes up the RAM requirements for processing. 
Summary and Recommendations
The entropy analysis shows a lack of measurement range calibration in some datasets. This results in unutilized precision, that would have been available with the given hardware DAQ units. The used range directly affects the contained entropy, and therefore the achievable compression ratio. A well-calibrated measurement system is a key requirement to achieve the best signal range and resolution. Although some datasets employed sophisticated hardware setups, their calibration and available accuracy and precision was not utilized. Using cheaper ADCs and DAQ systems would produce similar levels of signal quality. Selecting DAQ systems and configuring the measurement range (ADC steps, min and max levels) are a one-off task and should be done with care and consideration for the large data collection campaigns.
Choosing a file format for long-term whole-building energy datasets is a crucial component, directly affecting the visibility and accessibility of the data by other researchers. Using an unsupported encoding or requiring specialized tools to read the data is cumbersome and error-prone and should be avoided. Data parsing from custom binary files might be ambiguous and requires additional steps for researchers before working with the actual measurement data. We recommend using well-known file formats, such as HDF5 or FLAC, which are widely adopted and provide built-in support for metadata, compression, and error-detection. While ALAC and FLAC already provide internal compression, we recommend the MAFISC or zstd filters for HDF5, due to their superior compression ratio. The serialization orientation (row-or column-based) has only a minor effect. Before starting a large data collection campaign, the effects of different compression and encoding schemes should be evaluated for each signal to ensure a good match between algorithm and signal characteristics, as some types of compression only perform well on certain signals (repeating patterns, high-frequency noise, static offsets).
Large datasets should be split into multiple smaller files to facilitate data handling, reduce transfer speeds and loading times for short amounts of data. We have found that compression algorithms (together with the above-described file formats) yield higher space savings with chunk sizes above 256 MiB to 384 MiB. Small files show a modest compression ratio, while larger files require more transfer bandwidth and time before the data can be analyzed.
CONCLUSIONS
We presented a comprehensive entropy analysis of public wholebuilding energy datasets with waveform signals. Some datasets leave a majority of the available ADC range unused, causing lost precision and accuracy. A well-calibrated measurement system maximizes the achievable precision. Using 365 different data representation formats, we have shown that immense space savings of up to 73% are achievable by choosing a suitable file format and data transformation. Low entropy datasets show higher achievable compression ratios. Audio-based file formats perform considerably well, given the similarities to electricity waveforms. Transparent data transformations are particularly beneficial, such as MAFISC and SHUFFLE-based approaches. The input size shows a mostly stable dependency to the achievable compressed size, with variations of a few percentage points (limited by RAM). Waveform data shows a nearly constant compression ratio, independent of the input chunk size. Splitting large datasets into multiple smaller files is important for data handling, but insignificant in terms of space savings.
