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We make a comparative analysis of the various independent methods proposed in the literature for
studying the nature of dark energy, using four different mocks of SnIa data. In particular, we explore a
generic principal components analysis approach, the genetic algorithms, a series of approximations like
Pade´ power law approximants, and various expansions in orthogonal polynomials, as well as cosmog-
raphy, and compare them with the usual fit to a model with a constant dark energy equation of state w. We
find that, depending on the mock data, some methods are more efficient than others at distinguishing the
underlying model, although there is no universally better method.
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I. INTRODUCTION
Several cosmological studies point towards a cosmic
expansion history involving a cosmic dark sector that
includes cold dark matter, dark energy and a spatially
flat geometry, in order to explain the observed accelerating
expansion of the Universe [1,2]. In this framework, the lack
of a fundamental physical theory, regarding the mechanism
causing the cosmic acceleration, has given rise to several
alternative cosmological scenarios (see for example
Ref. [3] for a review).
In order to test and compare these cosmological models,
so as to find the description that fits the data the best,
the usual procedure involves several steps. Even though
the present analysis will focus on the SnIa data, it can
readily be generalized to other data as well, such as the
observed baryon acoustic oscillation (BAO), the cosmic
microwave background, and the observed linear growth
rate of clustering, measured mainly from the PSCz, 2dF,
VVDS, SDSS, 6dF, 2MASS, BOSS and WiggleZ redshift
catalogs and so on.
The SnIa data are given in terms of the distance modulus
obsðzÞ  mobsðzÞ M; i.e., it is the difference between
the absolute and the apparent magnitudes of the SnIa [2].
Then, given a specific dark energy (DE) model for which
one may have a description of the equation of state wðzÞ as
wðz;piÞ ¼ 1þ 13 ð1þ zÞ
d ln ðH2ðz;piÞ mð1þ zÞ3Þ
dz
;
(1.1)
where pi are the parameters of the model, the luminosity
distance dLðz;piÞ  cH0DLðz;piÞ can be calculated and
finally the theoretical prediction of the distance modulus
itself thðz;piÞ ¼ 5log 10ðDLðz;piÞÞ þ0. If wðzÞ is not
the crucial parameter of the model, such as in fðRÞmodels,
then one has to solve the modified Friedman equations
numerically or semi-analytically [4] and then calculate
the luminosity distance. The best-fit parameters are then
found by minimizing the 2 defined as
2ðpiÞ ¼
XN
i¼1

thðz;piÞ obs;i
i

2
: (1.2)
The steps followed for the usual minimization of Eq. (1.2)
in terms of its parameters are described in detail in
Refs. [5–7].
Then, one can test several DE models, e.g. a model with
a cosmological constant  and cold dark matter (CDM)
that corresponds to wðaÞ ¼ 1, a model with a constant
DE equation of state wðaÞ ¼ w0 ¼ const and cold dark
matter (wCDM), a model with an evolving DE equation of
state wðaÞ ¼ w0 þ wað1 aÞ or even more exotic cases
like the Hu-Sawicki fðRÞmodel of Ref. [8]. The last step is
to then test the methods by implementing some sort of
comparison by either ranking them with respect to their
2=dof, for dof ¼ N M, (the degrees of freedom) where
N is the number of data points and M the number of
parameters, or by carrying out a Bayesian inference, cal-
culating the evidence for each model and finally using the
so-called Jeffrey’s scale to interpret the results, despite the
problems this latter approach has been shown to have [4].
However, this methodology carries the following risks:
(1) It suffers from model bias, in the sense that the
interpretation of the results quite obviously depends
on the chosen models, e.g.,CDM, wCDM etc, and
the assumptions (priors) made in the analysis, e.g.
flatness (K ¼ 0).
(2) Only a limited number of models was tested, since
there is only a finite number of physical theories
currently in the literature and, in any case, it would
be impossible to test every conceivable alternative
even for big collaborations or unlimited resources.
One possibility in order to avoid these two problems is to
use model-independent methods in order to extract
the cosmological information from the data, while at
the same time making the least possible number of
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assumptions on the underlying cosmology (the priors).
Several methods have been proposed in the literature,
and in the next sections we will briefly describe some of
the more prominent ones. However, we will only consider
the ones that make neither an explicit nor an implicit
mention of a prior or fiducial cosmology, since in our
opinion these methods suffer from the first of the
two problems mentioned earlier. Our only assumption
will be that the best-fit functions should be analytic,
smooth and differentiable functions at all redshifts covered
by our data.
In Sec. II we will describe our methodology and some
interesting theoretical results, in Sec. III we will present
the model-independent methods, and in Sec. IV we will
compare these methods against each other.
II. ANALYSIS
In this section we will describe the methodology we
followed in our paper. Our goal is to see which out of all
the different methods works the best in reconstructing the
real cosmology described by the data, so we implemented
the following procedure which is based on the following
four simple and easy steps:
(1) Create several synthetic/mock SnIa data sets based
on different cosmologies with ‘‘real’’ parameters
m;real, wðaÞreal, qðaÞreal.
(2) Apply the various model-independent recon-
struction methods [principal components analysis
(PCA), genetic algorithm (GA), etc.] described in
detail in later sections.
(3) Calculate qobsðaÞ and compare with the ‘‘real’’ one.
(4) Create a test to rank each method accordingly
(see Sec. IV).
Regarding the model-independent reconstruction
methods, we only chose those that make no explicit
assumptions about an underlying fiducial cosmology, since
we do not want our results to be biased by our preconcep-
tions. Such methods include the genetic algorithms, Pade´
approximants, and the principal components analysis, but
not, for example, the Gaussian processes of Ref. [9]. Also,
it is important to mention that we will explicitly focus
our reconstruction methods on the deceleration para-
meter qðzÞ for reasons that will be explained further in
Sec. II B. Finally, we describe our mock data and the
model-independent methods in what follows.
A. Mock SnIa data
The mock SnIa data we used in our analysis are based on
three DEmodels [CDM,wðaÞ ¼ const andwðaÞ ¼ w0 þ
wað1 aÞ] and the Hu-Sawicki (HS) fðRÞ model. The DE
models have a Hubble parameter given by
HðzÞ2=H20 ¼ mð1þ zÞ3
þ ð1mÞð1þ zÞ3ð1þw0þwaÞe
3waz
1þz : (2.1)
The case ðw0; waÞ ¼ ð1; 0Þ corresponds to CDM,
ðw0; waÞ ¼ ðw0; 0Þ corresponds to wðaÞ ¼ const and lastly,
ðw0; waÞ ¼ ðw0; waÞ corresponds to the wðaÞ model.
The Lagrangian for the fðRÞ model is given by [8]
fðRÞ ¼ Rm2 c1ðR=m
2Þn
1þ c2ðR=m2Þn
; (2.2)
where c1, c2 are free parameters, m
2 ’ mH20 is of the
order of the Ricci scalar R0 at the present time, H0 is the
Hubble constant, m is the dimensionless matter density
parameter at the present time, and m and n are positive
constants. As discussed in [10], the Lagrangian of Eq. (2.2)
can also be written as
fðRÞ ¼ Rm
2c1
c2
þ m
2c1=c2
1þ c2ðR=m2Þn
¼ R 2

1 1
1þ ðR=ðbÞn

¼ R 2
1þ ðbR Þn
; (2.3)
where  ¼ m2c12c2 and b ¼
2c11=n
2
c1
. In this form it is clear that
the HSmodel can be arbitrarily close toCDM, depending
on the parameters b and n. Notice that the following two
limits exist for n > 0:
lim
b!0
fðRÞ ¼ R 2 lim
b!1
fðRÞ ¼ R;
and therefore the HS model reduces to CDM for b! 0.
We prefer to use the HS Lagrangian in the form of Eq. (2.3)
as it is much easier to handle, and we can also use the
approximation scheme of Ref. [10].
Finally, the mock SnIa data we used are as follows:
(i) Mock1:w¼constwith ðm;w0;waÞ¼ð0:3;0:95;0Þ.
(ii) Mock 2: CDM with ðm; w0; waÞ ¼ ð0:3;1; 0Þ.
(iii) Mock 3: fðRÞ of Eq. (2.3) with ðm; b; nÞ ¼
ð0:3; 0:11; 1Þ.
(iv) Mock 4: w ¼ wðaÞ with ðm; w0; waÞ ¼
ð0:3;1:05; 0:5Þ.
In all cases we used the same redshift distribution and
errors as in the Union 2.1 data set [2], but the distance
modulus i was calculated by the models by adding noise
sampled from the normal distribution with a standard
deviation equal to the error at that redshift, i.e.
ðzi; i; iÞ ¼ ðzi; thðziÞ þN ð0; iÞ; iÞ.
In order to confirm that our results do not depend
strongly on the particular mock we chose, we created
several different realizations and tested them with all three
DE models. As an example, in Fig. 1 we show the 1, 2 and
3 contours on the ðm; w0Þ plane. The red dot corre-
sponds to the mock we used, and the other five black dots
are the other five mocks we considered in the testing of the
analysis. We find that our results in all of the cases are
consistent within the 1 level, so we firmly believe that
our main conclusions in the later sections are not biased by
the specific choice of the mocks.
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B. The deceleration parameter qðzÞ in
terms of HðzÞ and dLðzÞ
The deceleration parameter qðzÞ is related to the Hubble
parameter HðzÞ through
1þ qðzÞ ¼ ðzÞ ¼  _H
H2
¼ ð1þ zÞH
0ðzÞ
HðzÞ ¼
d lnHðzÞ
d ln ð1þ zÞ ;
(2.4)
or, alternatively, in terms of the luminosity density, for
arbitrary curvature K,
qðzÞ ¼ 1þKdLðzÞd
0
LðzÞ=ð1þ zÞ
1þKd2LðzÞ=ð1þ zÞ2
 ð1þ zÞ
2d00LðzÞ
ð1þ zÞd0LðzÞ  dLðzÞ
; (2.5)
where primes denote derivatives with respect to redshift z.
In the case of flat universes, we can write it as
qðNÞ ¼ 1H
0ðNÞ
HðNÞ ¼ 1þ
d00LðNÞ þ d0LðNÞ
d0LðNÞ þ dLðNÞ
; (2.6)
where primes here denote derivatives with respect to
N  ln a ¼  ln ð1þ zÞ.
If instead of the luminosity distance we have data on the
angular diameter distance, which are related in any metric
theory of gravity by dLðzÞ ¼ ð1þ zÞ2dAðzÞ, e.g. from the
angular or radial BAO peak in the matter correlation func-
tion, we can also write the deceleration parameter as
qðNÞ ¼  BAOðNÞ
2 þ 2BAOðNÞ0BAOðNÞ þ 20BAOðNÞ2  BAOðNÞ00BAOðNÞ
BAOðNÞ2 þ BAOðNÞ0BAOðNÞ
; (2.7)
where BAO ¼ rs=dAðzÞ is the angle subtended by the
sound horizon at decoupling.
In terms of qðzÞ and m today, it is possible to recover
wðzÞ for any background cosmology,
3wðzÞ ¼ 2qðzÞ  1
1mð1þ zÞð12 qðzÞÞ
; (2.8)
where
qðzÞ ¼ 1
ln ð1þ zÞ
Z z
0
qðsÞd ln ð1þ sÞ (2.9)
is the average deceleration parameter. As can be seen
from Eq. (2.8), the equation of state wðzÞ depends strongly
on m, and clearly any measurement on wðzÞ will be
degenerate withm [11] unless outside independent infor-
mation is used, something which unfortunately is forgotten
or simply ignored in the community. This is the main
reason why in our paper we have chosen to use instead
the deceleration parameter qðzÞ given by Eq. (2.4).
These expressions allow us to obtain the cosmological
parameters, w and q, from the observed luminosity data.
Alternatively, from the deceleration parameter qðzÞ, one
can obtain the rate of expansion,
HðzÞ ¼ H0 exp
Z z
0

1þ qðz0Þ
1þ z0

dz0; (2.10)
and from there, the luminosity distance (for K ¼ 0),
dLðzÞ ¼ ð1þ zÞ
Z z
0
dz0
Hðz0Þ : (2.11)
In any case, it is interesting to note that these expressions
open up the possibility of using standard candles or stan-
dard rulers to check a consistency condition on CDM
models. Suppose w ¼ 1 for all z, then the expression
(2.8) can be recast into
3m ¼ 2ðqðzÞ þ 1Þð1þ zÞ2 qðzÞ1: (2.12)
If the rhs of Eq. (2.12) is not constant within the errors, then
it is an indication that we may be in the presence of a time-
dependent vacuum energy. As can be seen in Fig. 2, indeed,
in the case of Mock 2 with the best fit reconstructed by the
genetic algorithms, the rhs is found to be approximately
constant, within the observational errors. Alternatively,
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0
FIG. 1 (color online). The red dot corresponds to the mock we
used, and the other five black dots are the different mocks.
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the consistency condition for CDM can be recast as
a very simple differential equation for the acceleration
parameter,
q0ðNÞ ¼ ð1þ qÞð2q 1Þ; (2.13)
which can be easily checked with present and future data.
However, since Eq. (2.13) contains one more derivative, we
expect it not to give as good constraints as the earlier
integral equation of (2.12), as differentiation of noisy
data makes deviations more prominent.
C. The deceleration parameter in f(R) theories
In order to calculate the deceleration parameter qðzÞ in
the case of the HS Lagrangian of Eq. (2.3), it is much easier
to use the approximation scheme of [10] and the series
expansion of HðzÞ in terms of the parameter b.
In Ref. [10] it was found that for n ¼ 1, the Hubble
parameter can be written as
H2HSðN; bÞ ¼ H2ðNÞ þ bH21ðNÞ þ    ; (2.14)
where
H2ðNÞ
H20
¼ me3N þ ð1mÞ (2.15)
is the Hubble parameter for CDM and H21ðNÞ is the
first-order correction, given in the Appendix of Ref. [10].
Then it is easy to see that the deceleration parameter can
also be written as a series expansion in terms of b around
b ¼ 0, i.e. the CDM model,
qHSðNÞ ¼ qðNÞ þ qð1ÞðNÞbþOðb2Þ; (2.16)
where
qð1ÞðNÞ   ðð1 2qðNÞÞ
2ð1þ qðNÞÞð2þ qðNÞð13þ qðNÞð7þ 2qðNÞÞÞÞÞ
18ð1þ qðNÞÞ4
; (2.17)
and qðNÞ is the deceleration parameter for the CDM given by
qðNÞ ¼ 1þ 3e
3Nm
2ð1m þ e3NmÞ
: (2.18)
Also, we can do something similar for the dark energy equation of state wðzÞ,
wðzÞ ¼ 1þ 1
3
ð1þ zÞ d ln ðH
2
HSðzÞ mð1þ zÞ3Þ
dz
¼ 1þ ðqðzÞð6qðzÞ
2 þ qðzÞ  4Þ þ 1Þ
3ðqðzÞ  1Þ4
bþOðb2Þ; (2.19)
which clearly shows us the correction picked up by the equation of state of the CDM model (w ¼ 1) due to the fðRÞ
theory.
It is interesting to note that the value of the deceleration parameter today, i.e. q0  qðN ¼ 0Þ ¼ qðz ¼ 0Þ, picks up a
correction with respect to its CDM value q;0 ¼ 1þ 32m, which obviously depends on the parameter b,
q0 ¼ q;0  ð1 2q;0Þ
2ð1þ q;0Þð2þ q;0ð13þ q;0ð7þ 2q;0ÞÞÞ
18ð1þ q;0Þ4
bþ    : (2.20)
We have tested numerically the expressions of Eqs. (2.16) and (2.20) and found them to be in excellent agreement with
the numerical solutions of the fðRÞ differential equations. Finally, it should be noted that similar expressions can be found
for other values of n, but also for different fðRÞ models.
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FIG. 2. m as a function of z, given by Eq. (2.12) in the case of
Mock 2 with the best fit reconstructed by the genetic algorithms.
Approximately, it is a constant within the errors.
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III. METHODS
A. Principal components analysis
1. Constant qðzÞ in redshift bins
We now present a way of parametrizing the deceleration
parameter by assuming it constant or at least that it does not
vary much in each redshift bin. If we write
qðzÞ ¼Xn
i¼1
qiðziÞ; (3.1)
where qi are constant in each redshift bin zi, i.e., ðziÞ ¼ 1
for zi1  z < zi and 0 elsewhere, then we can solve
Eq. (2.4) and write the Hubble parameter in terms of the
deceleration parameter. Assuming that z is in the nth bin,
HnðzÞ=H0 ¼ cnð1þ zÞ1þqn ; (3.2)
where
cn ¼
Yn1
j¼1
ð1þ zjÞqjqjþ1 : (3.3)
For example, we have
n¼1; H1ðzÞ=H0¼ð1þzÞ1þq1
n¼2; H2ðzÞ=H0¼ð1þzÞ1þq2ð1þz1Þq1q2
n¼3; H3ðzÞ=H0¼ð1þzÞ1þq3ð1þz1Þq1q2ð1þz2Þq2q3 :
2. The luminosity distance dL in terms of qðzÞ
The luminosity distance is defined
dLðzÞ ¼ cH0 ð1þ zÞ
Z z
0
dx
HðxÞ=H0 ; (3.4)
with H being the Hubble parameter. Using Eq. (3.2)
we can evaluate the luminosity distance in terms of the
deceleration parameter q’s,
dL;nðzÞ ¼ cH0 ð1þ zÞ

fn  ð1þ zÞ
qn
cnqn

; (3.5)
where
fn  ð1þ zn1Þ
qn
cnqn
þXn1
j¼1
ð1þ zj1Þqj  ð1þ zjÞqj
cjqj
:
(3.6)
The advantages of Eq. (3.5) are twofold. First, they are
simple analytic expressions that allow for fast and efficient
evaluation of the best-fit parameters and, second, the
parameter m does not appear at all, thus lifting the prob-
lem of the standard PCA analysis with wðzÞ where one
always has to either fix m to some value based on some
prior knowledge or allow it to vary as a free parameter. At
this point we should note that the PCA approach for the
deceleration parameter has also been considered in
Ref. [12], but as far as we know our analytic expression
of Eq. (3.5) is new in the literature.
3. The PCA
We use the expression for the luminosity distance of
Eq. (3.5) in order to fit the four mock SnIa data for
two different cases: for six and ten redshift bins. The
bins we used were z6 ¼ ð0; 0:2; 0:4; 0:6; 0:8; 1; 1:42Þ and
z10 ¼ ð0; 0:1; 0:2; 0:3; 0:4; 0:5; 0:6; 0:75; 0:85; 1; 1:42Þ.
First, we determine the best-fit parameters qn by imple-
menting a Markov chain Monte Carlo method, which has
the added advantage of providing the best fit and the
covariance matrix at the same time, and then we use the
PCA approach in order to uncorrelate the coefficients qn.
For the actual process to uncorrelate the parameters, we
follow Ref. [13]. We diagonalize the Fisher matrix F, i.e.
the inverse of the covariance matrix Cij ¼ hðqi  hqiiÞ
ðqj  hqjiÞi, by using an orthogonal matrix W such that
F ¼ WTW, where  is diagonal and contains the eigen-
values i of F. Then, we define ~W  WT1=2W ¼ F1=2
and, finally, we normalize ~W so that its rows sum to unity.
With these definitions, the uncorrelated parameters pi are
given by p ¼ ~Wq, which can also be written as pi ¼P
M
j¼1 ~Wijqj for M ¼ 6 or M ¼ 10 for the two different
bins, and they each have a variance of 2ðpiÞ ¼ 1=i [13].
In order to choose how many coefficients we will keep for
each, we follow Ref. [14] and we only keep these N
coefficients for which 2i  1 or, in other words, we
truncate the sum at the term N  M or pi ¼P
M
j¼1 ~Wijqj ,!
P
N
j¼1 ~Wijqj. Then we normalize the error
such that 2 ¼ 1 for the worst determined mode and
2i ! 
2
i
1þ2i
for the rest.
In Figs. 3 and 4 we show the deceleration parameter qðzÞ
for all four mocks for six and ten bins, respectively. The
dashed line corresponds to the real models. As can be seen,
in all cases the PCA prediction is relatively close to the real
models; however, the errors become unacceptably large at
z > 0:6, signifying a failure of the method to give solid
predictions at high redshifts by using the SnIa alone, in
agreement with Ref. [14].
B. Genetic algorithms
1. Brief introduction
In what follows, for the sake of completeness, we
will briefly introduce the genetic algorithms (GA). For a
more detailed description and the application of GAs to
cosmology, we refer the interested reader to Refs. [15–17].
The GAs are algorithms that are loosely based on the
principles of biological evolution via natural selection,
where a population of individuals evolves over a time
period under the combined influence of two operators:
the mutation (a random change in an individual) and the
crossover (the combination of two or more different indi-
viduals). The probability or ‘‘reproductive success’’ that an
individual will produce offspring is proportional to the
fitness of the individual. The fitness function in our case
COMPARATIVE ANALYSIS OF MODEL INDEPENDENT . . . PHYSICAL REVIEW D 88, 063521 (2013)
063521-5
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
1.0
0.5
0.0
0.5
1.0
z
q
z
Mock 1: PCA 10
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
1.0
0.5
0.0
0.5
1.0
z
q
z
Mock 2: PCA 10
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
1.0
0.5
0.0
0.5
1.0
z
q
z
Mock 3: PCA 10
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
2.0
1.5
1.0
0.5
0.0
0.5
1.0
1.5
z
q
z
Mock 4: PCA 10
FIG. 4 (color online). The deceleration parameter qðzÞ for all four mocks for ten bins. The dashed line corresponds to the
real model.
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FIG. 3 (color online). The deceleration parameter qðzÞ for all four mocks for six bins. The dashed line corresponds to the
real model.
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is taken to be a 2, and it measures how accurately each
individual describes the data.
The algorithm initializes with a population of individu-
als, which in our case are functions, randomly generated
based on a predefined grammar of allowed basis, e.g. exp,
sin, log, etc., and the standard set of operations þ, , ,
. In each consecutive generation, the fitness for each
individual of the population is evaluated and the genetic
operations of mutation and crossover are applied. This
process is iterated until certain termination criteria are
reached, e.g. the maximum number of generations. To
make the whole process more clear we will also summarize
the various steps of the algorithm as follows:
(1) Start by generating an initial random population of
functions Pð0Þ based on a predefined grammar.
(2) Calculate the fitness for all individuals in the
population PðtÞ.
(3) Create the next generation Pðtþ 1Þ by choosing
individuals from PðtÞ to produce offsprings via
crossover and mutation, but possibly also keeping
a part of the previous generation PðtÞ.
(4) Repeat step 2 until a termination goal has been
achieved, e.g. the maximum number of generations.
We should point out that the initial population Pð0Þ
depends solely on the choice of the grammar and the
available operations and therefore it only affects how fast
the GA converges to the best fit. Using a not optimal
grammar may result in the algorithm not converging fast
enough or being trapped in a local minimum. Also, two
important factors that affect the convergence speed of the
GA are the mutation rate and the selection rate. The
selection rate is typically of the order of 10%–20%, and
it determines the number of individuals that will be
allowed to produce offspring. The mutation rate is usually
much smaller, of the order of 5% 10%, and it expresses
the probability that an arbitrary number of individuals will
be changed. If either of the two rates is much larger than
these values, then the GA may not converge at all, while if
the two rates are much smaller the GA will converge very
slowly and will usually get stuck at some local minimum.
The difference between the GAs and the standard analy-
sis of observational data, i.e. having an a priori defined
model with a number of free parameters, is that the later
method introduces model-choice bias and in general mod-
els with more parameters tend to give better fits to the data.
Also, GAs have a definite advantage to the usual methods
when the parameter space is too large, quite complex or not
well enough understood, as is the case with DE. Finally,
our goal is to minimize a function, in our case the 2, not
using some a priori defined model, but through a stochastic
process based on a GA evolution. In this way, no prior
knowledge of a theoretical model is needed, and our result
will be completely parameter free.
In other words, the GA does not require us to choose
some arbitrary DE model, but uses the data themselves to
find this model. Also, it is parameter free as the end result
does not have any free parameters, like m in the case of
the usual DE models, that can be changed in order to fit the
data. So, in this sense this method has far less bias than any
of the other standard methods for the reconstruction of the
expansion history of the Universe that we will mention
later on. This is one of the main reasons for the use of the
GAs in this paper. For more details on the genetic algo-
rithms and their application in the analysis of cosmological
data, see Refs. [15–17].
2. Results and error estimates
The error estimates of the best fit are calculated by
implementing the ‘‘path integral’’ approach first developed
by the authors of Ref. [17]. Our likelihood functional is
L ¼N exp ð2ðfÞ=2Þ; (3.7)
where fðxÞ is the function to be determined by the genetic
algorithm, 2ðfÞ is the corresponding chi-squared for N
data points ðxi; yi; iÞ, defined as
2ðfÞ XN
i¼1

yi  fðxiÞ
i

2
: (3.8)
Determining the normalization constantN is much more
complicated than that of a normal distribution, as we have
to integrate over all possible functions fðxÞ or in other
words perform a ‘‘path integral,’’
Z
DfL ¼
Z
DfN exp ð2ðfÞ=2Þ ¼ 1; (3.9)
whereDf indicates integration over all possible values of
fðxÞ. The reason for this is that as the GA is running, it may
consider any possible function no matter how bad a fit it
represents, due to the mutation and crossover operators. Of
course, even though these ‘‘bad’’ fits will in the end be
discarded, they definitely contribute in the total likelihood
and have to be included in the calculation of the error
estimates of the best fit.
The infinitesimal quantity Df can be written as Df ¼Q
N
i¼1 dfi, where dfi and fi are assumed to mean dfðxiÞ
and fðxiÞ respectively, and we will for the time being
assume that the function f evaluated at a point xi is
uncorrelated (independent) from that at a point xj.
Therefore, Eq. (3.9) can be recast as
Z
DfL ¼
Z þ1
1
YN
i¼1
dfiN exp

 1
2
XN
i¼1

yi  fi
i

2

¼YN
i¼1
Z þ1
1
dfiN exp

 1
2

yi  fi
i

2

¼N  ð2ÞN=2YN
i¼1
i ¼ 1
which means that N ¼ ðð2ÞN=2QNi¼1 iÞ1. Therefore,
the likelihood becomes
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L ¼ 1ð2ÞN=2QNi¼1 i exp ð
2ðfÞ=2Þ; (3.10)
or, if we take into account our assumption that the function
f evaluated at each point xi is independent,
L ¼YN
i¼1
Li ¼
YN
i¼1
1
ð2Þ1=2i
exp

 1
2

yi  fi
i

2

;
(3.11)
where
Li  1ð2Þ1=2i
exp

 1
2

yi  fi
i

2

: (3.12)
We can calculate the 1 error fi around the best-fit
fbfðxÞ at a point xi as
CIðxi;fiÞ¼
Z fbf ðxiÞþfi
fbf ðxiÞfi
dfi
1
ð2Þ1=2i
exp

1
2

yifi
i

2

¼1
2

erf

fiþfbfðxiÞyiﬃﬃﬃ
2
p
i

þerf

fifbfðxiÞþyiﬃﬃﬃ
2
p
i

:
If we demand that the errors fi correspond to the 1 error
of a normal distribution, then from Eq. (3.13) we can solve
the following equation for fi numerically,
CIðxi; fiÞ ¼ erfð1=
ﬃﬃﬃ
2
p Þ; (3.13)
and therefore determine the 1 error fi of the best-fit
function fbfðxÞ at each point xi. However, this will lead to
knowledge of the error in specific points xi, which is not
ideal for our purpose, which is to have a smooth, continu-
ous and differentiable function. Therefore, we will create a
new chi-square defined as
2CIðfiÞ ¼
XN
i¼1
ðCIðxi; fiÞ  erfð1=
ﬃﬃﬃ
2
p ÞÞ2; (3.14)
and we will also parametrize f with a second-order
polynomial fðxÞ ¼ aþ bxþ cx2. Finally, we minimize
the combined chi-squared 2ðfbf þ fÞ þ 2CIðfÞ for the
parameters ða; b; cÞ, where 2 is given by Eq. (3.8) and 2CI
is given by Eq. (3.14). Then, the 1 region for the best-fit
function fbfðxÞ will be contained within the region
½fbfðxÞ  fðxÞ; fbfðxÞ þ fðxÞ. For more details on the
path integral approach to error estimation and the case of
correlated data, see Ref. [17].
In the present analysis, the actual fitting of the data was
done with a modified version of the GDF V2.0 C++ program1
developed by I. Tsoulos et al. [18] and a MATHEMATICA
code written by one of the authors.2 The residues
GAðzÞ realðzÞ for all four mocks can be seen in
Fig. 5, while the deceleration parameter qðzÞ for all four
mocks can be seen in Fig. 6. Clearly in all cases the GAs
achieve very good agreement with the real models.
C. Pade´ approximants for qðzÞ
1. Linear
If we expand qðzÞ in Taylor series around z ¼ 0
for a ðw0; waÞ flat CDM model, we find 1þ qðzÞ ¼P1
n¼0 qnzn, with
q0 ¼ 32 ð1þ w0ð1mÞÞ;
q1 ¼ 32 ð1mÞð3w
2
0m þ waÞ;
q2 ¼ 34 ð1mÞð18w
3
0
2
m
 3w0mð3w20 þ w0  3waÞ  2waÞ;
q3 ¼ 34 ð1mÞð54w
4
0
3
m  18w202mð3w20 þ w0  2waÞ
þmð9w40 þ 9w30 þ 2w20ð1 9waÞ
 13w0wa þ 3w2aÞ þ 2waÞ:
q4 ¼ . . .
The problem is that this series converges very slowly,
and the fourth-order expansion is not enough for describing
the deceleration parameter in the whole range of observa-
tions, z 2 ½0; 1:5. A possibility worth exploring is to
produce such a series and then find the Pade´ approximant
of order ðm; nÞ that better fits the data in the whole range.
Then we can write
1þ qðzÞ ¼
Q
m
i¼1ðci þ zÞQ
n
j¼1ðdj þ zÞ
; (3.15)
for certain fci; djg. The rate of expansion can then be
integrated via Eq. (2.10), and from there the luminosity
distance can be obtained with Eq. (2.11).
An alternative (and equivalent) way is to assume the
deceleration parameter can be written as
1þ qðzÞ ¼Xn
i¼1

ai þ z
bj þ z

; (3.16)
which can be integrated to give
HðzÞ ¼ H0
	
ð1þ zÞ
Yn
i¼1
ðbi þ zÞ	i ; (3.17)
where
1Freely available at http://cpc.cs.qub.ac.uk/summaries/ADXC.
2Freely available at http://www.uam.es/savvas.nesseris/codes
.html.
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FIG. 6. The deceleration parameter qðzÞ for all four mocks. The dashed line corresponds to the real model.
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	i ¼ ai  bi1 bi ; 
i ¼
1 ai
1 bi ¼ 1 	i;
	 ¼Yn
i¼1
b	ii ; 
 ¼
Xn
i¼1

i;
(3.18)
which itself can be integrated to give dLðzÞ via Eq. (2.11),
H0dLðzÞ
1þ z ¼
Z z
0
	dsð1þ sÞ
Q
n
i¼1ðbi þ sÞ	i
: (3.19)
For example, if we use just four parameters (n ¼ 2), we
have the exact solution
H0dLðzÞ
1þ z ¼
b	11 b
	2
2
ð	1 þ 	2  1Þðb1  1Þ	1ðb2  1Þ	2

ð1þ zÞ	1þ	21AF1

	1 þ 	2  1; 	1; 	2; 	1 þ 	2; 1þ z1 b1 ;
1þ z
1 b2

; AF1

	1 þ 	2  1; 	1; 	2; 	1 þ 	2; 11 b1 ;
1
1 b2

; (3.20)
where we have used the Abell hypergeometric function of two variables,
AF1ða; b1; b2; c; x; yÞ ¼
X1
m;n¼0
ðaÞmþnðb1Þmðb2Þn
ðcÞmþnm!n! x
myn; (3.21)
with ðqÞn  ðqþ nÞ=ðqÞ ¼ qðqþ 1Þ . . . ðqþ n 1Þ.
Then, we could fit the observations of the luminosity distances of SnIa to function (3.20) and obtain, from the fit, the
parameters f	i; big, deduce the ai ¼ 	i þ bið1 	iÞ, and then write directly the deceleration parameter (3.16). We have
checked with explicit examples that this procedure is convergent and gives quite good fits to cosmological parameters. For
example, from fai; big we can obtain fm; w0; wag using (3.15), and from there we deduce wðzÞ and HðzÞ.
Inverting (3.15) we find
m ¼ 1 2q0  33w0 ;
wa
w0
¼ 2q1
2q0  3þ 2q0  3ð1þ w0Þ;
w0 ¼ 16ð2q0  3Þ ð6q
2
0  17q0 þ 3q1 þ 12
	
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4q40  28q30 þ q20ð73 12q1Þ þ 2q0ð13q1  8q2  42Þ þ 9q21  12q1 þ 24q2 þ 36
q
Þ;
where we can then use the expressions for qi from the
fit to (3.20)
q0 ¼ a1b1 þ
a2
b2
;
qn ¼ ð1Þn

a1  b1
bnþ11
þ a2  b2
bnþ12

; for n 
 1:
(3.22)
2. Power law with fixed exponent
Even though the Pade´ approximants mentioned
previously work quite well, we found that a power-law
approximant with fixed or variable exponents work even
better. We will consider the former in this section and the
latter in the next.
We can model the deceleration parameter with a two-
parameter approximant with parameters ða; bÞ as follows,
qðzÞ ¼ að1þ zÞ
3  1
bð1þ zÞ3 þ 1 : (3.23)
Then the Hubble parameter can be found to be
HðzÞ ¼ H0

1þ bðzþ 1Þ3
1þ b
aþb
3b
; (3.24)
from which we can find the luminosity distance as
H0dLðzÞ ¼ ðzþ 1Þð1þ bÞaþb3b


ð1þ zÞ2F1

aþ b
3b
;
1
3
;
4
3
;bðzþ 1Þ3

 2F1

aþ b
3b
;
1
3
;
4
3
;b

; (3.25)
where 2F1½a; b; c; z is the Gauss hypergeometric function.
It should be noted that we can recover theCDMmodel in
the limit ða; bÞ ¼ ðm=2;m=Þ. Also, it is easy to
see from Eq. (3.23) that the parameters ða; bÞ can also be
written in terms of the physically meaningful parameters
q0  qðz ¼ 0Þ ¼ a1bþ1 and q1  qðz! 1Þ ¼ ab , as
a ¼ q1ð1þ q0Þ
q1  q0 ; b ¼
1þ q0
q1  q0 ; (3.26)
which gives a simple expression for
SAVVAS NESSERIS AND JUAN GARCI´A-BELLIDO PHYSICAL REVIEW D 88, 063521 (2013)
063521-10
qðzÞ ¼ q1ð1þ q0Þð1þ zÞ
3 þ q0  q1
ð1þ q0Þð1þ zÞ3 þ q1  q0
; (3.27)
from which we recover the CDM result with q0 ¼
3
2m  1 and q1 ¼ 12 .
In Figs. 7 and 8 we show the residuesPadeðzÞ realðzÞ
for all four mocks and the deceleration parameter qðzÞ for
all four mocks, respectively. The dashed line corresponds
to the real models and we have labeled this method as
Pade´ 2 in order to discriminate it from the simple linear
Pade´ mentioned earlier and the version with the variable
exponent variant we will mention later.
3. Power law with variable exponent
Suppose we have a deceleration parameter written as a
four-parameter fit,
qðzÞ ¼ að1þ zÞ
d  c
bð1þ zÞd þ 1 : (3.28)
Then, the properly normalized rate of expansion can be
obtained exactly,
HðzÞ ¼ H0ð1þ zÞ1c

1þ bð1þ zÞd
1þ b


; (3.29)
where  ¼ ðaþ bcÞ=ðdbÞ, from which the luminosity
distance is obtained
H0dLðzÞ ¼ ð1þ bÞ

c
ð1þ zÞ


ð1þ zÞc2F1

;
c
d
; 1þ c
d
;bð1þ zÞd

 2F1

;
c
d
; 1þ c
d
;b

; (3.30)
where 2F1½a; b; c; z is the Gauss hypergeometric function.
And the equation of state parameter can be expressed as
3wðzÞ ¼ 2qðzÞ  1
1mð1þ zÞ1þ2cð1þbð1þzÞd1þb Þ2
: (3.31)
Note that with this parametrization, we recover the exact
solution of wCDM with
b ¼ 2a ¼ m
1m ; c ¼ 
1þ 3w
2
;
d ¼ 3w;  ¼ 1
2
:
(3.32)
However, we have tested that it works remarkably well for
very distinct cosmologies. For example, with a ðw0; waÞ
CDM cosmology with parameters h0 ¼ 0:7, m ¼ 0:3,
w0 ¼ 0:95, wa ¼ 0:2, we find the corresponding best
fit (a ¼ 0:135, b ¼ 0:271, c ¼ 0:771, d ¼ 3:271), which
gives surprisingly good results (see Fig. 9).
Also, it is easy to see from Eq. (3.28), that the parameters
ða; b; cÞ can also be written in terms of the physically
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meaningful parameters q0  qðz ¼ 0Þ ¼ acbþ1 , q1 
q0ðz ¼ 0Þ ¼ dðaþbcÞðbþ1Þ2 and q1  qðz! 1Þ ¼ ab , as
a ¼ q1q1
dðq1  q0Þ  q1 ; (3.33)
b ¼ q1
dðq1  q0Þ  q1 ; (3.34)
c ¼ q1ðq1  dq0Þ þ dq
2
0
dðq1  q0Þ  q1 : (3.35)
In Figs. 10 and 11 we show the residues PadeðzÞ 
realðzÞ for all four mocks and the deceleration parameter
qðzÞ for all four mocks, respectively. The dashed line
corresponds to the real models and we have labeled this
method as Pade 2a in order to discriminate it from
the simple linear Pade´ and the version with the constant
exponent variant we mentioned earlier.
D. Pade´ approximants for dLðzÞ
Another option is to use a Pade´ approximant for the
luminosity distance dLðzÞ or, equivalently, the comoving
distance rðzÞ,
rðzÞ ¼ z 1þ az
1þ bzþ cz2 : (3.36)
Such parametrizations were proposed in Refs. [19,20],
where it was found that they can range between
challenging and even quite inaccurate. In what follows
we will consider a Pade´ approximant of higher order,
dLðzÞ ¼ z
Qimax
i¼1 ð1þ aizÞQjmax
j¼1 ð1þ bjzÞ
; (3.37)
where we have chosen imax ¼ 2, jmax ¼ 3 and ai, bj are
constants. By doing a Taylor expansion around z ¼ 0, it is
easy to see that
dLðzÞ ¼ zþ ða1 þ a2  b1  b2  b3Þz2 þOðz2Þ: (3.38)
In Figs. 12 and 13 we show the residues PadeðzÞ 
realðzÞ for all four mocks and the deceleration para-
meter qðzÞ for all four mocks, respectively. The dashed
line corresponds to the real models and we have labeled
this method as Pade dL in order to discriminate
it from the simple linear Pade´ mentioned earlier and
the version with the variable exponent variant we will
mention later.
E. Taylor expansions for DEðzÞ
Another commonly used method is to expand the dark
energy density in Taylor series, usually around its value
today [21]
DEðzÞ ¼ A0 þ A1ð1þ zÞ þ A2ð1þ zÞ2
þ A4ð1þ zÞ4 þ A5ð1þ zÞ5 þ    ; (3.39)
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where ðA0; A1; A2; A3; A5Þ are constants and A0 can be fixed
by using Hðz ¼ 0Þ ¼ H0. We didn’t include a term like
A3ð1þ zÞ3 as it would be degenerate with the matter
density mð1þ zÞ3.
However, we found that a fit to the four mock data
gave completely unphysical results, with m being
negative or much bigger than 1 in all of the cases
and even in the relatively simple case where only
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FIG. 12. The residues PadeðzÞ realðzÞ for all four mocks.
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FIG. 11. The deceleration parameter qðzÞ for all four mocks. The dashed line corresponds to the real model.
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ðm; A1; A2Þ are free to vary. Thus, we will no longer
discuss this case.
F. Taylor expansions for dLðzÞ
Instead of Taylor expanding DEðzÞ, one could Taylor
expand the luminosity distance instead,
dLðzÞ ¼ zþ A2z2 þ A3z3 þ A4z4 þ A5z5 þ A6z6 þ    :
(3.40)
In this case we expect the series expansion to fail at high z,
but it should work reasonably well for small redshifts,
especially since we have many more data in that range.
In Figs. 14 and 15 we show the residues taylorðzÞ 
realðzÞ for all four mocks and the deceleration parameter
qðzÞ for all four mocks, respectively. The dashed line
corresponds to the real models and we have labeled this
method ‘‘taylor.’’
As can be seen in Fig. 15, there is a big discrepancy
between the Taylor expansion and the real models at high
redshift, just as we expected, but also there seem to be
singularities in the deceleration parameter that make these
models unphysical.
G. Chebyshev polynomials for qðzÞ
An interesting alternative is to expand the deceleration
parameter qðzÞ in terms of Chebychev polynomials
fTiðzÞgM1i¼0 of order M. The latter are a set of orthogonal
polynomials that can act as a base of functions with the
property that when z 2 ½1; 1 they have the smallest
maximum deviation from the true function at any given
orderM. The first few Chebyshev polynomials are T0ðzÞ ¼
1, T1ðzÞ ¼ z, T2ðzÞ ¼ 1þ 2z2, T3ðzÞ ¼ 3zþ 4z3.
When z 2 ½1; 1, the variable z can be written as z ¼
cos ðÞ, and the polynomials can also be expressed as
Tnðcos ðÞÞ ¼ cos ðnÞ ¼ cos ðn arccos ðzÞÞ, which implies
that jTnðzÞj  1. Since in general our data are not in the
range ½1; 1, we can normalize z by using ~z ¼ 2zzmax  1
and using instead the basis Tnð~zÞ  Tnð 2zzmax  1Þ, where
zmax is the maximum value of the N data zi. Finally, we
will mostly follow the notation of Ref. [22].
With these in mind, we can write the deceleration
parameter as
qðzÞ ¼ 1þ ð1þ zÞXM
n¼0
qnTðn; ~zÞ; (3.41)
where the qn are constants. Then by keeping the first four
terms, we can find the Hubble parameter as
HðzÞ=H0 ¼ e
R
z
0
1þqðxÞ
1þx dx
¼ e
8q3z
4
z3max
þ8ðq26q3Þz3
3z2max
þðq14q2þ9q3Þz2zmax þðq0q1þq2q3Þz
¼ eA1zþA2z2þA3z3þA4z4 ; (3.42)
where
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FIG. 13. The deceleration parameter qðzÞ for all four mocks. The dashed line corresponds to the real model.
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FIG. 14. The residues taylorðzÞ realðzÞ for all four mocks.
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FIG. 15. The deceleration parameter qðzÞ for all four mocks. The dashed line corresponds to the real model.
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A1  q0  q1 þ q2  q3 (3.43)
A2  q1  4q2 þ 9q3zmax (3.44)
A3  8ðq2  6q3Þ
3z2max
(3.45)
A4  8q3
z3max
: (3.46)
From Eq. (3.42) it is easy to calculate the luminosity
distance and fit the mock SnIa data. In Figs. 16 and 17
we show the residuesChebðzÞ realðzÞ for all four mocks
and the deceleration parameter qðzÞ for all four mocks,
respectively. The dashed line corresponds to the real
models and we have labeled this method ‘‘Cheb q.’’
Again, as can be seen in Fig. 17, there is a big discrep-
ancy between the Chebyshev expansions and the real
models at high redshift, and again there seem to be singu-
larities in the deceleration parameter at z 1 that make
these models unphysical.
H. Chebyshev polynomials for dLðzÞ
Similarly to the previous case, we can also expand the
luminosity distance in terms of Chebyshev polynomials of
up to sixth order,
dLðzÞ ¼
XM
n¼0
AnTðn; ~zÞ; (3.47)
whereM ¼ 6 and An are constants. By taking into account
that
dLðz ¼ 0Þ ¼ 0 (3.48)
d0Lðz ¼ 0Þ ¼ 1; (3.49)
and the fact that ~z ¼ 2 zzmax  1, Eq. (3.47) can be rewritten
simply in terms of z as
dLðzÞ ¼ zþ 8ðA2  6A3 þ 20A4  50A5 þ 105A6Þz
2
z2max
þ 32ðA3  8A4 þ 35A5  112A6Þz
3
z3max
þ 128ðA4  10A5 þ 54A6Þz
4
z4max
þ 512ðA5  12A6Þz
5
z5max
þ 2048A6z
6
z6max
: (3.50)
From Eq. (3.50) it is easy to calculate the luminosity
distance and fit the mock SnIa data.
In Figs. 18 and 19 we show the residues chebdLðzÞ 
realðzÞ for all four mocks and the deceleration parameter
qðzÞ for all four mocks, respectively. The dashed line
corresponds to the real models and we have labeled this
method ‘‘Cheb dL.’’
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FIG. 16. The residues ChebqðzÞ realðzÞ for all four mocks.
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FIG. 17. The deceleration parameter qðzÞ for all four mocks. The dashed line corresponds to the real model.
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FIG. 18. The residues ChebdL ðzÞ realðzÞ for all four mocks.
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Again, as can be seen in Fig. 19, there is a big
discrepancy between the Chebyshev expansions and the
real models at high redshift, and again there seem to be
singularities in the deceleration parameter at z 1 that
make these models unphysical.
I. Cosmography
One of the most commonly used approaches in the
literature is to model the luminosity distance solely based
on the kinematics of the expansion, a method known
as cosmography [23]. This is done by considering the
higher derivatives of the scale factor up to sixth order as
follows,
HðtÞ  þ 1
a
da
dt
(3.51)
qðtÞ   1
aHðtÞ2
d2a
dt2
(3.52)
jðtÞ  þ 1
aHðtÞ3
d3a
dt3
(3.53)
sðtÞ  þ 1
aHðtÞ4
d4a
dt4
(3.54)
lðtÞ  þ 1
aHðtÞ5
d5a
dt5
(3.55)
mðtÞ  þ 1
aHðtÞ6
d6a
dt6
: (3.56)
Then it can be shown that the luminosity distance can be
written as [24]
H0dLðzÞ¼ zþ12ð1q0Þz
2þ1
6
z3ðj0þ3q20þq01Þþ
1
24
z4ð5j0ð2q0þ1Þq0ð15q0ðq0þ1Þþ2Þþs0þ2Þ
þ 1
120
z5ðj0ð5q0ð21q0þ22Þþ27Þþ10j20 l0þ3q0ðq0ð5q0ð7q0þ11Þþ27Þ5s0þ2Þ11s06Þ
þ 1
720
z6ðj0ð5q0ð21q0ð12q0þ19Þþ208Þ35s0þ168Þ10j20ð28q0þ19Þ
3q0ð7l0þq0ð5q0ð7q0ð9q0þ19Þþ104Þ70s0þ168Þ95s0Þþ19l0þm024q0þ104s0þ24Þ: (3.57)
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FIG. 19. The deceleration parameter qðzÞ for all four mocks. The dashed line corresponds to the real model.
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In Figs. 20 and 21, we show the residues cosmoðzÞ 
realðzÞ for all four mocks and the deceleration para-
meter qðzÞ for all four mocks, respectively. The dashed
line corresponds to the real models. As can be seen
in Fig. 21, even though cosmographic models have
very small errors, unfortunately there is a big discrep-
ancy between them and the real models at high redshift
due to the presence of singularities in the deceleration
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FIG. 20. The residues cosmoðzÞ realðzÞ for all four mocks.
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FIG. 21. The deceleration parameter qðzÞ for all four mocks. The dashed line corresponds to the real model.
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parameter at z 1, thus making these models un-
physical. So, the problem arises that if we keep
fewer terms, say up to second order, then the cosmog-
raphy models do not fit the data very well, but if we use
all the terms, then the model faces the aforementioned
problems.
At this point we should note that one can, in principle,
continue the expansion of the cosmographic series up to an
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FIG. 23. The deceleration parameter qðzÞ for all four mocks. The dashed line corresponds to the real model.
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FIG. 22. The deceleration parameter qðzÞ for all four mocks. The dashed line corresponds to the real model.
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arbitrary number of terms, but that will not necessarily
result in obtaining more information [25]. In order to avoid
this problem, one may use, for example, a statistical crite-
rion related to the F-test to decide the right order to
truncate the expansion, as this test is specifically built for
nested models, as was done in Ref. [26]. Also, we should
stress that the cosmographic expansion may suffer from
lack of convergence at z * 1. This, too, is a well-known
problem in the literature (see for example Ref. [25]) and
many different parametrizations have been proposed to
solve it, e.g. expanding in terms of z1þz instead of just z,
but we will not discuss this further.
J. w0waCDM models
For completeness we also fit the mock data with the
original DE models, given by Eq. (2.1). In Figs. 22–24, we
show the deceleration parameter qðzÞ for all four mocks for
the CDM, w ¼ const and wðaÞ ¼ w0 þ wað1 aÞ mod-
els. As expected, overall the agreement is quite good,
except for some cases. To be more specific, as can be
seen, all models fail to fit Mock 4, which is based on a
ðw0; waÞ model, with the discrepancy being larger at small
redshifts and especially for the CDM model.
IV. COMPARISON
In this section we will compare the different methods
based on how successfully they reconstructed the real
models. However, it is quite obvious that comparing all
the different model-independent methods to each other is
hardly an easy task as the various methods have different
intrinsic characteristics; for example, the PCA gives results
only on the specific redshift bins, while the GAs provide a
smooth and differentiable function at all z, but they are
nonparametric, while the other methods, based on the
approximants and the polynomials, have varying numbers
of parameters. This clearly means that the two popular
methods mentioned in the Introduction, the 2=dof and
the use of the Bayesian evidence, despite all their flaws,
cannot be used in this case in order to make a fair and
consistent comparison.
However, since we already know the real cosmology, we
can make the comparison to zero order by creating a new
2 defined as
2comp ¼
XN
i¼1

qbfi  qreal;i
bf;i

2
; (4.1)
where ðqbfi ; bf;iÞ are the predictions of the best-fit models
and the corresponding errors, while qreal;i is the value of the
deceleration parameter for the real model we used to create
the mock data at a specific redshift. In order to have a fair
comparison with the PCA, we decided to test the rest of the
models in the same redshift values, i.e. the mean redshift z
of the bins, for both six and ten bins.
Finally, as we mentioned in the earlier sections, for some
of the models, such as the cosmography, the Chebyshev
polynomials for both qðzÞ and dLðzÞ and the Taylor
expansions, the best-fit deceleration parameter qðzÞ has
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FIG. 24. The deceleration parameter qðzÞ for all four mocks. The dashed line corresponds to the real model.
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singularities and huge oscillations when the real models do
not, thus making it unphysical. As a result, we excluded
them from the rest of the comparison.
In Table I we show 2comp for various models for all
mocks and for both six and ten bins. At this point we
should remind the reader that Mock 1 was created with
the w ¼ const model (m ¼ 0:30, w0 ¼ 0:95, wa ¼ 0),
Mock 2 with a CDM model (m ¼ 0:30, w0 ¼ 1,
wa ¼ 0), Mock 3 with the Hu-Sawicki fðRÞ model
(m ¼ 0:30, b ¼ 0:11) and Mock 4 with a w0waCDM
model (m ¼ 0:30, w0 ¼ 1:05, wa ¼ 0:50). For the
dark energy models we used Eq. (2.1), while for the fðRÞ
model we used Eq. (2.3).
According to the values of the Table, we rank the
different methods as follows, going from the best (left) to
the worst (right).
For six bins:
(i) Mock 1: wCDM, GA, w0waCDM, Pade 2a, Pade 2,
Pade dL, PCA, CDM
(ii) Mock 2: w0waCDM, GA, CDM, Pade 2, wCDM,
Pade dL, Pade 2a, PCA
(iii) Mock 3: w0waCDM, PCA, Pade 2, wCDM,
Pade 2a, CDM, Pade dL, GA
(iv) Mock 4: wCDM, Pade 2a, Pade dL, Pade 2,
w0waCDM, GA, PCA, CDM
For 10 bins:
(i) Mock 1: wCDM, w0waCDM, GA, Pade 2a, Pade 2,
Pade dL, PCA, CDM
(ii) Mock 2: w0waCDM, GA, Pade 2, CDM, wCDM,
Pade dL, Pade 2a, PCA
(iii) Mock 3: w0waCDM, Pade 2, Pade 2a, wCDM,
PCA, Pade dL, CDM, GA
(iv) Mock 4: w0waCDM, Pade dL, wCDM, Pade 2,
Pade 2a, GA, PCA, CDM
If we only consider the model-independent methods, i.e.
we exclude the usual DE models, then the ranking is as
follows, again going from the best (left) to the worst
(right).
For six bins:
(i) Mock 1: GA, Pade 2a, Pade 2, Pade dL, PCA
(ii) Mock 2: GA, Pade 2, Pade dL, Pade 2a, PCA
(iii) Mock 3: PCA, Pade 2, Pade 2a, Pade dL, GA
(iv) Mock 4: Pade 2a, Pade dL, Pade 2, GA, PCA
For ten bins:
(i) Mock 1: GA, Pade 2a, Pade 2, Pade dL, PCA
(ii) Mock 2: GA, Pade 2, Pade dL, Pade 2a, PCA
(iii) Mock 3: Pade 2, Pade 2a, PCA, Pade dL, GA
(iv) Mock 4: Pade dL, Pade 2, Pade 2a, GA, PCA
It is quite clear that no method out of all the model-
independent ones can be the best at fitting all the different
models at once. More specifically, certain methods seem to
be the best in describing some of the models but do not
perform so well at others, e.g. the GAs work very well for
the wCDM and CDM models but underperform on the
more complicated fðRÞ and w0waCDM models.
Also, in general, the PCAs seem not to do very well
compared to the other methods, regardless of the model or
the number of redshift bins. Regarding the latter, changing
the binning at which the comparison is made seems to
slightly affect the ranking itself for several of the methods.
Finally, not surprisingly, the Pade´ approximants seem to do
reasonably well in all cases, thus proving their flexibility in
fitting a variety of different models.
V. CONCLUSIONS
We have entered an era of huge data sets of cosmological
probes, thus making it necessary to be able to reconstruct
the underlying cosmology as accurately as possible.
Contrary to the traditional way of testing only the one or
two most popular models and thus running the risk of
obtaining biased results, we advocate the choice to use
complementary model-independent techniques, in the
sense that they assume no underlying theoretical model
and have a minimum number of assumptions.
In this vein, we tested several model-independent meth-
ods, including the principal components analysis, the
TABLE I. The 2comp for various models for all mocks for both six and ten bins. For easy reference, Mock 1 was created with the
w ¼ const model (m ¼ 0:30, w ¼ 0:95), Mock 2 with a CDM model (m ¼ 0:30), Mock 3 with the Hu-Sawicki fðRÞ model
(m ¼ 0:30, b ¼ 0:11) and Mock 4 with a w0waCDM model (m ¼ 0:30, w0 ¼ 1:05, wa ¼ 0:50). For further details and an
in-depth analysis of the results, see the text.
2comp for six bins 
2
comp for ten bins
Method Mock 1 Mock 2 Mock 3 Mock 4 Mock 1 Mock 2 Mock 3 Mock 4
PCA 5.319 2.541 1.267 13.247 3.272 4.387 3.670 18.944
GA 0.633 0.736 6.588 8.065 1.352 1.199 17.299 15.231
Pade dL 1.570 1.047 2.572 5.000 2.063 1.908 4.005 9.756
Pade 2 0.930 0.889 1.568 5.063 1.578 1.406 2.892 10.421
Pade 2a 0.912 2.086 2.181 4.861 1.392 2.732 2.982 10.548
CDM 9.852 0.883 2.503 23.170 13.586 1.476 4.860 39.920
wCDM 0.486 0.971 1.852 4.498 0.847 1.588 3.424 10.223
w0waCDM 0.742 0.214 1.038 5.510 1.070 0.482 1.851 5.452
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genetic algorithms, various Pade´ approximants, different
polynomial expansions and also cosmography, by fitting
them to mock SnIa data based on different cosmological
models. The inclusion of all these different methods obvi-
ously raises the question of how we can compare them since
they all have different characteristics, e.g. the best fit of the
PCA is only known at certain redshift points, while the GAs
are completely nonparametric, thus making the traditional
comparison based on Bayesian inference problematic.
The answer, to zero order, put forward in the present
analysis was to calculate the 2comp between the recon-
structed and real deceleration parameter qðzÞ and rank
the methods accordingly. The main conclusions for follow-
ing this methodology are as follows. First, it is clear that no
one method out of all the model-independent ones can be
the best at fitting all the different ‘‘real’’ cosmologies at
once. More specifically, certain methods seem to be the
best in describing some of the models but do not perform
so well at others, e.g. the GAs work very well for the
wCDM and CDM models but underperform on the
more complicated fðRÞ and w0waCDM models. This is
clearly an issue that deserves further investigation as to
why it happens and how it can be fixed. On the other hand,
the PCA seems to underperform compared to the other
methods on most of the mocks, while the Pade´ approxim-
ants do reasonably well on all of the cases.
On the other hand, regarding the usual DE models, it is
clear that the w0waCDM model, based on wðaÞ ¼ w0 þ
wað1 aÞ, is the most flexible of the three, but this comes
at a high price, as it is the best even in cases where the data
originated from a different real cosmology, thus potentially
driving us to misleading conclusions about the underlying
cosmological model. One possibility to solve this would be
the inclusion of different kinds of data, like the BAO and
CMB, in order to break the degeneracies, but as we have
mentioned this is beyond the scope of the present analysis
and is left for a future paper.
Of course, it should be mentioned that the method of
comparison itself, by calculating the 2comp of Eq. (4.1) and
ranking the methods accordingly, could possibly be im-
proved upon, since as was mentioned it is only a zero-order
approach to the problem of ranking the very inhomogene-
ous set of model-independent methods present in the cur-
rent analysis. However, doing that is not an easy task if one
wants to test all of the methods consistently and especially
given the two special cases of the PCA and the GA that
present the most difficulty among the group of methods.
Finally, perhaps the most important message of the present
analysis is that when analyzing the cosmological data, given
our ignorance in the dark sector of the cosmological ingre-
dients of the Universe, one should try to use a variety of
different methods, bothmodel-independent and otherwise, in
order to extract the maximum amount of information with
the least amount of bias, instead of using only one or two
specific models—something that is becoming more and
more important as we move towards an era of huge data sets.
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