Abstract. Let E be a directed graph, K any field, and let L K (E) denote the Leavitt path algebra of E with coefficients in K. We show that L K (E) is a Bézout ring, i.e., that every finitely generated one-sided ideal of L K (E) is principal.
In particular, a principal ideal ring necessarily contains no non-finitely-generated one-sided ideals. So the notion of a principal ideal ring can be extended to include only those one-sided ideals which admit the possibility of being principal:
Definition. A ring R is called left Bézout in case every finitely generated left ideal of R is principal.
R is called Bézout in case every finitely generated one-sided (left and right) ideal of R is principal. As with their more classical forebears, Bézout rings have been investigated in a number of settings. For instance, Kaplansky considered Bézout rings in [16, §4] , as part of his investigation of triangular reduction of matrices. Various additional properties of Bézout rings have been considered as well in [11] , [12] , [19] , and [20] .
There are a number of ring-theoretic properties which R = L K (E) possesses for any graph E. These include: R is hereditary (every one-sided ideal is projective), R is semiprimitive (zero Jacobson radical), and R is ring-isomorphic to its opposite ring R op . The main result of this article is Theorem 15 (and its generalization, Corollary 16), in which we add another property to this list.
Theorem. For any graph E and field K, the Leavitt path algebra L K (E) is Bézout.
We note that a key role in establishing this theorem will be played by a construction motivated directly by a result coming from symbolic dynamics (Theorem 14) .
Until the closing remarks of this article, we will focus solely on establishing this result for finite graphs. That the result holds for all graphs will then follow as an easy consequence of a general result about Leavitt path algebras.
We set some notation. A (directed) graph E = (E 0 , E 1 , s, r) consists of a vertex set E 0 , an edge set E 1 , and source and range functions s, r : E 1 → E 0 . For v ∈ E 0 , the set of edges {e ∈ E 1 | s(e) = v} is denoted by s −1 (v), and the set of edges {e ∈ E 1 | r(e) = v} by r −1 (v). E is called finite in case both E 0 and E 1 are finite sets. A vertex v is a source vertex (or simply a source) in case r −1 (v) = ∅, i.e., in case v is not the range vertex of any edge in E. A path α in E is a sequence e 1 e 2 · · · e n of edges in E for which r(e i ) = s(e i+1 ) for all 1 ≤ i ≤ n − 1. We say that such α has length n, and we write s(α) = s(e 1 ) and r(α) = r(e n ). We view each vertex v ∈ E 0 as a path of length 0, and denote v = s(v) = r(v). A path c = e 1 e 2 · · · e n in E is a cycle in case r(e n ) = s(e 1 ), and there are no repeated vertices in the set c 0 := {s(e 1 ), s(e 2 ), . . . , s(e n )}. A subset W of E 0 is called hereditary in case, whenever w ∈ W and v ∈ E 0 and there is a path σ for which s(σ) = w and r(σ) = v, then v ∈ W . We say that W is saturated if whenever s −1 (v) = ∅ and {r(e) |s(e) = v} ⊆ W , then v ∈ W .
We give here a basic description of L K (E); for additional information, see [3] . Let K be a field, and let E = (E 0 , E 1 , s, r) be a directed graph with vertex set E 0 and edge set E 1 . The Leavitt path K-algebra L K (E) of E with coefficients in K is the K-algebra generated by a set {v | v ∈ E 0 }, together with a set of symbols {e, e * | e ∈ E 1 }, which satisfy the following relations:
(V) vu = δ v,u v for all v, u ∈ E 0 , (E1) s(e)e = er(e) = e for all e ∈ E 1 , (E2) r(e)e * = e * s(e) = e * for all e ∈ E 1 , (CK1) e * e ′ = δ e,e ′ r(e) for all e, e ′ ∈ E 1 , and (CK2) v = {e∈E 1 |s(e)=v} ee * for every v ∈ E 0 for which 0 < |s
An alternate description of L K (E) may be given as follows. For any graph E let E denote the "double graph" of E, gotten by adding to E an edge e * in a reversed direction for each edge e ∈ E 1 . Then L K (E) is the usual path K-algebra K E, modulo the ideal generated by the relations (CK1) and (CK2).
It is easy to show that L K (E) is unital if and only if |E 0 | is finite; in this case,
, where k i is a nonzero element of K, and each of the α i and β i are paths in E with r(α i ) = r(β i ). If α ∈ Path(E) then we may view α ∈ L K (E), and will often refer to such α as a real path in L K (E); analogously, for β = e 1 e 2 · · · e n ∈ Path(E) we often refer to the element β
given by the K-linear extension of α → α (for α ∈ Path(E)) is an injection of K-algebras by [3, Corollary 1.5.12].
Since for a Leavitt path algebra we have
op , the properties left Bézout and right Bézout are equivalent in this context, so we will simply say that L K (E) is Bézout in either case. We will use the language of left modules throughout.
Remark 1.
In making conjectures about structural properties of Leavitt path algebras, one always first tests those conjectures against the three primary colors of algebras which arise as such: the n × n matrix rings M n (K); the Laurent polynomial ring K[x, x −1 ]; and the classical Leavitt algebras L K (1, n). A matrix ring M n (K) is well-known to be Bézout (in fact, to be a principal ideal ring); this is true as well for the principal ideal domain K[x, x −1 ] and for the principal ideal ring
) is a principal ideal ring see for instance [17, Theorem 40] ). Intuitively, these are "well-behaved" examples. The somewhat exotic nature of L K (1, n) provides the reason that it too is Bézout. Specifically, let I be a finitely generated left ideal of R = L K (1, n). Since any Leavitt path algebra is hereditary, I is finitely generated projective. So I is isomorphic to a direct summand of R m for some m ≥ 1. But R has R ∼ = R m as left R-modules for any m ≥ 1, so that I is a direct summand of R, and thus principal. Note that unlike the well-behaved cases M n (K) and
in fact has the stronger property that every finitely generated left R-module is principal. On the other hand, L K (1, n) is not a principal ideal ring; for instance, it is not hard to construct left ideals of L K (1, n) which are direct sums of infinitely many nonzero ideals. (See Proposition 17 below.)
A fourth primary color of Leavitt path algebras is often added to the aforementioned three, namely, the Jacobson algebra K X, Y | XY = 1 , which arises as the Leavitt path algebra
/ / • . The Jacobson algebra was shown to be Bézout by Gerritzen [13] .
With these four classes of Leavitt path algebras having been shown to be Bézout, the conjecture and subsequent establishment of Theorem 15 followed plausibly. ✷ Notation. A cycle c in a directed graph E is called a source cycle in case |r −1 (v)| = 1 for every v ∈ c 0 . In other words, c is a source cycle if the vertices in c 0 receive no edges other than those which are already in the cycle c.
A subset V of E is called a source if either V = {v} where v is a source vertex in E, or V is the set of the vertices c 0 of a source cycle c in E. In case E is finite, we denote by • W the set of vertices E 0 \ V ; • ν the sum v∈V v;
• ω the sum w∈W w.
Remark 2. Source cycles and source vertices share a number of properties, but differ in many ways as well. In our first few results we will be able to treat these two types of configurations simultaneously; but further on, we will need to distinguish them one from the other.
✷ From now on, if not differently specified, by E we denote a finite graph, by V ⊆ E a source and by W the set of vertices E \ V . By the source elimination graph E \ V we mean the subgraph of E from which we have eliminated all of the vertices in V , and all of the edges having source vertices in V . We denote this graph by E W , and view it as the "restriction" subgraph of E to W . We note that W is a hereditary subset of E 0 (because V is a source).
More generally, let U be any hereditary subset of E 0 , and let µ = u∈U u.
Proof. In a nonzero expression of the form γδ * ∈ ωL K (E)ω, we must have s(γ) ∈ W and r(δ * ) = s(δ) ∈ W . But then all of the vertices appearing in γ and δ are in W (as V is a source and hence W is hereditary). The general statement follows similarly.
Notation. We denote by J the two-sided ideal of L K (E) generated by ω. That is,
If V = {v} is a non-isolated source vertex, then J = L K (E). This follows from the (CK2) relation: v = e∈s −1 (v) ee * , and each ee * = e · r(e) · e * is in J because r(e) ∈ W . In case v is isolated, or V is a source cycle, we get J = L K (E). We denote by ∆ = ∆(V ) the set of edges of E having source vertex in V and range vertex in W :
Because each element of ∆(V ) is an edge, we get that f * i f j = 0 for f i = f j ∈ ∆(V ). If V is the set of vertices of a source cycle, we fix a starting vertex v 1 , so that the source cycle will be denoted by c = e 1 e 2 · · · e n with s(e i ) = v i and r(e i ) = v i+1 (for 1 ≤ i ≤ n − 1), and r(e n ) = s(v 1 ).
In such a case, we denote by Θ = Θ(V ) the (countable) set of all paths ǫ which have both s(ǫ) ∈ V and r(ǫ) ∈ V . (If v is a source vertex, we define Θ(v) = {v}.) ✷ If p is a path in E with s(p) ∈ V and r(p) ∈ W , then p may be completely and uniquely described as: p = ǫδβ, where ǫ ∈ Θ(V ), δ ∈ ∆(V ), and β is a path in E W . We state this more formally, and thereby obtain a useful description of the elements of νL K (E)ω.
Lemma 4. Any x ∈ νL K (E)ω can be written as
Proof. This follows since any element x ∈ νL K (E)ω can be written as Σ j γ j δ * j , where the γ j 's are real paths such that s(γ j ) ∈ V and r(γ j ) = r(δ j ). Since r(δ * j ) = s(δ j ) ∈ W and W is hereditary, then r(δ j ) = r(γ j ) ∈ W , so we can describe the γ j 's using the previous discussion.
(We note that we can assume ǫ j f j = ǫ ℓ f ℓ for j = ℓ, and that any coefficients in K have been absorbed in the x j expressions.) Lemma 5. Consider two paths ǫ 1 f 1 and ǫ 2 f 2 , with ǫ i ∈ Θ(V ), f i ∈ ∆(V ), and assume
On the other hand, assume
In the first case we get ǫ *
If γ is any path in E, and R = L K (E), then:
Proof.
(1) are (2) and trivial. (3) follows from (2). The isomorphism in (4) is established by considering the two morphisms Ryw → Ryγ * via ryw → rywγ * , and Ryγ
A description of the two-sided ideal J as a left ideal will be central to the discussion.
Proof. We know that J = w | w / ∈ V = RωR as a two-sided ideal. Since R = Rω ⊕ Rν and Rω ≤ J, we have
This establishes that J is contained in the displayed direct sum.
The reverse containment is clear, since f * = ωf * for any f ∈ ∆(V ) (as r(f ) ∈ W by definition).
We note that it is possible for the summand ⊕ f ∈∆(V );ǫ∈Θ Rf * ǫ * which appears in the previous result to be zero; this happens in case V is isolated, in which case ∆(V ) is empty.
The general program here is to establish that L K (E) is Bézout by showing that the Bézout property passes from various factor rings and subalgebras of L K (E) back to L K (E). First of all, we record a useful observation which will facilitate passing the Bézout property to a ring from its subrings.
Lemma 8. Let R be any ring, and let x 1 , x 2 , . . . , x n ∈ R. Let S be a unital subring of R.
(If R is unital, we do not require that 1 R = 1 S ). Suppose {x 1 , x 2 , . . . , x n } ⊆ S, and suppose the left S-ideal Sx 1 + Sx 2 + · · · + Sx n is principal; i.e., suppose there exists x ∈ S for which Sx 1 + Sx 2 + · · · + Sx n = Sx. Then Rx 1 + Rx 2 + · · · + Rx n = Rx. In particular, if every finite subset of R is contained in a unital Bézout subring of R, then R is Bézout.
Proof. Since 1 S x i = x i for all 1 ≤ i ≤ n, we have in particular that each x i is in Sx 1 + Sx 2 + · · · + Sx n , so we get that for each i there exists s i ∈ S with x i = s i x. But then
The reverse containment follows as well:
Proposition 9. Let I be a finitely generated left ideal of R = L K (E) with I ≤ Rω. Suppose ωRω is Bézout. Then I = Ry for some y ∈ ωRω. Moreover, there exists a split epimorphism Rω → I → 0.
Let S = ωRω and consider the finitely generated left S-ideal i Sωr i ω + i,j Sωr Conversely, ωr i ω ∈ I and νr i ω ∈ I (since r i ω ∈ I). And ωr
Summarizing, we have shown that if I is a finitely generated left ideal of R which is contained in Rω, then I = Ry for some y ∈ ωRω = S.
Since R = L K (E) is hereditary, necessarily Ry is projective, so the epimorphism ϕ : R → Ry → 0 (sending 1 → y) splits. Notice that since νy = 0 we get that ϕ | Rν = 0 and so we have a split epimorphism Rω → Ry → 0. ✷
, and let V be a source in E. Suppose ωRω is Bézout. Let B ≤ Rδ * be a finitely generated left ideal, where δ is a real path with w = r(δ) ∈ W . Then B is principal; indeed, B = Ryδ * for some y ∈ ωRω.
Proof. By Lemma 6(4) we have that the map Rδ * → Rw given by right multiplication by δ is an isomorphism of left R-modules, so that (B)δ is a finitely generated submodule of Rw; but Rw ≤ Rω, so (B)δ is isomorphic to a left ideal of R contained in Rω. So Proposition 9 applies to (B)δ, to yield (B)δ = Ry for some y ∈ ωRω. Then (B)δδ * = (Ry)δ * = Ryδ * ; but (B)δδ * = B because B ≤ Rδ * .
We now establish a result similar in flavor to Proposition 9, but for ideals contained in the other type of summands of J.
Notation. Let E be a graph, and v ∈ E 0 . The tree of v, denoted T (v), is the smallest hereditary subset of E 0 containing v. Formally,
, and let V be a source in E. Let B ≤ Rδ * , where δ is a real path with r(δ) ∈ W . Set W ′ := T (r(δ)), and define ω ′ := u∈W ′ u.
Suppose ωRω and ω ′ Rω ′ are Bézout. Then B is isomorphic to a direct summand of Rω ′ . Indeed, there is a split epimorphism Rω ′ → B → 0.
Proof. By Lemma 10 we have B = Ryδ * for some y ∈ ωRω. Since ωδ * = wδ * = ω ′ δ * , without loss of generality we may assume y ∈ ωRω ′ . We define ω 
where the γ i are distinct, each γ i = κ i g i for some real path (possibly a vertex) κ i , and edge
. For any two paths λ 1 , λ 2 in E, the expression λ * 1 λ 2 is nonzero only when λ 1 is an initial subpath of λ 2 , or λ 2 is an initial subpath of λ 1 . But because each γ i has its final edge having source in W ′′ and range in W ′ , the only way that some γ i can be an initial subpath of some γ j is for γ i = γ j . Thus γ * i γ j = 0 for i = j. Using this, and multiplying the displayed equation on the left by γ * i , yields γ *
So we conclude that
is a set of generators for Ry contained in ω ′ Rω ′ . But ω ′ Rω ′ is Bézout by assumption. So by Lemma 8 we get that Ry = Rx for some x ∈ ω ′ Rω ′ . In particular, the map ϕ : Rω ′ → Rxδ * = B given by rω ′ → rω ′ xδ * = rxδ * is an epimorphism. Since B is a left ideal of R it is necessarily projective. The result follows.
The "exotically-behaved" algebra L K (1, n) for n ≥ 2 provides a model for the behavior of a large class of algebras, each of which will be "easily" shown to be Bézout.
Definition 12.
A ring R is said to have the Unbounded Generating Number property (more efficiently, UGN) in case for each pair of positive integers m, n, the existence of an epimorphism of left R-modules R m → R n → 0 implies m ≥ n.
Lemma 13. Suppose R is a ring for which there is a left R-module epimorphism R → R 2 . (In other words, suppose R fails the UGN property for the pair m = 1, n = 2.) Then R is Bézout.
Proof. Easily the given condition implies that there is a left R-module epimorphism R → R n for every positive integer n. If I is a finitely generated left ideal of R, then there exists an epimorphism R n → I, and so there exists an epimorphism R → I, so that I is principal.
We note that for any ring R satisfying the hypotheses of Lemma 13, we may indeed conclude that every finitely generated left R-module is principal.
Let E be any graph, and v ∈ E 0 a non-sink. We consider the nonempty set s −1 (v), i.e., the set of edges emitted by v. For any nontrivial partition P of s −1 (v), one may define the out-split graph of E at v relative to P, denoted by E v (P). (This definition is a specific case of a more general construction; although the general construction does not concern us here, we will utilize this one specific case of it.) In particular, suppose v is a source vertex for which |s −1 (v)| = {f 1 , ..., f n } for some n ≥ 2. Let P be the partition {f 1 , ..., f n−1 } ⊔ {f n } of s −1 (v). Then E v (P) may be described in words as the graph whose: vertex set otherwise looks exactly like E 0 , but with one additional vertexv added; and whose edge set otherwise looks exactly like E 1 , except with f n eliminated, and with a new edge g added, for which s(g) =v and r(g) = r(f n ). Even less formally, we build E v (P) by giving the edge f n its own new source vertex, and leaving everything else alone. (For additional information about the out-split process, see e.g. [2] .)
We will denote E v (P) by Γ in the sequel. To distinguish between the two related graphs E and Γ, we denote by v 0 the vertex v when viewed in Γ 0 .
Theorem 14.
[2, Theorem 2.8] In the situation described above, there is an isomorphism of K-algebras
We are now in position to prove our main result.
Theorem 15. Let E be a finite graph and K any field. Then L K (E) is Bézout.
Proof. We proceed by induction on |E 0 |, the number of vertices in E.
If |E 0 | = 1, then there are three possibilities: either E has no edges, exactly one edge, or m ≥ 2 edges. The Leavitt path algebras of such graphs are then, respectively, K, K[x, x −1 ], and L K (1, m). But as established in the introduction, each of these K-algebras is Bézout, thus establishing the base case.
So we assume that |E 0 | = n, and that L K (F ) is Bézout for any graph F having fewer than n vertices. We show that L K (E) is Bézout. As in the |E 0 | = 1 case, there are three possibilities to analyze. 
So by Lemma 13 L K (E) is Bézout, thus establishing Case 1.
Case 2: E contains a source vertex.
Let v denote a source vertex in E. If v is also a sink (i.e., if v is an isolated vertex), then it is easy to establish that L K (E) is isomorphic as K-algebras to the ring direct sum K ⊕L K (E \{v}). Clearly K is Bézout, and L K (E \{v}) is Bézout by the induction hypothesis, so that L K (E) is a direct sum of Bézout rings, and hence is Bézout.
We now consider the case where |s −1 (v)| = 1, i.e., that v emits a single edge, which we denote by f . (We will subsequently analyze the general case.) Let w denote r(f ).
So let I ≤ L K (E) be a finitely generated left ideal. Then I ≤ L K (E) = Rv ⊕ Rω. Note that Rv = Rf * , using s −1 (v) = {f } (which yields f f * = v by the CK2 relation), and using f * f f * = f * . This yields in particular that Rv ∼ = Rw, by Lemma 6(4). Then projecting I into Rf * along Rω gives that I/I ∩ Rω is isomorphic to a (finitely generated) submodule of Rf * = Rv, so that I/I ∩ Rω is isomorphic to a left ideal of R contained in Rf * ; we denote this left ideal of R by B. As R is hereditary, this gives in particular that I/I ∩ Rω is projective. Now consider the exact sequence
Since I/I ∩ Rω is projective, the sequence splits, and we have
Let W ′ denote T (w), and ω ′ the sum over all vertices in W ′ . By the induction hypothesis, ωRω and ω ′ Rω ′ are Bézout. So B satisfies the conditions of Proposition 11, which allows us to write B = Ryf * for some y ∈ ω ′ Rω ′ . So we have
Since wf * = f * , we have Ryf * = Rywf * , so we may assume without loss that yw = y. As well, since y ∈ ω ′ Rω ′ , we have vy = 0. By Lemma 6(4), Ryf * ∼ = Ryw = Ry. Now we analyze the summand I ∩ Rω. Since I is finitely generated, and I ∩ Rω is a direct summand of I, then I ∩ Rω is finitely generated as well. Since we also have I ∩ Rω ≤ Rω, and ωRω is Bézout by the induction hypothesis, Proposition 9 applies to N := I ∩ Rω to yield that N is isomorphic to a direct summand of Rω. We write W = W \ {w}, and let ω = ω − w. Then Rω = Rw ⊕ R ω. So we have I ∼ = N ⊕ Ryf * ∼ = N ⊕ Ry, which is isomorphic to a direct summand of (Rw ⊕ R ω) ⊕ Ry.
Now consider the left ideal R ω ⊕ Ry (this is a subideal of Rω, since y = yw.) Let S denote ωRω. We have y = ω ′ yw ∈ S, and ω ∈ S. Note that Sy ∩ S ω = 0, so that Sy ⊕ S ω is a (finitely generated) left ideal of S. But S is Bézout by the induction hypothesis, so Sy ⊕ S ω = Sx for some x ∈ S. Then Lemma 8 yields that Ry ⊕ R ω = Rx. But Rx ≤ Rω. So by Proposition 9, Rx is isomorphic to a direct summand of Rω, so that Ry ⊕R ω is isomorphic to a direct summand of Rω. So by the previous display, I is isomorphic to a direct summand of Rw ⊕ (R ω ⊕ Ry), which is then isomorphic to a direct summand of Rw ⊕ Rω, which as noted previously is isomorphic to Rv ⊕ Rω, which is precisely R itself. So I is isomorphic to a direct summand of R, and hence is principal.
So we have shown: If E has the property that L K (F ) is Bézout for any graph F having fewer vertices than E, and E contains a source vertex v for which |s
We now consider the general case, in which we assume that E has the property that L K (F ) is Bézout for any graph F having fewer vertices than E, and E contains a source vertex v for which |s −1 (v)| = m for some positive integer m. We seek to show that L K (E) is Bézout. * , FRANCESCA MANTESE, AND ALBERTO TONOLO
We proceed by induction on m. The m = 1 case is precisely the case treated in the previous discussion. So we assume that if G is any graph which has the property that L K (F ) is Bézout for any graph F having fewer vertices than G, and G contains a source vertex v for which
We show that the result passes to the graph E. We denote the set s −1 (v) by {f 1 , ..., f m−1 , f m }. We construct the out-split graph Γ = E v (P) for the partition P = {f 1 , ..., f m−1 } ⊔ {f m } of s −1 (v). So (using the description given prior to Theorem 14), the vertex v 0 of Γ is a source vertex, with |s −1 (v 0 )| = m − 1. Moreover, the "new" vertexv of Γ is a source vertex with |s −1 (v)| = 1; we write s −1 (v) = {g}. Note that |Γ 0 | = |E 0 | + 1. Using the isomorphism provided by Theorem 14, it suffices to show that L K (Γ) is Bézout. We define the graph Γ to be the graph Γ, with the vertexv and edge g eliminated. So
Then Γ satisfies the appropriate criteria given in the previous two paragraphs, so we conclude that
So Γ is a graph which contains a source vertexv which emits a single edge g. We reexamine the proof of the n = 1 case above, but replacing v and f by the pairv and g. We note that T (v) ⊆ T (v) and T (r(f )) = T (r(g)), so that at the point in the previous proof where we construct ω ′ , we may still in the new proof conclude that ω
On the other hand, at the point in the previous proof where we use that ωL K (E)ω is Bézout by the induction hypothesis, we now have that ωL
is Bézout by the argument in the previous paragraph. So proceeding as in the n = 1 case, we conclude that
Case 3: E contains a source cycle.
The third and final case in the induction involves an analysis of the situation in which E contains a source cycle. Recall that we have denoted the cycle by c, and the set of vertices c 0 by V , and the set of vertices E 0 \ V by W . As in Case 2, if c is an isolated cycle, then
−1 ]) with n the length of the cycle (see Remark 1 together with [3, Lemma 2.7.1]), and L K (E W ) is Bézout by the induction hypothesis. So
If c is not isolated, then the two-sided ideal W of L K (E) is denoted by J. By Lemma 7,
Since c is a cycle, the set Θ(V ) is infinite (for instance, it contains c n for each n ∈ N). We will use a two-step process to show that L K (E) is Bézout in this situation as well. First, we establish that any finitely generated left ideal I of L K (E) which is contained in J is principal. We then parlay this first step result to show that every finitely generated left ideal of L K (E) is indeed principal.
For any N ≥ 0, we define Θ N (V ) ⊆ Θ(V ) to be the (finite) subset of Θ(V ) consisting of those paths of the form αc i β, where i ≤ N, and neither α nor β contain c as a subpath. We then set
Since I ≤ J is finitely generated, there necessarily exists N ≥ 0 for which I ≤ J N . This observations allows us to prove that I is principal by using induction on the number of summands which appear in the above display. Call this number m.
The m = 1 case is established as follows. By the induction hypothesis ωRω is Bézout. If I ≤ Rω, then Proposition 9 can be invoked. On the other hand, if I ≤ Rf * ǫ * for some f and ǫ, then Lemma 10 with δ = ǫf finishes the job.
So we assume that if I ≤ A 1 ⊕ A 2 ⊕ · · · ⊕ A m−1 (where each A t is of the form Rf * ǫ * , and possibly A t = Rω for some (unique) t), then I is principal. We show that if I ≤ A 1 ⊕ A 2 ⊕ · · · ⊕ A m , where each A t is of the form Rf * ǫ * , and possibly A t = Rω for some (unique) t, then I is principal as well. If I ∩ A t = {0} for some t then I is isomorphic (via the projection along A t ) to an ideal which is contained in a direct sum of m − 1 A ′ i s, and so we are done by induction. Hence we may assume that I ∩ A t = {0} for all 1 ≤ t ≤ m. So in particular we have I ∩ A j = {0} for some
So by induction we get I/I ∩ A j is isomorphic to a principal left ideal; that is, since R is hereditary and hence any left ideal is projective, I/I ∩ A j is isomorphic to a direct summand of R = Rν ⊕ Rω.
Moreover, using again that I/I ∩ A j is projective, the short exact sequence
splits, and so I ∼ = (I ∩ A j ) ⊕ I/I ∩ A j . So, as a direct summand of I, in particular we get that B := I ∩ A j is both finitely generated and projective. Let W ′ denote T (r(f )), and let ω ′ denote the sum of the vertices in W ′ . Then ω ′ Rω ′ is Bézout by the induction hypothesis. So we may apply Proposition 11 to get that I ∩ A j is principal, and is isomorphic to a direct summand of Rω ′ . So we have I ∼ = (I ∩ A j ) ⊕ I/I ∩ A j , which is isomorphic to a direct summand of Rω ′ ⊕ Rν ⊕ Rω.
Now consider the cycle c for which c 0 = V . Denote V by v 1 , v 2 , . . . , v ℓ , and the edges of c by h 1 , h 2 , ..., h ℓ , with s(h i ) = v i and r(h i ) = v i+1 . By the CK2 relation we have
. By Lemma 6 parts (3) and (4) we have Rv 2 ∼ = Rh 1 h
We denote ⊕ f ∈∆(V ) Rf f * by N. So we have shown that Rv 1 ∼ = Rv 1 ⊕ N. But by repeated substitution, this then gives
for any positive integer s. We use this same idea to establish that
for any positive integer s; rephrased, Rν ∼ = Rν ⊕ N sℓ for any positive integer s.
Now consider any vertex
Then there is a path from V to u, which necessarily must have as its initial edge an element f ∈ ∆(V ). So using the same argument as in the previous paragraphs, by the CK2 relations we have that, for each u ∈ W ′ , Ru is * , FRANCESCA MANTESE, AND ALBERTO TONOLO isomorphic to a direct summand of Rf f * for some f ∈ ∆(V ). 
which by the previous display gives that I is isomorphic to a direct summand of Rν ⊕ Rω ′′ . But this last module is indeed a left ideal (a direct summand of R), so that I is isomorphic to a direct summand of R, i.e., I is principal.
So we have established the first step of Case 3, namely, that any finitely generated left ideal I which is contained in J is principal.
Next, we establish the result for finitely generated left ideals I which contain J. To do so, we use some general results about Leavitt path algebras, see e.g. [3] . We have that
, where H(W ) is the hereditary saturated closure of W in E, and E/H(W ) is the graph gotten from E by eliminating all the vertices in H(W ) and all attendant edges.
In particular, if V is the set of vertices of a source cycle, then
, which it turns out to be isomorphic to M n (K[x, x −1 ]) as K-algebras. Let as usual c = e 1 . . . e n be the source cycle based on v 1 . Then specifically, the isomorphism is given by
For any t ∈ N let d t ∈ R denote the element
Then a straightforward computation yields that
Moreover, as left R-ideals, Rd t y = Ry, because (again by an easy computation) we have d * , FRANCESCA MANTESE, AND ALBERTO TONOLO
We claim that I = R(C N νy + t). Clearly I ≥ R(C N νy + t), since t and νy and so t + C N νy are in I. For the other inclusion note that C N (C * ) N (C N νy + t) = C N νy + C N (C * ) N t = C N νy. So C N νy ∈ R(C N νy + t) and hence t ∈ R(C N νy + t). Thus RC N νy + Rt = R(C N νy + t) and so I ≤ R(C N νy + t). In summary, we have shown that I is a principal ideal whenever I is a finitely generated ideal which is contained in J, and also whenever I is a finitely generated ideal which is not contained in J. So we have completed Case 3 in the induction, and thereby have established the Theorem.
Almost the entirety of the heavy lifting required to show that L K (E) is Bézout for all graphs E has been completed by establishing the result for finite graphs, i.e., Theorem 15.
Corollary 16. Let E be an arbitrary graph and K any field. Then L K (E) is Bézout.
Proof. By [3, Corollary 1.6.10] (or by [15, Theorem 4 .1]), L K (E) is the direct limit of unital subalgebras, each of which is isomorphic to the Leavitt path K-algebra of a finite graph. By Theorem 15, each of these unital subalgebras is Bézout. So every finite set of elements of L K (E) is contained in a unital Bézout subring of R. Now apply Lemma 8.
To provide some comparison with the previously mentioned work on principal ideal rings, we offer the following.
Proposition 17. Let E be a finite graph. Then L K (E) is a principal ideal ring if and only if no cycle in E has an exit.
Proof. If no cycle in E has an exit, then by [3, Corollary 2.7.5] L K (E) is isomorphic as rings to a direct sum of copies of matrices over K and/or matrices over K[x, x −1 ]. But each of these is well-known to be a principal ideal ring, hence so is their direct sum.
On the other hand, suppose there is a cycle in E which has an exit. Denote the cycle by c, and without loss of generality assume that c is based at v, and that the presumed exit f for the cycle has s(f ) = v. For each positive integer i consider the element ψ i := c i (c
. A straightforward computation yields that each ψ i is an idempotent, and that ψ i ψ j = 0 for i = j. Moreover, each ψ i is nonzero, since otherwise 0 = ψ i = ψ i c i f = c i f − c i+1 c * f = c i f − 0 = c i f , which contradicts the previously mentioned property that KE embeds in L K (E) injectively. So the left ideal ⊕ i≥1 L K (E)ψ i of L K (E) is not finitely generated, and therefore cannot be principal.
As one nice consequence of Theorem 15, we get the following description of the finitely generated projective L K (E)-modules which appear (up to isomorphism) as left ideals of L K (E).
Corollary 18. Let E be an arbitrary graph and K any field. Let R = L K (E). Let P be a finitely generated projective left R-module. Then P is isomorphic to a left ideal of R if and only if P is principal.
Proof. If P is isomorphic to a left ideal of R then Corollary 16 gives the result. Conversely, if P is principal then there exists R → P → 0, which splits since P is projective, and so P is isomorphic to a direct summand of R, and thus isomorphic to a left ideal of R.
