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Abstract
Targeted spectroscopic exoplanet surveys face the challenge of maximizing their planet detection rates by means of careful planning.
The number of possible observation combinations for a large exoplanet survey, i.e., the sequence of observations night after night, both
in total time and amount of targets, is enormous. Sophisticated scheduling tools and the improved understanding of the exoplanet
population are employed to investigate an efficient and optimal way to plan the execution of observations. This is applied to the
CARMENES instrument, which is an optical and infrared high-resolution spectrograph that has started a survey of about 300 M-dwarf
stars in search for terrestrial exoplanets. We use evolutionary computation techniques to create an automatic scheduler that minimizes
the idle periods of the telescope and that distributes the observations among all the targets using configurable criteria. We simulate
the case of the CARMENES survey with a realistic sample of targets, and we estimate the efficiency of the planning tool both in terms
of telescope operations and planet detection. Our scheduling simulations produce plans that use about 99% of the available telescope
time (including overheads) and optimally distribute the observations among the different targets. Under such conditions, and using
current planet statistics, the optimized plan using this tool should allow the CARMENES survey to discover about 65% of the planets
with radial-velocity semi-amplitudes greater than 1 m s−1 when considering only photon noise. The simulations using our scheduling
tool show that it is possible to optimize the survey planning by minimizing idle instrument periods and fulfilling the science objectives
in an efficient manner to maximze the scientific return.
Keywords: Astronomical instrumentation, methods and
techniques, Methods: miscellaneous, Surveys, Planetary sys-
tems, Stars: late-type
1 Introduction
Radial-velocity surveys, together with dedicated photometric
space missions such as CoRoT and Kepler, have proved to
be the most efficient way of discovering exoplanets. Radial-
velocity surveys have generally been focused on solar-type
stars, but recently the interest in planets orbiting late-type
stars has increased. Due to their lower mass, the radial-velocity
semi-amplitude induced by rocky planets around M dwarfs is
1.5−5 times larger than in the case of solar-type stars for simi-
lar orbital periods. This makes low-mass stars uniquely suited
to the detection of Earth-like planets provided that instru-
ments reaching the 1 m s−1 precision level are available. Par-
ticularly interesting are rocky planets in the habitable zones
of their host stars, whose radial-velocity signals can reach a
few m s−1 in the case of M dwarfs. However, a spectroscopic
survey of low-mass stars has to face two main challenges: 1)
the targets are generally faint and 2) they show higher levels
of intrinsic variability due to higher stellar magnetic activity
than Sun-like stars. For this reason, less than 100 exoplanets
out of the over 3500 known to date have been discovered or-
biting M dwarfs [e.g., Bonfils et al., 2013; Delfosse et al., 2013;
Tuomi et al., 2014; Astudillo-Defru et al., 2015], and most of
them are around early-M dwarfs.
CARMENES1 (Calar Alto high-Resolution search for M
dwarfs with Exo-earths with Near-infrared and optical E´chelle
Spectrographs) is a next-generation instrument aiming at the
discovery and study of a statistically significant sample of
exoplanets around M dwarfs using precise radial velocities.
CARMENES is mounted on the 3.5-m Zeiss telescope at the
Calar Alto Observatory [Almer´ıa, Spain; Sa´nchez et al., 2007,
2008], and it has been built by a German-Spanish consortium
[Quirrenbach et al., 2014]. It consists of two spectrographs, one
sensitive to visible light and another one to the near infrared.
The radial velocity precision is expected to be of the order
of 1 m s−1, similar to current instruments in the visible, such
as HARPS [Mayor et al., 2003] and HARPS-North [Cosentino
et al., 2012]. However, the main advantage of CARMENES
is the simultaneous measurement of Doppler shifts over a very
wide spectral range from the visible (>0.52 µm) to the near in-
frared (<1.71 µm). The infrared channel is designed to monitor
the radial velocity of stars in the wavelength region of the spec-
tra where late-type dwarfs emit the bulk of their light. On the
1http://carmenes.caha.es
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other hand, the visible channel has as well plenty of radial ve-
locity information (spectral lines are abundant), and the com-
bination with infrared measurements is ideal to monitor stellar
activity, thus providing means of disentangling true exoplanet
signals from other effects [Reiners et al., 2010, 2013]. As part
of the guaranteed-time observations (GTO), CARMENES is
surveying about 300 M dwarfs [Caballero et al., 2013; Alonso-
Floriano et al., 2015]. The commissioning of the instrument
ended in December 2015 and regular operations started in Jan-
uary 2016. The GTO survey will extend for at least three years,
using over 600 nights of telescope time, with the goal of dis-
covering dozens of new planets, particularly focusing on those
residing in the habitable zones of their stars.
One of the major challenges of the CARMENES survey is
the efficient planning of the observations of the numerous tar-
gets in the sample. In general, any kind of astronomical survey
requires the execution of a large number of observations ful-
filling several constraints. Some of these constraints can be
predicted (e.g., visibility and elevation of the object) and have
to be necessarily satisfied, and others are unknown until the
time of execution of the observations (e.g., integration time,
environmental conditions). In addition, there are some scien-
tific constraints that should be optimized, such as the number
of targets that have to be observed and the number of observa-
tions of each target [Perger et al., 2017]. The optimization of
these constraints is a key factor for obtaining a suitable sched-
ule with an adequate exploitation of the resources and with a
high scientific return. Due to the large number of parameters
involved, the planning and scheduling of observations carried
out by human operators is a laborious and complicated process
that does not guarantee an optimal result.
The CARMENES GTO survey also includes a careful plan-
ning of the observations to ensure the most efficient use of
the telescope time and thus to maximize the science output.
Although most past surveys have used a manual approach to
planning, new projects increasingly appreciate the importance
of carefully optimizing the observation schedule. In this sense,
different mathematical tools to solve automated planning and
scheduling problems have been developed, ranging from simple
heuristics to more complex Artificial Intelligence applications
[Donati et al., 2012; Kitching & Policella, 2013]. Examples
include the scheduling tools of ALMA [Espada et al., 2014],
Las Cumbres Observatory Global Telescope [Brown et al.,
2013], EChO [Garcia-Piquer et al., 2014c], the Automated
Planet Finder Telescope [Burt et al., 2015], MrSPOCK for the
Mars Express mission [Cesta et al., 2009], the James Webb
Space Telescope [Giuliano et al., 2011], and the SOFIA mis-
sion [Civeit, 2013]. To complement these examples, a summary
of other planning and scheduling tools used in astronomical
observatories can be found in [Colome´ et al., 2012].
In particular, Genetic Algorithms (hereafter GAs), which are
Evolutionary Computation (EC) techniques [Holland, 1975],
are very useful for this purpose. EC is an Artificial Intelligence
subfield focused on emulating natural evolution by means of
combining potential solutions using selection, combination and
mutation operators [Freitas, 2002]. The goal of GAs is to ef-
ficiently explore a large amount of potential solutions in or-
der to find near-optimal solutions [Goldberg, 1989] fulfilling
all constraints and optimizing the goals defined in the prob-
lem. GAs must be adapted to the particularities of the prob-
lem in order to obtain suitable results [Garcia-Piquer et al.,
2014a]. Generally, a scheduler for astronomical observations
has more than one parameter that needs to be optimized, re-
sulting in a Multi-objective Optimization Problem (MOP) that
can be defined as the problem of finding a vector of decision
variables satisfying constraints and optimizing a vector func-
tion whose elements represent the objective functions [Osy-
czka, 1985]. These functions form a mathematical description
of performance criteria that are usually not disjoint (i.e., they
are in conflict with each other). Hence, the term “optimize”
refers to finding a solution that yields acceptable values for
all objective functions [Coello Coello, 1999]. Usually there is
not a single point that simultaneously optimizes all the ob-
jective functions of a MOP. Therefore, in these problems it is
necessary to look for trade-offs, rather than single solutions.
The concept of Pareto Optimality [Pareto, 1897] defines that
we can consider a Pareto optimal when no feasible vector of
decision variables exists that would decrease some criterion
without causing a simultaneous increase in at least one other
criterion. Thus, this concept almost always does not yield a
single solutions but a set of solutions called the Pareto opti-
mal set. All solutions included in the Pareto optimal set are
non-dominated (i.e., there is no solution better than the rest)
and they have a different trade-off between objectives [Garcia-
Piquer, 2012]. The plot of the objective functions whose non-
dominated vectors are in the Pareto optimal set is called the
Pareto front [see, Coello Coello, 1999, 2001, for further details].
Multi-Objective Evolutionary Algorithms [hereafter, MOEAs
Coello Coello et al., 2007] are recognized as one of the most
valuable and promising approaches to addressing complex and
diverse problems of multi-objective optimization.
In this paper we present in detail the scheduling tool devel-
oped in the context of the CARMENES GTO survey, already
introduced in [Garcia-Piquer et al., 2014b]. Although it has
been designed for a radial-velocity application, it is seamlessly
adaptable to other purposes and constraints [see e.g., Garcia-
Piquer et al., 2014c]. In Sect. 2 we describe the general im-
plementation of the scheduling tool, based on GAs. In Sect. 3
we apply the constraints of the CARMENES survey and we
analyze the efficiency of the scheduling algorithms in terms of
telescope and instrument operations. Finally, in Sect. 5 we an-
alyze the results of the optimal schedule calculations to assess
their scientific efficiency in the case of a radial velocity survey
and to estimate the CARMENES expected exoplanet yield.
The conclusions are presented in Sect. 6.
2 CAST
The first step to schedule an astronomical survey is the prepa-
ration of the sample of targets and the identification of obser-
vational constraints that may be defined by the target stars,
the telescope and instrument design, and the science require-
ments. As mentioned above, CARMENES will carry out a
survey of ∼300 M dwarfs for a period of at least three years.
For this paper, we have used a list of 309 high-priority po-
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Figure 1: Top: Mollweide projection of the distribution on the
sky of the 309 CARMENES targets used in our simulations. Bot-
tom: Spectral type distribution of the targets. In both panels,
filled symbols and bars indicate active stars with the Hα line in
emission.
tential target candidates compiled in the CARMENES input
catalogue [dubbed Carmencita; Caballero et al., 2013; Alonso-
Floriano et al., 2015]. The CARMENES science objectives for
at least 60 observations to be obtained for each target. These
high-priority M dwarfs are selected from a larger sample by
removing unsuitable systems for the survey (e.g., faint stars in
the J-band for their spectral subtypes, or spectroscopic or close
visual binaries). The list comprises targets distributed among
all M dwarf spectral subtypes as shown in Fig. 1, which also
depicts the distribution of targets on the sky. The J magnitude
ranges from 4.2 to 11.2 mag, with a mean value of 7.7±1.0 mag.
For simplicity, the simulation experiments presented in this pa-
per assume that all targets have the same priority. However,
an external priority value is included in the description of the
algorithm. This is because such functionality has been imple-
mented in the operational CARMENES scheduler in case that
it needs to be considered for the optimization over the course
of the survey (e.g., to increase measurement cadence of inter-
esting targets or to sample specific periods). This priority is
an integer value that is assigned to each target by a user, with
larger values indicating higher priority.
Regarding the constraints of the survey, they can be divided
into two different categories: hard constraints and soft con-
Table 1: List of CARMENES observational constraints.
Constraint Category Computation
Night Hard In advance
Elevation Hard In advance
Moon influence Hard In advance
Visibility duration Hard In advance
Pointing Hard In advance
Overlapping Hard In advance
Overhead time Hard In advance
Environmental conditions Hard On the fly
Observing time Soft In advance
On the fly
Observation deviation Soft In advance
Observing cadence Soft In advance
straints. The first ones have to be necessarily satisfied, and
the second ones express a preference of some target combi-
nations over others. Thus, the final scheduling solution must
fulfill all hard constraints and should optimize soft constraints.
2.1 Scheduling constraints
In the case of the CARMENES GTO survey, the hard con-
straints implemented in the CARMENES Scheduling Tool
(hereafter CAST) are mainly related to the visibility of the
targets from the Calar Alto Observatory, the operation over-
head times, and the environmental conditions. These restric-
tions can also be adapted for other surveys and facilities such
as space-based telescopes [see e.g., Garcia-Piquer et al., 2014c].
The hard constraints identified are summarized in Table 1 and
are described as follows:
1. Night. The object shall only be observed from after-
noon twilight to morning twilight. The coordinates of
the targets on the sky and twilight times are computed
according to the date of observation and the location of
the observatory. Additionally, if needed, the observabil-
ity window of each target can be computed according to
given ephemerides for the case of objects with periodic
variability. For this paper we have considered the start
of the astronomical twilight at Calar Alto Observatory as
a conservative approach (Sun at −12 deg elevation).
2. Elevation. The elevation of each object is calculated ac-
cording to its equatorial coordinates and the geographic
coordinates of the observatory. The objects shall only be
observed if they exceed a specific elevation for at least
a certain amount of time. The elevation and time are
two parameters that can be introduced in the global con-
figuration of CAST. For CARMENES, the scheduling
requirement is that a target must be above 30 deg for a
time span longer than its estimated integration time .
3. Moon influence. Targets shall be observed when 1) the
Moon is below the horizon or 2) the Moon is sufficiently
far so that the observation is not significantly contami-
nated by background light. We have established that
the minimum acceptable distance to the Moon (rmin) is
20 deg. Beyond this distance, a hard constraint function
on the Moon is evaluated to select only targets that are
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at least 5 magnitudes brighter than the background (see
Appendix A.1 for further details).
4. Visibility duration. The total time during which the
Night, Elevation and Moon influence constraints are ful-
filled shall be equal or higher than the minimum visibility
time required for a target observation. This minimum
time corresponds to the exposure time, which is computed
using a calibration as a function of J-band magnitude us-
ing real CARMENES observations (see Appendix A.2 for
more details). The maximum exposure time is set to 30
minutes to avoid biasing the barycentric correction. This
exposure time limitation only affects 35 late-type dwarfs
in our sample, which would need longer integration times
according to their J-band magnitude. However, the ef-
fect of the reduction of exposure time is counterbalanced
by the fact that for faint targets, typically late M-dwarf
stars, the radial-velocity precision needed to detect plan-
ets is not as high as for earlier types.
5. Pointing. In case of pointing restrictions, targets shall
only be observed if they are between minimum and max-
imum elevations as defined by the survey requirements.
Moreover, in the case of CARMENES, the telescope dome
has a “segmented” hatch that allows five open window
configurations with different apertures (see Appendix A.3
for more details). If the window configuration needs to be
changed (because of vignetting) during target integration,
the slide would temporarily block the telescope aperture
and the observation will be affected. Thus, an observa-
tion shall only be selected if the target can be observed
without being obstructed for the entire duration of the
estimated integration time.
6. Overlapping. In operational terms, there are three kinds
of tasks to be considered: 1) target observation, 2) read-
out of the previous observation, and 3) slewing to acquir-
ing a new target. Only tasks 2) and 3) can be executed
in parallel.
7. Overhead time. Pointing to a particular object requires a
specific telescope and instrument configuration. The time
between consecutive observations considers both the tele-
scope slew & acquisition time and the instrument read-
out time. The former includes the time needed to move
the dome, the hatch and the telescope, and an overhead
slew time for acquisition, while the latter is defined by
the detector properties. We assume the total overhead
time between observations to be the duration of the pro-
cess that takes a longer time (see Appendix A.4 for the
detailed logical operations). For the CARMENES sched-
uler, we assume a telescope and dome slew rate of 1 deg
per second, and 60 s to change the dome hatch (the seg-
ments can be moved together, so the time overhead is
independent of the number of segments to move). The
overhead slew time is 120 s and the detectors read out
time is less than 40 s.
8. Environmental conditions. An observation can be pro-
grammed when the environmental conditions permit. In
operation mode during the survey, the CARMENES In-
strument Control System [Garcia-Piquer et al., 2014b]
informs CAST if the environmental conditions are suit-
able for observation. In the simulation mode presented
here, we have used a weather model based on Calar Alto
environmental conditions from 2004 to 2006 (Calar Alto
Observatory, priv. comm.), thus taking into account sea-
sonal weather influence. We assumed that the dome is
closed if: 1) relative humidity reaches 98 %, and must be
closed until it is equal to or below 95 % for at least 20
minutes; 2) the outside temperature is below −15 ◦C; or
3) the wind speed is above 24 m s−1. Furthermore, to be
conservative, we assume that a given night has a max-
imum probability of 20 % of cloudiness in low humidity
conditions or of technical issues impeding observations.
And, finally, the simulator increases the integration time
randomly up to 20 % to simulate the effect of high clouds.
On the other hand, in terms of scheduling, science require-
ments are identified as soft constraints. These restrictions are
also summarized in Table 1 and include:
1. Observing time. The integrated global observing time
(i.e., the time that the telescope is observing), especially
that of high-priority objects, should be maximized. This
guarantees that the most interesting targets are suffi-
ciently observed.
2. Observation deviation. The variance of the number of
times that objects of the same priority have been observed
in the complete survey should be minimized. This con-
straint should ensure that all targets will have a proper
share of assigned observing time.
3. Observing cadence. It is possible to select the number
of observations per night required for each target. As
an optional constraint, the planning tool includes func-
tionality to observe the targets at appropriate times to
increase planet detectability by, e.g., averaging the intrin-
sic stellar noise on radial velocities [see, e.g., Dumusque
et al., 2011a,b] or by optimizing the periodogram window
function over a certain orbital period interval (i.e., avoid-
ing peaks or gaps). In case of transient objects, target
ephemerides are considered. For the present work, we as-
sume that each target will be observed no more than once
per night and randomly for the duration of the survey.
Some of the constraints can be computed in advance but
others, such as weather conditions (environmental conditions),
can only be determined in real time during observations and
the scheduler must be reactive to their variations. For this
reason, although being an independent system, CAST is con-
nected with the Instrument Control System from which it re-
ceives environment parameters and return an observation re-
quest optimized according to current conditions. In order to
reduce waiting times, one of the CAST requirements is that it
should invest less than five seconds in selecting the next tar-
get to be observed. The simultaneous fulfilment of the hard
constraints and the optimization of the soft constraints should
provide a scheduling solution that maximizes the scientific re-
turn of the survey.
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Table 2: Constraints used by the CAST Long-, Mid-, and Short-
term schedulers.
Constraint Long-term Mid-term Short-term
Hard constraints
Night
√ √ √
Elevation
√ √ √
Moon influence
√ √ √
Visibility duration
√ √ √
Pointing
√ √ √
Overlapping
√ √
Overhead time
√ √
Environmental conditions
√
Soft constraints
Observing time
√ √
Observation deviation
√ √
Observing cadence
√
2.2 Scheduling optimization
Given the large number of targets of the CARMENES sam-
ple and its conditions, the complexity in computing the enor-
mous amount of possible combinations in search for a near-
optimal scheduling solution is unaffordable for human opera-
tors. Hence, the scheduling of CARMENES observations can
be addressed as a constraint-satisfaction problem, which is a
combinatorial problem that seeks an assignment of values to
its variables that will satisfy all given constraints. The algo-
rithms used to find the optimal solution to these kind of prob-
lems require a computation time that grows exponentially with
the size of the input. Consequently, approximate or heuristic
methods are useful to find feasible solutions, or those that sat-
isfy most of the constraints, in a reasonable computation time
[Nonobe & Ibaraki, 1998]. In CAST, GA techniques are im-
plemented in order to efficiently explore the large amount of
potential combinations of observations with the goal of select-
ing those that are more efficient.
The algorithms of CAST were presented in [Garcia-Piquer
et al., 2014b] but we provide the basic details here. Two
scheduling strategies are included in CAST: off-line and on-line
[Rasconi et al., 2006b]. The off-line strategy includes two plan-
ning tools, Long-term and Mid-term schedulers, which are de-
signed to plan the targets to be observed within a time interval
according to the hard constraints that can be predicted. The
on-line strategy considers a Short-term scheduler that takes
into account all constraints and adapts the previously com-
puted mid-term plan to the immediate circumstances [Rasconi
et al., 2006a]. Table 2 summarizes the constraints considered
by each of the three schedulers. Their combination is illus-
trated in Fig. 2 and we provide additional details on the three
scheduling tools in Sect. 2.3.
2.3 Genetic Algorithm for the off-line strat-
egy
The Long-term and the Mid-term schedulers use a MOEA to
plan the science observations by promoting the soft constraints
defined for each scheduler. The MOEA process, as a GA,
is generally based on selection, reproduction, and mutation
processes. This paradigm makes it possible to explore all re-
gions of the parameter space, which is a vast area with a large
amount of potential solutions, in search of the best solutions.
This kind of algorithms begins with a set of initial solutions
that are improved through an iterative cycle based on eval-
uating, selecting, recombining, and mutating them. The key
aspect for finding high quality solutions lies in the definition
and design of individual representation, the genetic operators,
and the objectives to be optimized [Goldberg, 2002; Garcia-
Piquer, 2012]. For more details about the design of a MOEA,
the reader is referred to Appendix B. The MOEA applied is
based on the NSGA-II procedure [Deb et al., 2002], which is
one of the most well-known MOEAs. However, with the aim
of obtaining a suitable optimization solution, it is necessary to
design ad hoc parts of the algorithm according to the problems
to be solved, so the Long-term and Mid-term schedulers have
some differences.
2.3.1 Long-term scheduler
The Long-term scheduler plans object observations with a time
scope of several months. It takes into account the Night, El-
evation, Moon influence and Visibility duration constraints.
A procedure based on MOEAs is applied to identify the best
nights when each object should be observed by optimizing the
soft constraint regarding the Observing cadence constraint.
The resulting plan provides a list of potential observation dates
for each object assuming that all scheduled nights for the sur-
vey are suitable. Besides, the Long-term scheduler is run pe-
riodically to take into account observations previously done,
thus counteracting any effect that unpredicted bad weather
may have on the optimization. The execution of this scheduler
is not time-critical because it is run daily before the start of
telescope operations and without interaction with the Instru-
ment Control System to retrieve weather information. There-
fore, it can be used as an standalone planning tool for any
observatory.
The design of the MOEA used in the Long-term scheduler
is defined as follows:
• The individual genotype uses a binary encoding that rep-
resents if the target is planned on a given night. Each
individual consists of N genes {o1, · · · , o
N
}, where N is
the cardinality of the set of nights (N) that the Long-term
scheduler considers (e.g., the number of nights in three
months) and oi corresponds to night i. Moreover, the oi
value has to be 0 or 1, where 0 indicates that the target
is not planned in the corresponding night and 1 indicates
that the target is planned. The order of the targets in
the genotype indicates a temporal sequence from the first
night considered to the last one. The initial population
is built by creating NI new individuals assigning to each
allele a value of 0 or 1 with a probability of 0.5. This
representation does not allow unfeasible individuals.
• The selection, crossover and mutation operators are de-
scribed in Appendix B.2. In the case of the Long-term
scheduler, a mutated gene g′ is obtained by negating g
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Figure 2: Combination of the three schedulers of CAST. The Long-term scheduler plans observations with a time scope of several
months (m1) and is recomputed after a specific number of months (m2). The Mid-term scheduler is executed daily and computes
the observations to be performed during each night. The Short-term scheduler is executed during the night after every exposure and
computes the next optimal observation and an alternative ranked list of alternatives. In this work, we set m1=6 and m2=3 months.
(i.e., alleles that are 0 become 1, and those that are 1
become 0).
• The Long-term scheduler has the optimization goal of
identifying the nights when an object should be observed
according to the Observing cadence constraint. In the
case of CARMENES, it is desirable to observe the tar-
gets when they are near their culmination. The opti-
mization objectives promote the observation of an object
near meridian crossing at the same time that maximizes
the number of observations done. Thus, two objective
functions are defined: Fc promotes the observations of an
object near meridian crossing and Fn promotes the num-
ber of observations of the object, as described by Eqs. 1
and 2, respectively. Where O is the set of nights when
target t is observed, N is the set of genes of the individual
chromosome (i.e., the number of nights to be planned),
Zmin(t) computes the minimum zenith angle that target
t can achieve, Zmin(t, n) computes the minimum zenith
angle that target t can achieve in night n, and O and N
are the numbers of elements (cardinality) in sets O and
N , respectively (i.e., the number of nights when a target
is observed and the total number of nights in the plan-
ning). Fc and Fn have normalized values between 0 and
1, and they are optimized when minimized.
Fc (O, t) =1 −
1
O
·
 ∑
o∈O
Zmin(t)
Zmin(t, o)
 . (1)
Fn (N,O) =1 −
O
N
 . (2)
• We consider that the most suitable solution is the indi-
vidual that has the lower average of objectives (the de-
fined objectives have to be minimized to be optimized)
from all the individuals in the first Pareto front (i.e., non-
dominated individuals).
2.3.2 Mid-term scheduler
The Mid-term scheduler plans the observations that should
be executed during a specific night by optimizing the Observ-
ing time and Observation deviation soft constraints, and ac-
cording to the results of the long-term plan. Moreover, the
resulting mid-term plan fulfills all the hard constraints that
are predictable: Night, Elevation, Moon influence, Visibility
duration, Pointing, Overlapping, and Overhead time. The ex-
ecution of this scheduler is not time critical because it can be
run before the start of the nightly telescope operation, and
therefore, a GA is used to obtain a near-optimal plan.
The MOEA used in the Mid-term scheduler is designed as
follows:
• The proposed individual genotype is made up of double
numbers that represent the starting time of the observa-
tion of the targets. Each individual consists of T genes
{o1, · · · , o
T
}, where T is the cardinality of the set of tar-
gets to be planned (T ), and oi corresponds to target i.
Moreover, the oi value has to be between the range [wst,
wet − dt], where w is a random uniform window in Wt,
which are all the visibility windows in the night for target
t, wst is the Julian day of the starting time of window w
for target t, wet is the Julian day of the ending time of
window w for target t, and dt is the estimated integra-
tion time in Julian days for target t (see Appendix A.2).
Moreover, oi can have a value of −1 indicating that tar-
get i does not have a starting time assigned (i.e., it is not
planned). The order of the targets in the genotype does
not indicate a temporal sequence, but it is only the order
of the targets in the input data. The temporal sequence
of targets is defined by the alleles, because they indicate
the starting time assigned to each target. For instance, a
target in position i of the genotype can be planned in a
time window previous to the time window of target i− 1.
The initial population is built by creating NI new indi-
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viduals assigning to each allele oi a −1 value or a value in
the range between [wst, wet−dt] following a uniform dis-
tribution. The process to build each individual is based
on placing the observations of the targets, selected in ran-
dom order, and avoiding overlaps. In case of overlapping,
the target is unplanned (i.e., a value −1 is assigned).
• Selection, crossover and mutation operators work as Ap-
pendix B.2 shows. In the Mid-term scheduler, the muta-
tion operator alters a gene g′ by changing its allele with a
value inside the potential time windows of the correspond-
ing target. Thus, a mutated gene g′ changes its allele with
a random uniform value µ in the range [wst, wet − dt]
and −1 (i.e., g′ = µ). In this case, the crossover of two
feasible individuals can generate unfeasible offspring due
to overlapping, and the mutation of a feasible individual
can also generate an unfeasible solution. This is solved
by a repairing procedure devoted to obtain feasible new
individuals, as the next point explains.
• An individual represents the time windows assigned to
target observations, but it does not consider the slew
time between two observations. Thus, this aspect has
to be considered for obtaining the final planning codified
by each individual. This modification can produce an
unfeasible individual because it can have conflicting ob-
servations (i.e., presence of overlaps in the observations).
There are two ways for obtaining an unfeasible individual
that requires repair during the GA process: 1 ) the indi-
vidual has overlapping between two or more observations,
and 2 ) there is overlapping between two or more obser-
vations when slew time is added to each observation. We
may find that it is necessary to repair the individuals af-
ter the mutation process in order to obtain feasible ones.
Thus, the main idea of the repair operator is to solve all
overlaps in the individual by unplanning conflicting tar-
gets. The unplanning of one target can solve overlaps
between several targets.
• The optimization goal of the Mid-term scheduler is to
plan the selected objects according to two objectives re-
lated to the Observing time and Observation deviation
soft constraints, with the aim of minimizing the instru-
ment idle time (time of the night during which the in-
strument is not acquiring scientific data) weighted with
the priority completeness of the targets, and mitigat-
ing the problem of scheduling the objects that require
longer observations. Consequently, the Mid-term sched-
uler optimizes two functions. Fw promotes the time
scheduled for observations of objects near meridian cross-
ing according also to their priority, and Fd promotes a
proper distribution of the observations of the objects with
the same priority, as described in Eqs. 3 and 4, respec-
tively. Where S is the set that contains the observa-
tions scheduled in the night, otarget is a target associ-
ated to observation o, odatetime is the mid time of ob-
servation o, integrationT ime(otarget) computes the es-
timated integration time in seconds of a target observa-
tion, nightduration indicates the duration of the night
in seconds, priority(otarget) is the priority of the target
associated to observation o normalized according to the
priorities of all targets, Zmin(otarget) computes the min-
imum zenith angle that target otarget can achieve dur-
ing the night, Zmin(otarget, odatetime) computes the min-
imum zenith angle of target otarget at the date and time
odatetime, P is the set of priorities, Sp is the set that
contains the observations of targets with priority p in the
night, Tp is the set of the targets with priority p, St is the
set that contains the observations of target t, and P , Sp,
Tp, St are the number of elements (cardinality) in sets
P , Sp, Tp, and St, respectively. Fw and Fd have values
between 0 and 1, and they are optimized when minimized.
Fw (S) =1 −
∑o∈S
(
integrationTime(otarget) · weight(o)
)
night duration
 ,
weight(o)=priority(otarget) ·
Zmin(otarget)
Zmin(otarget, odatetime)
.
(3)
Fd (S) =
∑
p∈P stdev (S, p, p)
P
,
p=
Sp
Tp
,
stdev
(
Sp, p, p
)
=
√√√√√√ ∑
t∈Tp
(St − p)
2
Tp − 1
.
(4)
• The same strategy as in the Long-term scheduler is ap-
plied to select the most suitable solution (see Sect. 2.3.1).
2.3.3 Short-term scheduler
The Short-term scheduler computes the next observation to be
executed during the night by optimizing the Observing time
and Observation deviation soft constraints and by considering
all previous observations. Moreover, the selected observation
fulfills all the hard constraints, Thus, this scheduler reacts to
immediate conditions (weather, errors, delays, events). Un-
like the Long-term and Mid-term schedulers, the Short-term
scheduler is time critical because it has to select an observa-
tion in a short time. For this reason, in order to avoid intensive
calculations, it repairs the night schedule obtained by the Mid-
term scheduler [Akturk & Kılıc¸, 1999] using astronomy-based
heuristics [Giuliano et al., 2007] instead of using a GA. The
Short-term algorithm is called after the end of an observation,
and its process is explained below.
First, the algorithm removes all objects whose assigned ob-
servation period ended before the current time from the mid-
term plan and selects the next target. For this target, the code
computes the slew time of the telescope. The target observa-
tion obtained for the mid-term plan is adapted (i.e., advanced
or delayed) according to the current time, computed slew time,
and integration time. This observation is only selected if it
fulfills the hard constraint requirements until the end of the
observation. Otherwise, it is discarded and the gap between
the current time and the start of the next observation in the
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mid-term plan is filled. The filling process sorts all the ob-
servations that (1) are not already in the mid-term plan, (2)
fulfill the hard-constraints during the entire window, and (3)
can be completed in the available time. This ranking is done
according to several criteria described below. Finally, the first
observation in the sorted list is selected as the next observa-
tion. The filling process is repeated until the gap is filled or
there are not target observations left. Each target selected
by the Short-term scheduler is sent to the Instrument Control
System, and the information on the success of the observation
is stored in the database for use in subsequent scheduler runs.
Besides, the sorted list of objects can be provided to the op-
erator for override in case of need. Fig. 3 shows an example
of the most common situation where the Short-term scheduler
needs to repair the mid-term plan to select the next target to
be observed.
The ranking of the targets is key in the process of repairing
the mid-term plan by filling a gap between the last executed
observation and the next observations recommended by the
mid-term plan. This ranking is based on astronomical heuris-
tics, and the targets are sorted according to the first rule, then
the second rule, and so on. The defined rules are:
1. The number of times that the target is observed during
the current night (smallest to largest).
2. The target is not in the remaining mid-term plan.
3. The priority of the target (largest to smallest).
4. The number of times that the target has been observed
in the survey (smallest to largest).
5. The proximity to meridian crossing according to Eq. 3
(largest to smallest).
The main idea of this process is to fill the gaps with inter-
esting objects at the current time, according to the times that
they have been observed, their priority, and the proximity to
meridian crossing. Rule 2 is key to fill gaps without affecting
excessively the mid-term plan, which has been globally opti-
mized.
3 CAST scheduling efficiency
In general, CAST is focused on optimizing the three soft con-
straints described in Sect. 2: observing time, observation de-
viation and observation sequence. The first two constraints
maximize the use of the telescope and the instrument while
the last one is included as an optional condition to increase
the scientific return.
In this section we run a set of simulations of the
CARMENES survey with the aim of analysing the efficiency
of CAST in the use of resources. For a quantitative analysis,
we have defined different metrics related to the use of the tele-
scope and the instrument. In particular, we have computed the
fraction of targets that are planned by the scheduler, the total
number of observations, the fraction of available time that the
telescope is operating, the fraction of time during which the
instrument is performing science observations, and the frac-
tion of overhead time. In Sect. 5 we describe the impact of
the observing plans optimized by CAST on the CARMENES
scientific results.
(a)
O1 (15m)
O2 (19m)
O3 (18m)
O4 (15m)
17:45 18:40
18:22 06:23
17:21 18:09
18:3017:18
O5 (19m) 18:2017:12
O6 (6m) 18:3017:12
O7 (5m) 18:3017:12
O8 (4m) 18:4018:15
(b)
ct
06:2317:31 17:49 18:08 18:23 18:42
17:35
...O2O1O4O3
17:12
O5
(c)
...O2O1O4
ct
06:2317:49 18:08 18:23 18:42
17:53
(d)
...O2O1
ct
06:2318:08 18:23 18:42
18:04
(e)
...O2
ct
06:2318:23 18:42
18:19
(f)
...O2
ct
06:2318:23 18:42
18:23
(g)
17:35 17:53 18:04 18:19 18:23 18:42
O2O1O6 O7O3 O8
Figure 3: Examples of observation selection corresponding to
time ct. Ot indicates an observation of target t. For simplicity,
the slew time between observations is not considered. (a) repre-
sents the visibility (i.e., fulfillment of the hard constraints) and
integration time of each target in minutes. The line indicates the
time window where the target is visible, and the integration time
of the observations in minutes is indicated in parentheses. (b), (c),
(d), (e), and (f) present the objects planned in the mid-term plan
that are available at ct. (b), shows how the Short-term scheduler
discards O5 because it is not active in the mid-term plan at ct.
Thereafter, O3 will be shifted and will start at 17:35, because the
observation will end inside its visibility period as it is visible until
18:30. Next, in (c), O4 is not visible after 18:09 and it cannot be
completed if it is delayed until 17:53. Thus, O4 is removed from
mid-term plan. Consequently, there is a gap between 17:53 and
18:08 that will be filled with one or several new observations. In
this case, we assume that two new observations are executed (O6,
O7). (d) depicts how the gap is only filled until 18:04 because
no visible target that is not already in the mid-term plan fits in
the remaining window. O1 is advanced and it will start at 18:04
because it is visible at this time. In (e), O2 is not visible until
18:22, so it cannot be advanced. The gap between 18:19 and 18:23
will be filled with one or several new observations. In this case,
we assume that one new observation is executed (O8). Finally,
in (f), O2 can start at the time scheduled by the mid-term plan.
(g) shows the observations executed by the Short-term scheduler
according to the process described.
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Table 3: Genetic algorithm parameter configuration.
Parameter Value
Long-term generations 1000
Mid-term generations 1000
NI 50
NP 100
ps 0.4
pc 0.9
pµ 1/I
3.1 CARMENES configuration
To be as close as possible to the real survey, we have adopted
the following procedure to run CAST. The Long-term sched-
uler has a scope of six months, and is executed every three
months during the survey. The Mid-term scheduler is exe-
cuted every day taking into account the observations acquired
during the previous night. The Short-term scheduler is exe-
cuted “on the fly” each time a new observation is required and
takes into account the mid-term plan, the observations already
carried out during the night, and any variation on the weather
or instrument conditions.
In terms of parametrization, the Long-term and Mid-term
schedulers have several parameters related to the GA as ex-
plained before. Table 3 summarizes the parameter configura-
tion used in the experiments done, which are related to the
number of generations of the evolutionary algorithm, the num-
ber of elements in the initial set of solutions and in the subse-
quent generations and the probabilities of selection, crossing,
and mutation.
3.2 Results
Because GAs are stochastic methods, CAST is executed 50
times with different random seeds with the aim of avoiding
any bias in the results due to convergence to local minima.
Hereafter, each of these executions is referred to as a trial.
Table 4 summarizes the parameters of the simulations and the
results of the metrics used to evaluate the efficiency of CAST.
From the the simulated weather statistics, the average us-
able time for observations at Calar Alto is around 60 % of
the total night time. Observatory statistics actually indicate
that ∼ 70 % of the nights are useful according to meteoro-
logical variables [Sa´nchez et al., 2007, 2008]. However, as ex-
plained before we have considered and additional up to 20 %
of lost time due to cloudiness or technical issues. Thus, in
three years, there are about 6400 hours during which obser-
vations can be scheduled. The results from our simulations
presented in Table 4 show that all required targets are always
planned. Around 21000 observations are scheduled, occupy-
ing ∼99 % of the good weather time. The break-down of this
time indicates that 84 % corresponds to the telescope collect-
ing photons and 16 % is spent during slews to new positions.
This means that the instrument is collecting photons during
approximately 1700 hours per year. Our simulations show
that CAST can optimize the observing time of the telescope
by selecting the best targets to observe according to environ-
mental conditions at each time. In our simulations, the average
integration time of the targets is around 14 minutes and we
can obtain about 3.2 observations per hour of working time.
Additionally, it is important to distribute equitably the ob-
servations of all the targets. This is the second soft constraint
that CAST must optimize. Fig. 4 shows the number of times
that each target is observed. On average, each M dwarf in
the sample is observed ∼67 times during the three-year sur-
vey. The standard deviation of the number of observations
between targets is 3, which indicates that the resources are
reasonably distributed among the different targets. Only a few
of them have a number of observations significantly below the
average, but this is due to their very limited visibility during
the year (e.g., low declination and faintness). This means that
all targets will have a high number of observations and, if nec-
essary, this number can still be increased if some of the targets
are discarded during the initial sample clean-up (very fast rota-
tors, active stars, spectroscopic binaries that passed our filters,
etc.). On the other hand, the simulations with CAST could
also help in the optimization of the sample since any target for
which a minimum number of observations is not reached can
be rejected, or upper limits to the number of observations per
target can be set.
As already mentioned, CAST includes a soft constraint to
define an observing scheme that maximizes planet detectabil-
ity with the least number of observations. For the present work
we have assumed a maximum of one observation per night for
any target, but a well-sampled window function of the obser-
vations may improve the detectability of signals within a range
of interesting periods. This can be quantified by computing a
phase dispersion parameter given a set of previous observations
for the periods of interest of each target and then estimating
the next best observation that optimizes such parameter [see,
e.g., Freedman et al., 1994]. These techniques to optimize the
periodogram window function can only be applied once several
observations per target are obtained.
3.3 Analysis of the computational perfor-
mance
The computing time of the three scheduler steps with the 309
selected targets is presented in Table 5. CAST has been de-
veloped in C++ language and the experiments have been ex-
ecuted using only one processor of the main computer where
CAST runs in Calar Alto (Dell PowerEdge R420 rack server
with two Intel Xeon CPUs E5-2430 v2 with six cores at
2.50 GHz and 16 GB of RAM). The main restriction in the
scheduling process is the response of the Short-term scheduler.
As already explained, this is used to select the next best survey
target after the end of each observation by taking into account
the environmental conditions. It is required that its execution
takes less than 5 seconds to prevent telescope idle time during
the calculation. This requirement is fulfilled as the Short-term
scheduler selects a new observation in about 56 milliseconds.
The other schedulers can be executed during the day before
the observations, and they do not have any time restriction.
Nevertheless, they produce results in a reasonable time: about
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Figure 4: Number of observations scheduled for each target. The horizontal axis represents the identifier of each one of the 309 targets
used in our simulations sorted by increasing declination. Declination ranges from −21 to 83 deg in our sample. The bars show the
average and standard deviation values of the 50 executions.
Table 4: CAST parameters and mean values of the metrics.
CAST parameters (a)
Days planned 1096
Total targets 309
Total observable time 10703.05 h
Unfavorable weather time 4300.23±88 h
Available time for observations (b,f) 59.82±0.82 % (6402.81 h)
Execution Time of CAST 23.85±0.11 h
Metrics (a)
Planned targets (c) 100±0 %
Observations done 20827±293
Working time (d,f) 99.05±0.06 % (6342.03 h)
Tracking time (e,f) 84.18±0.03 % (5338.77 h)
Overhead time (e,f) 15.82±0.03 % (1003.22 h)
(a)The uncertainties are computed as the standard deviation of 50 random
trials.
(b)Fraction of time available for observations, excluding bad weather time.
(c)Fraction of the targets that are planned.
(d)Fraction of time with scheduled telescope operations with respect to the
available time for observations.
(e)Fraction of time with respect to the working time.
(f)The number of hours is indicated in parentheses.
Table 5: Average computing times of the three scheduler strate-
gies in the 50 trials.
Scheduler Execution Time (s)
Long-term scheduler 1815.166
Mid-term scheduler 58.347
Short-term scheduler 0.056
30 minutes and < 1 minute for the Long-term and Mid-term
schedulers, respectively.
4 CAST in real operation
CAST is in real operation since September 2016 for the
CARMENES survey. The used version includes some addi-
tional functionality that is specific to the observing program
and that is intended to adapt its performance to the actual
working conditions. We list here some of these additional spe-
cific features that extend beyond the general design described
above:
• During the survey it is possible to change the priority of
an object to increase the chances of it being selected by
CAST.
• It is possible to disable an object to make it unavailable
for CAST.
• CAST can include the observations of telluric standard
stars during the nautical twilight in the planning.
• Bright stars can also be planned during nautical twilight
updating the Night constraint of the affected objects with
the desired Sun altitude.
• A parameter is available to select the maximum number
of times that a target can be observed during one night.
• It is possible to assign a cadence of observations to each
target to sample different periods (from days to months).
• Interesting or standard stars can be labeled as manda-
tory. This implies that they must be observed every night
while they have this flag active. This constraint is also
considered by the Mid-term scheduler in two steps: 1) the
Mid-term scheduler is executed only with the mandatory
objects, following the same defined objective functions,
and 2) the Mid-term scheduler is executed a second time
with the remaining objects but blocking window times
where the mandatory objects have been planned. The
final mid-term plan is the merging of both plans.
• The quality of the night according to transparency con-
ditions can be considered. This quality can be modified
during the night by the operators. There are six key-
words indicating different night quality levels: excellent,
good, fair, poor, very poor and bad. When an observa-
tion is required with a night quality that is not excellent,
the mid-term plan is not considered and the short-term
scheduler is in charge of selecting the next observation.
In this situation, the rules specified in Sect. 2.3.3 are
modified as follows:
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1. The proximity to meridian crossing according to
Eq. 3 (largest to smallest) weigthed with Rq following
equation
Rq(t, q) =
( tmagnitude
4.2
)(q−5)
, (5)
which relates the magnitude of an object with the
quality of the night in order to increase the ranking
of bright objects. In Eq. 5, tmagnitude is the J-band
magnitude of target t, and q is the quality of the night
that goes from 4 (good) to 0 (bad).
2. The number of times that the target is observed in
the current night (smallest to largest).
3. The priority of the target (largest to smallest).
4. The number of times that the target has been ob-
served in the survey (smallest to largest).
5 The impact of efficient scheduling on
the scientific return
5.1 Exoplanet yield simulation
In this section we analyze the impact of our scheduler algo-
rithms in the scientific results of the CARMENES survey. We
estimate how many planets would be detected in a radial-
velocity survey following our planning scheme. As described in
the introduction, the CARMENES survey has been designed to
discover a statistically significant sample of exoplanets orbit-
ing M dwarfs [Quirrenbach et al., 2014]. We have shown that
CAST can optimize the survey to obtain over 67 observations
per target distributed during the three years of operations. To
evaluate the exoplanet yield, we have performed a number of
simulations that are described below.
We simulated 100 hypothetical planet scenarios using the
stellar properties available for our 309 potential targets in the
CARMENES database: right ascension, declination, magni-
tude (which are input parameters of the scheduling algorithms)
and spectral type. We used mass-luminosity relations to esti-
mate the mass of each target. 2MASSKs-mag and distance are
taken from Carmencita [Caballero et al., 2013; Alonso-Floriano
et al., 2015] to derive absolute K-band magnitudes, and masses
are computed using calibrations from [Delfosse et al., 2000].
The properties of the simulated exoplanets were estimated
according to the currently available exoplanet statistics. We
used functional fits instead of the tables given in papers for
convenience and to approximately reproduce the expected be-
haviour of the probability distributions with mass and period.
However, these distributions should be taken with some cau-
tion given the uncertainties of planet ratio tables. The specific
details for the different parameters were as follows:
• We used the mass distribution from [Mayor et al., 2011],
which considers planets orbiting FGK type stars. Planet
rates for M-dwarfs are also provided by [Bonfils et al.,
2013], but they are based on a smaller sample of plan-
ets, thus with large uncertainties or only upper limits.
However, since we are interested in M dwarfs, we scaled
the planet rates of the largest mass bins in [Mayor et al.,
2011] following the statistics in [Dressing & Charbonneau,
2013]. As a smooth approximation to the binned statis-
tics, for our simulations we fitted an exponential function
to the resulting planet rates. We considered planets with
masses between 1 M⊕ and 1000 M⊕, by extrapolating the
fit below 3 M⊕. We set a lower limit to the planet mass at
1 M⊕ because, although we expect that sub-Earth mass
planets are very abundant, their statistical distribution
is not sufficiently well constrained to enter our simula-
tions. Furthermore, such low-mass planets are unlikely
to be detectable by CARMENES.
• To assign the orbital periods, we proceeded in the same
way by using the planet rates for giant and large Neptune-
like planets given in [Fressin et al., 2013] for simulated
planets with masses above 30 M⊕, and those given by
[Dressing & Charbonneau, 2015] for smaller planets. In
this case, we fitted a second order polynomial in a log-log
scale to take into account the lower probability of planets
on short periods. In our simulations we assumed 0.5 days
as the minimum orbital period of planets.
• The eccentricity was assumed to follow the distribution
presented in [Kipping, 2013].
• The inclination was taken as uniformly distributed in
sin i, taking into account all the possible orientations of
the orbital plane.
• The argument of the periastron was assumed to follow a
uniform distribution between 0 and 360 deg.
• The multiplicity of exoplanets systems was adopted to
follow the Kepler Objects of Interest statistics for 1135
stars (58.9 % of single planet systems, 26.5 % of double
planet systems, 8.6 % triple, 4.3 % quadruple, 1.3 % quin-
tuple, 0.2 % sextuple, and 0.2 % heptuple). These multi-
plicity rates slightly underestimate the fraction of plan-
ets per star in our simulations because of geometrical ef-
fects (narrower orbital inclination range for transits as
the number of detected planets increases). However, this
should not affect the conclusions of our analysis. Assum-
ing that all stars have planets, our statistics of multiple
systems predicts about 1.6 planets per star, close to the
range of values given by [Gaidos et al., 2014] and [Dressing
& Charbonneau, 2015]. In the case of multiple systems,
for our simulations we imposed a conservative minimum
ratio between planet periods of 1.3 to ensure realistic con-
figurations in terms of orbital stability.
More details on the functional relationships and assumptions
are provided in [Perger et al., 2017].
Our method to validate the scientific efficiency of the
CARMENES survey using CAST is described as follows:
1. Firstly, we generated a planet scenario s as described
above. For statistical significance, we simulated 100 dif-
ferent scenarios (NS), i.e., 100 different planet realiza-
tions, for each of the 309 targets (NT ) in the scheduling
plan described in Sect. 3. As a consistency check, we
compared the statistics of our planet scenarios with those
in [Bonfils et al., 2013], finding that planet ratios are in
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agreement within the error bars for the planetary mass
and orbital period bins relevant for our analysis.
2. For each exoplanet scenario s, we applied the 50 schedul-
ing plans (NR) obtained in Sect. 3. Each scheduling trial
r comprises three years of observations.
3. For each target, we calculated the Keplerian radial-
velocity curve that would be obtained according to the
exoplanet scenario s and the observation dates of the
scheduling trial r. In the case of multiple systems, we
added the contribution of each planet linearly. We also
included a white noise contribution to take into account
the measurement uncertainty. In general, a precision of
1 m s−1 was considered for all targets, except for targets
fainter than J=8 mag, for which the photon noise was
assumed to scale with the magnitude from the fiducial
value of 1 m s−1 at J=8 mag in 875 s.
4. In order to identify the planets that would be detected
with CARMENES, we obtained the periodogram of the
observations for each target following [Zechmeister &
Ku¨rster, 2009]. We labeled a planet as identified when
the peak of the periodogram corresponded to the period
of the planet simulated and the false alarm probability
(FAP) was below the 0.1% threshold. To account for
possible multiplanet systems, we subsequently computed
the periodogram of the residuals subtracting the periods
detected sequentially until no further significant periods
were found.
5. Significant signals that did not correspond to any of the
simulated planets were labeled as false positives.
6. Finally, we computed the average number of detected
planets and false positive detections over all planet sce-
narios and scheduling trials to evaluate the efficiency
on discovering planets of the simulated survey and their
properties.
5.2 Results
We tested 100 different random exoplanet scenarios and ob-
tained the average number of planet detections for 50 schedul-
ing trials, thus adding to a total of 5000 simulations. In par-
ticular, we computed the average number of detected planets,
the average number of detected planetary systems (consider-
ing that a system is detected if all its planets are found), and
the average number of false positive detections. In order to as-
sess the scientific return of the simulated survey, we analysed
the number of planets that we expected to detect and their
properties.
Each of the scenarios contained a different number of planets
orbiting the stars selected from the Carmencita database ac-
cording to the adopted planet distribution functions. On aver-
age, a total of 505+16−17 planets were generated for each scenario.
In the absence of any noise source other than photon noise,
118+9−9 planets were detected following the usual periodogram
analyses (correct period and FAP<0.1%), with 3.6+2.4−1.6 plan-
ets that could be transiting. With respect to multi-planetary
systems, for a total of 3.9+1.1−1.9 stars all their planets were found
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Figure 5: Histogram of the mean values of false positive detec-
tions as a function of period. The mean values are computed for
the set of 5000 simulations (50 planning and 100 scenarios).
in the periodogram. Finally, there were 17.9+4.8−4.9 false-positive
detections, representing a false-positive rate of about 13% on
average. Fig. 5 shows the distribution of false positives as a
function of period. Most of these false positives correspond to
the obvious 1-day sampling alias and could be readily identi-
fied and discarded. The few cases of false positives with long
periods were due to residual signals from eccentric planets.
All this means that the planet detection method is sensitive
enough to identify planets without suffering excessively from
incorrect detections.
In percentage, 23.4+1.9−2.0% of the generated planets were de-
tected in our simulated survey, while the average number of
multiplanetary systems found was 3.1+1.8−1.5%. To understand
this efficiency, one must keep in mind that a significant frac-
tion of the simulated planets lay under the detection limit of
the CARMENES instrument (in terms of radial-velocity am-
plitude). The top panel in Fig. 6 shows the histogram of the
planet radial-velocity semi-amplitudes. The average number
of generated planets and those that are detected are shown
as open and shaded bars respectively. The steep decrease of
the overall distribution at low amplitudes is not a physical ef-
fect, but a consequence of the limit in planet mass at 1 M⊕.
We find that exoplanet signals with semi-amplitudes exceeding
0.80 m s−1 can be detected with 89 % probability according to
our simulations.
An effect to consider in M-dwarf star surveys is the im-
pact of magnetic activity causing so-called radial-velocity jitter
[Mart´ın et al., 2006; Prato et al., 2008]. In the CARMENES
sample that we have used in our simulations, 30% of the M
dwarfs show the Hα line in emission (see Fig. 1), which is a
signpost of moderate to high activity levels (Jeffers et al., sub-
mitted). To provide a rough assessment of the potential effect
of activity in the CARMENES survey, we run a set of simu-
lations by considering an additional white noise term added
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in quadrature to the measurement uncertainty simulated. Al-
though radial velocity jitter could be larger towards more ac-
tive later spectral types, as a simple approach we have taken
the mean noise value of 3 m s−1 reported in [Perger et al., 2017].
However, we recall that in our simulations the radial velocity
uncertainty is also larger for these stars because they are gener-
ally fainter. The results are also shown in Fig. 6 as green bars.
As expected, the radial-velocity threshold for detecting plan-
ets increases and the number of detections is reduced to about
28 planets. This is a simple approach assuming non-correlated
stellar jitter. However, a thorough analysis of radial velocities
using the wide wavelength interval covered by CARMENES
(0.52 µm)–1.71 µm)) helps to disentangle activity noise from
exoplanet signals and improve the number of detections.
Fig. 6 also shows histograms for the planet mass (middle)
and orbital period (bottom) of the generated and detected ex-
oplanets (both with and without activity jitter). As expected,
long-period planets are more difficult to find because the reflex
radial velocities of the host stars have lower amplitudes. On
the other hand, almost all planets with masses above 5 M⊕ are
above the detection threshold.
Our simulations show that the use of CAST for the plan-
ning of observations guarantees that a high percentage of the
planets expected to be discovered by CARMENES could be
identified. Table 6 summarizes the number and fraction of de-
tected planets given all simulated systems and also considering
the 1 m s−1 threshold. The results taking into account an ad-
ditional 3 m s−1 activity jitter are also shown for comparison,
but this is a worst-case scenario, as explained above.
Fig. 7 shows the probability of planet detection in the
CARMENES survey as a function of stellar mass and planet
semi-major axis only taking into account the measured ra-
dial velocity uncertainty. The habitable zone limits coming
from the calibrations given by [Kopparapu et al., 2014] for
1 M⊕ planets are also plotted. This figure illustrates that,
as expected, the probability of detection is higher for close-
in planets, but still above ∼25% for habitable zone planets
around late-type M dwarfs. As expected, if we consider also
the 3 m s−1 stellar activity jitter, the detection probability is
reduced (up to 50% in the worst cases). However, simultane-
ous observations using both CARMENES channels may help
to correct this effect. This plot is a combination of the planet
detectability using periodogram analyses and our simulated
planet rates. The noisy distribution above ∼0.1 au for low-
mass stars is due to small-number statistics, since the few giant
planets generated by our simulations are well above the detec-
tion threshold. Thus, if giant planets are indeed formed around
late-type stars [e.g., Delfosse et al., 1998; Johnson et al., 2007]
they can be easily identified, even for long period orbits.
6 Conclusions
In this paper we show that automatic scheduling algorithms
are efficient tools that help to improve the outcome from exo-
planet surveys by optimizing the observation planning and exe-
cution. In particular, Artificial Intelligence techniques are well
suited to search for optimal solutions within the large space
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Figure 6: Histogram of the radial-velocity semi-amplitude (top),
planet mass (middle) and orbital period (bottom) of the gener-
ated planets in our simulations. In all panels, open bars show the
average number of simulated planets for the 100 scenarios and 50
plannings for reference. The number of detected planets assuming
1 m s−1 pure photon noise is shown as coloured bars. Detections
with 3 m s−1 stellar activity jitter added to photon noise are shown
in green.
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Table 6: Mean values of the 50 executions of 100 planet scenarios assuming different levels of stellar intrinsic radial-velocity jitter
(σactivity).
σactivity
[m s−1]
Generated
planets
Detected
planets
Generated
systems
Detected
systems
False
Positives
Detected
planets (%)
Detected
systems (%)
All planets
0 505+16−17 118
+9
−9 126
+11
−7 3.9
+1.1
−1.9 17.9
+4.1
−4.9 23.4
+1.9
−2.0 3.1
+1.8
−1.5
3 505+16−17 28
+5
−6 126
+11
−7 0.2
+2.8
−0.2 4.8
+2.2
−2.8 5.5
+1.2
−0.9 0.2
+2.5
−0.2
Planets with K ≥ 1 m s−1
0 174+10−12 110
+7
−12 26
+5
−3 6.4
+2.6
−2.4 17.9
+4.1
−4.9 63.3
+3.8
−4.0 24.2
+9.1
−8.1
3 174+10−12 28
+5
−6 26
+5
−3 0.3
+5.7
−0.3 4.8
+2.2
−2.8 16.0
+3.2
−2.6 1.3
+22.7
−1.3
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Figure 7: Probability of detection of the planets generated in
CARMENES survey simulations in a semimajor axis vs. host star
mass diagram. Dashed lines indicate the inner and outer habitable
zone limits for 1 M⊕ planets given in [Kopparapu et al., 2014].
Contour lines for 25, 50 and 75% detection probability are shown.
For this simulation, stellar activity jitter is not taken into account.
If 3 m s−1 jitter is added quadratically, probability is reduced by
up to 50% in the worst case.
of combinations of observations, and can be adapted and gen-
eralized to any kind of survey. For the case of CARMENES
we have created a scheduler, CAST, which takes into account
observational constraints and distributes the telescope time
amongst the different targets of the survey. We demonstrate
that with the CARMENES instrument, it is possible to carry
out a spectroscopic survey of a large sample of M-dwarf stars in
three years. Our simulations using a list of 309 M dwarfs show
that CAST optimizes the use of the instrument and can yield
over 60 observations per target, fulfilling all constraints. Be-
sides, an important advantage of using GAs in the automated
scheduling process is that they guarantee a feasible, consis-
tent, and near-optimal solution according to the constraints
defined in the problem. CAST can be adapted to the needs
of the astronomers in different situations during the survey
and the night operation. Moreover, due to the fact that it is
based on a Multi-objective Optimization Problem paradigm
by using Multi-Objective Evolutionary Algorithms, CAST is
able to find optimal solutions with a trade-off between several
criteria that can be in conflict with each other. This aspect
provides an important advantage to CAST in order to guaran-
tee the efficiency of the solutions in terms of use of resources
(e.g., telescope operations) and in terms of science (e.g., planet
detection).
In absence of noise sources other than instrumental, our sim-
ulations using recently published planet distribution statistics
indicate that these observations could yield ∼118 exoplan-
ets above the CARMENES detection threshold. This num-
ber should be taken with caution given the still large uncer-
tainties of planet statistics around M dwarfs, but it could be
used a reference of the planet detection efficiency. This means
that about 65% of the planets causing radial-velocity semi-
amplitudes larger than 1 m s−1 would be detectable. As ex-
pected, the number of detectable exoplanets lowers with noisier
data. Assuming a radial-velocity jitter due to stellar activity
of 3 m s−1 (white noise), the fraction of detectable planets de-
creases to ∼16% for those with radial-velocity semi-amplitudes
above 1 m s−1, resulting in a number around 28. However,
the simultaneous observation of radial velocities at optical and
near-infrared wavelengths provides means to counteract this
effect and permit the disentangling of planet radial-velocity
signals from stellar activity. In all cases, most of the poten-
tially detectable planets are super-Earths with masses below
10 M⊕, and some of them in the habitable zones of their stars.
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A Hard constraints computation
A.1 Moon influence
CAST introduces the influence of the Moon on the
CARMENES survey observations by means of a merit function
depending on the Moon phase and the target properties. For
each potential target observation o starting at time ostartTime,
the minimum accepted distance to the Moon r(o) is computed
as a function of the Moon phase φ(ostartTime) (fraction of sur-
face illuminated) following the equation
r (o) =
((
rmin − 1
) · φ (ostartTime)) + 1 . (6)
where the minimum distance during full Moon is set to
rmin=20 deg. For all targets farther from the Moon a hard
constraint function Hmi is computed taking into account the
Moon phase and the target magnitude following the equations
Hmi(o)=
v1(o)
v2(o)
,
v1(o)=1 −
mMoon −m(otarget) · (φ(ostartTime))α
mMoon −mmin · (φ(ostartTime))α
,
v2(o)=1 −
mMoon −mmax
mMoon −mmin
.
(7)
where mmoon is the magnitude of the Moon (set to −12 mag),
mmin and mmax are the minimum and maximum magnitudes
of the stars in the sample and α is a power scaling factor, so
that observations of faint targets close to near full-moon phases
have very low priority. The denominator v2(o) is a constant
scaling factor (depending on the sample) to normalize the hard
constraint function Hmi (so that it can be as well used as a
merit function if desired). All targets below a certain Hmi ≤
β threshold are taken into account in the scheduler. The α
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and β parameters introduced in these equations are calibrated
following [Krisciunas & Schaefer, 1991] and Calar Alto sky
background conditions [Sa´nchez et al., 2008] so that targets
are always five magnitudes brigther than the sky background.
We find that values of α=10 and β=0.8 satisfy this criterion.
A.2 Integration time
The estimated integration time is computed with Eq. 8, where
timemax is the maximum integration time, t0 is the nominal
integration time, SN is the desired signal to noise ratio, SN0
is the nominal signal to noise ratio, mt is the magnitude of
target t, and m0 is the nominal magnitude. All values that do
not depend on target t, can be parametrized as follows:
it(t)=
{
ct(t) if ct(t) ≤ timemax
timemax if ct(t) > timemax
,
ct(t)=t0 ·
(
SN
SN0
)2
· 10
mt−m0
2.5 .
(8)
Reference values for this equation were computed from
real CARMENES survey observations reaching SN∼150, from
which radial velocities can be derived with uncertainties at
the level of 1 m s−1 [Reiners et al., 2010]. The exposure
time calibration as a function of J-band magnitude yields
SN0=150 for a m0=8 mag star (J-band) with and exposure
time t0=875 s. The maximum exposure time set for any target
is timemax=30 minutes to avoid biasing the barycentric cor-
rection.
A.3 Pointing
The dome of the 3.5m telescope at the Calar Alto Observa-
tory has a “segmented” hatch. These segments allow five open
window configurations with the following apertures:
• Window 1: 9 deg–31 deg.
• Window 2: 26 deg–46 deg.
• Window 3: 42 deg–62 deg.
• Window 4: 58 deg–78 deg.
• Window 5: 73 deg–92 deg.
The scheduling algorithm takes into account this configuration
of dome apertures and makes sure that the window is not ob-
scuring the aperture during the integration. This is done by
computing in advance the path of the target on the sky and
the tracking of the dome during the observation. If the hatch
must be moved for a particular target, such target is moved to
another time slot and a different target is chosen.
A.4 Overhead time
Eq. (9) describes how to compute the prediction of the time gap
(Hnot) between the end of an observation and the beginning
of a new one, where o1 is the completed observation, o2 is the
next observation, ost is the overhead slew time for stabilization
defined by the instrument properties, rot is the read-out time
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Figure 8: Cycle followed by a GA.
of the observation, and st is the slew time of the telescope that
is computed by adding the time needed to move the dome (dt),
the hatch (ht) and the telescope (tt) from the target of o1 to
the target of o2.
Hnot (o1, o2)=
{
st (o1, o2) , if st (o1, o2) ≥ rot (o1)
rot (o1) , if st (o1, o2) < rot (o1)
,
st (o1, o2)=ost + dt (o1, o2) + ht (o1, o2) + tt (o1, o2) .
(9)
According to instrument and observatory specifications we
assume in our calculations a telescope and dome slew rate of
1 degree per second, an stabilization overhead time ost=120 s,
and a read out time rot=40 s. Finally, the dome hatch takes
60 s to change its position.
B Multi-Objective Evolutionary Algo-
rithm design
A MOEA has four main parts: the individual representation,
the genetic operators, the objective functions and the selection
of the most suitable solution. As a GA, it follows the process
depicted in Fig. 8.
B.1 Individual representation
In a Pittsburgh-style GA, each potential solution in the genetic
process is referred to as an individual (I) and its representation
is based on the definition of a genotype, which is a set of genes
that can have different values, named alleles [Holland, 1975;
Bacardit, 2004]. The individual genotype depends on the type
of problem to solve. The first step of the algorithm randomly
builds NI individuals to be assigned to the population.
In NSGA-II [Deb et al., 2002], the individuals in the pop-
ulation are sorted in several fronts based on non-domination.
The first front includes a set of non-dominated individuals ac-
cording to the current population, the second front includes
the individuals that are only dominated by the individuals in
the first front, and so it continues until the last of the fronts.
The individuals have a rank assigned according to the front to
which they belong. Thus, individuals in the first front have a
rank value of 1, individuals in the second one have a rank value
of 2, and so on. For computing if an individual is dominated or
non-dominated it is necessary to assign them a value for each
one of the objectives evaluated in the algorithm.
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B.2 Genetic operators
The GA process is roughly based on applying selection, re-
production (crossover), mutation, and replacement [Goldberg,
1989; Freitas, 2002] operators for several iterations, which are
described as follows:
• Selection. NS parents are selected from the current
population by using a tournament selection strategy [Fre-
itas, 2002], with a selection probability ps, based on the
rank and crowding distance. The crowding distance is
a measure of how close an individual is to its neighbors
according to the value of the evaluated objectives [Deb
et al., 2002]. Therefore, an individual is selected if the
rank is lower than the other ones or if crowding distance
is greater than the other ones. After selecting the par-
ents, the crossover and mutation operators generate two
offspring for each pair of parents, obtaining NS new in-
dividuals.
• Crossover. A crossover operator builds two new indi-
viduals from two previously selected parents. In our case,
the two new individuals are obtained by using uniform
crossover, which is based on assigning for each gene of
the first child the allele of the same gene of the first par-
ent or the second parent with a probability of 0.5. The
alleles of the genes of each parent not assigned to the first
child are copied in the corresponding genes of the second
child. Parents are crossed with a specific pc probability,
which means that there are some situations where par-
ents are not crossed and the two offspring are the parents
themselves.
• Mutation. The mutation is applied to each gene of every
new individual with a probability of pµ, which means that
some genes are not mutated. Usually, pµ is a low value
because only few genes have to be mutated in order to
make minor changes to the individual, which is the key
of diversity.
• Replacement. The new individuals obtained after the
application of the crossover and mutation operators are
evaluated according to the defined objectives. Next, they
are merged with the individuals of the current population
in a temporal one. The temporal population is sorted in
non-dominated fronts. Next, only the best NP individu-
als are added to the population used in the next genera-
tion. Individuals are selected based on their rank and on
their crowding distance if they belong to the same front.
B.3 Objective functions
The definition of these figures of merit (also called fitness func-
tions) is related to the goals of the problem (i.e., the optimiza-
tion to be achieved). Moreover, in order to obtain the results
in a reasonable time, these functions must imply low computa-
tional cost because they will be evaluated many times during
the genetic process.
B.4 Selection of the most suitable solution
When the last generation of the NSGA-II has been achieved,
the algorithm returns the optimal front of the population (i.e.,
all the individuals that belong to the first front, which are
non-dominated by any individual of the rest of the population).
This means that, considering that the algorithm has converged,
there is no solution that can improve any objective without
penalizing the other ones. Thus, all individuals have a different
trade-off between objectives but there is no individual better
than the other ones. For this reason, it is necessary to add
a new step at the end of the algorithm to identify the most
suitable solution according to some specific criteria.
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