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Synopsis
The action of the non-abelian T-dual of the WZW model is related to an appropriate
gauged WZW action via a limiting procedure. We extend this type of equivalence to
other σ-models with non-abelian isometries and their non-abelian T-duals, focusing
on Principal Chiral models. We reinforce and refine this equivalence by arguing that
the non-abelian T-duals are the effective backgrounds describing states of an appropri-
ate parent theory corresponding to divergently large highest weight representations.
The proof involves carrying out a subtle limiting procedure in the group representa-
tions and relating them to appropriate limits in the corresponding backgrounds. We
illustrate the general method by providing several non-trivial examples.
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1 Introduction and conclusions
An important achievement of string theory is that it can describe spacetime physics at
the quantum level beyond the General Theory of Relativity. The most appealing class
of models admitting an exact string theoretical description is based on coset G/H con-
formal field theories (CFTs) [1] that admit a spacetime interpretation via the gauged
WZWmodels [2].
In physical applications one deals with field equations. The generic absence, however,
of isometries in the gravitational backgrounds corresponding to G/H coset models
makes them unsolvable with any of the traditional methods. This deficiency is not
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a problem in low dimensional coset models, such as the prototype example of a two-
dimensional black hole in [3], or models in which the subgroup that is being gauged is
abelian. It becomes, nevertheless, a major hurdle when the gauge group is non-abelian
(see, for instance, [4, 5]).
In recent work we developed a method that overcomes this problem using techniques
based on the rich, albeit not manifest, underlying group theoretic structure [6]. We
gave the general procedure and, in addition, we presented explicit results for the back-
ground corresponding to the SU(2)k1 × SU(2)k2/SU(2)k1+k2 model.
In our present work we focus on the sector of the theory corresponding to represen-
tations with divergently large values of highest weight. This is a consistent sector
and admits a description in terms of an effective gravitational background, provided
that a correlated limit in the levels is taken so that the eigenenergies of the theory
remain finite. Based on the specific SU(2) example mentioned above, there are indi-
cations [6] that these effective gravitational backgrounds are related to the so-called
non-abelian T-duals of the WZW backgrounds. This is further supported by the fact
that the gauged WZW action for the coset (Gk × Hℓ)/Hk+ℓ is equivalent in the ℓ → ∞
limit, to the action for the non-abelian T-dual of the WZW model for Gk with respect
to the subgroup H [7].
In the present paper we reinforce this relation by considering the above limit at the
level of the states of the theories. Specifically, we construct the eigenstates of the scalar
equation for the background fields of the coset theory and carefully take the large spin
limit. We demonstrate that these states solve the scalar wave equation for the effective
limiting background, or, equivalently, for the non-abelian dual of the original WZW
model for Gk. We also extend this equivalence to other σ-models with non-abelian
isometries and their non-abelian T-duals focusing, in particular, on Principal Chiral
models. In our discussion we present general arguments and give explicit results.
Our results improve our understanding of non-abelian T-duality [8, 9, 10] which, un-
like the abelian T-duality originating in a string context in [11], has remained in com-
parison rather poorly understood in spite of a substantial body of work, e.g. [12]-
[20]. In particular, one may now consider these transformations as generating effec-
tive backgrounds for describing consistent sectors of some parent theories in the limit
of infinite highest weight representations. In fact, this is the physical reason for the
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fact that the non-abelian T-duality transformation is non-invertible at the level of its
path integral formulation.
2 Gauged WZWmodels and non-abelian T-duality
In this section we briefly review the relation of the gaugedWZWmodels and the non-
abelian duals of WZWmodels at the level of their classical actions.
Consider coset models of the type (Gk × Hℓ)/Hk+ℓ, with the subgroup H appropri-
ately embedded into the direct product of the groups G×H. The gaugedWZW action
is [2]
SgWZW(g, h, A±) = kI0(g) + ℓI0(h)
+
1
π
∫
M
Tr
[
kA−∂+gg−1 + ℓA−∂+hh−1 − kA+g−1∂−g (2.1)
− ℓA+h−1∂−h + kA−gA+g−1 + ℓA−hA+h−1 − (k + ℓ)A−A+
]
,
where g and h are elements of the groups G and H, respectively, parametrized by a
total of dim(G) + dim(H) variables XM, and I0(g) and I0(h) are the corresponding
WZW actions. The gauge fields A± also take values in the Lie algebra of H and the
above action is invariant under the gauge transformations
g → Λ−1gΛ , h → Λ−1hΛ , A± → Λ−1A±Λ−Λ−1∂±Λ , (2.2)
for a group element Λ(σ+, σ−) ∈ H.
The procedure of obtaining a σ-model from (2.1) involves two steps. Due to the gauge
invariance we may gauge-fix dim(H) parameters in g and H, thus reducing the num-
ber of parameters to dimG, thereafter denoted by Xµ. The gauge fields A± can be
integrated out via their equations of motion, yielding a σ-model action with a metric
Gµν, an antisymmetric tensor Bµν and a dilaton field Φ. One can give general expres-
sions for all these fields, but this will not be needed for our purposes.
Let us now turn to non-abelian T-duality applied on WZW actions for some group G.
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To perform such a transformation on a WZW action we start with the action
Snonab(g, v, A±) = kI0(g) +
k
π
∫
M
Tr
[
A−∂+gg−1 − A+g−1∂−g + A−gA+g−1 − A−A+
]
− i k
π
∫
M
Tr(vF+−) , (2.3)
where the field strength for the gauged fields is defined as
F+− = ∂+A− − ∂−A+ − [A+, A−] . (2.4)
The first line in (2.3) is the usual gauged WZW action for a group G with respect to
the vector action of a subgroup H. The second line is just a Lagrange multiplier, with
the corresponding fields v in the Lie algebra of H, which forces the field strength F+−
to vanish. The above action is invariant under the gauge transformations
g → Λ−1gΛ , v → Λ−1vΛ , A± → Λ−1A±Λ−Λ−1∂±Λ , F+− → Λ−1F+−Λ ,
(2.5)
again for a group element Λ(σ+, σ−) ∈ H, which is similar to (2.2).
The dual backgrounds are obtained as in the case of the abelian T-duality [11]. If
we first integrate out the Lagrange multipliers v, then this forces F+− = 0 which
means that locally the gauge fields A± can be set to zero, resulting to the standard
WZW action for the group G. Alternatively, we may integrate over the gauge fields
(after we partially integrate the vF-term), as they appear non-dynamically, obtaining a
different σ-model action. The gauge invariance (2.5) can be used to gauge fix dim(H)
parameters among the total of dim(G) + dim(H) parameters in g and in v. If H is a
proper subgroup of G, then one could choose to gauge fix all parameters among those
in g. If H = G, then necessarily some of the v’s are gauged fixed as well. In any case,
the maximum number of v’s that can be fixed is dim(H)− rank(H).
It was shown in [7] that in the limit ℓ → ∞ the gauged WZW model action (2.1) re-
duces to the action for the non-abelian duality (2.3), provided an appropriate limiting
procedure is followed. We presently review the essential features for our purposes.
Let’s rescale the variables parametrizing the group element h ∈ H with ℓ so that in the
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limit of large ℓ we have the infinitesimal expansion around the identity as
h = I + i
k
ℓ
v +O
(
1
ℓ2
)
. (2.6)
Substituting into (2.1) we obtain (2.3) with the correct Lagrange multiplier term. We
note that the WZW part of the action I0(h) does not contribute at all in the above limit.
Hence, at the level of the classical action we have the relation
Gk × Hℓ
Hk+ℓ
∣∣∣∣
ℓ→∞
= dual of Gk with respect to H (vector) . (2.7)
Of course, taking this limit in the background that correspond to the action (2.1) (after
a gauge fixing and elimination of the gauge fields) is an equivalent procedure as we
will demonstrate in the example of section 4.
One way of thinking of the above limiting procedure is that we focus and explore
the area around the identity element of the group. Since this process is classically
well defined, we expect that the non-abelian T-dual background effectively describes
a consistent sector of states of the original theory. Demonstrating this will put the
classical equivalence to a firmer quantum mechanical footing.
3 Solving the wave equation
The σ-models corresponding to general coset models are quite complicated and they
lack isometries. In [6] we developed a general systematic method to solve the field
equations for the associated background fields, based on the underlying group theo-
retical structure. We focused for concreteness on the scalar field equation, which in a
background with metric Gµν and dilaton Φ is of the form
− 1
e−2Φ
√
G
∂µe
−2Φ√GGµν∂νΨ = EΨ . (3.1)
To obtain the general solution to this equation one starts with the irreducible repre-
sentations (irreps) of G × H, given by direct products R× r. Then the eigenstates of
the Laplacian on the full group manifold are (the matrix indices µ,ν in r below not to
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be confused with the spacetime indices µ,ν above)
Rαβ(g) rµν(h) , (3.2)
with eigenvalues
E(R, r) =
C2(R)
k + gG
+
C2(r)
ℓ+ gH
. (3.3)
Under the vector H-transformation the above states transform in the representation
(R× r)× (R¯× r¯) = (r1 ⊕ r2 ⊕ · · ·)⊗ (r¯1 ⊕ r¯2 ⊕ · · ·) , (3.4)
where on the right hand side we decomposed R× r and its conjugate into irreps ri of
H. We get a singlet from all products of the form ri × r¯i. Denoting by Caαµ(R, r; ri) the
Clebsch–Gordan coefficient projecting the state α of R and the state µ of r into the state
a of ri, we construct coset eigenstates as
ψR,r;ri(g, h) = ∑
a;α,β,µ,ν
Caαµ(R, r; ri)C
a
βν(R, r; ri)Rαβ(g)rµν(h) , (3.5)
with eigenvalues
E(R, r; ri) =
C2(R)
k + gG
+
C2(r)
ℓ+ gH
− C2(ri)
k + ℓ+ gH
, (3.6)
where gG and gH are the dual Coxeter numbers for G and H.
By construction the eigenfunctions do not depend on k and ℓ, so we restrict ourselves
to the semiclassical limit in which the dual Coxeter numbers are ignored and the back-
grounds simplify considerably.
3.1 The limit of infinite highest weight representations
Consider representations r of the Lie-algebra for H with high values of the highest
weight which we will denote by j. Then necessarily the irreps ri in its tensor product
with R in the Lie algebra of G (of finite highest weight) have also values for their
highest weight of order j. Then for j ≫ 1 we may write
C2(r) = a(r)j
2 + b(r)j +O(1) , (3.7)
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where the highest power of j is dictated by the fact that the Casimir operator is a
quadratic one. There is a similar expression for C2(ri) with coefficients a(ri) = a(r)
and b(ri), but with j replaced by j + n, where n is finite. In the infinite j limit, the
eigenvalues (4.17) become infinite unless the level ℓ becomes infinite as well in a way
proportional to j. Specifically, let in a convenient parametrization
ℓ =
k
δ
j , (3.8)
where δ is a real positive number. Then from (3.6) we obtain that
E(R, b(r), b(ri )) = lim
j→∞
E(R, r; ri) =
C2(R)
k
+
a(r)(δ − 2n) + b(r)− b(ri)
k
δ . (3.9)
Taking the limit in the eigenfunction (3.5) is more delicate since in involves the limiting
behaviour of the Clebsch–Gordan coefficients, as well as of the representations. The
latter actually should be such that they blow up the region around part of themanifold
in a way that the background fields have a well defined limit as well.
In some sense this limiting procedure is similar to the Penrose limit in which the ge-
ometry around a null geodesic is explored, resulting to a plane wave. Indeed, the
Penrose limit within the context of the AdS/CFT correspondence also involves a re-
striction to high spin sectors of the appropriate gauge theories [21]. However, unlike
the Penrose limit that necessarily requiresMinkowski signature, in the present case we
may have Euclidean signature backgrounds as well. In both cases, even if the original
background geometry is compact, this property is lost in the limit.
4 Example: Non-abelian dual of the SU(2)WZWmodel
Wewill test the above general ideas in the case of the coset SU(2)k1 ×SU(2)k2/SU(2)k1+k2 ,
for which the general gaugedWZW action (2.1) for direct product groups can be used.
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4.1 The background geometry
We first review the construction in [6]. We parametrize the associated group elements
in the fundamental representation as
g1 =
(
α0 + iα3 α2 + iα1
−α2 + iα1 α0 − iα3
)
, g2 =
(
β0 + iβ3 β2 + iβ1
−β2 + iβ1 β0 − iβ3
)
, (4.1)
where from unitarity
α20 +~α
2 = 1 , β20 + ~β
2 = 1 . (4.2)
We also note the following parametrization for a group element g ∈ SU(2)
g = e
i
2 (φ1−φ2)σ3e
i
2 θσ2e
i
2 (φ1+φ2)σ3 =
(
cos θ2e
iφ1 sin θ2e
−iφ2
− sin θ2eiφ2 cos θ2e−iφ1
)
, (4.3)
which is also the fundamental j = 1/2 representation and where the Euler angles are
φ = φ1− φ2 and ψ = φ1 + φ2.
We gauge the diagonal SU(2) subgroup of the full SU(2)× SU(2) group. Under this,
~α and ~β transform as vectors. The background depends only on invariants of these
three-vectors. They can be chosen to be the three combinations
α = |~α| , β = |~β| , γ =~α · ~β ,
0 6 α, β 6 1 , |γ| 6 αβ . (4.4)
Then, by following the general procedure, we obtain a σ-model with metric
ds2 =
k1 + k2
(1− α20)(1− β20)− γ2
(
∆ααdα
2
0 + ∆ββdβ
2
0 + ∆γγdγ
2
+2∆αβdα0dβ0 + 2∆αγdα0dγ+ 2∆βγdβ0dγ
)
, (4.5)
where
∆αα =
(1+ r)2 − r(2+ r)β20
r(1+ r)2
, ∆ββ =
(1+ r−1)2 − r−1(2+ r−1)α20
r−1(1+ r−1)2
,
∆γγ =
1
2+ r + r−1
, ∆αβ = γ+
α0β0
2+ r + r−1
, (4.6)
∆αγ = − β0
(1+ r)2
, ∆βγ = − α0(1+ r−1)2 ,
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with r = k2/k1. The antisymmetric tensor is zero and the dilaton reads (up to a con-
stant)
e−2Φ = (1− α20)(1− β20)− γ2 . (4.7)
The background is manifestly invariant under the interchange of α0 and β0 and a si-
multaneous inversion of the parameter r. This symmetry interchanges the two SU(2)s.
4.2 Solving the wave equation
We present here the general solution of the scalar equation by specializing the general
formula (3.5) and discussion to our case. A general representation Rj of GL(2,R) has
matrix elements [22]
R
j
m1,m2(a, b, c, d) = ∑
k
A
j
m1,m2,k
aj−m1−kdj+m2−kbkck+m1−m2 , (4.8)
where
A
j
m1,m2,k
=
√
(j + m1)!(j −m1)!(j + m2)!(j−m2)!
k!(j −m1 − k)!(j + m2 − k)!(k + m1 −m2)! . (4.9)
The summation over k extends to all values for which the factorials have non-negative
arguments. For instance, (4.8) reproduces the fundamental representation of GL(2,R)
R1/2 =
(
a b
c d
)
. (4.10)
For the group SU(2) that we are specifically interested, the fundamental representa-
tion R1/2 is identified with (4.3). In addition, j is a half-integer and m1,m2 = −j,−j +
1, . . . , j. Then, the above sum is finite and the integer k ranges between the extreme
values max(0,m2 − m1) and min(j + m2, j − m1). For the SU(2) case it is customary
to use the notation D
j
m1,m2(φ, θ,ψ) for the irreps, which are the so-called D-functions.
Using the parametrization (4.3) these are can be expressed as
D
j
m1,m2(φ, θ,ψ) = e
−i(m1φ+m2ψ)djm1,m2(θ) , (4.11)
where the Wigner’s d-matrix can be written in terms of the Jacobi polynomials. Intro-
ducing for notational convenience the non-negative integers
m = |m1 −m2| , n = |m1 + m2| , (4.12)
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one can prove that
d
j
m1,m2(θ) =
√
(j + m/2+ n/2)! (j−m/2− n/2)!
(j−m/2+ n/2)! (j + m/2− n/2)!
×
(
sin
θ
2
)m (
cos
θ
2
)n
Pm,nj−m/2−n/2(cos θ) , (4.13)
where we should also insert a minus sign after the equality if m1 −m2 is an odd posi-
tive integer. The normalization of the Wigner functions is such that
∫ π
0
dθ sin θ dim1,m2(θ)d
j
m1 ,m2(θ) =
δi,j
j + 1/2
. (4.14)
Since we have two SU(2) factors we label the corresponding representations Rj1(g1)
and Rj2(g2), where g1 and g2 are the fundamental representations parametrized as in
(4.1). Then the general state is [6]
Ψ
j
j1,j2
= ∑
m
j2
∑
m2,n2=−j2
C
j,m
j1,m−m2,j2,m2 C
j,m
j1,m−n2,j2,n2 R
j1
m−m2,m−n2(g1) R
j2
m2,n2(g2) ,
−min(j1 −m2, j1− n2, j) 6 m 6 min(j1 + m2, j1 + n2, j) . (4.15)
where the C
j,m
j1,m1,j2,m2
are the Clebsch–Gordan coefficients for a state |j,m〉 in the diag-
onal SU(2)L composed from states |j1,m1〉|j2,m2〉 in SU(2)L × SU(2)L. Similarly, the
C
j,m
j1,n1,j2,n2
are the Clebsch–Gordan coefficients for a state |j,m〉 in the diagonal SU(2)R
composed from states |j1, n1〉|j2, n2〉 in SU(2)R × SU(2)R . The sum is formed in such
a way that a singlet of the diagonal SU(2)L × SU(2)R is obtained. The explicit expres-
sion for the Clebsch–Gordan coefficients is [23]
C
j,m
j1,m1,j−n1,m−m1 = ∑
k
(−1)k
(
2j + 1
2j + 1+ j1 − n1
)1/2
× [(j1 − n1)!(j1 + n1)!(j1 + m1)!(j1 −m1)!]
1/2
k!(j1 −m1 − k)!(n1 + m1 + k)!(j1 − n1 − k)! (4.16)
×
(
(2j− j1 − n1)!(j + m− n1 −m1)!(j−m− n1 + m1)!(j + m)!(j −m)!
(2j + j1 − n1)![(j + m− n1 −m1 − k)!(j −m− j1 + m1 + k)!]2
)1/2
,
where the summation extends to all values for which the arguments of the factorials
are non-negative. Note that we have introduced the half integer n1 to parametrize the
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deviation of the spin j2 from j, obeying |n1| 6 j1.
The state (4.15) has an eigenvalue (in the semiclassical regime) equal to
E
j
j1,j2
=
j1(j1 + 1)
k1
+
j2(j2 + 1)
k2
− j(j + 1)
k1 + k2
. (4.17)
Given a pair of values for (j1, j2) there are 2jmin + 1 values for j, where jmin is the
minimum of the ji’s. The above eigenstates are orthogonal for different values of the
triad (j1, j2, j) with respect to the measure
e−2Φ
√
G dα0 ∧ dβ0 ∧ dγ ∼ dα0 ∧ dβ0 ∧ dγ . (4.18)
4.3 High spin limit and the corresponding effective geometry
Of particular interest is the large spin behaviour. We assume that one of the spins
becomes large, whereas the other one is kept finite. For instance, consider
j1 ≫ 1 , j2 = finite =⇒ j ≫ 1 . (4.19)
In this limit, the eigenvalues (4.17) become infinite unless the level k1 becomes large
as well, but in a way proportional to j. Specifically, let
j1 = j− n , k1 = k2
δ
j , (4.20)
where n is a half-integer and δ a positive real parameter. Then
Ej2,n,δ = lim
j→∞
E
j
j1,j2
=
j2(j2 + 1)
k2
+
δ− 2n
k2
δ , (4.21)
in accordance with the general result (3.9). Taking the level k1 → ∞ has implications
for the geometry supporting these infinite spin states. It is straightforward to show
that in order for the background to have a good limiting behaviour one should focus
on a neighborhood of the manifold.
We focus around α0 = 1 and γ = 0, by performing first the coordinate transformation
α20 = 1− r2
[
(x1 + ψ)
2 + x23
]
, γ = r(x1 + ψ) cosψ , β0 = sinψ , (4.22)
followed by the limit r → 0. Then the new variables x1 and x3 that we will use, instead
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of α0 and γ, become uncompactified. In this limit we obtain for the metric and dilaton
ds2 = k2
(
dψ2 +
cos2 ψ
x23
dx21 +
(x3dx3 + (sinψ cosψ+ x1 + ψ)dx1)
2
x23 cos
2 ψ
)
,
e−2Φ = x23 cos
2 ψ . (4.23)
The above can be considered as the effective background describing the high spin sec-
tor of the original CFT coset model. It is also the non-abelian T-dual of the SU(2)WZW
model with respect to SU(2) (after some renaming of variables it becomes identical to
eqs. (6.10) and (6.11) of [12])
Next we would like to explicitly demonstrate that the general state (4.15) has a well
defined large spin limit that simultaneously solves the scalar wave equation corre-
sponding to the above limit background. In this respect we first consider the asymp-
totic behavior of the Clebsch-Gordan coefficients. Using Stirling’s formula one may
prove from (4.16) the following limit [24]
lim
j→∞
C
j,m
j−n,m−m2,j2,m2 = d
j2
m2,n(ζ) , lim
j→∞
C
j,m
j−n,m−n2,j2,n2 = d
j2
n2,n(ζ) , cos ζ =
m
j
, (4.24)
where d
j2
m2,n and d
j2
n2,n are Wigner’s d-matrix given in (4.13). Note that in this limit we
have by assumption that
j2,m2, n2, n = finite . (4.25)
Hence, remarkably, in the large spin limit the Clebsch–Gordan coefficients do not triv-
ialize but get associated with an auxiliary SU(2) irrep of spin equal to the smallest
of the three spins that enter in the Clebsch–Gordan coefficients. In addition, the high
spin limit turns the summation over m in (4.15) into an integration over the angular
variable 0 6 ζ 6 π.
Next we determine the expression for the irrep matrix R
j−n
m−m2,m−n2(g1) that enters in
(4.15). To do so we take advantage of the freedom to fix the gauge appropriately so as
to facilitate the evaluation of (4.8). We chose the gauge
α1 = α2 = β2 = 0 , (4.26)
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so that the remaining entries are
α3 = α , β3 =
γ
α
, β1 =
√
β2 − γ
2
α2
. (4.27)
From (4.8) and in the limit (2.6) (where the rôle of h is played here by g1) we have that
α3 = rv3 = r
√
(x1 + ψ)2 + x
2
3 =⇒ v3 =
√
(x1 + ψ)2 + x
2
3 (4.28)
and
β1 =
x3 cosψ√
(x1 + ψ)2 + x
2
3
, β3 =
(x1 + ψ) cosψ√
(x1 + ψ)2 + x
2
3
, β0 = sinψ . (4.29)
Due to (4.26) the entries b and c in (4.10) are zero. Therefore, the only non-vanishing
contribution comes from the contributes from the term with k = 0 and m2 = n2. In
addition, the entries a and d are, to leading order, of the form a = d∗ ≃ 1 + irv3.
Hence, in this limit and for large j, we have that
lim
j→∞
aj−m+m2dj+m−m2 = e−2iδv3 cos ζ . (4.30)
Also note that the coefficients A
j−n
m−m2,m−m2,0 = 1. Therefore we obtain the finite sum
Ψj2,n,δ(x1, x3,ψ) = limj→∞
Ψ
j
j−n,j2 =
j2
∑
m2=−j2
Γj2,m2,n,δ(v3) R
j2
m2,m2(g2) , (4.31)
where
Γj2,m2,n,δ(v3) = j
∫ π
0
dζ sin ζ
(
d
j2
m2,n(ζ)
)2
e−2iδv3 cos ζ
= jN
j2
αβ
∫ 1
−1
dx (1− x)α(1+ x)β
[
P
α,β
j−α/2−β/2(x)
]2
e−2iδv3x , (4.32)
with the definitions
α = |m2 − n| , β = |m2 + n| , N j2αβ =
(
j2 +
α+β
2
)
!
(
j2 − α+β2
)
!(
j2 +
α−β
2
)
!
(
j2 +
β−α
2
)
!
. (4.33)
The overall constant j will be subsequently dropped.
13
We present below some explicit examples:
For j2 = 0:
Ψ0,0,δ =
sin 2δv3
δv3
. (4.34)
For j2 =
1
2 :
Ψ1/2,±1/2,δ = ± β3δv3 cos 2δv3 +
2δβ0v3 ∓ β3
2δ2v23
sin 2δv3 . (4.35)
For j2 = 1:
Ψ1,±1,δ =
β21 − 2β3(β3 ∓ 2δβ0v3)
2δ2v23
cos 2δv3
+
2β23 − β21 +∓4δβ0β3v3 + 4δ2(β20 − β23)v23
4δ2v33
sin 2δv3 , (4.36)
Ψ1,0,δ =
2β23 − β21
δ2v23
cos 2δv3 +
β21 − 2β23 + 2δ2(1− 2β21)v23
2δ2v33
sin 2δv3 .
We have checked that these are eigenfunctions of (3.1) and the corresponding eigenen-
ergies agree with (4.21). Obviously the above expressions rapidly become quite com-
plicated as the spin increases and it would have been difficult to compute, to say the
least, without using the correspondence (2.7). In the limit δ → 0 the general state is
given by the character of the representation of spin j2, as it was shown in [6], given by
Ψj2 =
[j2]
∑
m=0
(2j2 + 1)!
(2m + 1)! (2j2 − 2m)! β
2(j2−m)
0 (β
2
0 − 1)m
= 22j2β
2j2
0 − 22j2−2(2j2 − 1)β2j2−20 + · · · = U2j2(β0) , (4.37)
Ej2 =
j2(j2 + 1)
k2
,
where U2j2(β0) is the Chebyshev polynomials of the 2nd kind. We have verified that
the above eigenfunctions indeed solve the scalar equation (3.1) with the indicated
eigenvalues.
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5 Non-abelian duality in non-isotropic cases
The idea of using a limiting procedure to take advantage of symmetries in order to
solve field equations can be rather straightforwardly extended to other σ-models in
which there is a group theoretical structure.
In the rest of this paper we focus our attention on backgrounds in which the isometry
group acts with no isotropy. In particular, consider the Principal Chiral Model (PCM)
[25] for a group G. The σ-model action is given by
S(g) = − k
π
∫
M
Tr(g−1∂−gg−1∂+g) . (5.1)
This is invariant under the global GL × GR symmetry
g → Λ−1L gΛR , (ΛL,ΛR) ∈ G . (5.2)
We would like to find the non-abelian dual of this action corresponding to a subgroup
HL ∈ GL. We introduce gauge fields A± in the corresponding Lie algebra and add the
appropriate Lagrange multiplier. The corresponding action is
Snonab(g, v, A±) = − kπ
∫
M
Tr(g−1D−gg−1D+g) + iTr(vF+−) , (5.3)
with the covariant derivatives, corresponding to minimal coupling to the gauge fields,
given by
D±g = ∂±g− A±g . (5.4)
The action above is invariant under the local "left" symmetry
g → λ−1g , v → λ−1vλ , A± → λ−1A±λ− λ−1∂±λ , λ(σ+, σ−) ∈ H , (5.5)
as well as the global "right" (mainly) symmetry g → λ′−1gΛR, where ΛR ∈ G and λ′
belongs to the maximal subgroup of G that commutes with the gauge group H.
Similarly to the discussion in section 2 we may reproduce (5.3) via a limiting proce-
dure. We introduce an independent gaugedWZW action for a group H and start with
SHyb(g, h, A±) = − kπ
∫
M
Tr(g−1D−gg−1D+g)
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+ ℓI0(h) +
ℓ
π
∫
M
Tr
[
A−∂+hh−1 − A+h−1∂−h + A−hA+h−1 − A−A+
]
. (5.6)
Then, the limit (2.6) reproduces the Lagrange multiplier term yielding (5.3).
The gauge fields in (5.3) are non-dynamical and, as before, they can be eliminated via
their equations of motion. We also gauge fix dim(H) of the parameters. In this paper
we are mainly interested in the case with H = G. Then we can choose the gauge g = I,
completely getting rid of the parameters in G and being left with a σ-model solely for
the Lagrange multipliers v. The result is
S =
k
π
∫
∂+va(K
−1)ab∂−vb , Kab = δab + fab , fab ≡ fabcvc . (5.7)
The process of integrating out the gauge fields introduces an extra factor in the path
integral measure given by
e−2Φ = det(K) , (5.8)
which would have been the dilaton factor if there were a stringy origin of the back-
ground. Even though there is no such interpretation here, it is crucial that Φ be in-
cluded in the measure of the scalar wave equation (3.1).
5.1 Asymmetric coset reduction
To obtain the states for the scalar sector of the above theorywe follow a group theoretic
procedure similar to the one used for the non-abelian duals of WZW in section 3.
Our starting point will be a general model of the type G
(1)
k1
× G(2)k2 /Hk1+k2 , where the
base manifold G is the product of two groups G(1) and G(2) and the gauged group H
is a subgroup of both G(1) and G(2). The group reduction is done in an asymmetric
way. Specifically, the configuration space is parametrized by the two group elements
(g1, g2)modulo the identification
(g1, g2) ∼ (hg1, hg2h−1) , gi ∈ G(i) , i = 1, 2 , h ∈ H . (5.9)
Clearly for G(2) = H this reproduces the structure of (5.6) of the previous section.
We start again with the set of eigenstates of the Laplacian on the base group manifold,
which are given by the matrix elements of direct products of two irreps of the G(i)’s,
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R(1) × R(2):
R
(1)
αβ (g1) R
(2)
µν (g2) , (5.10)
with eigenvalues
E(R) =
C
(1)
2 (R)
k1
+
C
(2)
2 (R)
k2
. (5.11)
Under the H-transformation defining the coset manifold, the above states transform
in the representation
R(1) × R(2) × R¯(2) , (5.12)
with the indices α, µ and ν transforming under the respective group factor, index
β remaining free. The above direct product must be projected to the singlets of H.
Decomposing R(1) into irreps r1i and R
(2) into irreps r2j of H, we must reduce irreps
of the form
r1i × r2j × r¯2k , (5.13)
into singlets. This will be possible, in general, only for specific choices of i, j, k; specif-
ically, whenever the decomposition of r1i × r2j contains r2k. Assuming this to be the
case, we denote Caαµ(R
(1), R(2); r2j) one of the Clebsch–Gordan coefficients projecting
the state α of R(1) and the state µ of R(2) into the state a of ri (there could be many, as
the product R(1) × R(2) may contain more than one copies of r2i). We also denote by
Paν (R
(2), r2j) the projector that projects the state ν of R
(2) onto the state a of r2j. We can
then construct coset eigenstates as
ψR(1),R(2);r|β(g1, g2) = ∑
a;α,µ,ν
Caαµ(R
(1) , R(2); r)Paν (R
(2), r)R
(1)
αβ (g1)R
(2)
µν (g2) . (5.14)
The above states have two degeneracy indices: β, which, as we stated, does not par-
ticipate in the H-transformation and remains free, and an (unmarked) extra index
enumerating the various copies of r contained in R(1) × R(2).
A special case of interest, analogous to the vector coset case studied in the previous
paper, is the one where G(1) = G(2) = H ≡ G. Then the decomposition of R(1) and
R(2) into irreps ri is not required and we only need the Clebsch–Gordan coefficients
Cναµ(R
(1), R(2)) projecting the state α of R(1) and the state µ of R(2) into the state ν of
R(2) (assuming R(1) × R(2) contains R(2)). These are the same as the Clebsch–Gordan
coefficients Cαµν(R
(1) , R(2)) projecting the state µ of R(2) and the state ν of R¯(2) into the
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state α of R(1). The eigenstates are
ψR(1),R(2);β(g1, g2) = ∑
α,µ,ν
Cναµ(R
(1), R(2))R
(1)
αβ (g1)R
(2)
µν (g2) . (5.15)
Further, since G(1) = H, we can use the gauge symmetry to completely gauge fix
the first field to g1 = I (as was done previously to arrive at (5.7)) , in which case
R
(1)
αβ (g1 = I) = δαβ. Then, the expression for the eigenstates simplifies further to
ψR(1),R(2);β
∣∣
g.f.
= ∑
µ,ν
Cνβµ(R
(1), R(2))R
(2)
µν (g2) . (5.16)
For R(1) = I (singlet) the summation becomes a trace and the states become the
(conjugation-invariant) characters of G.
The identification of irreps R(1) and R(2) such that their product contain R(2) is amatter
of group theory for the group G. For G = SU(N) an obvious constraint is that R(1)
should have zero ZN charge (the number of boxes in its Young tableau should be a
multiple of N).
As an aside, we note that exactly the same group theory selection rules and eigenstates
arise in the case of the spin-Calogero–Sutherland model obtaining frommatrix models
or two-dimensional Yang–Mills theory, in which case R(1) is the irrep of SU(N) that
encodes the spins of the particles while R(2) is the irrep that generates the various
energy eigenstates [26].
6 Example: Non-abelian dual of the SU(2) PCM
In this case we have representation matrices and group structure constants given by
ta =
σa√
2
, fabs =
√
2ǫabc , (6.1)
where σa are the standard Pauli-matrices. Rescaling as va → va/
√
2 we have that
Kab = δαβ + ǫabcvc =⇒ (K−1)ab = 11+ v2 (δab + vavb − ǫabcvc) . (6.2)
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Thus we obtain a σ-model (essentially the one computed in [9, 13]) with metric
ds2 = (δab + vavb)
dvadvb
1+ v2
(6.3)
and antisymmetric tensor
Bab = − ǫabcvc1+ v2 . (6.4)
The dilaton factor is simply e−2Φ = 1+ v2. This σ-model has by construction an SU(2)
symmetry corresponding to rotations of the coordinates va that can be made manifest
by introducing spherical coordinates in place of the Cartesian ones. In particular, for
the metric we obtain (for notational conformity v is replaced by r)
ds2 = dr2 +
r2
1+ r2
dΩ22 . (6.5)
This is a smooth space, due to the fact that the isometry acts with no isotropy, interpo-
lating between R3 and R× S2.
6.1 Solving the wave equation
The scalar wave equation (3.1) for the above background can be solved explicitly. In-
deed, using spherical coordinates and writing Ψ = ψ(r)Yl,m(θ, φ), where the Yl,m’s are
the standard spherical harmonics, we find that the radial function obeys
d2ψ
dr2
+
2
r
dψ
dr
+
(
k2 − l(l + 1)
r2
)
ψ = 0 , (6.6)
where
E = k2 + l(l + 1) , k ∈ R . (6.7)
This is the spherical Bessel equation with solutions regular at the origin the corre-
sponding functions jl(kr). Hence, the full solution is given by
Ψl,m,k(r, θ, φ) = jl(kr)Yl,m(θ, φ) , (6.8)
which constitute a complete set of orthogonal eigenfunctions.1
Wewould like to use (5.16) in the appropriate limit that we have described in order to
1For non-abelian T-duals corresponding to PCM for higher than SU(2) groups the eigenfunctions
are not necessarily completely separable.
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recover solutions of the wave equation corresponding to the non-abelian model and
in particular the one given above.
Putting R(1) = (spin j1) and R
(2) = (spin j), and using the gauge g1 = I as in (5.16), we
have
Ψj,j1,n1
∣∣
g.f.
= ∑
m
C
j,m
j1,n1,j,m−n1R
j
m−n1,m(g2) , (6.9)
The requirement R(2) ∈ R(1) × R(2), which in the present SU(2) case means j ∈ j1 × j,
imposes the condition |j − j1| 6 j 6 j + j1, or in other words 0 6 j1 6 2j. Since we
are eventually interested in the limit of large j but finite j1, this is not a restriction.
In addition, j1 must necessarily be an integer. The spin index n1 in the above, taking
2j1 + 1 values, plays the role of the free (degeneracy) index β of (5.16).
Then for g2 we have to use the limit (2.6) and at the same time take the large spin limit.
Taking the limit (2.6) in the parametrization (4.3) of the group element g2, implies that
2
φ1 ≃ 1
2ℓ
v3 , θ ≃ 1
ℓ
√
v21 + v
2
2 , φ2 = − tan−1
v1
v2
. (6.10)
As previously we will need a linear relation similar to (4.20)
ℓ =
j
δ
, δ ∈ R+ , (6.11)
so that the infinite level is directly related to the infinite spin limit. In addition, let
m = js = j cos ζ , |s| 6 1 , 0 6 ζ 6 π . (6.12)
We compute next the j → ∞ limit of Rjm−n1,m using the expression (4.11) for it. First
we see that the overall exponential factor becomes
lim
j→∞
e−i(m−m1)(φ1−φ2)+m(φ1+φ2) = e−iφ2n1e−iδsv3 . (6.13)
Taking the corresponding limit in d
j
m−n1,m, as given by (4.13), requires extra care. First,
we note that using Stirling’s formula in the form
(n + a)! ≃
√
2πn nn+a e−n , for n ≫ 1 , a = finite , (6.14)
2To avoid proliferation of symbols we set the overall constant on the PCM action (5.1) to one. This
way it is also not confused with k introduced in (6.6).
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we have that
lim
j→∞
(j + m/2+ n/2)! (j−m/2− n/2)!
(j−m/2+ n/2)! (j + m/2− n/2)! =
(
1+ |s|
1− |s|
)|n1|
, (6.15)
where, using the definitions (4.12), we have made in the left hand side the replace-
ments m → |n1| and n → |2m − n1| ≃ 2|m|. The limiting behaviour of the Jacobi
polynomials, also appearing in (4.13), is found in terms of Bessel functions. In general
one may show that
lim
j→∞
P
α,γj+β−α
δj
(
cos
x
j
)
=
(
2δj√
δ(δ+ γ)x
)α
Jα
(√
δ(δ+ γ)x
)
, (6.16)
where α, β,γ and δ (not to confuse it with δ introduced in (6.11)) are finite constants.3
This identity can be proven by first taking the limit in the differential equation obeyed
by the Jacobi polynomials and showing that after changing variables, as indicated by
the above expression, it reduces to the Bessel equation. The overall normalization
constant can be fixed by examining the behaviour of both sides of it at small values of
x.4 Assembling everything we find from (4.13) that
lim
j→∞
d
j
m−n1,m = J|n1|
(
δ
√
1− s2
√
v21 + v
2
2
)
. (6.17)
In addition, using (4.24) and the property of the Clebsch–Cordan coefficients under
interchanging the order in the spin pairs in the lower row, we obtain that
lim
j→∞
C
j,m
j1,n1,j,m−n1 = (−1)
j1d
j1
n1,0
(ζ) ∼ (1− s2)|n1|/2P|n1|,|n1|
j1−|n1| (s) ∼ P
n1
j1
(s) , (6.18)
where we have used (4.13) and, in the last step, the well known relation between
the Jacobi polynomials and the associated Legendre functions. Altogether, omitting a
constant overall factor, we obtain
Ψj1,n1(r, θ, φ) = e
−in1φ2
∫ 1
−1
ds e−iδv3s J|n1|
(
δ
√
1− s2
√
v21 + v
2
2
)
Pn1j1 (s) . (6.19)
This should be a solution of the scalar equation (3.1) and in particular it should be
3In our case α = |n1|, γ = 2|s|, δ = 1− |s| and β− α = ∓n1, where the upper (lower) sign agrees
with the sign of m (equivalently s).
4In a slight generalization of (6.16) one replaces the argument of the Jacobi polynomial cos xj with
any function behaving as 1− x2/(2j2) for large j.
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just (6.8). The comparison should be made using the spherical coordinates (r, θ, φ), in
place of the vi’s. After also changing integration variable we obtain
Ψj1,n1(r, θ, φ) = e
−in1φ
∫ π
0
dζ sin ζ e−iδr cos θ cos ζ J|n1| (δr sin θ sin ζ) P
n1
j1
(cos ζ) . (6.20)
The last integral has been computed in [27] and is proportional to jj1(δr)P
n1
j1
(cos θ).
Taking into account the overall exponential factor we arrive at (6.8), with the obvious
identification of the quantum numbers. In particular, we see that the (integer) spin j1
plays the role of the angular momentum l in (6.8).
This completes the proof of the recovery of the solutions of the model from the large-
spin limit of the appropriate gauged model.
7 Concluding remarks and future directions
In this paper we argued that an appropriate high-level/high-highest weight limit in
parent gauged σ-models reproduces the spectrum of appropriate non-abelian T-duals.
We demonstrated this by explicitly working out examples where the involved group
structures are based on SU(2). We focused on non-abelian T-duals of WZW models
and PCM, but we believe that our findings can be extended to all σ-models with non-
abelian isometries and their T-duals. However, we do not have a general proof of that
statement.
It will be interesting to explore further the limiting procedure that we have estab-
lished. In particular, for the case of non-abelian duals of WZW models it should be
possible to carry it out in full detail at the exact conformal field theory level.
We conclude by pointing out that the connection to matrix models and integrable
systems of the Calogero type, noticed already in the previous paper [6], persists in
the cases studied presently. Specifically, the states and spectrum identified in section
5.1 for the case G(1) = G(2) = H are the same as those of spin-Sutherland models.
The possibility for further relations betweenWZWmodels and generalized integrable
models remains open and worth exploring.
22
Acknowledgments
K.S. would like to thank the TH-Division at CERN for hospitality and financial sup-
port during a visit in which part of this work was done. The research of A.P. is sup-
ported by an NSF grant.
References
[1] K. Bardakci and M.B. Halpern, Phys. Rev.D3 (1971) 2493.
M.B. Halpern, Phys. Rev.D4 (1971) 2398.
P. Goddard, A. Kent and D.I. Olive, Phys. Lett. B152 (1985) 88.
[2] D. Karabali, Q.H. Park, H.J. Schnitzer and Z. Yang, Phys. Lett. B216 (1989) 307.
D. Karabali and H.J. Schnitzer, Nucl. Phys. B329 (1990) 649.
K. Gawedzki and A. Kupiainen, Phys. Lett. B215 (1988) 119.
[3] E. Witten, Phys. Rev.D44 (1991) 314.
[4] I. Bars and K. Sfetsos, Mod. Phys. Lett. A7 (1992) 1091, arXiv:hep-th/9110054
and Phys. Lett. B277 (1992) 269, arXiv:hep-th/9111040.
[5] A.R. Lugo, Phys. Rev.D55 (1997) 6394, arXiv:hep-th/9603182.
[6] A.P. Polychronakos and K. Sfetsos, Nucl. Phys. B840 (2010) 534,
arXiv:1006.2386 [hep-th].
[7] K. Sfetsos, Phys. Rev.D50 (1994) 2784, arXiv:hep-th/9402031.
[8] X.C. de la Ossa and F. Quevedo, Nucl. Phys. B403 (1993) 377,
arXiv:hep-th/9210021.
[9] B.E. Fridling and A. Jevicki, Phys. lett. B134 (1984) 70.
[10] E.S. Fradkin and A.A. Tseytlin, Ann. Phys. 162 (1985) 31.
[11] T. Buscher, Phys. Lett. 194B (1987) 59 and Phys. Lett. 201B (1988) 466.
[12] A. Giveon and M. Rocek, Nucl. Phys. B421 (1994) 173, arXiv:hep-th/9308154.
23
[13] T. Curtright and C.K. Zachos, Phys. Rev.D49 (1994) 5408,
arXiv:hep-th/9401006.
[14] E. Alvarez, L. Alvarez-Gaume and Y. Lozano, Nucl. Phys. B424 (1994) 155,
arXiv:hep-th/9403155.
[15] Y. Lozano, Phys. Lett. B355 (1995) 165, arXiv:hep-th/9503045.
[16] K. Sfetsos, Phys. Rev.D54 (1996) 1682, arXiv:hep-th/9602179.
[17] S. Forste, A.A. Kehagias and S. Schwager, Nucl. Phys. B478 (1996) 141,
arXiv:hep-th/9604013.
[18] L.K. Balazs, J. Balog, P. Forgacs, N. Mohammedi, L. Palla and J. Schnittger,
Phys. Rev. D57 (1998) 3585, arXiv:hep-th/9704137.
[19] J. De Jaegher, J. Raeymaekers, A. Sevrin and W. Troost, Nucl. Phys. B548 (1999)
563, arXiv:hep-th/9812207.
[20] A. Bossard and N. Mohammedi, Nucl. Phys. B595 (2001) 93,
arXiv:hep-th/0008062.
[21] D.E. Berenstein, J.M. Maldacena and H.S. Nastase, JHEP 0204 (2002) 013,
arXiv:hep-th/0202021.
[22] N. Ja. Vilenkin and A.U. Klimyk, Representations of Lie groups and special functions,
Vol. 1, Kluwer, 1991.
[23] G. Racah, Phys. Rev. 61 (1942) 438.
[24] P.J. Brussaard and H.A. Tolhoek, Physica, 23 (1957) 955-971, issues 6-10.
[25] A.M. Polyakov, Phys. Lett. B59 (1975) 79.
K. Pohlmeyer, Commun. Math. Phys. 46 (1976) 207.
M. Luscher, Nucl. Phys. B135 (1978) 1.
M. Luscher and K. Pohlmeyer, Nucl. Phys. B137 (1978) 46.
[26] J.A. Minahan and A.P. Polychronakos, Phys. Lett. B326 (1994) 288,
arXiv:hep-th/9309044.
For a review see A.P. Polychronakos, J. Phys. A39 (2006) 12793,
arXiv:hep-th/0607033.
24
[27] A.A.R. Neves, L.A.Padilha, A. Fontes, E. Rodriguez, C.H. de B. Cruz,
L.C. Barbosa, C.L. Cesar, J. Phys. AMath. Gen. 39 (2006) L293-L296,
arXiv:math-ph/0602034.
P.J. Cregg and P. Svedlindh, J. Phys. AMath. Theor. 40 (2007) 14029-14031.
25
