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Suppose that it is required to store as much information as possible 
concerning a function g(x) defined ever a given interval (a, f~), given 
that a specified amount of storage is available. This problem is closely 
related to that of storing N + 1 line segments joining the successive 
points (a, Y0), (ul , Y0, "'" , (u~ , Y~), (f~, YN+I), given N, the uj 
and Yj being determined such that the lines give the best least squares 
fit to the curve. A computational lgorithm is determined for solving 
this problem in general, and it is shown how the points are deter- 
mined when the u~' and Yj are constrained, for example, to integer 
values. The method used is similar to that used in recent line-segment 
curve-fitting papers by Bellman and by Oluss. Finally, the informa- 
tion encoding aspects of the model are discussed. 
INTRODUCTION 
In recent papers of Stone (1961), Bellman (1961), and Gluss (1962), 
the problem was considered of determining the best least squares fit to a 
prescribed function g(x) in the range (a, fl) given that N points of sub- 
division ul ,  • • • , uN are permitted and that, within the N q- 1 subinter- 
vals thus formed, the curve is approximated by N q- 1 line segments 
y = aj + bix, uj_l <= x <= uj (1) 
where u0 = ~ and u~+l = /~. In the work mentioned above, it was as- 
sumed that the line segments could be, and in general would be, broken 
in the sense that they need not meet at the point of subdivision; in Gluss 
(1962) a further model was considered in which the lines were constrained 
to meet on the curve at the points of subdivision. In the present paper, 
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we shall consider the problem when the lines are constrained to meet 
at the points of subdivision, but need not meet on the curve. Stone 
showed that, for g(x)  quadratic, the optimal solution is of a very simple 
form, with the u~ equally spaced over the interval (a, ~). He also went 
on to show how the solution for general g(x)  may be obtained by suc- 
cessive approximation when there are no constraints on the lines (that 
is, they may be broken line-segments). This method can probably be 
extended to the continuity constraint problem. 
Curiously enough, this continuity constraint model, which appears to 
be half way between the other two models, results in a far more compli- 
cated algorithm than either of them. The reason for this is that, given 
the uj, the optimal ine segments relative to them are consecutively 
dependent upon each other, whereas this is not the case in the other 
two models. 
We shall further consider the model when the constraint is added 
that the points (u~, Y~.) defining the line segments--where u0 = a, and 
uN+l = fl--must be such that the uj and Y~. take on integer values. This, 
in fact, computationally reduces the determination f the solution con- 
siderably. Finally, the significance of this constrained model relative to 
optimal encoding of information is discussed. 
THE BASIC FUNCTIONAL EQUATIONS 
Having defined the uj,  Yj. as above, the equations (1) for the line 
segments may be replaced by 
Y = yj ~_ Yj -- Y~--1 (x -- uj). (2) 
Uj - -  U j--1 
It is now required to minimize the function 
F(u l  , . . .  , uN ; Yo  , " ' "  , YN+I )  
= ~_, g (x )  - Y i  - (x  - uj) dx 
u~_l U j--1 / 
over all u~- such that a =< ul =< u2 =< . . .  _-< u~ =< /3, and over all Yj. 
Let 
fiv(l~) = Min F(u~ , . . .  , u~ ; Yo ,  " . .  , YN+I) ,  (4) 
Cu~, r~l  
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and let us define 
hN(~, 7)  = Min  F (u l  , . . .  , ua~ ; :go, " "  , Yz¢ , "~). (5) 
[u i ,  Yi] 
In other words, h~(~, 7) gives the best fit over all possible line segments 
with the added constraint that Y~+I = 7. As will be seen, the intro- 
duction of -y is necessary in order to overcome the difficulty inherent in 
ghe interdependence of the line segments and hence obtain the desired 
recurrence relations. It  follows from the definitions of f~(~) and hN(~, 7) 
that 
)'~(~) = Min  h~(~, 7).  (6) 
Using the principle of optimality (Bellman, 1957), the basic functional 
equations for h~ are given by 
and 
Min 
[£ i [ , ( z )  - - - 2 )  (x - + h~_~(u., Y.)]. (8) 
If we now define 
f/ I ( f l ,  u~) = g(x )  dx, N 
(9) 
f/ J(~, u~ = zg(x) dx, N 
and 
S(~, u~) 
then Eqs. (7) and (8) reduce to 
ho(~, 7) 
f 
~ 
= [g(x)]  ~ dx, 
uAr 
= Min ~S(¢, ~) + 2(~ - BY0) I(~, ~) 
[ro] L fl -- a 
-- c~ 3 (72 +TY°+ Yo 2) , 
(lo) 
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and 
F 2 (u~/ ~YN) Min LS(fl, uN) + I(~, u~) 
[u~,YNl fl - uN 
2(~ - Y~) ](~, u~) + ~(~ - u~) (11) 
- u~ 3 
(~2 + ~,yx + y 2) ~_ h~-l(uN, Y~)I" 
THE COMPUTATIONAL METHOD 
We may now proceed to determine computational solutions by using 
Eqs. (10), (11), and (6), in that order. Firstly, given ~, we calculate 
ho(~, "Y) and the corresponding Y0 for aU permissible values of ~,; actually, 
the calculations are performed for equidistant point.s over the permitted 
range of % and then values of h0 and Y0 for values of ~, between the grid 
points are found by interpolation. For a particular % Eq. (10) is solved 
by successive approximation. 
Having obtained h~(~, ~/) in general, hi and the corresponding ul and 
]11 are computed over the whole ~,-grid by successive approximation 
using Eq. (11). Then the process is continued using Eq. (11) iteratively 
to determine h2, u2, Y2 ; h~, u3, Y8 ; and so on. 
From the tables of hN so obtained, we then use Eq. (6) to determine 
fN. The minimizing 3, is the required Y~+I, and the corresponding u~ 
and YN are obtained from the computed hN, uN, Yr tables. We then 
work back through these tables to determine u~-i, Y~-I ; u~-2, Y~-2 ; 
• • .; u~, I11 ; and finally Y0. 
Although no computations have yet been performed using this 
method, nevertheless the computational feasibility is evident: in order 
to obtain h~(fl, r), the ranges of u and Y over which ho(u, Y), . . .  , 
h~(u, Y) must be computed are (a, fl) for u, and any reasonable lower 
and upper bounds on the Y's; for example (]c~(x), k(l(x)), where g(x) and 
O(x) are lower and upper bounds on g(x) in (% ~), and k > 1. 
CONSTRAINTS ON THE VALUES OF u~- , Yi 
It is evident from Eqs. (10) and (11) that when any constraints on the 
uj, Yj are imposed the functional equations remain the same, but the 
amount of computation is reduced. This is because, instead of minimizing 
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over continuous two-dimensional (u~, Y~) spaces, the problem is 
reduced to that of minimzing over the subspaces defined by the con- 
straints. 
If the constraints are that the u~., Yj may only take on integer values, 
then we need only minimize over a two-dimensional grid of distinct 
points rather than the continuous pace; and if in addition bounds are 
placed on the uj, Y~-, then the minimization is over a finite number of 
points in the (u~, YN) space, and the problem of solving Eqs. (6), (10), 
and (11) for hN and f~ becomes eomputationally almost trivial. The 
significance of these integer constraints for encoding of information 
concerning (x) so that a good approximation to it may be stored 
economically is discussed below. 
ENCODING OF INFORMATION 
Suppose that it is required to store in a digital computer or on mag- 
netic tape some representation f a physically produced function, usually 
of time, in such a manner that a reasonably accurate reconstruction of
the function may be made; by "reasonably accurate" is meant having 
some required properties that will be indicated below. For example, 
suppose we wish to store digitally approximations to speech pressure 
waves--or "speech patterns"--which on the one hand require a mini- 
mum of storage consumption, while on the other hand providing a suf- 
ficiently small error (or a sufficiently good approximation) so that dif- 
ferent words may still be distinguished from one another. These peech 
patterns may have been obtained, for example, from a microphone or 
from any other electronic instrument sensitive to pressure waves. 
In storing and reconstructing such patterns, we wish to determine a
method that will distinguish (after reconstruction) between different 
words, while preferably not distinguishing between the patterns formed 
by different people uttering the same word, and certainly not distinguish- 
ing between the patterns formed by one person uttering the same word 
at different imes. In other words, we wish the reconstructed speech 
patterns to be such that they vary significantly between different words, 
and preferably do not vary significantly within words between people 
and within words within people, to use statistical terminology. 
The encoding of the speech patterns, their storage, and reconstruction 
may be represented by the following flow diagram: 
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I The spoken word ] 
[ Sensing devico I 
Wave function 
(Analog representation) 
3 
Analog to digital conversion I 
~ 4 
Digitally stored representation { 
I  econs ruc ed analog re resoo a ion I 
In this paper, we are primarily concerned with the last three transitions, 
3, 4, and 5. The original wave function gl(x)--or g~(t) if time is the inde- 
pendent variable--is approximated to by a step function g(x), since the 
analog-to-digital device makes discrete, even if small, steps in the two 
dimensions x and y, which steps we may for convenience associate with 
integer values of the two variables (transition 3). Whether the analog- 
to-digital device gives a fine enough scale to produce an exceptionally 
good representation f the original function, or does not provide such 
a good representation, the algorithm nevertheless provides the best 
encoding possible given the existing equipment and storage limitations. 
We may then use the model described above to obtain an optimal line 
segment approximation g~(x) to g(x)--optimM in the least squares sense 
anMyzed above--so that we may store digitally the uj and Yj so ob- 
tained, which will provide the best least squares approximation for 
given N or a given amount of storage space (transition 4). 
The us and Yj thus obtained now remain as the only encoded infor- 
mation describing the original speech wave. From these values may be 
constructed by a conversion device a reconstruction of the original 
wave, ~n approximation containing all the digitally stored information 
(transition 5). This will also be in the nature of a step function. 
The applicability of the model and the associated computational 
algorithm analyzed in the paper is now evident. One point, however, 
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remains to be discussed concerning its optimaliW. This is that the 
amount of computation and the constraints of the model make the 
algorithm mathematically ess efficient han that for the unconstrained 
model (see Stone, 1961; Bellman, 1961; and Glass, 1962), where (1) the 
fact that broken line segments are permitted improves the fit, and (2) 
the computations involve straightforward determination of a one- 
dimensional functional fN(~) instead of via a two-dimensional functional 
h~(fl, 3'). However, these considerations must be weighed against hose 
concerning the constraints on analog-digital-analog equipment, for 
which the unconstrained model provides considerable difficulties. In 
other words, optimality of the mathematical model must be weighed 
against optimality with respect o hardware. For further discussion of 
the model, the equipment involved, and related problems, the reader is 
referred to Scott (1960), and in particular Chapter 3. 
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