A famous biologically inspired hierarchical model (HMAX model), which was proposed recently and corresponds to V1 to V4 of the ventral pathway in primate visual cortex, has been successfully applied to multiple visual recognition tasks. The model is able to achieve a set of position-and scale-tolerant recognition, which is a central problem in pattern recognition. In this paper, based on some other biological experimental evidence, we introduce the memory and association mechanism into the HMAX model. The main contributions of the work are: 1) mimicking the active memory and association mechanism and adding the top down adjustment to the HMAX model, which is the first try to add the active adjustment to this famous model and 2) from the perspective of information, algorithms based on the new model can reduce the computation storage and have a good recognition performance. The new model is also applied to object recognition processes. The primary experimental results show that our method is efficient with a much lower memory requirement.
I. Introduction
A SERIES of neural computational models have been proposed for vision processes based on the biological mechanism and have been successfully applied to pattern recognition [1] - [4] . Recently, biological research with information technology integration is an important trend of research.
In particular, in 1999, Riesenhuber and Poggio proposed a famous neural computational model for vision process [2] . This model is a hierarchical feed-forward model of the ventral stream of primate visual cortex, which is briefly called as HMAX. The model is closely related to biological results. Each level in the model was designed according to data of anatomy and physiology experiments, which mimicked the architecture and response characteristics of the visual cortex. Giese and Poggio [5] further extended the above model to biological motion recognition. They established a hierarchical Manuscript neural model with two parallel process streams, the form pathway and the motion pathway. A series of extended models have given a very good performance in biological motion recognition in cluster [6] and are compared with psychophysics results [7] . The model was also extended to a computational model for general object recognition tasks [8] , which can output a set of position and scale invariance features by alternating between a template matching and a maximum pooling operation corresponding to S1-C2 layers. Some researchers introduced sparsification, feedback, and lateral inhibition [9] , [10] into HMAX. These works have demonstrated a very good performance in a range of recognition tasks, such as face recognition [11] , scene classification [12] , and handwritten digit recognition [13] , which is competitive with the state-of-the-art approaches. Moreover, inspired by the HMAX model, some researchers modified its max-pooling structure, and took the pooling layer as saliency templates for object tracking [14] , [15] . On the other hand, inspired by the behavioral and neural architecture of the early primate visual system, Itti [3] , [16] established a visual attention model. Itti and Poggio et al. [17] merged the saliency-based attention model proposed in the previous work [3] to HMAX to modify the activity of the S2 layer. Here, the S2 layer mimics the response characters of V4 in the primate visual cortex, which shows an attention modulation in electrophysiology and psychophysics experiments.
Saliency-based visual attention models are further compared with behavioral experiments [18] , which shows that the models could account for a significant portion of human gaze behavior in a naturalistic, interactive setting. A series of visual attention models [19] have demonstrated successful applications in computer vision [20] , mobile robotics [21] , and cognitive systems [22] .
There are also works trying to combine HMAX and deep belief networks (DBN). The HMAX model could extract position and scale invariance features with a feed-forward hierarchical architecture, but the lack of feedback limits its performance in pure classification tasks. DBN [23] has shown the state-of-the-art performance in a range of recognition tasks [24] , [25] . DBN uses generative learning algorithms, utilizes feedback at all levels and provides ability to reconstruct complete or sample sensory data, but DBN lacks position and scale invariance in the HMAX. Therefore, combining DBN with HMAX is meaningful to extract more accurate features for pattern recognition.
The above models are all biologically inspired models and have been successfully applied in practical work. Similar works also include [26] - [30] . In this paper, based on other biological results, we try to introduce the memory and association mechanisms into the HMAX model to enhance its learning ability. The main contributions of this paper are explained in details as follows.
1) In the Object Memorizing Process: Our proposed model mimics certain characteristics of human's memory mechanism. a) In our model, one object is memorized by semantic attributes and special image patches (corresponding to the episodic memory). The semantic attributes describe each part of the object with a clear physical meaning; for example, whether or not eyes and mouths of faces are big or small. One special patch is selected if the value of the corresponding semantic feature is far from the average one. The patches should be the prominent parts of the object. b) In our model, different features (semantic attributes and special patches) of an object are stored in distributed places, and the common feature of different objects is saved aggregately, which are used to classify the difference of similar features of different objects. The similarity thresholds for each object can be learned when new objects are learned. 2) In the Object Recognition Process: Compared with the biological process in which the associated recognition includes the familiarity discrimination and recollective matching, our proposed model first compares the special patches of the candidates with those of the saved objects using the HMAX model in mimicking the familiarity discrimination (knowing through the episode), where the candidates and the saved objects have the same prominent semantic features. Then, our model combines the comparison results of the special patches with those of the semantic features in mimicking the recollective matching. The remaining part of this paper is organized as follows. In Section II, we briefly summarize the biological basis and the supporting research of this paper. In Section III, the detailed description of the model is given. In Section IV, the recognition performance of the model on face and house datasets is evaluated and compared with the original model. Finally, some conclusions are given in Section V.
II. Biological Evidences for New Model
In this paper, we propose a model based on HMAX and some basic facts about the memory and association mechanism established over the last decade via several physiological studies of cortex [31] - [34] . The accumulated evidences are now summarized.
1) Memory About an Object Includes the Episodic and Semantic Memory Tulving et al. [34] pointed out that the episodic memory and the semantic memory are two subsystems of declarative memory. Though the two systems share many features, the semantic memory is considered as the basis of the episodic memory that, compared with the semantic memory, has additional capabilities. In the memory encoding process, information is encoded into the semantic memory first and is then encoded into the episodic memory through the semantic memory, as shown in Fig. 1 .
2) An Object Concept May be Represented by Discrete
Cortical Regions Brain imaging studies show that object representation is related to different cortical regions, forming a distributed network that is parallel to the organization of sensory and motor systems [32] . For example, in the word generation experiments, ventral and lateral regions of the posterior temporal cortex have been found eliciting differentially with different types of information retrieved [35] . In other related behavioral experiments in which the subjects are required to name an action or a color, the specialization of different cortical regions has also been observed [35] . 3) Neurons Responding to the Common Feature of Different Objects Aggregate Together Researchers believe that the brain tends to process common features from different objects in the same areas [32] . One supporting fact for the assertion is the existence of the cortical region responding to the shape attributes of different visual categories. In the related behavioral experiments, when the subject was required to perform the same task with different object categories as stimuli, the ventral occipitotemporal cortex was consistently activated and encoded the object forms with distinct neural response patterns [32] . Another body of evidence comes from studies of cortical lesions [36] , [37] . The damage to the temporal lobes is found to be strongly associated with the impairment of abilities to recognize objects and retrieve information about the object-specific characteristics [36] , [37] . This implies that the temporal lobe is the region in which object-specific information from all categories is commonly stored. Functional column may provide the anatomical basis accounting for the above phenomena, and recent studies suggest that the functional column is a basic processing architecture spreading over the visual neural systems [38] - [40] . On the surface of the infratemporal cortex that activated by faces, neurons with common preference were found aggregating in patches specifying different stimuli [38] . Similar organization was also seen in the area of posterior TE that is responsive for simple 2-D shapes [39] . It is inferred that such a columnar organization would produce stimulus invariance [41] and also provides a visual alphabet from which numerous complex objects can be efficiently represented as a distributed code [40] .
4) Recognition Memory Includes Familiarity and Recollection Components
As a basic functional part of memory, recognition memory has its use in identifying and judging whether the presented object has ever been captured consciously [33] , [42] . It is widely accepted that two components make up the recognition memory: One is the familiarity discrimination that determines knowing though the episode in which the object has appeared may not be recalled, and the other is the recollective matching that means remembering both the presence of the object and the related episode. Different mechanisms have been proposed to explain the two recognition experiences. Some researchers argue that the only difference between familiarity discrimination and recollection matching is the trace strength, in term of which the former is weaker than the latter [43] - [45] , while others regard the two processes as qualitatively different modes of recognition memory, which may be executed by hippocampus and perirhinal cortex, respectively [33] , [42] .
5) Familiarity Recognition Is Rapid and Accurate and Only
Needs a Small Number of Neurons From the evolutionary perspective, owning a simplified recognition system focusing on familiarity is likely to have advantage in speed of response to novelty by saving time of deep recalling. This hypothesis has been confirmed in some related experiments, in which subjects made familiarity decisions faster than recollect decisions [34] , [46] , [47] . The computational efficiency of a recognition system dedicated for familiarity discrimination has also been demonstrated by the simulated neural networks [48] . Compared with systems relying on associative learning, familiarity decision can be made accurate and faster by a specially designed network with a smaller size of neuron population. All of the above works form the basis of our model which will be explained in Section III.
III. New Model-Introducing Memory and Association Into Biologically Inspired Model
The new model is presented in Fig. 2 . This section includes five parts, which introduce the framework of our model and algorithms related to subprocesses. and s xi represents the xth special episodic patch of the ith object. In face recognition process, semantic description can be the eyes are large, the month is small and so on. The special episodic patch can be the image of an eye if the eyes are prominent on the face. These two kinds of features are just corresponding to the semantic and episodic memory of declarative memory in cognitive science [31] , respectively. 2) Features of One Object Are Saved in Distributed Memory and Common Features of Various Objects Are Stored Aggregately (Block2) A 1 to A m represent various common semantic attributes of different objects. S x is a library for special episodic patches of different objects. A common attribute of different objects is stored in the same regions, for example, a 11 − a 1n is the first feature of different objects (i = 1, . . . n) which are stored together, called as A 1 . A 1 not only has a clear biological area but also has a learning ability. For example, the similarity sensitivity would be learned when new objects are saved. This memory mechanism has clear biological evidences [32] , [41] .
A. Framework of Our Model

3) Recognition of One Candidate (Block3)
T t represents a candidate. The semantic features a 1t to a mt and the episodic patch feature s xt are extracted before recognition.
4) Familiarity Discrimination (Block4)
Familiarity discrimination is achieved through the HMAX model. Both s xi and s xt are extracted in the C1 layer of the HMAX model. The saved object can be ordered by comparing similarity between the candidate and the saved objects in the C2 layer of the HMAX model. This process corresponds to the familiarity discrimination (knowing through the episode) in biological recognition memory [42] .
5) Recollective Matching (Block5)
Recollective matching is achieved through integration of the semantic and episode feature similarity analysis. We compare the semantic features of the candidate with those of the top saved objects according to the familiarity discrimination. If the difference between the candidate and the closest object does not exceed the threshold, which we have learned during the memory process, we consider that the candidate is the object. This procedure is illuminated by recollective matching in recognition memory [42] .
B. Encoding Episodic and Semantic Features (Block 1)
As we know, memory is the process by which information is encoded, stored, and retrieved, and the memory to an object with conscious process is called declarative memory, which can be divided into semantic memory and episodic memory [31] , [49] . Semantic memory refers to the memory which is learned by people, such as meanings, understandings, conceptbased knowledge, and work-related skills, and facts [50] . Episodic memory refers to the memory which is explicitly located in the past involving the specific events and situations, such as times, places, associated emotions, and other contextual knowledge [51] , [52] . In this paper, the features of a saved object i include descriptive attributes a 1i to a mi and special patch s xi (Fig. 3) , where descriptive attributes correspond to semantic features, and special patches correspond to episodic features. 1) Semantic Features: In biological process, human would memorize an object using semantic features. In computational process, semantic features can reduce the memory size requirement. However, to get semantic features, a big dataset and learning ability are needed, which correspond to the prior knowledge.
A simplified algorithm is presented as follows. First, we need to extract semantic features a ji from patches with a clear physical meaning (such as the images of eyes, months of one face) for each object i. Then, we can get an average viewā j of each feature a ji . At last, we compare a ji andā j (j = 1, . . . m) to justify the semantic characteristics of a particular object.
Take face recognition as an example. In this paper, the active shape model (ASM) is used to extract typical points from faces. Avoiding to describe one part big or small, which can be vague, we compute effective geometric features of organs (such as eyes, nose, and mouth), which are given in Table I . In biological study, these features are considered to be the most discriminative ones for recognizing a person by humans and therefore a reasonable choice for our biologically plausible model [53] , [54] . More importantly, these facial features of high visual saliency are essential for our goal of modeling semantic recognition process, as they are basic elements of semantic descriptions of a human face.
We can establish an average value for each geometric feature. By comparing each individual with the average face, we can get the computational semantic attributes for each part.
In the experiments, we will show that these geometric features have similarities with general semantic meaning, such as the eyes are large and so on. Therefore, these features are used as semantic features in the face experiment.
It should be noted that representing the geometric features of a face component should consider the influences of expression, view direction, light, and even subjective feeling of an observer. In order to get fair results, our current dataset is collected with frontal faces with less expression, and the semantic features are computed as a ji =ḡ ji σ ji ,ḡ ji =
where g jiq is the measured jth geometric features from the qth image of the ith object,ḡ ji is the average value of g jiq over q, Fig. 4 . Distributed memory structure. and σ ji is the standard deviation of the jth geometric feature from the ith object.
For one person, many other attributes, such as gender, race, and age can be included in further research. Some events and their relationships can enrich the memory processes.
2) Episodic Patches: In order to mimic episodic memory, we need to find out the dominant patches of an object by finding out the prominent semantic features of the object i (2).
Take face recognition as an example again. First, we need to find out prominent semantic features for physical parts, such as eyes, nose and mouth
where {ĵ ik } are the N top dominant semantic features of the ith object, andā j is the jth semantic feature averaged over all objects. Special episodic patches could be extracted, which corresponds to {ĵ ik } of the object O i and are put into the HMAX model proposed by [2] , which can extract a set of position and scale tolerant features. Different from the original HMAX model, only episodic patches corresponding to the prominent part of a candidate are put into the model, and only those of the known objects are stored in a library.
C. Distributed Memory Structures (Block 2)
How to remember and organize different features is a key problem in the memory process. It would also influence the retrieval and association processes. This is also an important part of our framework.
Studies of cognitive sciences have indicated that the extraction, storage and retrieval of different features are realized by the distributed cortical areas. As we have listed in Section II, many data and evidence show that an object concept may be represented by the discrete cortical regions [35] and neurons responding to the common feature of different objects aggregated together [41] .
In this paper, we mimic this distributed structure to memorize and retrieve features. Suppose there are m visual cortical regions A 1 to A m (Fig. 4 ), which are sensitive to different kinds of features a 1t to a mt . Thus, the candidates which have the feature a jt will activate a distinctive response in region A j .
This kind of distributed structures has great advantages. The visual cortical region A j can be more and more sensitive and effective through comparing different a ji . Two similarity thresholds for semantic attributes and episodic patches which Extract geometric attributes g jiq from all images related to the ith object 3: Compute semantic features a ji with g jiq by (1) 4: Select prominent semantic features as the prominent feature by (2) 5:
Extract special episodic patch s xi corresponding to thê j i th features 6: Compute thres i by (4) 7: end for Compute similarities between s xt and s xi which come from the same semantic part of the incoming object and the learned objects, respectively 4: end for 5: Sort learned objects by (3) 6: Select the top-ranking learned objects in term of similarity for further recognition 7: Extract semantic features {a jt } 8: Select the most similar learned objectî by (5) 9: if Object is 'known' by (4) then 10: Output the recognized identityî 11: else 12: Label the object as 'new' 13: end if would decide if a candidate is a known object are learned when a new object is memorized. In the further work, the attributes of one object would also be connected and influence each other.
D. Recognition Based on Familiarity Discrimination and Recollective Matching (Block 4 and 5)
As shown in Section II, there are two processes in the recognition memory: familiarity discrimination and recollective matching [42] , and their combination is useful for a fast and accurate human recognition task. In the proposed framework, we also have two processes, corresponding to familiarity discrimination and recollective matching.
1) Familiarity Discrimination: The purpose of familiarity discrimination is to feel whether or not the given subject is known. After a special patch similarity analysis, it is necessary to decide if the subject is known rapidly. Then, the problem is how to design the threshold of each saved subject which can be used to decide if the candidate is the saved subject.
In block 1, we establish a library of episodic patches {s xi } of different known objects in the memory process. In the familiarity discrimination of the association process, a special episodic patch s xt of the candidate T t is extracted and put into the C1 layer of the HMAX model. Then, we compute the S2 and C2 level features of the candidate and the known objects which have the same prominent semantic attribute. Finally, we sort the known objects through their C2 feature similarity compared with the candidate.
However, instead of presenting the result of the familiarity process by yes (the dissimilarity value is smaller than thres) and no (the dissimilarity value is larger than thres), in this paper, the process result is presented by the probability of one candidate being a known subject that is computed by
As we assume all p(O i ) are the same, the identities are actually sorted by p(T t |O i ) = exp(−d), where d is the Euclidean distance between features of the learned face and the incoming face. Then, only the top-ranking candidates in term of similarity are retained for the next step of recognition. Fig. 6(b) and (c) This process corresponds to the familiarity discrimination in recognition memory [42] .
2) Recollective Matching: We compare the semantic features a jt of the object with those of the top known objects obtained from familiarity discrimination. If the smallest dissimilarity does not exceed the thresholds, which have been learned during the memory process, the candidate is recognized as the closest known object. Otherwise, we regard the candidate as a new one. This procedure is illuminated by recollective matching in recognition memory [42] .
In this paper, the threshold for a known identity i is given as follows:
where f iq is the qth image feature of the ith object (ith object has Q i images), f i * is the average features of Q i images belonging to the i * th object, thres 1i is the intraclass maximum difference, thres 2i is the interclass minimum difference, λ is the ratio of thres 1i and thres 2i , and thres i is the final similarity threshold. Clearly, the larger the threshold is, the less sensitive the image is. λ is used to adjust the thres i to make it more flexible. Finally, if the object is considered as known, the identification of the object is found in the remaining candidates passed from the familiarity discrimination process bŷ
( a jt − a ji 2 ).
The memory and recognition algorithms are given as algorithm 1 and 2, respectively.
IV. Experiments
In this section, we evaluate our model on two databases: 1) CASIA-RTA (established by ourselves) and 2) CAS-PEAL-R1 [55] .
A. Face Recognition on CASIA-RTA
We first apply our algorithms based on the new model to face recognition on CASIA-RTA. To make the application of algorithms clearly, we now describe the process in detail.
This database contains front faces of seven persons with slight expression variations. The first five persons' face images are used in both the memory and recognition phases, and each phase has eight different images for a person. Other two persons' face images are only used in the recognition phase for unfamiliar detection. Some samples of the database are shown in Fig. 5 . The experimental details are given as follows. 1) Features in Memory Phase: In the memory phase, for each image in CASIA-RTA, 68 control points of faces are extracted [see Fig. 6(a) ], and then 17 semantic attributes (as shown in Table I ) are calculated based on these points. Special patches are extracted according to one or two prominent face organs, and some examples are given in Fig. 6(b) and (c). The whole memory size for a known person is given in Table II. 2) Special Patches Evaluation: Although light, expression, scales, and other factors would influence the similarity analysis, our experimental results show that the similarity of the special patches through HAMX primarily matches the semantic description. For example, one candidate's special patch is more similar to that with the same semantic description.
In the memory process, eyes' semantic descriptions of the first three persons [ Fig. 7(a) ] are first computed. The results indicate that the first two persons are with big eyes and the third person is with small eyes. Then, we extracted eyes' patches which scaled with four and six in the C1 level. In the recognition process, three other pictures of the first three persons are used [see Fig. 7(b) ]. The similarity analysis and ranking are presented in Table III , in which patch i.j represents an eye patch with scale j ×j of the ith person. The patches are ranked according to their average values from the C2 layer. Eye patches of the first two persons generate higher values with portraits having bigger eyes, while the patches of the third person prefer the smaller ones. This rule is always true even in some cases that the eyes of the first two identities are confused.
The results above demonstrate that the low-level features used in the model are reliable indicators of visual properties. By combining a sufficient number of such features, visual objects can be efficiently represented by the response patterns, just like the neural activities in certain cortical regions by which they are encoded.
3) Familiarity Discrimination: The thresholds for five known persons' C2 level features are shown in Table IV and the dissimilarities between three other persons' images and the five known persons' images are given in Table V . The dissimilarities between three other persons' images and the five known persons' images are all larger than the threshold. Therefore, the three other persons can be recognized as unknown rapidly.
Based on function (3), the first five persons' images used for recognition are compared with their images used for memory. The probability and the corresponding rankings are given in Table VI (only the results of four persons' three images are listed there). Each person's other images are close to themselves through familiarity matching. Three known objects among top matching probability are reserved for further recognition. 4) Recognition by Recollective Matching: In this process, the similarity in semantic meaning is compared. The attribute thresholds computed by function (4) for five persons are given in Table VII. By computing the difference between the test image and the reserved persons' attributes successively, and comparing with the attributes thresholds, the final label for each test image can be obtained. The recognition precision is shown in Table VIII .
As shown in Table VIII , the precision does not improve with more patches of the same organ (as shown in Fig. 6 ), which may suggest that a little selected special patches can achieve good discriminant ability. This will be verified next in B with more comparison experiments.
B. Face Recognition on CAS-PEAL-R1
We now evaluate the new model on a public face database CAS-PEAL-R1 [55] . It is a large-scale Chinese face database, which is collected under the sponsor of the Chinese National Hi-Tech Program and ISVISION Tech. Co. Ltd. Thirteen persons were selected for experiments, and each person has five images, respectively, in the memory and recognition phases. These images have slight expression, accessories, and lighting variations. Some samples of this database are shown in Fig. 8. 1) Feature and Parameter Selection: For CAS-PEAL-R1, Stasm [56] was used to extract 76 controlled points of face automatically, and p = 1-3, pn = 1, t = 5, scalesize = [4, 6, 8, 10] (see Table II for their definitions), other parameter settings and processes are the same as in the experiment on CASIA-RTA database. Some persons' samples with control points and patches are shown in Fig. 9 .
2) Empirical Results: In this part, we compare our new model with random patch selection method, which keeps the random patch selection mechanism in the HMAX model, and is embedded into the new model's similarity measure framework, and it is called as RandPatch bellow. Then, the comparison experiments are carried on CAS-PEAL-R1 with small number of training samples for each person, and the results are given in Table IX . By varying the number of the special organs (eye, nose, mouth) from one to three, first, the best precision of our new model is 90.77% when two special organs are selected (four scales, eight patches in total for an image). It is worth mentioning that this high precision is achieved by combining special patches and semantic features, whose precision is only 72.31% and 69.23%, respectively. Second, we test the performance of RandPatch, and the sample images are cropped to contain only face regions in order to remove disturbs from the background. The best result of RandPatch is 70.77%, which extracts 12 patches in one image at random positions on the face. Although randomly extracted patches cover a wider range of face regions, it seems that RandPatch could not extract discriminant patches, and because of its random mechanism, the result is not stable.
The memory size is a critical indicator of an algorithm. As there are two primary factors to influence the memory size: the sample numbers of the known persons and the patch numbers for every face image. Their relations with recognition precision are shown in Table IX and Fig. 10 .
First, as shown in Table IX , by keeping the image sample number constant (five images for each person), we find that the precision of RandPatch does not improve clearly with more patches. The result of the new model has a remarkable improvement when patch numbers increase from four to eight and then stays stable with the number of patches continuing to increase.
Second, as shown in Fig. 10 , we select two special organs (corresponding to two patches, four scales) for every image. Increasing the sample image numbers of the known person from one to five, the precision of special patches gets maximum, and stays nearly stable since the sample number is three or more, which indicates that familiarity discrimination can achieve a good performance with a small number of sample images. Meanwhile, the precision of semantic features and its combination with familiarity discrimination is increasing from 32.31% to 67.69%, and from 52.31% to 90.77%, respectively. Moreover, the performance of RandPatch is also tested. We crop the sample images to contain only face regions as before, and the maximum precision of RandPatch is 83.08%, which is still lower compared with our new model. To obtain a similar precision, RandPatch needs more patches, which is computationally expensive. Furthermore, when the sample numbers are three or more, the performance of RandPatch is stable or even gets poorer, which makes it difficult to further improve the performance of RandPatch.
From the comparison experiments with small number of training images for each person, it is obvious that by combining familiarity discrimination and recollective matching together, the new model can have a better performance with a smaller memory requirement and therefore is more efficient than RandPatch.
V. Conclusion
In this paper, the biologically inspired memory and association model has been proposed. The typical features of the proposed model include:
1) in both the memory and recognition processes, the objects have semantic and episodic features, and the episodic patch is extracted according to the semantic feature; 2) the sensitivities to the semantic and episodic features are learnt during the process; 3) in the association process, the semantic and episodic features are separately compared and the results are integrated, which correspond to familiarity and recognitive matching. Through six blocks in Fig. 2 , the above model is introduced to the HMAX model and the corresponding algorithms are given. The memory and association mechanism provides a top-down control function in the process, which can actively select the important features in memory and association and influence the recognition process.
The experimental results show that in the new method, the required memory is small and the recognition performance is good.
In the future work, we will mimic the function and mechanism of primate's higher visual cortex (as IT, PFC), to achieve primary cognition of orientation, distortion, and occlusion. It will further improve our model's learning ability.
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