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Abstract 
Shale gas has become an essential source of energy supply in the United States and the 
world. It is important to analyze shale gas flow behavior and the associated production behavior 
from experimental and simulation perspectives. The specific objectives in this study are: (1) 
analyze shale gas flow behavior in the laboratory using pulse-decay experiments in both un-
fractured and fractured cores, which will be accomplished in chapter 2 and chapter 3, respectively 
(2) propose a workflow to estimate shale gas permeability evolution taking into account multiple 
physics in the organic-rich matrix, which will be accomplished in chapter 4 (3) perform shale gas 
production simulations to justify the importance of these physics for shale gas production volume, 
which will be accomplished in chapter 5.  
Pulse-decay experiments using adsorptive gas (nitrogen and carbon dioxide) and non-
adsorptive gas relate complex relationships between gas apparent porosity and adsorption (in 
forms of Gibbs/excess and absolute), and gas apparent permeability and adsorption. Among the 
three types of gas, helium apparent permeability is the highest. The ratio between apparent porosity 
and intron porosity of tight porous media is the summation of unity and the density ratio between 
the adsorbed phase and the free gas phase. A coefficient different from the density ratio is involved 
in the flow governing equation of adsorptive gas, which is in accordance with the adsorption 
contribution to the gas apparent permeability. For nitrogen, the coefficient is positive; and for 
carbon dioxide, the coefficient can be positive or negative below and above the phase change 
pressure, respectively. Virtual experiment simulations by discrete-fracture modeling of the pulse-
decay systems reveal that the effective permeability of the tight porous media with complex 
configurations during the transient flow process is different from that during the steady-state flow 
process. History matchings of pulse-decay experiments on one naturally fractured core under 
 
 
 iv 
different pore pressure and effective stress reveal that, matrix permeability is more sensitive to 
effective stress than matrix porosity, fracture porosity, and fracture permeability. It also implies 
that gas flow under a higher pressure is more likely in the homogeneous porous media as the 
matching errors show a decreasing trend with the pore pressure. 
The workflow of estimating the shale gas permeability evolution curve reveals that, slip 
flow/pore diffusion and surface diffusion in shale matrix largely mitigate the permeability decrease 
by the effective stress during the gas depletion process. Shale gas production simulations 
considering dynamic properties of both the matrix and fractures indicates that, the natural fracture 
spacing is the most important to shale gas recovery. By contrast, slip flow and pore diffusion are 
less important. Surface diffusion might be essential to shale gas recovery depending on the surface 
diffusivity value: the 5-year forecast error of the gas recovery factor without considering surface 
diffusion is higher than 5% when the surface diffusivity is higher than 1E-6 m2/s. 
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1. Chapter 1: Introduction 
1.1 Review of pulse-decay experiments  
The pulse-decay experiment, or the transient gas transmission experiment, is a powerful 
method to measure low-permeability and ultra-low permeability in the laboratory. The pulse-decay 
experiment is unsteady-state, which is different from the conventional steady-state method. For 
the steady-state method, permeability is estimated based on Darcy’s law after achieving pressure 
drop across the core sample. It fails to some extent for low-permeability scenarios because of 
several reasons (1) time to achieve pressure equilibrium is extremely long across the core sample 
because of the low flow rate (2) full scale of the pressure gauge of measuring pressure drop might 
be exceeded because of the low-permeability. The pulse-decay set-up is comprised of three major 
components: upstream reservoir, core sample, and downstream. The methodology of the pulse-
decay experiment is to use pressure curves to interpret petrophysical properties. After providing a 
pressure pulse at the upstream stream, pressure declines at the upstream and builds up at the 
downstream. By applying simple Boyle's law, the porosity of the tested sample can be estimated 
after pressure equilibrium. Either analytical or numerical approach can estimate permeability of 
the sample.  
Brace et al.1 applied the pulse-decay experiment for the first time to measure granite 
permeability and came up with the first-version approximate analytical solution.  
Governing equation of tight gas is expressed as: 
2
2
[( (1 )]
g b m m
g g
c c c cp p
l k c c t


 
  
 
       (1-1) 
where p is pressure l is the core direction, μ is gas viscosity, cg is gas compressibility, k is 
permeability, cb is bulk compressibility, cm is mineral compressibility, ϕ is porosity, and t is time. 
If gas compressive storage is ignored, Eq. (1-1) becomes: 
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2
2
0
p
l

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The pressure at the upstream as a function of time is expressed as: 
1( ) [ (0) (0)]
t d
u f u d
d u
v
p t p p p e
v v

  

      (1-3)  
where pu is the upstream pressure, pf is the equilibrium pressure, pd is the downstream 
pressure, vd is the volume of the downstream reservoir, vu is the volume of the upstream reservoir. 
The coefficient б1 is expressed as: 
1
1 1
( )
g d u
kA
c L v v


           (1-4) 
where A is the area of the cross-section, L is the core length.  
Sutherland and Cave applied a different configuration of the pulse-decay experiment by 
making the downstream volume two orders’ smaller than the upstream volume.2 The approximate 
analytical solution they provided is: 
2( ) ( ) [ (0) (0)]
t
u d u dp t p t p p e

          (1-5) 
б2 is expressed as: 
2
1
u
kA
cL v


           (1-6) 
Lin set up the numerical setting for the pulse-decay experiment. The initial pressure is pd(0) 
at the core and downstream, and pu(0) at the upstream.3 The boundary conditions are: the mass 
flux leaves the upstream equals that enters the core sample, and the mass flux leaves the core 
sample equals that enters the downstream. The analytical solution by Lin is: 
2 2
2 2 2
( ) [ (0) (0)]exp( ) ( ) (0)
2
u u d d
u u u
l Ak tAk A k
p t p p l t erfc p
v c v c v ct
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  
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β is defined as: 
[( (1 )]
g b m m
g g
c c c c
k c c
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 

          (1-8) 
Hsieh et al. used the concept of hydraulic head in the analytical solution:4 
2
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h l t
H
      
           


 
 
       
  (1-9) 
where /s uS AL S  , d uS S   , 
2
sKt L S  , l L  , h(l,t) is the hydraulic head at 
core length of l and time t, and H is the increased pulse size at the upstream; Sd, Su, and Sd are 
compressive storage for the downstream, upstream, and core sample, respectively. m is the mth 
root of the transcendental equation: 
2
( 1)
/
 

  



         (1-10) 
The analytical solution by Hsieh et al. is comprehensive, but it is difficult for engineering 
application because it involves an infinite number of roots of m .  Dicker and Smits applied 
dimensionless time to express dimensionless pressure in their analytical solution:5 
2D
kt
t
c L
            (1-11)    
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
    
  
      
   (1-13) 
where a and b are volume ratios between pore volume and upstream reservoir, downstream 
reservoir, respectively.  
 
 
 4 
b
a
v
a
v

           (1-14) 
b
d
v
b
v

           (1-15) 
where vb is the bulk volume of the core sample. 
m  is a series of roots for the transcendental equation: 
2
( )
tan mm
m
a b
ab






         (1-16) 
Dicker and Smits provided an approximate analytical solution to simplify the 
comprehensive analytical solution:5 
2 |
( , )
|g
k
f
s
b
c L
a

          (1-17) 
Eq. (1-17) is valid with high accuracy when a and b range from zero to unity. f(a,b) is a 
polynomial in terms of a and b: 
2 2 3
1
1
( , ) ( ) ( 0.4132 ) 0.074( 0.0578 )
3
f a b a b ab a b ab a b ab          (1-18) 
Based on the analytical solution by Dicker and Smits, Cui et al. extended the solution for 
adsorptive gas.  The governing equation for adsorptive gas is:6 
( )g a a gk p
l l t
  

  
 
   
         (1-19) 
where ρg is gas density, ka is apparent permeability, ϕa is apparent porosity depending on 
both intrinsic porosity and adsorption: 
(1 ) ada void void
g

  

           (1-20) 
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where ϕvoid is intrinsic porosity, ρad is defined as the mass of adsorbed gas per unit volume 
of the rock.  
If we take derivative of the right hand side of Eq. (1-19) with Eq. (1-20), Eq.(1-21) will be 
generated. 
( )
( )
(1 )
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a g g g ga
a g a g void
t t t t t
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  
    
    
    (1-21) 
Eq. (1-22) is derived by taking a further derivative of the right hand side of Eq. (1-21):  
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Eq. (1-22) is further expanded using the concept of gas compressibility:  
[ (1 ) ]
g a ad
void void g g
g
k p p
c
l l t
 
  
 
   
   
    
      (1-23) 
Based on Eq. (1-23), another concept of porosity, ϕapp, is put forward: 
(1 ) adapp void void
g

  


  

        (1-24) 
Therefore, to apply the permeability formula by Dicker and Smits, ϕapp needs to be used 
and the associated a and b need to be modified: 
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           (1-27) 
1.2 Regimes of shale gas flow behavior  
Flow regimes in shales are defined based on the magnitude of Kn.  Knudsen number is the 
ratio between gas mean free path and pore size: 
mlKn
d
           (1-28) 
where d is pore size, lm is gas flow mean free path, which is defined as the distance traveled 
by the molecule during sequential collisions. lm is estimated by: 
22
B
m
mol
k T
l
Z d p

          (1-29) 
where Z is gas compressibility factor depending on gas type, temperature, and pressure; T 
is temperature; dmol is molecule size; and kB is the Boltzmann's constant.  
It can be observed evidently from Eq. (1-28) and Eq. (1-29) that Kn number increases as 
pressure decreases and pore size decreases.  
Flow with Kn smaller than 1E-3 is defined as continuum flow. In this regime, mean free 
path of gas molecules is negligible compared with the pore size.7 The Hagen-Poiseuille and Darcy 
equations are valid because they are both developed based on the assumption of non-slip boundary 
condition, which means that molecule velocity at the pore wall equals zero.  
Flow with Kn between 1E-3 and 1E-1 is defined as slip flow.7 In this regime, non-slip 
boundary condition begins to fail because gas molecules begin to collide frequently with the pore 
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wall, contributing to the total flow flux as slip flow. Mason and Malinauska applied the Dusty Gas 
Model to characterize slip flow. A first-order relationship is proposed for the ratio of ka/k∞.8 
Flow with Kn between 1E-1 and 10 is defined as transition flow.7 Karniadakis et al. applied 
Monte Carlo simulations to characterize the complex transition flow.9 An empirical relationship is 
proposed for the relationship between the mass flux and Knudsen number, gas density and pressure 
gradient, which includes the inverse circular trigonometric function. Sakhaee-Pour and Bryant 
simplified the relationship that they expressed the ratio between gas permeability and intrinsic 
permeability as a second-order function of Knudsen number.10 
Flow with Kn larger than 10 is defined as free molecular flow.7 In this regime, mass flux 
equals to the multiplication between Knudsen diffusivity and density gradient.  
Jia et al. investigated flow regimes in shale reservoirs with a wide range of temperature, 
pore size, and temperature, concluding that gas flow in most shale reservoirs lie in the regimes of 
slip flow and transition flow.11 
1.3 Review of different models of shale gas flow  
Klinkenberg measured gas permeability in the porous media and found that gas 
permeability is a function of pressure, indicating that permeability is not an inherent property of 
the porous media that it depends on flow conditions.12 Therefore the apparent permeability, ka, 
should be distinguished from the inherent permeability, k∞. The inherent permeability is equivalent 
to the liquid permeability or gas permeability under infinite high pressure. Klinkenberg came up 
with the first-order relationship between the ka and k∞ as follows:12 
(1 )
slip
a
b
k k
p
            (1-30) 
where bslip is slippage factor. 
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Heid et al. expressed the slippage factor as a function of intrinsic permeability by collecting 
experimental data from 175 core samples:13 
0.3911.419( )slipb k

          (1-31) 
 Jones and Owens performed experiments in low-permeability sands, achieving a similar 
formula as Heid et al. but with different coefficeints:14 
0.3312.639( )slipb k

          (1-32) 
Sampath and Keighin included porosity in the gas slippage factor as:15 
0.5313.851( )slip
k
b

          (1-33) 
After Sampath and Keighin, Florence et al. included another parameter depending on gas 
type in the equation:16 
0.5
1( )slip
k
b 

           (1-34) 
Civan expressed bslip after including more pareamters using data of Florence et al.:17 
3
0.5 0.52.79 10
slipb k
M



         (1-35) 
where M is molecular weight, for nitrogen, bslip is: 
0.50.0094( )slip
k
b

          (1-36) 
In addition to the flow models based on the Klinkerberg equation, many researchers have 
come up with analytical equations to characterize gas apparent permeability in shales.  
Beskok and Karniadakis developed a model for micro and nanochannels incorporating all 
the flow regimes,18 which is validated against molecular dynamics simulations and experiments. 
The model is described as follows: 
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4 4
(1 )(1 )
8 1
h dp Kn
Q Kn
dl cKn



   

        (1-37) 
where Q is volume flux, h is channel height, μ is gas viscosity.  c is a fitting parameter that 
should be determined from experimental data, (1+ αKn) is termed as rarefaction factor that is zero 
for continuum flow and slip flow and reaches an asymptotic value for free molecular flow as 
molecular interactions diminish.  
Florence et al. proposed a microflow model by expressing the ratio between gas 
permeability and intrinsic permeability as a function of Kn:16 
4
[(1 ( ) ][1 ]
1
ak KnKn Kn
k Kn


  

        (1-38) 
where γ(Kn) is expressed as: 
1 0.4
2
128
( ) tan (4 )
15
Kn Kn

          (1-39) 
Civan simplified γ(Kn) using a simplified power-law relationship as below:17 
1
164 1
15 ( )
B
A
Kn Kn
           (1-40) 
Based on the data of  Loyalka and Hamoodi,19 A1 and B1 are estimated as 0.1780 and 
0.4348, respectively; based on the data of Tison and Tilford,20 A1 and B1 are estimated as 0.199 
and 0.365, respectively.  
Javadpour expressed the total mass flux in the nanopore as follows:21 
a DJ J J            (1-41) 
where Ja is advective flow component and JD is Knudsen diffusion component.  
Ja is expressed as: 
2
8
a
r
J p
L


            (1-42) 
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where r is pore radius, L is length, ρ is gas density which is an average between the inlet 
and outlet density. 
Knudsen diffusion component is expressed as:22 
p
RT
MD
J KD  310
         (1-43) 
where R is universal gas constant.  
The ratio between gas apparent permeability and intrinsic permeability is expressed as: 
0.5 0.5
3 2
2 8 8 8 2 1
( ) [1 ( ) ( 1)]
3 10
ak M RT RT
k RT M r M pr
 
    
   

    (1-44) 
A correction factor, F, based on Eq. (1-42), is defined to correct for the slip boundary 
condition on the pore wall: 
0.58 21 ( ) ( 1)
RT
F
M pr
 

           (1-45) 
Surface diffusion is also a possible flow mechanism in organic-rich shale. Adsorbed gas 
molecules move along the pore surface as a “hopping” mechanism. A number of studies have 
believed surface diffusion is important.23-29 However, surface diffusivity in shales have seldom 
been reported by solid experimental studies. To the best of our knowledge, till now, only one study 
by Akkutlu and Fathi reported experiment based surface diffusivity values.30 They applied a non-
linear regression algorithm to history match upstream pressures in pulse-decay experiments. 
Several parameters are set to be tuned in the algorithm, including permeability, organic matter 
volume ratio, free gas diffusivity, adsorption kinetic parameters, and surface diffusivity. Three 
core samples were tested by history matching ten pressure curves. Ranges of surface diffusivity 
they estimated are 5.1E-8 m2/s to 1.0E-7 m2/s, 1.1E-6 m2/s to 8.8E-4 m2/s, and 1.1E-7 m2/s to 
4.6E-7 m2/s for Sample 1, Sample 2, and Sample 3, respectively.  
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1.4 Objectives and structure of the dissertation  
Though there are many studies regarding pulse-decay experiments, a comprehensive 
experiment data pool is relatively scarce in the literature. Besides, most studies separately focus 
on adsorption or flow behavior in shales, how to relate them in the experiments remain poorly 
understood. Therefore, the first objective is as follows that will be accomplished in chapter 2. 
Perform pulse-decay experiments for different types of gas from low pressure to high 
pressure. Explore the complex relationships among adsorption, porosity, and permeability 
behaviors in shales.  
Investigations of petrophysical properties in the fractured cores using the transient method 
are still scarce, and fluid behavior has not been studied thoroughly over a wide range of pressure 
and effective stress. Therefore, the second objective is listed as follows that will be accomplished 
in chapter 3. 
Perform pulse-decay experiments on one fractured core. History match pressure curves at 
both the upstream and the downstream after constructing flow models for the system. Explore 
relationships between matrix and fracture properties as functions of pore pressure and effective 
stress.  
There have been numerous studies trying to figure out flow behavior in organic-rich shales 
by various methods. However, limited studies are focusing on providing an apparent permeability 
curves taking into account all possible physics that will occur during the lifetime of a shale gas 
well. Therefore, the third objective is listed as follows that will be accomplished in chapter 4.  
Collect experimental data in the literature required to obtain a permeability evolution curve 
in a specified shale play. Explore the permeability curve including multiple physics of the effective 
stress, slip flow and pore diffusion, adsorption/desorption, and surface diffusion.  
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Compared with digging into how fluids flow in shales, it is of more importance to evaluate 
how these flow behavior not present in conventional reservoirs affect production behavior in 
unconventional reservoirs by performing shale gas production simulations. Therefore, the fourth 
objective is listed as follows that will be accomplished in chapter 5.  
Perform shale gas production simulations to justify the importance of multiple physics in 
the matrix. Both dynamic properties and the matrix and fractures will be included in the simulation, 
and fractures will be distinguished in forms of propped fractures in the stimulated reservoir volume 
(SRV) and unpropped fractures outside of SRV.  
Note: All the formulas and equations in the introduction chapter are from previous 
publications and no detailed calculations are involved. For further applications of these formulas 
and equations in terms of units and conversion factors, please consult with the original 
publications. 
 
1.5 Nomenclature 
a  Volume ratio between pore volume and the upstream reservoir volume 
A  Area of the cross-section of the core 
A1  Coefficient in Eq. (1-40) 
aapp  Modified a in Eq. (1-26) 
b  Volume ratio between pore volume and the downstream reservoir volume 
B1  Coefficient in Eq. (1-40) 
bapp  Modified b in Eq. (1-27) 
bslip  Slip factor 
c  Parameter in Eq. (1-37) 
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cb  Bulk compressibility 
cg   Gas compressibility 
cm  Matrix compressibility 
D  Downstream reservoir 
d  Pore size 
Da  Density ratio between the adsorbate and free gas 
DK  Knudsen diffusivity 
dmol  Gas molecule size 
h  Hydraulic head in Eq. 1-9 
h  Channel height in Eq. 1-37 
H  Hydraulic head increase at the upstream 
J  Total mass flux 
Ja  Advective mass flux 
JD  Darcy mass flux 
k  Permeability 
k∞  Intrinsic permeability 
ka  Gas apparent permeability 
Ka    Partitioning coefficient 
Kn  Knudsen number 
l  Flow direction 
L  Core length 
lm  Gas mean free path 
M  Molecular weight 
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p  Pressure 
pd    Downstream reservoir pressure 
pD   Dimensionless pressure  
pu    Upstream reservoir pressure, psi 
Q  Volume flux 
r  Pore radius 
R   Universal gas constant 
Sd  Compressive storage at the downstream 
Su  Compressive storage at the upstream 
t  Time 
T   Temperature 
tD  Dimensionless time 
vb  Bulk volume of the core 
vd  Downstream reservoir volume 
vu   First upstream reservoir volume 
Z  Compressibility factor, dimensionless 
α  Coefficient in Eq. (1-44) 
β  Coefficient in Eq. (1-7) 
β1  Coefficient in Eq. (1-34) 
η  Coefficient in Eq. (1-9) 
θ  Root in Eq. (1-13) 
κ  Coefficient in Eq. (1-9) 
λ  Coefficient in Eq. (1-9) 
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μ  Viscosity 
ξ  Coefficient in Eq. (1-9) 
ρ  Density in Eq. (1-42) 
ρad  Mass of adsorbed gas per unit volume of the rock 
ρg  Density of free gas 
ϕ  Porosity 
ϕa  Apparent porosity 
ϕapp  Apparent porosity in the transport governing equation 
ϕvoid  Intrinsic porosity 
χ  Root in Eq. (1-10) 
б1  Coefficient in Eq. (1-3) 
б2  Coefficient in Eq. (1-5) 
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2. Chapter 2: Pulse-decay experiment with three types of gas 
This chapter is a copy of the published paper “Different flow behaviors of low-pressure 
and high-pressure carbon dioxide in shales” in SPE Journal (August 2018, 23 (4): 1452-1468). 
with format change after purchasing the copyright through Rightslink. SPE holds the copyright for 
this chapter. This chapter should be downloaded for only personal use, and further use of the 
materials in this chapter should purchase the copyright from SPE. 
2.1 Summary  
Understanding carbon dioxide storage capacity and flow behavior in shale reservoirs is 
important for both carbon dioxide related improved oil recovery (IOR)/enhanced gas recovery 
(EGR) performance and carbon sequestration. However, the literature lacks sufficient 
experimental data and a deep understanding of carbon dioxide permeability and storage capacity 
in shale reservoirs under a wide range of pressure. In this study, we aimed to fill this gap by 
investigating and comparing carbon dioxide transport mechanisms in shale reservoirs under low- 
pressure and high-pressure conditions. Nearly forty pressure pulse transmission tests were 
performed with carbon dioxide, helium and nitrogen for comparison. Tests were conducted under 
constant effective stress with multistage increased pore pressures (0~2,000 psi) and constant 
temperature. Gas (carbon dioxide and nitrogen) adsorption capacity was measured in terms of both 
Gibbs and absolute adsorption. Afterward, the gas apparent permeability was calculated 
incorporating various flow mechanisms before the adsorption-free permeability was estimated to 
evaluate the adsorption contribution to the gas transport efficiency. The results indicate that helium 
permeability is the highest among the three types of gas, and the characteristic of CO2 
petrophysical properties differs from the other two types of gas in shale reservoirs. CO2 apparent 
porosity and apparent permeability both decline sharply across the phase change region. The 
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adsorbed phase significantly increases the apparent porosity which is directly measured from the 
pulse-decay experiment; it contributes positively to the low-pressure CO2 permeability but 
negatively to the high-pressure CO2 permeability. 
2.2 Introduction 
CO2 injection has been suggested as a feasible method for IOR in tight oil or shale oil 
reservoirs by conventional flooding or huff-n-puff process.31-34 CO2 has stronger adsorption 
capacity than CH4 in shale reservoirs, making it promising to recover CH4 through competitive 
adsorption in shale gas reservoirs.35, 36 In addition, injecting CO2 into shales reduces greenhouse 
emissions.37 Therefore, it is crucial to have a deep understanding of the relationship between CO2 
adsorption and its flow process in the porous media to accurately model IOR and EGR processes. 
Many researchers have explored the impact of adsorption on oil/gas storage capacity and flow 
behavior, separately.38-40 However, simultaneous investigation of the relationship between the 
adsorbate and porosity/permeability with detailed experimental data over a wide range of pressure 
is relatively scarce in the literature; and we aimed to fill this gap by performing a series of gas 
pressure transient transmission (pulse-decay) tests for different types of gas from very low pressure 
to the pressure above the CO2 critical pressure. 
Pressure pulse decay experiments have frequently been used to investigate petrophysical 
properties of tight cores since Brace et al. firstly introduced this method to measure granite 
permeability.1 Many scholars improved this approach theoretically and experimentally. For 
instance, Lin  put forward the basic numerical model for the process of the pressure transmission 
test.3 Hsieh et al. derived the complete and restrictive analytical solution for the numerical model. 
Dicker and Smits conducted parametric analysis for the variables involved in the experiment and 
approximated the complete analytical solution with a fast and simple permeability determination 
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method with acceptable accuracy.5 Jones provided valuable recommendations for the pulse-decay 
system design.41 Cui et al. extended the flowing fluid from non-adsorptive gas to adsorptive gas, 
and provided a modified model for adsorptive gas permeability estimation,6 which is adopted in 
this study to explore the fractional contribution of adsorption to gas permeability. Ghanizadeh et 
al. studied impacts of effective stress, anisotropy and moisture effect on fluid transport process 
and storage capacity by the pulse-decay method in comparison with other methods: the profile 
(probe) and crushed power (GRI) methods.42-45 Jia et al. investigated effects of microcrack and 
core heterogeneity numerically and experimentally on the pressure responses in a typical pulse-
decay experiment.46 
However, the interactions between adsorption and the flow behavior of tight porous media 
is not clear to date because that (1) free gas and the adsorbed gas with different properties both 
exist in nanopores (<2nm) and mesopores (2 nm–50 nm) that they affect the apparent porosity and 
apparent permeability differently; (2) two concepts of adsorption: Gibbs (excess) and absolute 
adsorption are frequently applied for the measurement of the adsorbed phase, however, how to 
relate them with the complex flow behavior of the tight porous media from a macroscopic view is 
rarely discussed in the literature; (3) adsorption has complex impacts influencing gas permeability. 
The objectives of this study are: (1) obtain extensive experimental data for gas apparent porosity, 
adsorption and apparent permeability using three types of gas: helium, nitrogen and carbon 
dioxide; (2) relate the adsorbed phase to apparent porosity and apparent permeability for the 
adsorptive gas by an analytical approach from a macroscopic view. 
2.3 Background 
For clarity, it is stated here that three categories of permeability are covered in this work: 
intrinsic permeability of the porous media k∞, gas apparent permeability ka and gas apparent 
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permeability without taking adsorption into account kads-free. Eq. (2-1) by Javadpour gives a clear 
illustration for the relationship between kads-free  and k∞ assuming the flowing gas is non-
adsorptive:21 
         0.5 0.5
3
2 8 16 8
1 ( 1) ( ) ( )
3 10
ads free
avg avg
k RT RT
k p r M p r M
  
 


   

                       (2-1)    
( )ads freek k f Kn                (2-2)    
where α refers to the gas type and pressure dependent tangential factor (dimensionless), 
which should be determined experimentally, pavg is averaged pressure (Pa), r is pore size (m), R is 
the universal gas constant (8.314 J/mol·K), T is temperature (K), M is molecular weight (kg/mol) 
and μ is viscosity (Pa·s). On the right-hand side (RHS), the second term describes the contribution 
of slip flow to the permeability, and the third term describes the contribution of diffusion to the 
permeability. It is observed that the ratio of apparent permeability over intrinsic permeability f(Kn) 
is greater than one. As the pore size and pressure increase, the ratio would be close to one, 
indicating that in conventional reservoirs (with large pore size) and under high pressure, the 
apparent permeability and intrinsic permeability will be close to each other. The direct measured 
permeability value from the laboratory, by either steady-state or unsteady-state approach is an 
apparent value that depends on flowing conditions. In contrast, the intrinsic permeability k∞ is an 
inherent property of the porous media independent of flowing conditions. If the flowing fluid is 
adsorptive gas, the flow behavior becomes more complex because surface diffusion is involved. 
To date, many complicated flow models have been built attempted to incorporate slip flow, pore 
diffusion (Knudsen diffusion and Fickian diffusion) and surface diffusion all together in the 
analytical model.47-48 Lattice Boltzmann (LB) method combined with Digital Rock Analysis 
(DCA) is frequently used to simulate gas flow process in different flow regimes including the 
physics mentioned above.49-51 Differently, the modified apparent permeability estimation model 
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for adsorptive gas put forward by Cui et al. is based on the pulse-decay set-up.6 It can be 
conveniently applied to distinguish kads-free and ka from a macroscopic view, and therefore, the net 
contribution of adsorption to the gas flow capacity can be estimated as the ratio of (ka - kads-free)/kads-
free.  
2.4 Experimental apparatus and procedures 
 
Figure 2-1 Schematic of the pulse-decay set-up. 
Figure 2-1 describes the schematic of the pulse-decay apparatus. Upstream and 
downstream reservoirs are installed before the core inlet and after the core outlet, respectively. The 
upstream reservoir is composed of two parts: U1 is the part between valves V1 and V2, and U2 is 
the part between V2 and the core inlet. Reservoirs are composed of the dead volumes in the tubing, 
valves and Heise pressure transducers. Prior to the core test, Boyle’s law is applied to estimate the 
reservoir volume. Table 1-1 lists the measured reservoir volumes with deviations.  
Table 2-1 Volumes of reservoirs with deviation from five measurements. 
Reservoir 
U1 (first 
upstream 
reservoir) 
U2 (second 
upstream 
reservoir) 
D 
(downstream 
reservoir) 
Mean value, 
cm3 3.147 0.611 3.964 
Deviation, cm3 0.066 0.005 0.025 
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Before each test, measures are taken to ensure gas purity in the system. The vacuum pump 
is used to evacuate air with V3 open and V1, V2 closed. Pressure in the Heise pressure transducer 
at the upstream reaches the vacuuming pressure after several hours indicating the whole sample 
has been efficiently vacuumed. The vacuuming process continued for three days to further ensure 
the vacuum state of the pore space in the core. Measures are also taken to keep the purity of gas 
between the ISCO pump and V1. Relatively low pressure (20-30 psi) gas is introduced from the 
gas cylinder to the ISCO pump and U1 with V1 open. Then the three-way valve is opened to release 
gas into the atmosphere. This practice repeats several times. 
One should notice that it is difficult to prevent gas leaking in the pulse-decay system. The 
side surface of core plug is firstly coated with ten layers of Teflon tape, and then wrapped with 
heat shrink tube to prevent gas leakage into the confining fluid through the core sleeve. 
Nevertheless, based on our experience, the leaking problem can be relieved but cannot be 
completely avoided, especially for high-pressure test. Two possible leakage sources are suggested: 
one is from the side surface of the core to the confining fluid through the core holder sleeve, and 
the other is the gap between end surfaces of the core and the end caps. Perfect smooth and 
paralleled end surfaces of the core are able to fully eliminate the second leakage source, but even 
if the gap is of nanometer scale, gas still has a chance to flow out of the gap, considering the small 
pore size of shales. To obtain more accurate porosity values, measures adopted from Alnoaimi et 
al. are taken to compensate for the potential gas leakage and prior to that,52 Teflon-made dummy 
core was applied in the place of the rock core to make sure no detectable gas leakage was observed. 
After gas equilibrium in each test, the decrease of pore pressure over time is recorded, and the 
decreasing rate is multiplied with the pressure pulse-decay time. The calculated result is added 
onto the final equilibrium pressure for the porosity calculation. If the pressure compensation is not 
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applied, the estimated porosity will be slightly larger than the actual value because the equilibrium 
pressure is lower. In contrast, the estimated permeability is negligibly affected, the reason will be 
elaborated in the latter part of discussing permeability. 
During the experiment, a pressure pulse needs to be introduced from the ISCO pump to U1 
with V1 open and V2 closed. The size of the pressure pulse is defined as the ratio between the 
added pressure and the original pore pressure. Then V2 is opened to obtain the pressure decline 
curve in the upstream reservoir and pressure build-up curve in the downstream reservoir. Apparent 
porosity is estimated using Boyle's law; apparent permeability can be estimated by using either a 
numerical method or an analytical method. In this work, the analytical solution put forward by 
Dicker and Smits is applied and the modified solution for adsorptive gas by Cui et al. is applied.5, 
6 
The pore pressure of investigation in this study is increased continuously from very low 
pressure to near 2,000 psi at a constant effective stress of 2,000 psi to keep the bulk volume 
constant through the process. A large pressure pulse size and a small pressure pulse size 
(approximately 10%) are applied alternately during the process. Large pressure pulse is used to 
speedily increase the pore pressure especially during the low-pressure range. The difference 
between a large pulse size and small pulse size becomes less as the system pressure is elevated. 
Figure 1-2 shows pulse sizes for all the data points applied for the three types of gas through the 
process.  
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Figure 2-2 Pulse size (%) for the pulse-decay test of the three types of gas. 
The CO2 data points are discontinued in the pressure region of phase change. Pressure 
range of CO2 investigated in this study is shown in the CO2 phase envelope of Figure 2-3. In the 
process of increasing the pore pressure, it is found not possible to perform the pulse-decay process 
during the region of phase change. Figure 2-4 illustrates the pressure profiles at the upstream and 
downstream together with the CO2 pressure-dependent density. CO2 is injected from the upstream 
in the manner of constant pressure. Numerous hours are required for this process as the pressure 
stagnated near the critical pressure for a long time. Therefore, porosity and permeability data are 
not available in the phase change region. 
 
Figure 2-3 Pressure range of CO2 investigated in this study (black dotted line). 
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Figure 2-4 Pressure profiles of upstream and downstream during the period of increasing pore 
pressure across the phase change region. 
 
2.5 Core properties 
The shale core used in this study is from Garden Gulch member of Green River formation, 
Colorado. The details of the core are described in Table 2-2. The mineralogy information is 
provided in Figure 2-5. A 40-minute X-Ray Diffraction (XRD) scan was applied on the shale 
powder (experiment performed at New Mexico Bureau of Geology). Based on the scan result, this 
sample contains around 44% quartz, 27% illite that Muscovite is used as a proxy, 17% albite, 
variable amounts of chamosite & kaolinite (total 8%), and 3% dolomite. Although XRD is not an 
efficient way to determine TOC in a rock sample, an amorphous hump will form in the spectra if 
the amount of organic matter is high. The spectra produced from the sample shows no evidence of 
measurable amorphous material (Figure 2-5), therefore, TOC content in this sample is negligible. 
Generally speaking, the more the organic matter and the more mature the organic matter, a larger 
surface area is expected, which results in larger adsorption capacity.51, 53 
Table 2-2 Basic information of the core sample. 
Age Eocene 
Formation 
Garden Gulch Member of 
Green River Formation 
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Thickness, ft 190-700 
Diameter, 
inch 
1.48 
Length, inch 1.46 
Color Gray to brown 
                 
 
Figure 2-5 Result of the spectrum of the 40-minute XRD scan(left) and mineralogy (right) of the 
shale powder. 
Figure 2-6 shows the pore size distribution (PSD) of the sample in the form of powder 
(small size) and grain (big size) interpreted from the adsorption and desorption profile of low-
temperature nitrogen adsorption profile using Quantachrome®ASiQwin™ (experiment performed 
at Center for Environmentally Beneficial Catalysis (CEBC) at the University of Kansas). Small 
difference is observed between two distributions that the one in the form of grain should more 
represent the original core because the grain was not crushed as much as the powder. Pore size 
ranges from 3 nm and 242 nm with two humps peaking at 4 nm and 30 nm, respectively. 
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Figure 2-6 Pore size distribution of the sample in the form of powder and grain. 
2.6 Apparent porosity 
Eq. (2-3) and Eq. (2-4) are used to estimate gas apparent porosity based on three pressure 
values and the reservoir volumes.  
1 2 1 2( ) ( )u u d u d a e u u d a
u d e
p V p V V V p V V V V
Z Z Z
    
                                                      (2-3)    
a
a
b
V
V
                (2-4)    
where pu, pd and pe are initial upstream pressure, initial downstream pressure and 
equilibrium pressure, respectively. Vu1, Vu2 and Vd are volumes of U1, U2, and D, respectively. Zu, 
Zd and Ze are compressibility factors under pressure of pu, pd and pe, respectively. Va is the 
estimated gas apparent pore volume, and Vb is the core bulk volume. Gas apparent porosity ϕa is 
defined as the ratio of gas apparent pore volume over the bulk volume of the core. 
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Figure 2-7 Helium, nitrogen and carbon dioxide apparent porosity as functions of pore pressure. 
The error bars are estimated based on the lower and upper bounds of the seven parameters involved 
in the porosity calculation formula Eq. (2-3). 
Figure 2-7 shows the apparent porosity of helium, nitrogen and carbon dioxide. Because 
of the pressure fluctuation, temperature fluctuation, and reservoir volume uncertainty, it is 
necessary to assess the result uncertainty. Seven parameters are analyzed (Table 2-3) to obtain 
upper and lower bounds of the porosity as illustrated in Figure 2-7, 128 (27) calculations are 
performed using upper and lower bounds of the seven parameters. The minimum and maximum 
among the 128 results are estimated as the lower and upper bounds, respectively. CO2 apparent 
porosity has larger deviation than the other two types of gas due to its larger pressure fluctuations, 
particularly for the high-pressure tests. 
Subsequently, sensitivity analysis is performed to evaluate the significance of each 
parameter in the porosity calculation formula to the uncertainty of porosity. The Global Sensitivity 
Analysis Toolbox (GSAT) is applied in this study. Mean value and range of the parameters are 
used as the input for the test.54 Compressibility factor which is gas type, pressure and temperature 
dependent is imported from the REFPROP program.55 Three sensitivity indexes can be obtained 
from the output: Sfast is based on the Fourier Amplitude Sensitivity Test (FAST), and S and Stot are 
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based on Sobol’sensitivity. Sensitivity index ranges between 0 and 1, a large index indicates a 
large impact on the output. 
Table 2-3 and Table 2-4 show the mean value, upper and lower bounds of the seven 
parameters for the porosity calculation under the equilibrium pressure of 627.77 psi for helium and 
1,855.29 psi for carbon dioxide, respectively. Table 2-5 and Table 2-6 show the corresponding 
uncertainty analysis result. We can see the sensitivity index of Vu1 is close to one and negligible 
of the other parameters, indicating that the accuracy of Vu1 plays the most significant role in the 
porosity calculation formula. For the CO2 test under the high pressure of 1,855.29 psi, the 
significance of Vd also increases, but is still one order magnitude smaller than that of Vu1. 
Fluctuation of the temperature is too small to affect to the porosity results. Even though larger 
pressure fluctuation is observed for high-pressure CO2, the impact of it is still insignificant. The 
sensitivity analysis reveals that it is crucial to ensure the accuracy of the first upstream volume to 
obtain reliable porosity in our experiment. Therefore, if the deviation of the first upstream reservoir 
volume becomes smaller, it can be anticipated that the significance of Vu1 in porosity estimation 
will be reduced and a more accurate result can be obtained. For different in-house pulse-decay 
systems, the sensitivity analysis result might be different; and it serves to evaluate proportions of 
different sources of uncertainty in the input and improve the output porosity accuracy. 
Table 2-3 Mean, deviation and upper/lower bounds of seven parameters in the equation for 
porosity calculation (gas is helium and equilibrium pressure is 627.77 psi). 
  
Temperatur
e, ˚C 
Upstrea
m 
pressure, 
psi 
Downstrea
m pressure, 
psi 
Equilibriu
m 
pressure, 
psi 
Vu1, 
cm3 
Vu2, 
cm3 
Vd, 
cm3 
Mean 30.25 779.97 530.22 627.77 3.14 0.62 3.96 
Deviation 0.15 0.1 0.05 0.1 0.066 0.005 0.025 
Upper 
bound 30.4 780.07 530.27 627.87 3.206 0.625 3.985 
Lower 
bound 30.1 779.87 530.17 627.67 3.074 0.615 3.935 
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Table 2-4 Mean, deviation and upper/lower bounds of seven parameters in the equation for 
porosity calculation (gas is carbon dioxide and equilibrium pressure is 1,855.29 psi). 
  
Temperatur
e, ˚C 
Upstrea
m 
pressure, 
psi 
Downstrea
m pressure, 
psi 
Equilibriu
m 
pressure, 
psi 
Vu1, 
cm3 
Vu2, 
cm3 
Vd, 
cm3 
Mean 30.2 1992.00 1,786.00 1,885.29 3.14 0.62 3.96 
Deviation 0.15 2.8 2.0 2.0 0.066 0.005 0.025 
Upper 
bound 30.35 1994.00 1,788.00 1,887.29 3.206 0.625 3.985 
Lower 
bound 30.05 1989.20 1,784.00 1,883.29 3.074 0.615 3.935 
 
Table 2-5 Sensitivity analysis result of parameters for porosity calculation (gas is helium and 
equilibrium pressure is 627.77 psi). 
  
Temperatur
e 
Upstrea
m 
pressure 
Downstrea
m pressure 
Equilibriu
m pressure 
Vu1 Vu2 Vd 
Sfast 2.00E-06 4.19E-04 2.99E-04 3.05E-03 
9.67E-
01 
9.60E-
04 
2.41E-
02 
S 2.07E-06 4.31E-04 3.02E-04 2.90E-03 
9.67E-
01 
9.85E-
04 
2.39E-
02 
Stot -2.00E-05 4.10E-04 2.82E-04 2.88E-03 
9.67E-
01 
9.64E-
04 
2.39E-
02 
 
Table 2-6 Sensitivity analysis result of parameters for porosity calculation (gas is carbon dioxide 
and equilibrium pressure is 1855.29 psi). 
  
Temperatur
e 
Upstrea
m 
pressure 
Downstrea
m pressure 
Equilibriu
m pressure 
Vu1 Vu2 Vd 
Sfast 7.42E-06 6.79E-02 2.31E-01 4.40E-01 
2.23E-
01 
3.59E-
04 
3.52E-
02 
S -1.01E-04 6.75E-02 2.30E-01 4.41E-01 
2.25E-
01 
2.55E-
04 
3.54E-
02 
Stot 2.33E-05 6.76E-02 2.31E-01 4.42E-01 
2.21E-
01 
3.56E-
04 
3.55E-
02 
 
Helium can be considered as a non-adsorptive gas in the low-pressure range, but it adsorbs 
when the pressure is elevated,56 which is also proved by its slightly increasing apparent porosity 
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in Figure 2-7. In fact, in the high-pressure range, helium porosity is larger than the CO2 porosity 
because of the low adsorption of high-pressure CO2 which will be discussed in detail in the 
adsorption section. No in-depth investigation of helium adsorption is covered in this work, as we 
focus on the comparison between low-pressure CO2 and high-pressure CO2. The mean value of 
helium porosity below 200 psi is 0.006, which is used as the intrinsic porosity of the core. 
2.7 Gibbs adsorption and absolute adsorption 
Adsorptive gas has higher apparent porosity due to the adsorbed phase being denser than 
the free gas phase. Adsorption can be discussed in terms of absolute and Gibbs/excess adsorption. 
Calculations of the two types of adsorption are different: the absolute adsorption takes into account 
of the volume occupied by the adsorption phase in the pore space; while the Gibbs adsorption 
assumes the adsorption phase does not occupy any volume in the pore space.57 The following 
equations show the calculation procedures based on mass balance.  
The total mass is expressed in terms of the apparent gas volume and the free gas density as 
follow: 
tot a gm V                  (2-5)    
The total mass equals the summation of the mass of adsorption and free gas as follow: 
G
tot ads void gm m V                (2-6)    
( )Atot ads void ads gm m V V                          (2-7) 
where G
adsm  and 
A
adsm  are the mass of Gibbs and absolute adsorption, respectively. Vvoid is the 
volume of pore space which is determined as the helium porosity under low pressure. Vads is the 
volume of the adsorbed phase. 
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By combining (6) and (7) the following equation relating Gibbs and absolute adsorption is 
obtained: 
G A
ads ads ads gm m V            (2-8) 
The mass of absolute phase is the multiplication of density and volume of adsorbed phase 
as follow: 
A
ads ads adsm V              (2-9) 
By combing Eq. (2-8) and Eq. (2-9) the expression for the mass of the Gibbs adsorption 
phase is obtained: 
( )Gads ads ads gm V             (2-10) 
Eq. (2-10) demonstrates the physical meaning of the Gibbs adsorption, which is the amount 
of "excess" if the volume of Vads filled with free gas is replaced with adsorbed phase. 
By combining Eq. (2-9) and Eq. (2-10) a more clear relationship between the Gibbs and 
absolute adsorption is obtained: 
G
A ads ads
ads
ads g
m
m

 


         (2-11) 
It can be observed from Eq. (2-6) and Eq. (2-11) that density of the adsorbed phase is 
required for the calculation of absolute adsorption, but not for the calculation of Gibbs adsorption.  
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(a)                                                (b) 
Figure 2-8 Local density of adsorbed phase and free gas under (a) low pressure and (b) high 
pressure, based on Gasem et al.58 
Figure 2-8 depicts the local density of the adsorbed phase and free gas phase away from 
the pore surface under low pressure and high pressure. Under low pressure the density of the 
adsorbed phase is much higher than the free gas phase; under high pressure the density of the 
adsorbed phase is closer to the free gas phase. It can be observed that the density of the adsorbed 
phase depends on both the location and pressure that it is not a constant. Density function theory 
has been frequently applied to model the detailed adsorption behavior, which is a computational 
modeling approach at the atom or the molecule level.59-61 The Gibbs adsorption is the amount of  
“excess” using the density difference between the adsorbed phase and free gas phase. It can be 
seen that Gibbs adsorption is not the “actual” adsorbed amount (absolute adsorption), but the 
amount truly measured in the laboratory. To estimate the absolute adsorption directly from the 
Gibbs adsorption, the density of the adsorbed phase needs to be assumed.  Under sufficiently high 
pressure, the Gibbs adsorption will become zero or even negative because the density of the free 
gas phase is equal to or larger than the adsorbed phase. A graphical method has been used to 
empirically obtain the adsorbed phase density by plotting the Gibbs adsorption amount as a 
function of bulk phase density at the point Gibbs adsorption equals zero.62  
 
 
 33 
Only one data source for the nitrogen adsorption phase of 0.81 g/cm3 is found in the 
literature and itis used to estimate the nitrogen absolute adsorption.63,64 Pini applied the graphical 
method to estimate the CO2 adsorbed phase density in clays and shales where the results vary 
significantly.62 Based on the results on clays, the CO2 adsorbed phase density ranges from 0.36 
g/cm3 to 0.94 g/cm3; based on the results on shales, the value ranges from 0.83 g/cm3 to 1.37 
g/cm3.65-67 Considering the large variation of this value, a middle number of 0.85 g/cm3 is selected 
in this study to estimate CO2 absolute adsorption. 
Gibbs (qG) and absolute adsorption (qA) are the volume gas adsorbed per unit mass of the 
rock, in the unit of scf/ton. They are expressed in Eq. (2-12) and Eq. (2-13), respectively. 
2,000 G
G
std r
m
q
m
           (2-12) 
2,000 A
A
std r
m
q
m
           (2-13) 
where ρstd is the density of gas under standard conditions, in the unit of lbm/ft3. mr is the 
mass of the matrix of the rock, in the unit of lbm. mG and mA are in the in the unit of lbm. qG and 
qA are in the unit of scf/ton. The 2,000 coefficient accounts for the unit conversion factor. The 
adsorption isotherms for nitrogen and CO2 are plotted in Figure 2-8. 
For CO2, adsorption behaves differently in the low-pressure ranges compared to the high-
pressure ranges. A crossover region is observed before and after the critical pressure point. Below 
the critical pressure, CO2 adsorption increases monotonically as pore pressure increases. However, 
above the critical pressure, CO2 adsorption drops sharply across the phase change region, and 
decreases as pore pressure continues to increase. The discontinuity of adsorption behavior of CO2 
has been evidenced by many researchers using active carbon and coal as adsorbents.57, 68 The 2-D 
Peng-Robinson EOS model and Ono-Kondo model  were frequently developed to characterize the 
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adsorption behavior for the entire pressure range, in this study the above two models were not 
applied.56, 69, 70 
The difference between Gibbs adsorption and absolute adsorption for low-pressure CO2 is 
relatively small. Above the critical pressure, the difference increases phenomenally. This can be 
clearly explained by Eq. (2-14) based on Eq. (2-11): as the density of free CO2 phase is getting 
closer to the density of the adsorbed phase, the denominator becomes smaller; thus, the absolute 
adsorption becomes much larger than the Gibbs adsorption. Therefore, larger fluctuation is 
observed for the CO2 absolute adsorption result. It should be noted that the isotherms for the 
absolute adsorption are not unique because an accurate experimental estimation of the adsorbed 
phase density is not readily accessible. As a result, the Gibbs/excess adsorption is more of 
importance in this study. 
1
G
A
g
ads
q
q




          (2-14) 
 
Figure 2-9 Gibbs and absolute adsorption as functions of pore pressure of nitrogen and carbon 
dioxide. 
The multilayer BET model ((Eq. (2-15)) is chosen to fit the Gibbs and absolute adsorption 
isotherm of nitrogen.  
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       (2-15) 
In Eq. (2-15), the saturation pressure p0 is treated as the pseudosaturation pressure (ps) for 
the supercritical-nitrogen adsorption.71-73 The pseudosatruation pressure is estimated by Dubinin’s 
empirical correlation  for temperature above the critical temperature:74 
2( )s c
C
T
p p
T
           (2-16) 
The Langmuir model ((Eq. (2-17)) is chosen to fit the absolute adsorption isotherm of 
carbon dioxide and a modified Langmuir model ((Eq. (2-18)) is used to fit the Gibbs adsorption 
isotherm: 
m
L
p
q q
p p


          (2-17) 
( , )
[1 ]
g
m
L ads
P Tp
q q
p p


 

         (2-18) 
Table 2-7 Fitting parameters for N2 and CO2 adsorption isotherm. 
  
  
N2 
Gibbs/excess 
N2 
absolute   
CO2 
Gibbs/excess CO2 absolute 
C, dimensionless 1.37 1.24 pL, psi 629.42 628.06 
n, dimensionless 4.54 4.75 
qm, 
scf/ton 39.71 42.70 
qm, scf/ton 9.61 11.50       
 
2.8 Porosity and its relationship with the adsorbate 
Gas apparent porosity (ϕa) is defined as the ratio between gas apparent volume and the bulk 
volume of the core (Eq. (2-4)). 
Based on mass balance, the following equation is established: 
(1 )g a b void g b void b aV V V               (2-19) 
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where ρa is the mass of adsorbed gas per unit volume of the rock at standard condition 
(273.15 K, 14.7 psi) with the unit of lbm/ft3. It is expressed as 
2,000
std r G
a
q 
            (2-20) 
where ρg is with the unit lbm/ft3, and ρr is the rock density with the same unit. qG is with 
the unit of scf/ton.  
Eq. (2-19) can be simplified as 
(1 ) aa void void
g

  

           (2-21) 
It should be noted that Eq. (2-21) is only valid with the assumption that the adsorbed phase 
does not occupy volume in the pore space which complies with the characteristic of Gibbs/excess 
adsorption. One important finding observed in Figure 2-7 is that CO2 apparent porosity decreases 
as pressure increases, which is opposite with that of nitrogen and helium and contrary with the 
intuitive perception. This observation can be explained by the density ratio term (Da):  
( )aa T
g
D


           (2-22) 
Figure 2-10a and Figure 2-9b plot ρa and ρg of CO2 and nitrogen, respectively. The density 
of nitrogen increase linearly throughout the tested pressure; but the density of CO2 increase rapidly 
before the phase change region then increases slowly after the phase change region. Figure 2-10c 
shows the density ratio plot of CO2 and nitrogen. It can be observed that the changing trend of the 
density ratio directly reflects the changing trend of the apparent porosity, as compared with Figure 
2-7. The amount of the free gas and the adsorbate can be evaluated by ϕvoid (1-ϕvoid) and Da, 
respectively (Figure 2-10d). It can be seen that the equivalent volume of the adsorbate continues 
to decrease for CO2 and continues to increase for N2. The amount of adsorbate is more than ten 
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times of the free gas phase for CO2 under low pressure. Figure 2-11 shows the sketch to more 
clearly demonstrate the relationship between the adsorbed phase, the free gas phase and the 
apparent pore volume for the low-pressure CO2. Even though the adsorbate volume (black box) is 
increasing with pressure, the equivalent free gas volume (blue box) from the adsorbate does not 
necessarily increase because the density of free gas increases rapidly, leading to the decrease of 
total apparent volume, which is summation of the intrinsic pore volume and the equivalent free-
gas volume from the adsorbate. After the phase change region, the adsorbate density decreases but 
the free gas density still increases, leading to the further decrease of both the density ratio and the 
apparent pore volume. 
 
(a)                                 (b) 
 
(c)                                 (d) 
Figure 2-10 (a) ρa and ρg of CO2; (b) ρa and ρg of N2 (c) Density ratio (Da) of CO2 and N2 (d) (1-
ϕvoid)Da of CO2 and N2. 
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Figure 2-11 A sketch of the relationship between the adsorbed phase, free gas and apparent pore 
volume of CO2 below the critical pressure (a) under low pressure (b) under higher pressure. 
2.9 Permeability and its relationship with the adsorbate 
The governing equation for adsorptive gas flow in porous media is expressed as: 
( )g a a g
g
k p
l l t
  

  
     
         (2-23) 
By taking the partial derivative of the RHS of Eq. (2-23) and inserting Eq. (2-21): 
( )
(1 )
a
g g ga
a g a g void
t t t t

  
    

 
   
   
      (2-24) 
By applying the rule of partial derivative for ρa/ρg at the RHS of Eq. (2-24) and applying 
chain rule, Eq. (2-25) is obtained: 
[ (1 ) ]
g a ga
void void
g g
k p
l l t
 
 
 
   
        
      (2-25) 
Gas compressibility is expressed as: 
1 g
g
g T
c
p


 
  
 
          (2-26) 
After applying Eq. (2-26) into the RHS of Eq. (2-25) with chain rule, the final form of the 
governing equation is obtained: 
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[ (1 ) ]
g a a
void void g g
g g
k p p
c
l l t
 
  
 
   
        
.      (2-27) 
Then we can observe ϕapp is different from the apparent porosity ϕa: 
(1 )app void void aK             (2-28) 
The term of the partial derivative of ρa over ρg is defined as the differential partitioning 
coefficient:6, 75 
a
a
g T
K


 
    
          (2-29) 
Ka can be expressed as the ratio between ρa gradient and ρg gradient: 
a
a T
a
gg T
T
p
K
p



 
          
 
 
        (2-30) 
Figure 2-12 shows the gradient of ρa and ρg, and Ka as functions of pressure for CO2 and 
N2. Unlike nitrogen, the gradient of ρa of CO2 slightly decreases as pressure increases; and its value 
becomes negative above the critical pressure. The gradient of ρg of CO2 increases sharply below 
the critical pressure then decreases sharply above the critical pressure, leading to the unique 
characteristic of Ka for CO2. Ka value depends on the competing changing rate of the adsorbate 
density and the free gas density. Yu et al. (2016) compared free gas and adsorption/desorption by 
comparing ϕvoid and (1- ϕvoid)Ka. However, one should note that Ka does not have any physical 
meaning; and it is only formed during re-organization and manipulation of the governing equation. 
One should be very cautious to use it to evaluate the impact of adsorption/desorption on the 
apparent gas porosity, or the total gas in place (GIP), because it is strongly coupled within the 
governing transport equation. The contribution of adsorption on GIP should be evaluated by the 
density ratio Da. 
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(a)                       (b)             (c) 
Figure 2-12 (a) ∂ρa/∂p and ∂ρg/∂p of CO2; (b) ∂ρa/∂p and ∂ρg/∂p of N2 (c) Ka of CO2 and N2. 
The non-adsorptive gas apparent transport in the porous media is expressed by the 
governing equation Eq. (2-31).The gas apparent permeability can be obtained analytically based 
on the boundary condition and initial condition of the experiment.  
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        (2-31) 
The initial conditions are: 
(0,0) (0)up p          (2-32) 
( ,0) (0)dp l p          (2-33) 
The boundary conditions at the two ends of the core plug are: 
 (0, ) ( )up t p t           (2-34) 
( , ) ( )dp l t p t           (2-35) 
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where L is the core length and A is the cross-section area.  
The dimensionless pressure drop can be defined as: 
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A linear slope s will be obtained if the semi-log of ΔpD is plotted against time t (Figure 2-
12). 
 
Figure 2-13 A typical plot of LnΔPD as a function of time. 
The apparent permeability kads-free can be estimated by the analytical solution  
2
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where kads-free is with the unit of nD, cg is with the unit of Pa-1, μg is in the unit of Pa·s, l is 
with the unit of cm, and s is with the unit of 1/min. 1.689 ×1015 accounts for the unit conversion 
factor. The Appendix A provides procedures to estimate cg and μg based on the work of Abou-
Kassem et al. and Sutton,76, 77 respectively. f(a,b) is the square of the first solution of a series of θ 
in the transcendental equation: 
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         (2-40) 
f(a,b) can be approximated by the polynomial: 
2 2 3
1
1
( , ) ( ) ( 0.4132 ) 0.074( 0.0578 )
3
f a b a b ab a b ab a b ab          (2-41) 
a and b are the volume ratios between the pore volume and the reservoir volume: 
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The above procedures are repetition based on the work of Heish et al. and Dicker and 
Smits.4, 5 The size of pulse should be kept below 10% for measurement accuracy according to 
Dicker and Smits because the gas properties can be assumed to be constant.5 However, the 
analytical solution is still applied for the scenario with a large pulse size in this study.  Indeed, 
small differences are observed between the adjacent data points with small pulse size and big pulse 
size (Figure 2-14a), but the accuracy is quite acceptable. Figure 2-14 shows the apparent 
permeability and Knudsen number for the three types of gas. 
 
(a)                     (b) 
Figure 2-14 (a) Apparent permeability and (b) Kn of helium, nitrogen and carbon dioxide as 
functions of pore pressure. 
Knudsen number (Eq. (2-20)) is defined as the ratio between gas mean free path and the 
characteristic length of the pore. It is frequently used to define flow regimes in the tight porous 
media. Based on the PSD in Figure 2-6, the pore size used in the Knudsen number estimation is 
assumed to be 100 nm. It could be observed in Figure 2-14b that the flow regimes fall in the slip 
flow region and transition flow region. When the Knudsen number ranges from 0.001 to 0.1, the 
flow regime is slip flow when the gas molecule starts to slip on the pore surface. Pore diffusion 
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(including both Fickian diffusion and Knudsen diffusion) occurs along with the slip flow in the 
transition flow regime when the Knudsen number ranges between 0.1 and 10. We can see the 
change of gas apparent permeability is in accordance with the change of Kn. Helium has the highest 
apparent permeability and its mean free path is the longest among the three types of gas. The 
difference between the permeability of nitrogen and CO2 becomes more noticeable as pore 
pressure increases because the mean free path of CO2 is reduced sharply when the pressure 
approaches its critical pressure. It could be reasonably expected that the permeability difference of 
different types of gas is lessened under higher temperature because the EOS for all types of gas 
become more and more close to the ideal gas law. These observations are in agreement with 
various models available in the literature attempted to describe the relationship between the 
intrinsic permeability and the apparent permeability with the correction factor f(Kn),16-18 which is 
positively related with the Knudsen number. In this study, we aim to provide a reliable database 
with detailed data of gas dependent petrophysical properties in tight porous media over a wide 
range of pressure, but did not estimate the applicability of various models describing the flow 
mechanisms. 
22 mol
B
n
k T
K
d pd
          (2-44) 
( )f Kn Kn          (2-45) 
For the non-adsorptive gas, the "permeability" measured by the pulse-decay lumps together 
all the transport mechanisms (viscous flow, slip flow and pore diffusion) to be equivalent to the 
so-called "apparent permeability" kads-free using the Darcy’s equation. In addition, adsorption also 
has complex impacts on gas transport efficiency. On one hand, the adsorbed phase reduces the 
intrinsic permeability by reducing the effective pore size because it occupies some volume in the 
pore space. On the other hand, because f(Kn) is positively related with the Knudsen number, the 
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effective pore size reduction leads to Kn increase which subsequently leads to f(Kn) increase.78 
Besides, surface diffusion forms between the free gas phase and the adsorbed phase where gas 
molecules move along the matrix surface by a hopping mechanisms.79 Gas apparent permeability 
is significantly enhanced because of surface diffusion especially in micropores with the pore radius 
less than 2 nm.80 If ϕapp is used instead of ϕvoid in the governing equation, then the estimated 
permeability by the analytical solution will be the permeability to be taken into account for the 
calculation of the adsorption effect (ka). Therefore, the fractional contribution of the adsorption to 
the apparent permeability can be estimated macroscopically by the (ka-kads-free)/ kads-free ratio, as 
illustrated in Figure 2-15. It can be seen that the change of the fraction is consistent with the change 
of Ka. For nitrogen, the fraction increases then reaches a plateau at the end of the tested pressure 
range; and for CO2, the fraction is high under low pressure and it can reach as high as 15% when 
the CO2 apparent porosity is 14%. It continues to decrease and becomes negative when the pressure 
reaches above the critical pressure, indicating that the adsorption begins to be unfavorable for the 
gas transport efficiency. In addition, one can see When CO2 apparent porosity is about three times 
than that of the intrinsic porosity (at about 750 psi in Figure 2-7), the permeability contribution 
fraction is very close to zero. It indicates that when the porosity becomes slightly higher if the 
“pressure compensation” practice is not applied, the estimated permeability will be negligibly 
affected because both the porosity in the numerator and f(a,b) in the denominator increase, their 
net effect on the permeability determination will be very small.  
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Figure 2-15 Fraction of adsorption contribution to the apparent permeability of CO2 and N2. 
2.10 Conclusions 
A comprehensive investigation of low-pressure and high-pressure CO2 petrophysical 
properties in a shale core plug is covered in this work, in comparison with that of helium and 
nitrogen. The focus is to understand CO2 flow behavior in a wide range of pressures which is 
closely related with the adsorption profile; further, different definitions of permeability and 
porosity are clarified. The following conclusions are drawn from this work: 
The pulse decay method introduces uncertainties when measuring gas apparent porosity in 
tight porous media, especially for high-pressure tests. A routine sensitivity and uncertainty analysis 
proposed in this study help control the uncertainties and improve accuracy of measurement. 
Apparent porosity is significantly increased because of the adsorption. The apparent 
porosity of adsorptive gas relates the intrinsic porosity with the density ratio (Da) between the 
adsorbate density and free gas density. Apparent porosity and Gibbs/excess adsorption of CO2 
decrease continuously during the whole pressure range and declines sharply above the critical 
pressure, which is opposite to the change of nitrogen. 
Three types of permeability are required to systematically study adsorptive gas flow 
behavior in the tight porous media. They are intrinsic permeability (k∞), gas apparent permeability 
(ka) and gas apparent permeability without the impact of adsorption (kads-free). 
 
 
 46 
Helium has the highest apparent permeability among the three types of gas. The difference 
between the permeability of CO2 and nitrogen becomes more significant as pressure increase. 
These trends are in accordance with the trend of mean free path and Knudsen number.  
The differential partitioning coefficient (Ka) different from the density ratio (Da) is 
involved in the adsorptive gas transport governing equation in the porous media. The change of Ka 
is consistent with the change of the fractional contribution of adsorption to the apparent 
permeability. The fraction adsorption contribution permeability is high under low pressure for CO2 
but is high under high pressure for nitrogen. This contribution becomes negative above the critical 
pressure; these phenomena can be explained by the unique characteristic of the Ka of CO2.  
2.11 Nomenclature 
a  Volume ratio between pore volume and the upstream reservoir volume, 
dimensionless 
b  Volume ratio between pore volume and the downstream reservoir volume, 
dimensionless 
A  Area of the cross-section of the core, m2 
C  Constant in BET model, dimensionless, dimensionless 
cg   Gas compressibility, 1/psi or 1/Pa 
D  Downstream reservoir 
Da  Density ratio between the adsorbate and free gas, dimensionless 
ka  Gas apparent permeability, nD or m2 
kads-free   Gas apparent permeability without the impact of adsorption, nD or m2 
Ka    Partitioning coefficient, dimensionless 
n  Index in BET model, dimensionless 
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G
adsm   Mass of Gibbs adsorption, g or lbm 
A
adsm   Mass of Gibbs adsorption, g or lbm 
mr  Rock mass, g or lbm 
mtot  Total gas mass including adsorption and free gas, g or lbm 
p  Pressure, psi or Pa 
p0  Saturation pressure, psi or Pa 
pd    Downstream reservoir pressure, psi or Pa 
pe    Equilibrium pressure, psi or Pa 
pL    Langmuir pressure, psi or Pa 
pu    Upstream reservoir pressure, psi or Pa 
qA   Absolute adsorption, gas volume adsorbed per unit mass of the rock, scf/ton 
qG    Gibbs adsorption, gas volume adsorbed per unit mass of the rock, scf/ton 
qm  Maximum adsorption in BET and Langmuir model, scf/ton 
R   Universal gas constant, 8.314 J/(mol·K) 
S  Sensitivity index based on Sobol's index, dimensionless 
Sfast  Sensitivity index based on Fast Fourier Transformation, dimensionless 
Stot  Sensitivity index based on Sobol's index, dimensionless, dimensionless 
T   Temperature, K 
U1   First upstream reservoir 
U2   Second upstream reservoir 
Va   Apparent gas porosity, dimensionless 
Vads  Volume of adsorption phase, cm3or ft3 
Vb  Bulk volume of the core, cm3or ft3 
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Vd  Downstream reservoir volume, cm3or ft3 
Vfg  Volume of free gas phase, cm3or ft3 
Vp  Total pore volume, cm3or ft3 
Vu   First upstream reservoir volume, cm3or ft3 
Vu2  Second upstream reservoir volume, cm3or ft3 
Z  Compressibility factor, dimensionless 
Zd  Compressibility factor at downstream reservoir, dimensionless 
Ze  Compressibility factor at equilibrium state, dimensionless 
Zu  Compressibility factor at upstream reservoir, dimensionless 
μg  Viscosity, Pa·s 
ρa  Mass of adsorbed gas per unit volume of rock, g/cm3 or lbm/ft3 
ρads  Density of adsorption phase, g/cm3 or lbm/ft3 
ρb  Rock density, g/cm3 or lbm/ft3 
ρg  Density of free gas, g/cm3 or lbm/ft3 
ρg  Gas density, g/cm3 or lbm/ft3 
ϕvoid  Intrinsic porosity, dimensionless 
ϕa  Apparent porosity, dimensionless 
ϕapp  Apparent porosity in the transport governing equation, dimensionless 
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3. Chapter 3 Pulse-decay experiments in the fractured core 
This chapter is a copy of the published paper “Experimental and numerical investigations 
of permeability in heterogeneous fractured tight porous media” in Journal of Natural Gas Science 
and Engineering (October 2018, 58: 216-233) with format change after purchasing the copyright 
through Rightslink. Elsevier holds the copyright for this chapter. This chapter should be 
downloaded for only personal use, and further use of the materials in this chapter should purchase 
the copyright from Elsevier. 
3.1 Summary 
Analyzing gas flow behavior is important for production prediction in heterogeneous 
fractured shale reservoirs, which is complex due to the presences of nanopores and high-degree 
heterogeneity in these complex flow network. First, we applied the discrete fracture model to 
simulate gas pulse-decay experiments in core plugs with different configurations. The effective 
permeability ratio was proposed to evaluate the effects of heterogeneity, fracture, and vug on the 
flow behavior. Second, we performed pulse-decay experiments on one intact fractured shale core 
to examine the effects of pore pressure and effective stress on permeability variations. The 
measured pressure profiles were history matched by numerical methods to obtain the porosity and 
permeability of matrix and fracture. The matching degree is evaluated by the Global Matching 
Error (GME). Our results highlight the positive impact of dense fracture network to improve flow 
capacities in the tight reservoir: effective permeability of the fractured core with 8 pairs of 1.3-cm 
connected fractures increases 4.07 times that of the un-fractured core. Vugs might be important as 
well if they connect adjacent fracture networks, but their own contribution to flow capacity is 
negligible: effective permeability increases only 1.00 to 1.02 times when the number of vugs 
increase from 3 to 35. The GME ranges from 0.04% to 0.2% for history matching of the fractured 
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core. Core heterogeneity is exhibited more obviously when gas flows through under low pressure 
than under high pressure, which can be used to guide the design of pulse-decay experiment 
properly depending on the purpose. The main contributions of this study are that we constructed 
the finite-element based numerical model to simulate the pulse-decay experiment, proposed a 
methodology to upscale core permeability when fractures and vugs are present, and measured 
porosity and permeability for the matrix and fracture simultaneously in one fractured core over a 
wide range of pressure and effective stress.  
3.2 Introduction 
Shale gas is a major component of natural gas supply around the world. Shale gas 
production is projected to account for about two-thirds of the total natural gas production in the 
U.S. by 2040.81 Fractures, both natural and hydraulic, are important for the development of 
unconventional shale gas and oil reservoirs, as they provide the fast flow path for fluids moving 
from the matrix to the wellbore because of their great transport capacity.82, 83 Besides, shale 
reservoirs are highly heterogeneous with permeability from nanodarcy scale in micro-pores to 
microdarcy scale in macropores.84, 85  Therefore, it is essential to quantify and upscale the flow 
capacity of the fractured shales in terms of the effective permeability. On the other hand, fracture 
and vugs are important features of some carbonate reservoirs that they present multiple types of 
fluid flow in the matrix, cavities and fractures.86 Understanding transient flow behavior is 
important in such fractured and vuggy formations to analyze production behaviors of tight gas 
reservoirs during primary depletion process.   
Pulse-decay method to estimate permeability of tight porous media is based on the transient 
fluid pressure transmission process.87, 88 Properties of the tested core samples can be obtained by 
interpreting the pressure data. Based on the initial pressures and the equilibrium pressure, as well 
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as the volume of reservoirs and core bulk volume, porosity can be estimated from the Boyle’s law 
after accounting for the non-linear compressibility factor of the tested fluid. A lower equilibrium 
pressure indicates a large pore volume. The laboratory determined permeability is the apparent 
value depending on flow conditions. In tight porous media, slip flow, Knudsen diffusion, and 
surface diffusion all contribute to the apparent permeability.89-91 In contrast, the inherent 
permeability only depends on the pore structure of the porous media.87 The pulse-decay system 
mainly contains three components: the upstream reservoir, core, and downstream reservoirs. 
Pressure build-up and decline curves can be obtained at the downstream and upstream reservoirs, 
respectively, after the pulse-decay test. 
Previous researchers have derived analytical solutions for the gas pressure pulse-decay 
process. Brace et al. first applied the transient pulse-decay experiment to measure the permeability 
of granite, and they provided one solution assuming no compressive storage in the porous media.1 
The main drawback of the solution by Brace et al. is that the pore volume of the core sample is 
assumed to be negligible. Therefore, the accuracy of their solution is compromised. Hsieh et al. 
provided a comprehensive analytical solution to describe the transient pressure transmission 
process by introducing the compressive storage effect.4 Dicker and Smits further simplified the 
analytical solution with high accuracy for fast engineering application.5 Cui et al. improved the 
solution taking into account of adsorption/desorption when the flowing fluid is adsorptive gas.6 In 
addition to the analytical method, the flow process can be simulated numerically based on the 
initial and boundary conditions of the system.3 Jia et al. presented a study of flow behaviors of 
multiple types of gas in shale core plugs.88 In that study, the apparent permeability of the gases 
and adsorption profile in forms of Gibbs and absolute adsorption  were measured over a wide range 
of pressure, and the complex relationships between adsorption and permeability were also 
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investigated comprehensively.57 Jia et al. conceptually modeled pressure behaviors in 
heterogeneous core plugs with and without the presence of a fracture, and experimentally explored 
the core heterogeneity effect on the flow behavior by flowing gas from one direction and the 
opposite direction.46 
 Exploration of the multiscale, double porosity feature of tight core plugs using gas as 
flowing fluid in the pulse-decay experiment was started by Ning et al.92 Ning et al. provided 
analytical solutions for the gas pressure pulse transmission process in homogeneous and fractured 
cores with open and closed end.92 They also developed an in-house finite difference simulator to 
simulate the flow process in ultra-low permeability core plugs. Almost at the same time, Kamath 
et al. demonstrated the applicability of estimating properties of matrix and fracture using water as 
the flowing fluid in conventional fractured core plugs.93 In recent years, Cronin developed layered 
dual permeability model validated by experimental data performed on cement core plugs.94 
Fractures he studied in the simulation can be planar and orthogonal. Bhandari et al. characterized 
stress-dependent porosity and permeability of Barnett shale using core plugs with horizontal 
bedding and vertical bedding by the pulse-decay experiment.95 They found that the horizontal-
bedding core is more permeable than the vertical-bedding core. Preferential flow path was found 
by observing a double porosity region formed in the pressure curves before reaching final 
equilibrium, which is suggested to be attributed to the existence of multiscale permeability with 
more permeable organic-rich matter and less permeable siliceous matter. A problem of 
characterizing the fracture flow is the inertia effect associated with the turbulent flow, especially 
under high-pressure gradients. Turbulent flow, in nature, is extremely sensitive to disturbance in 
boundary and inlet conditions arose during the experimental operations.96 This fact induces the 
uncertainty of fracture flow that can be hardly avoided that the transient process makes the flow 
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phenomenon more unpredictable. However, the analytical and numerical solutions are 
deterministic and cannot predict the inherent uncertainty of fracture flow present in real laboratory 
experiments and the field.  
Theoretically, both fracture permeability and porosity decrease as the effective stress 
increases,97 corresponding to the fact that natural fracture tends to close as pore fluids are 
withdrawn from the reservoir. This phenomenon has been identified by several scholars using the 
conventional method where the fracture permeability is estimated based on the Darcy equation 
when fluid flows through the fracture with a constant flow rate under steady state. For instance, 
Jones showed through experiments that the cubic root of fracture permeability is linearly correlated 
with the confining pressure.98 Gangi derived the function of fracture permeability with effective 
stress accounting for the distribution patterns of the asperity height.99 To reduce the effect of 
turbulent flow in the fracture, the flow rate was always controlled to be very low meaning that the 
tested pressure gradient was very low. However, only measuring properties under low pressure 
lessened the significance of the original purpose because gas pressure in most reservoirs is usually 
thousands of psi especially in deep shale gas reservoirs. Alnoaimi applied pulse-decay on fractured 
Eagle Ford and Haynesville shales with the maximum effective stress of 2,000 psi and pore 
pressure of about 700 psi.100 He collected three to four data points per series to investigate pressure 
and stress-dependent porosity and flow capacity for both the matrix and fracture, by the approach 
of history matching the upstream and downstream pressure curves. After reviewing his collected 
data points, it can be found that trends of these target properties as functions of pore pressure/stress 
are not very consistent. In the authors’ opinion, three to four data points might be not enough to 
represent the whole pressure range especially when the range covers several hundred psi that the 
conclusions from the trend analysis might be questionable. We believe that a large set of 
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experimental data pool are required to evaluate the feasibility of simultaneously estimating 
petrophysical properties of the matrix and fracture using the pulse-decay technique, which is the 
first objective of this study. The second objective is to use discrete fracture model (DFM) to 
characterize the transient flow process at the core-scale. DFM, representing fractures explicitly, 
has come to play an important part in fractured reservoir simulation. It has the advantage of better 
capturing the transfer phenomenon between the matrix and fractures and expressing fractures with 
various shapes.101, 102 However, to the best of our knowledge, until now, no work has been 
presented in the open literature using DFM to simulate the transient pressure transmission process 
at the core-scale to interpret the effective permeability. Therefore, we aimed to fill this gap by 
comprehensively studying effects of multiscale features including heterogeneity, fracture, and 
vugs.  
Our objectives of this study are to (1) construct a two-dimensional model to evaluate 
effective permeability ratio of complex tight porous media in the presence of fractures and vugs, 
based on the analytical solution describing the transient flow process, and compare the transient 
method with the steady-state method;  (2) establish a large data pool by conducting pulse-decay 
experiments on fractured cores under different pore pressure and effective stress and estimate the 
matrix and fracture permeability, porosity and  permeability dependency on the pore pressure and 
the effective stress by history matching the upstream and downstream pressure curves.  
3.3 Numerical study based on DFM 
In this section, we presented the construction of a 2D DFM to determine the ratio of 
effective permeability of complex core configurations over that of the matrix numerically. We 
included heterogeneous, fractured, vuggy, fractured and vuggy scenarios to evaluate the extent of 
permeability change due to the presence of heterogeneity, fracture, and vugs in the test core 
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sample. Both the transient method and the steady-state method were applied to evaluate the 
effective permeability ratio. 
Figure 3-1a shows three main components of the pulse-decay system: upstream reservoir 
(U), core and downstream reservoir (D). Figure B1 shows the schematic for the experimental set-
up. The first, second, and third rectangular part represent the upstream reservoir, core, and 
downstream reservoir, respectively. The upstream reservoir is connected to the core, and its initial 
pressure is higher than the core pressure. The model is built in COMSOL Multiphysics 5.2a. No-
flow boundary conditions are exerted on the outlines of the schematic. Lengths in the x-direction 
are 0.33 cm, 7.85 cm and 0.3 cm for upstream, core and downstream, respectively, and 3.38 cm in 
the y-direction, mimicking the real laboratory set-up in two dimensions. The matrix permeability 
and porosity are set to be 600 nD and 6%, respectively. There are 10 fractures (represented by 
lines) with the length of 1.3 cm and the width of 0.1 cm in Figure 3-1a. We first place vugs at 
intersection points and end points of the fractures, then place them outside of the fractures to 
investigate the effect of vugs’ location on affecting the permeability. Figure 3-2b shows the 
discretization with triangles of the model. Maximum and minimum of the mesh size is set to be 
0.568 cm and 2.54E-3 cm, respectively. The mesh size becomes smaller near the vug and is kept 
the same inside the vug (Figure 3-1c). We exert eight boundary layers at the interface between 
upstream/downstream reservoirs and the core surfaces, in order to improve the numerical 
convergence and capture the flow phenomenon closely during the rapid transient pressure change. 
Initially, core pressure and the downstream are under the same pressure, pd, which is 500 psi, and 
the upstream is under pressure, pu,  600 psi. As time elapses, the downstream pressure begins to 
build up and the upstream pressure begins to decline. Finally, equilibrium pressure is obtained in 
the whole system.  
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           (a)                       (b)            (c) 
Figure 3-1  (a) Model with fractures (lines) and vugs (circles); (b) triangulation of the fractured 
and vuggy system; and (c) zoomed in picture of the squared area in (b) The vugs are distributed at 
the intersections and ending points of the fractures. 
In this model, we express the fracture as inner boundaries between matrix blocks with 
setting the fracture width. The advantage of expressing fractures as boundaries instead of a specific 
geometry is that no numerous meshes are needed for the long and narrow fractures with high aspect 
ratios. However, the vugs have to be expressed with a certain geometry that the shape of circle is 
chosen in this work. Figure 3-1c shows mesh generations inside and outside of one vug. In the 
matrix, the time-dependent mass balance equation is described as: 
( ) ( ) m
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        (3-1) 
where ϕ is porosity, ρ is gas density, k is permeability, μ is viscosity, p is pressure, and Qm 
is the accumulation term.  The velocity in the matrix is then defined as 
m
k
u p

            (3-2) 
where the subscript “m” indicates matrix. No flow boundary conditions are exerted on faces 
of the triangular mesh, which is realized by setting the vector product between the normal vector 
on the boundary and velocity vector to be zero 
0mn u            (3-3) 
Fluid flow in vugs also follows Darcy’s law except that porosity is set to be unity and 
permeability is set to be very high, 10 D, which is several orders magnitude larger than the matrix 
U D Core 
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permeability. We performed a sensitivity analysis by changing 10 D to 1D and found the 
simulation result is not affected, validating that the assumption of this number is reasonable.  
In the fractures the fluid flow follows the modified Darcy’s law taking into account of the 
fracture’s width: 
( ) ( )
f
f T f T f m
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w w p w Q
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      (3-4) 
where wf is the fracture width. We included wf in the flow equation to investigate the effect 
of its variation on the effective permeability by changing it from 0.001 cm to 0.1 cm in the model. 
The subscript “T” denotes the gradient is restricted to the tangential plane of the fracture. The 
velocity in the fracture is defined as 
f
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k
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            (3-5) 
Fluid flow in the system accounts for interactions between matrix themselves, between 
fractures/vugs themselves, and between matrix and fractures/vugs. Therefore we can simulate the 
pulse-decay experiment, which is the gas transient flow process in the complex tight flow media 
including fractures and vugs. For the transient flow process, it is valuable to obtain an effective 
permeability for the flow media for the upscaling purpose.  
Dicker and Smits expressed the permeability from the pulse-decay experiment as:5 
2
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where c is gas compressibility, μ is gas viscosity, “eff”  denotes the effective values in 
comparison with the base case only containing matrix, a and b are volume ratios between pore 
volume and reservoir volumes and f(a,b) is a polynomial consisting of a and b: 
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s is the slope of the linear part of the natural logarithmic of dimensionless pressure, ΔpD, 
with time, which is defined as: 
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        (3-10) 
For pulse-decay experiments on different cores with the same length and same initial 
pressures, we propose to use the ratio in Eq. (2-11) to evaluate the effective permeability of the 
core plug in presences of fractures and vugs (keff) in comparison to the base case with the pure 
matrix (kb). If the ratio is larger than 1, indicating that the flow process in the core plug is 
accelerated; on the contrary if the ratio is smaller than 1 indicating the flow process is hampered. 
It is worthy to note that c and μ are canceled out in this expression because the pressures in the 
upstream and downstream are the same; ϕeff, seff and feff (a,b) influence one another that they should 
be studied altogether. ϕeff accounts for the variation of porosity and feff (a,b) accounts for variations 
of upstream and downstream volumes. Therefore, the effective permeability ratio can be 
demonstrated as 
( , )
( , )
eff eff eff b
b eff b b
k s f a b
k f a b s


         (3-11) 
where fb(a,b) and ϕb are values in the base cases that only matrix is present in the core. This 
ratio is used throughout the study to investigate impacts of core heterogeneity, fractures and vugs 
on flow behavior in comparison with the base case. It can be used as a multiplier to upscale 
permeability from pore scale to core scale in reservoir simulations.  
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3.3.1 Effect of heterogeneity 
We first investigated the impact of matrix heterogeneity without the presence of fractures 
or vugs on the effective permeability of the core sample using the finite-element based model. The 
principle of evaluation of the impact is based on the comparison with the base case that only matrix 
is present. The same arithmetic mean values of permeability of 600 nD and porosity of 0.06 are 
used in all the simulation scenarios. The core is divided into seven segments with a scaling factor 
varying from 0.25 to 1.75 in 0.25 increments. Figure 3-2a lists four kinds of bedding planes: (1) 
horizontal bedding with permeability monotonically decreasing from left to right and (2) from 
right to left, (3) vertical bedding with permeability monotonically decreases from top to bottom 
and (4) from bottom to top. Pressure curves (Figure 3-2a), as well as lnΔpD (Fig. 2b) are plotted 
against the elapsed time with a designated color. It shows that if the part close to the upstream is 
more permeable (scenario (2)), very fast pressure decline occurs as soon as the flow begins, 
causing the non-linearity in the early period in Figure 3-2b, which means that the relationship 
between lnΔpD and time is not linear.  As time elapses, the relationships between lnΔpD and time 
become linear in scenario (2) and (3) that the slopes are smaller than that in the scenario (1) which 
is the base case. The effective permeability ratios are 0.67 and 0.73 for scenarios (2) and (3), 
respectively, indicating the flow capacity is hampered (Table B1). Downstream curves in the two 
horizontal bedding scenarios almost overlap, indicating that the downstream pressure response is 
not sensitive to the horizontal bedding sequence as long as the mean value of permeability and 
porosity are the same. In contrast, if the bedding planes are horizontal,  the pressure curves behave 
almost the same as the base case that the effective permeability ratio is 1.03 (Table B1), indicating 
that the flow capacity of the porous media is negligibly affected. It shows in Table B1 that vertical 
bedding (Hetero V) reduces the flow capacity while horizontal bedding (Hetero H) increases the 
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flow capacity negligibly. Our simulation result is consistent with the laboratory observation by 
Bhandari et al. (2015) that they found the horizontal-bedding in Barnett shale is more permeable 
than the vertical bedding one. It has been believed that anisotropy exists in sedimentary rocks that 
the horizontal permeability is larger than the vertical permeability because of the overburden 
pressure and the vertical permeability decreases as the depth increases (Figure 3-3). In this work, 
we assume the matrix is isotropic in each segment, which means that the vertical permeability 
equals the horizontal permeability in all the segments composing the core plug, and evaluate the 
effective permeability as a whole. The results indicate that even when there is no anisotropy present 
in all the segments, effective permeability in the vertical direction is still smaller than that in the 
horizontal direction during the transient flow process.  
 
       (a)                      (b) 
Figure 3-2 Results of heterogeneous scenarios (1) base case, (2) vertical bedding with 
permeability/porosity decreasing monotonically from left to right (vertical isotropy), (3) vertical 
bedding with permeability/porosity increasing monotonically from left to right (vertical isotropy), 
(4) horizontal bedding with permeability/porosity decreasing from top to bottom (transverse 
isotropy), and (5) horizontal bedding with permeability/porosity increasing from top to bottom 
(transverse isotropy): (a) upstream and downstream pressure profiles; (b) natural logarithmic of 
the dimensionless pressure difference. 
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Figure 3-3 Flow process in four directions in a formation with increasing depth.  
 
(a)               (b) 
Figure 3-4 Results of heterogeneous scenarios (1) base case, (2) ) Vdp = 0.39 with grids uncorrelated, 
(3) Vdp = 0.53 with grids uncorrelated, (4) Vdp = 0.69 with grids uncorrelated, and (5) Vdp = 0.39 
with correlation length of three girds in x and y directions: (a) upstream and downstream pressure 
profiles; (b) natural logrithmatic of the dimensionless pressure difference. 
Figure 3-4a lists four scenarios with different heterogeneity. There are 8 grids in the x-
direction and 4 grids in the y-direction. The Dykstra–Parsons Coefficient (Vdp) is used to evaluate 
the extent of heterogeneity, which is defined as: 
50 84.1
50
dp
k k
V
k

          (3-12) 
where k50 is the median and k84.1 is the value with one standard deviation away from the 
median. Values of Vdp are 0.39, 0.53, 0.69, and 0.39 in scenarios (2), (3), (4) and (5), respectively. 
We constructed the conceptual models based on that Vdp ranges from 0.4 to 0.9 in most 
reservoirs.103  Correlation length in scenarios from (2) to (4) is one grid size, meaning that each 
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grid is uncorrelated. Correlation length in scenario (5) is 3 times of grid size in both x and y 
directions, meaning that permeability and porosity in adjacent 3 grids are correlated. Table B1 
shows that heterogeneity increases flow resistance and the effective permeability ratio decreases 
from 0.6 to 0.18 as Vdp increases from 0.39 to 0.69. This trend is not difficult to understand because 
as the heterogeneity of the porous media increases, the energy dissipation occurring during the 
convective gas flow through adjacent pores increases. However, if the correlation length increases, 
the negative impact of heterogeneity on flow capacity can be much relieved: the effective 
permeability ratio is 0.95 in scenario (5) that only 5% of the flow capacity is lost: such observation 
reveals that the porous media behaves more like homogeneous despite the same Vdp with scenario 
(1). The reason is that kinetic energy dissipation occurs as fluid flows through heterogeneous 
porous media. The higher the degree of the heterogeneity, the larger the kinetic energy 
dissipation.11, 104 As correlation length increases, the area of patches with similar properties 
increases, the chance of large differences of permeability and porosity between adjacent pores is 
reduced, leading to the reduced energy dissipation between adjacent pores. Thus the flow is more 
like in the homogeneous porous media. 
3.3.2 Effect of fractures and vugs 
Vugs are classified as the secondary dissolution pore types in carbonate reservoirs.105 The 
size of vugs is usually noticeable by naked eyes. They are usually formed during the sedimentation 
and the later diagenetic process.106 Vug, fracture, and cavity constitute secondary porosity of 
carbonate reservoirs.107 The size of vug is smaller than the cavity. Vugs can be accessible or 
inaccessible depending on whether they are intersected with fractures; they greatly enhance the 
storage capacity of the porous media. In order to conduct upscaling for reservoir simulation 
purposes, it is necessary to characterize the contribution of vugs to the flow capacity of porous 
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media as well. A flow simulation study with total 88 vugs by Kurtzman et al. shows that the number 
of vugs is positively correlated with air permeability of core plugs, and it can be used as an 
indicator of fracture connectivity.105 We follow this conclusion that the number of vugs increases 
as fracture density increases and design a workflow to investigate the effect of vug on flow 
behavior: first, fractures are included in the matrix with different locations, width, orientations and 
lengths; second, different amount of vugs with the same dimension are included in the matrix; 
third, both fractures and vugs are included in the matrix.  
Figure 3-5 shows five scenarios of fractured cores: (1) base case, (2) fracture located at the 
second half, (3) fracture located at the first half, (4) fracture penetrating the core with the width of 
0.001 cm, (5) fracture penetrating the core with the width of 0.01 cm and (6) fracture penetrating 
the core with the width of 0.1 cm. Pressure profiles of scenarios (2) and (3) indicate that faster 
pressure decline occurs if the fracture is located at the first half, leading the larger s value and 
larger effective permeability ratio compared with the base case: the effective permeability ratios 
increase to 1.41 and 1.48, respectively (Table B1). Downstream pressures in scenarios (2) and (3) 
stay the same, which is consistent with the results in Figure 3-2, implying that downstream pressure 
is much less sensitive than the upstream pressure to the core-scale heterogeneity. While the fracture 
penetrates the whole length of the core sample, pressure responses become much faster, even the 
width of the fracture reduces to 0.001 cm in scenario (4). The slope in the semi-log plot of Figure 
3-5b also behaves highly non-linear; after pressure equilibrium, large fluctuation of the slope 
appears caused by numerical dispersion because the upstream and downstream pressures are very 
close. As the fracture width increases to 0.01 cm in scenario (5), a dual-porosity indication, the 
double porosity region is formed that upstream and downstream pressure curves first converge 
then reach final equilibrium. The take-home message by comparing scenarios (4) and (5) is that 
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there exists a “threshold value” of the fracture permeability that the double porosity region begins 
to form. The “first convergence” time is earlier with a wider fracture: it is about 0.3 min and 0.03 
min for scenarios (5) and (6), respectively. This phenomenon is caused by the fact that gas flows 
faster in the fracture than in the matrix so that high-pressure gas in the fracture arrives in the 
downstream earlier than that in the matrix. Therefore, a part of high-pressure gas flows back to the 
matrix from the downstream. Figure 3-6 depicts pressure distribution profiles in scenario (6) at the 
time of 10 seconds, 50 seconds, 100 seconds and 300 seconds. It clearly shows that upstream and 
downstream reservoirs are first connected by the fracture, and the pressure is lower in regions away 
from the reservoirs and the fracture. As time goes on, the pressure was transmitted in the matrix; 
pressure gradient gradually reduces and completely diminishes at about 5 min. This finding reveals 
that, as long as the fracture, or the preferential flow path, does not run through the total length of 
the core, the double porosity region will not be formed. The formation of the double porosity 
region significantly accelerates the flow capacity of the porous media even when the width of the 
fracture is very small.  
 
       (a)                     (b) 
Figure 3-5 Results of fractured scenarios with fracture (1) base case, (2) located at the second half, 
(3) located at the first half, (4) penetrating the core with the width of 0.001 cm, (5) width of 0.01 
cm, and (6) width of 0.1 cm: (a) upstream and downstream pressure profiles; (b) natural 
logarithmic of the dimensionless pressure difference. 
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(a)                     (b) 
  
(c)                     (d) 
Figure 3-6 Pressure distributions  (in psi) at different stages of scenario (6) of Fig. 5: (a) 10 seconds; 
(b) 50 seconds; (c): 100 seconds; and (d): 300 seconds. 
Figure 3-7 shows five fractured scenarios with 8 pairs of intersecting fractures (with each 
fracture length of 0.5 cm). Orientation angles are set to vary from  15° to 75° in an increment of 
15° for scenarios (2) to (6). It shows from Table B1 that the effective permeability does not change 
much as the orientation changes from 15° to 30° but decreases step by step from 30° to 75°. The 
effective permeability ratio with 75° becomes 1.01, indicating that fractures no longer contribute 
to the enhancement of the flow capacity,  even though they increase the apparent porosity to 6.6%  
as seen by the lower equilibrium pressure than that in the base case. 
 
(a)                        (b) 
Figure 3-7 Results of fractured scenarios with 8 pairs of 0.5-cm fractures (1) base case, (2) 
orientation degree of 15° , (3) 30° (4) 45°, (5) 60°, and (6) 75°: (a) Upstream and downstream 
pressure profiles; (b) natural logarithmic of the dimensionless pressure difference. 
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Figure 3-8 shows scenarios of fractured cores with a series of fracture length (with fracture 
orientation angle of 45°). The length increases from 0.5 cm to 1.3 cm in an increment of 0.2 cm 
for scenarios (2) to (6). These pairs of fractures begin to intersect with each other when the fracture 
length increases to 0.9 cm (scenario 5) that 8 intersection points are present. No more intersection 
points increase in scenario (6), though two adjacent pairs’ parallel fractures are pretty close. In 
scenario (6) the intersection points number increases to 20. It shows from Table B1 that the 
effective permeability ratio increases exponentially with the fracture length increases, indicating 
that the development of the fracture network is crucial to improving the flow capacity of low-
permeability reservoirs.  
 
(a)                    (b) 
Figure 3-8 Results of fractured scenarios with different fracture length (1) base case, (2) 0.5 cm, 
(3) 0.7 cm, (4) 0.9 cm, (5) 1.1 cm and (6) 1.3 cm: (a) Upstream and downstream pressure profiles; 
(b) natural logarithmic of the dimensionless pressure difference. 
Figure 3-9 shows scenarios with different numbers of vugs with the same diameter of 0.1 
cm. The permeability of vugs are set to be 10 Darcy and porosity is set to be unity. As the number 
of vugs increases from 3 to 35, the apparent porosity increases from 6.09% to 7.04% which are 
calculated based on the summation of matrix pore volume and the void volumes in fractures and 
vugs, demonstrating that vugs provide an important extra storage source.  However, based on the 
analysis of the pressure profiles, it is observed that these scenarios deviate negligibly from the base 
case and the effective permeability ratio only deviates by 2% at the most from the base case, 
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demonstrating that, if vugs are isolated they do not affect flow capacity of the porous media. This 
observation is consistent with the flow simulation results by Wu that vugs have negligible impacts 
on the flow behavior if they are not acting like joints connecting small fractures and large fractures 
when they only act as extra storage locations inside the matrix.108 
 
(a)                  (b) 
Figure 3-9 Results of vuggy scenarios with vug number of (1) 0, (2) 3, (3) 8, (4) 15, (5) 24 and (6) 
35: (a) Upstream and downstream pressure profiles; (b) natural logarithmic of the dimensionless 
pressure difference. 
Wu also showed that the connection of vugs with fractures plays an important role in 
affecting the flow behavior from a triple-porosity model consisting of vug, fracture, and matrix.108 
As inspired by the fact that in certain cases, the number of vugs is correlated to the fracture density. 
Hence, the number of vugs are set to be 3, 8, 15, 24, 35 when fracture lengths are 0.5 cm, 0.7 cm, 
0.9 cm, 1.1 cm and 1.3 cm, respectively, from scenarios (2) to (6) in Figure 3-10. As the diameter 
of vug is 0.1 cm which is the same the width of the fracture, vugs in line with the fractures increase 
the apparent fracture porosity because vugs' porosity is unity. Effective permeability with pure 
fracture and fracture-vug systems are plotted in Figure 3-11. In scenarios (2), (3) and (5), the 
effective permeability does not differ much from the two cases, which is because vugs are either 
located at the intersection of two crossed fractures or ending point of fractures. Only vugs in 
scenario (5) increase the effective permeability ratio from 2.89 to 3.67, which is significant. The 
increase is contributed by the vugs that connect two adjacent fracture networks. Figure 3-12a and 
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Figure 3-12b show pressure distributions at 10 minutes for scenarios (5) in Figure 3-8 and Figure 
3-10, respectively. Figure 3-12a shows six distinguishable regions with pressure distributions. The 
matrix between two adjacent regions acts as a flow barrier that inhibits the continuous pressure 
propagation. In Figure 3-12a we can see several distinguishable regions are present because the 
fractures are not connected. In Figure 3-12b we can see that these regions are connected because 
vugs connect adjacent fractures.   Therefore, the flow capacity of the system is greatly enhanced. 
In comparison, it is observed in Figure 3-12c and Figure 3-12d representing scenarios (6) in Figure 
3-8 and Figure 3-10, that without the embedded vugs the fracture network has already been well 
connected, thus the flow behavior does not change much. To examine the locations of vugs on the 
flow behavior in the fractured core, we purposely placed vugs not along with the fractures as shown 
in Figure 3-13. Figure 3-14 shows the pressure and the natural logarithmic of the dimensionless 
pressure difference in comparison to the scenario (6) in Figure 3-10. It is observed that if the vugs 
are distributed outside the fractures, the dimensionless pressure decline rate is 3.98 1/min,  which 
is even smaller than that in the scenario with only fractures, which is 4.07 1/min (Table B1). These 
results further prove that vugs do not increase the flow capacity unless they become the joint of 
connecting fractures.   
 
(a)            (b) 
Figure 3-10 Results of fractured and vuggy scenarios (1) base case, (2) 0.5 cm-fracture with 3 vugs, 
(3) 0.7-cm fracture with 8 vugs , (4)  0.9 cm-fracture with15 vugs, (5) 1.1-cm fracture with 24 
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vugs, and (6) 1.3-cm fracture with 35 vugs: (a) upstream and downstream pressure profiles; (b) 
natural logarithmic of the dimensionless pressure difference. 
.  
Figure 3-11  Effective permeability ratios of fractured cores with and without vugs. 
    
(a)      (b) 
 
(c)      (d) 
Figure 3-12 Pressure distribution profiles (with unit of psi) at 10 mins for fractured cores:  (a) 1.1-
cm fracture without vug (scenario (5) in Fig. 8); (b) 1.1-cm fracture with vug (scenario (5) in Fig. 
10); (c) 1.3-cm fracture without vug (scenario (6) in Fig. 8); (d) 1.3-cm fracture with vug (scenario 
(6) in Fig. 10). 
 
                                         (a)                                                            (b) 
Figure 3-13 Simulation scenario with vugs distributed randomly and not along the fractures: (a) 
locations of vugs and fractures; (b) grid settings of the system. 
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.  
        (a)                                        (b) 
Figure 3-14 Results of vuggy and fractured scenarios that (1) vugs distributed randomly and 
outside fractures (2) vugs distributed along fractures : (a) upstream and downstream pressure 
profiles; (b) natural logarithmic of the dimensionless pressure difference. 
3.3.3 Comparison of transient and steady-state method 
 
Figure 3-15 Schematic of estimating effective permeability ratio by the steady-state method. The 
red arrows indicate flow velocity directions and blue lines indicate streamlines, generated by the 
simulator. 
Figure 3-15 shows the schematic of estimating effective permeability ratio based on the 
steady-state method. We exert constant boundary pressures of 600 psi and 500 psi on the left and 
right edges of the core sample, respectively, and no flow boundary condition on the lower and 
upper edges. After the fluid flow reaches a steady state, we plot the velocity along the length of 
the left edge. The average velocity, vavg, is estimated as the ratio of the integration of velocity over 
the edge length. The veclocity can be integrated over the edge length directly because velocity is 
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normal to the edge length at the left and right boundaries, as could be observed from the flow 
velocity directions and streamlines in Figure 3-15. According to Darcy’s law, the effective 
permeability ratio is equivalent to the average velocity ratio.  
Based on this methodology, we re-evaluated effective permeability ratios by the steady-
state method of all the 34 scenarios, recorded the results in Table B1, and compared with the 
transient method in Fig. 16. 
Overall, we can see that ratios from the steady-state method are consistent with that from 
the transient method. We divide the data points into six zones. In the heterogeneous zone, we can 
see the steady-state method is independent of flow directions when vertical heterogeneity is present 
in the core. In the single fracture zone, the ratio of the first-half fracture scenario (#11) by the 
steady-state method is only 0.05, which is inaccurate. The reason is that the fracture is connected 
with left edge directly, gas flows preferentially into the fracture first. The fracture acts like 
additional boundaries of the model where the fluid flows into. Thus, velocity integration only on 
the left edge cannot be used to estimate the effective permeability properly. We can also see that 
the results of three scenarios with different fracture widths (#12-#14) are the same, and very close 
to unity. The reason is similar to that for scenario#11. The fracture separates the core into two 
halves that it does not contribute to the flow capacity during the steady-state flow.  However, in 
Figure 3-5 significant discrepancies are observed between different single-fracture scenarios 
during the transient flow process that the steady-state method cannot reveal.  In the fracture angle 
zone, we can see that the results of the steady-state method are similar with that of the transient 
method: the 15° and 30° scenarios are very close, and there is a steady decrease when angle varies 
from 30° to 75°. In the fracture length zone, there is no obvious difference between the steady-
state method and the transient method when fracture length is 0.7 cm and 0.9 cm, and the difference 
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increases when the fracture length is 1.1 cm and 1.3 cm as the flow in fracture dominates. In the 
vug zone, the results of the steady-state and transient method are similar as the contribution of 
vugs to the flow capacity is negligible. In the fracture and vug zone, the difference between the 
two methods increases when fracture length increases. In summary, the steady-state method does 
not depict the transient flow behavior when the core sample is heterogeneous, and the discrepancy 
between the steady-state and transient methods becomes larger when the fracture length is longer. 
 
Figure 3-16 Effective permeability ratios based on the transient and steady-state methods for the 
total 34 scenarios. 
3.4 Experimental study and history match of gas transient transmission test in the 
fractured core 
In this section, we present the results of pulse-decay experiments on one fractured core 
sample. The pore pressure varies approximately from 200 psi to 800 psi, and the effective stress 
from 1,000 psi to 3,000 psi. History matching by CMOST was performed for each pulse-decay 
experiment to obtain the properties of the matrix and the fracture.109 Using the collected data, we 
explored the dependency of porosity and permeability of both matrix and fracture on pore pressure 
and effective stress, and the fitness of curve matching with pore pressure.  
In a typical pulse-decay laboratory test, two factors are likely affecting the flow in the 
fracture. First, it is the small temperature fluctuation caused by the Joule–Thomson effect 
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occurring near the inlet when gas expands from the first upstream reservoir to the second upstream 
reservoirs. Joule–Thomson effect is more significant for carbon dioxide than natural gas or air.110 
In this work, helium is used as the flowing fluid attempting to minimizing this effect. Second, it is 
the manual opening of the valve that can hardly be 100% identical. In our experiment, we use the 
HIP valve that contains a tapered pin into the inner open space. We controlled the constant volume 
of the open space in the valve by opening the valve two circles every time and always tried to open 
steadily. However, the opening speed and the opening degree cannot be controlled in perfect 
accords by manual operations that likely create some uncertainty in fracture flow behavior. 
Generally, there are two approaches to set properties of the fracture as tunable variables. 
One is setting fracture width as a variable assuming the fracture porosity is 100%; the other one is 
setting fracture porosity as a variable assuming the fracture width is constant. In this work, we 
choose the second approach by setting the fracture in the middle with the width of 0.07 cm. 
Schematic of the model set-up including the upstream reservoir, the core and downstream reservoir 
are shown in Figure 3-17. The size of the grid decreases as it is closer to the fracture to capture the 
interaction between the fracture and matrix properly.                            
The core used in this study is classified as carbonate-rich shale. It is 3.09 inches long with 
the diameter of 1.50 inches (Figure 3-17a). Its color is grey to light grey, with observable 
lamination but not along the entire length; some tiny cherts are present; longitudinal fracture is 
observed along the entire length splitting into smaller fractures, and other microfractures are 
visible as well. The numerical model is constructed with one fracture located in the middle of the 
core, though multiple fractures are observed at different heights with a major one located in the 
middle; this simplification should not affect the effective permeability because based on our 
previous conclusion in Fig. 2 that the effective permeability of the porous media is not affected by 
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the configuration of horizontal bedding planes. It is worthy to note that with the aid of CT image, 
the model could be more realistically constructed rather than using the idealized fracture pattern.  
 
(a)                                               (b) 
Figure 3-17 (a) Fractured core; (b) grid settings of the core: the red represents upstream and 
downstream reservoirs, the green represents the fracture and the blue represents the matrix.  
In section 3.3 as discussed previously, we constructed finite-element models in two 
dimensions to estimate effective permeability in the presence of fractures and matrix. In this 
section, we used the black oil simulator, IMEX in CMG software suite,111 to simulate experiments 
in three dimensions based on the core size and the reservoirs after checking the result consistency 
between COMSOL and IMEX.  Subsequently, we applied CMOST, which is another package in 
CMG software suite, to history match the experimental pressure curves by setting porosity and 
permeability of the matrix and the fracture to be tunable parameters in CMOST. Compressibility 
factor, density, and viscosity of helium from REFPROP are used as pressure-dependent parameters 
in the flow equations of the simulator.112 
Effective stress is increased from 1,000 psi to 3,000 psi and kept constant for a series of 
experiments with varying pore pressure. Pore pressure increases continuously with a pressure pulse 
of approximately 100 psi. In the numerical model, the permeability of the upstream and 
downstream reservoirs is set to be 2D and the porosity is unity. Porosity and permeability of the 
matrix and the fracture are set to be tunable parameters to history match the experimental pressure 
curves in CMOST (Table 3-1). Total of 500 experiments are performed in CMOST for each set of 
laboratory data including the upstream and downstream pressure profiles. The case with the lowest 
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global matching error (GME) is regarded as the optimal. History matching error is calculated as 
the relative error between the experimental data and the simulation data: 
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where i denotes well (or sector) number, j denotes production type, t denotes time, N(i) is the 
number of production types for well i, NT(i, j) is the number of data points, Ys i,j,t is the simulated 
data, Ym i,j,t is the measured data, twi,j is the term weight, and Scalei,j is the normalization scale. In 
our history matching process, there are two sectors (upstream and downstream grid blocks), one 
production type (grid pressure), 600 data points (600 seconds with one pressure data per second), 
and the term weight is one. The normalization method is set to be default, which means that the 
Method#1 is applied, further details of this method can consult the manual of CMOST.109 
The GME is evaluated as: 
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where i also denotes the well (or sector) number, LME represents local history matching 
error (for each sector), and wi is weight, which is one for both sectors.  
All the history matching results are from the optimal cases with least matching errors based 
on 500 simulation experiments that the GMEs are all below 0.2% during the first run.  
Table 3-1 Range of properties of matrix and fracture during the history matching. 
 Matrix Fracture 
Permeability 
(mD) 1E-5 - 1E-2 10 - 2000 
Porosity (fraction) 1E-2 -1E-1 0.3 - 0.7 
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Fracture porsity discussed in this chapter is in the single-porosity system, which is different 
from that disccused in Chapter 5 where it is defined in a dual-permeaiblity system. Fracture 
porosity is not unity because of the surface roughness; it is defined as the ratio between void 
volume (Vvoid) and the total volume, as illustrated in Figure 3-18.113 
 
Figure 3-18. Fracture porosity casued by roughness on the surface.113 
 
Based on Figure 3-18, fracture porosity is defined as: 
void
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f f
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              (3-15) 
where Lf  is the fracture length. 
Figure B2 to Figure B4 demonstrate the full pressure profiles measured in the laboratory 
(black dot lines) and the fitted pressure profiles (solid blue lines) with the effective stress of 1,000 
psi, 2,000 psi, and 3,000 psi, respectively; A total of  18, 22, 19 experiments were performed under 
the effective stress of 1,000 psi, 2,000 psi, and 3,000 psi, respectively (see Appendix B). We started 
a new experiment as soon as the pressure in the previous experiment reached equilibrium. Thus 
we covered the whole pressure range from the initial pressure to the final pressure. The pressure 
profiles all show a double porosity region before they reach the final equal equilibrium pressure. 
Before the convergence of upstream and downstream pressures, the fracture flow dominates in the 
fracture, and then matrix flow and matrix-fracture flow dominates. Pressure data points were 
recorded at one per second. In all the figures, the 3rd data points (at 2 sec) are in the double porosity 
region; the 4th data points (at 3 sec) begin to fall in the black-dot data group in the semi-log plot. 
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The second data points (at 1 sec) from upstream and downstream, which are the most influenced 
by the early fracture flow, are marked with red to more clearly observe their variations. 
Qualitatively, the closer the second point (red) to the other data points, the faster the flow in the 
fracture. It shows in Figure B2, Figure B3, and Figure B4 that locations of second data points do 
not have relationships with the pore pressure or the effective stress. The direct impact of this 
inconsistency is the variation of estimated fracture volume. Figure 3-19 depicts the ratio of fracture 
volume over the total void volume in the core. It indicates that the storage capacity in the matrix 
is the dominant and the ratios have significant standard deviations. This inconsistency implies that 
the permeability in the fracture might also be inconsistent with pressure. We propose several 
reasons for the uncertain flow behaviors in the fracture. First, the artifacts stated previously might 
alter the flow path from experiment to experiment which contributes to the irregular behaviors of 
the fracture volume and flow. Figure 3-17 shows that multiple microfractures with one main 
fracture are present in the core sample. The fracture network can provide different flow paths for 
the gas flows through. Second, the high-velocity flow causes the inertia effect which is inherently 
unpredictable even excluding the human errors. Third, because the fracture volume is much less 
than the pore volume in the matrix, slight deviation of the pressure points in the double porosity 
region would cause a significant deviation of the fracture volume and permeability; therefore, if 
fracture volume percentage in the total porosity of the core is higher, more consistent result from 
a series of pulse-decay experiments can be expected. Fourth, not knowing the exact width of the 
fracture might also be an uncertain factor toward interpreting the pressure curves that a proper 
selection of value is difficult to determine because of the complex fracture network present in the 
core. Fifth, the core applied in this study is very hard that the fracture compaction induced by the 
effective stress is negligible.  
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Figure 3-19 Ratios of fracture volume over pore volume as functions of effective stress and 
pressure, summarizing all the experiments. 
Quantitative results of permeability/porosity of the matrix and fracture are demonstrated in 
Figure 3-20. It shows that the effects of effective stress and pore pressure on matrix permeability 
are clearly demonstrated, though not as consistent as experiments carried out on pure matrix. 
Permeability in the fracture and matrix has the difference of six orders of magnitude. The apparent 
permeability as a function of reciprocal of pore pressure is plotted in Figure 3-20a, and the first-
order Klinkenberg equation is applied to fit the data points. kapp is the apparent permeability taking 
into account of both Darcy flow and slip flow,81, 114, 115 and k∞ is the intrinsic permeability. Figure 
3-20b shows that the matrix porosity decreases noticeably as the effective stress increases from 
1,000 psi to 2,000 psi, whereas a continued decrease is not observed as the effective stress increases 
to 3,000 psi. This finding implies that the core sample studied is very hard, and matrix permeability 
is more sensitive to the effective stress than the matrix porosity. It is because the volume of the 
pore throat is only a small percentage of the total pore volume compared with the pore body. 
Although the pore volume is reduced negligibly by the effective stress, the suppression on the pore 
throats may have a rather profound effect on reducing the permeability.  
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                  (a)                                                   (b) 
 
                  (c)                                                   (d) 
Figure 3-20 Estimated properties of matrix and fracture under different effective stress: (a) matrix 
permeability; (b) matrix porosity; (c) fracture permeability;  and (d) fracture porosity. 
The ratio of the slip flow over the Darcy flow based on Figure 3-20a is plotted in Figure 3-
21. We can see that the slip flow is more important under low pressure that outweighs the Darcy 
flow starting from about 300 psi when the ratio is higher than unity. We can also see that slip flow 
is more important under higher effective stress. Because the intrinsic permeability of the porous 
media is proportional to the square of the pore diameter, this fact implies that in tight or shale 
reservoirs with nanometer-scale pore radius, the contribution of slip flow is more important for 
low-pressure gas when the effective stress causes the reduction of pore radius.  
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Figure 3-21 Ratio of slip flow over Darcy flow as functions of effective stress and pore pressure. 
Figure 3-22a shows GME of all the history matching results. We used the same criteria for 
every history matching process, including ranges of parameters to be matched (Table 3-1), and the 
same number of experiments which is 500. Therefore, the results can reveal relationships between 
the matched parameters and pressure. Figure 3-20 shows that the GME reduces as the pore pressure 
increases. This finding indicates that the heterogeneity character of the core is revealed more 
obviously under low pressure than under high pressure. We performed an uncertainty and 
consistency study for the 2,000 psi effective stress experiments by re-running the history matching 
process. The 1st and 2nd matching results plotted in Figure 3-22b shows that the matching results 
are consistent and repeatable. Kamath et al. showed through theories and experiments that when 
using upstream and downstream reservoirs with much larger volume than the pore volume of the 
core,83 the heterogeneous character of the core sample may not be revealed. Core heterogeneity is 
one source of difficulties perfectly matching the pressures curves, i.e., GME approaches zero. It 
shows in this study that heterogeneity of the core is revealed less obviously under high pressure 
than low pressure.  
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                  (a)                                                       (b) 
Figure 3-22 (a) Global matching error under different effective stress, and (b) 1st and 2nd history 
matching results for the 2,000 psi effective stress experiments. 
To evaluate the effect of heterogeneity on the history matching process, subsequently, we 
divide the core into 2 and 5 segments longitudinally to repeat the matching result, where 
permeability and porosity values for matrix/fracture for each segment are set individually.  
Table 3-2 shows the matching results with different segments. We can see that as the 
number of divided segments increases, the GME reduces indicating a better curve fitting is 
obtained. It is worthy to note that the combination of properties with multiple segments fitting the 
pressure curves are not unique, and it may not imply the real property distributions. Nevertheless, 
we can infer from the results that heterogeneity is one cause of difficulties not perfectly fitting the 
upstream and downstream pressures simultaneously. From Table 3-2 we can also see the mean 
value of matrix porosity in the three settings are the same, 0.06. However, the fracture porosity 
differs from 0.35 (1-segment) to 0.55 (2-segment), whereas the 1-segment fitting line is only 
slightly different from that of the 2-segment (Figure 3-23), supporting the previously proposed 
reason that the small percentage of fracture volume to the total void volume (<8%) is an important 
factor causing the nonunique fracture properties.  
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Table 3-2 GME and matched properties with different segments. 
Number of segments 1 2 5 
GME (%) 0.14 0.08 0.07 
Matrix porosity 
(fraction) 0.06 0.04 0.08 0.02 0.05 0.09 0.08 0.06 
Matrix permeability 
(nD) 709.30 1608.40 509.50 6453.55 59.95 4255.75 809.20 209.80 
Fracture porosity 
(fraction) 0.35 0.58 0.51 0.58 0.36 0.42 0.38 0.32 
Fracture permeability 
(mD) 1621.90 995.05 925.40 965.20 1761.20 1920.40 487.60 975.15 
 
 
Figure 3-23  Matched pressure curves with different segments along with the experimental data. 
The zero-second experiment pressures are shifted to be at 0.001 second to be present on the semi-
log plot.  
3.5 Conclusions 
In this work, we experimentally and numerically investigated transient gas transmission 
experiments in one natural, heterogeneous core and one fractured core. DFM is applied to simulate 
the core-scale gas pulse-decay experiment. Pressure history matching was successfully applied to 
estimate the double porosity and double permeability properties of heterogeneous carbonate-rich 
shales.  
The effective permeability ratio based on the transient and steady-state method from the 
DFM simulation show comparable consistency. The transient method can reveal transient flow 
behaviors of some complex core configurations that the steady-state method cannot. Heterogeneity 
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reduces the permeability of the core. The effective permeability ratio reduces to 11% and 18% 
with the Dykstra–Parsons coefficient of 0.69 as determined from transient and steady state method. 
Correlation length is also an important parameter considering heterogeneity effect on the gas flow 
process. A long correlation length reduces the heterogeneity effect hampering gas flow in 
heterogeneous porous media. Vugs themselves have negligible effects affecting the flow behavior 
unless they connect fracture networks. Flow capacity in fractured and vuggy porous media is 
greatly enhanced because of fracture. Fracture properties, such as orientation, length, and density 
are all important factors influencing the permeability. Vugs alone affect the flow capacity 
negligibly. The effective permeability ratio increases to 1%-2% when 35 0.1-cm diameter vugs are 
present in the core. The flow capacity of the fractured core does not change as the fracture 
orientation changes from 15° to 30° and show a step-wise decrease as it increases from 45˚ to 75˚. 
The ratio of effective permeability can increase to 4.11 when fracture network and vugs are present 
in the core (scenario #33 in Table B1). A double porosity region appears in pressure curves of the 
simulated pulse-decay experiment if the fracture penetrates along the length of the core with the 
width larger than a threshold value. 
Regarding experiments on the fractured core, gas first arrives at the downstream through 
the fracture. Thus the downstream pressure is higher than the matrix, causing the high-pressure 
gas in the downstream flow back to the matrix, leading to the formation of the double porosity 
region in the pressure curves. Our results show that slip flow is more important under lower 
pressure. Slip flow contributes to the flow capacity about twice as much as Darcy flow under the 
pressure of 200 psi. The matrix porosity is less sensitive to the effective stress than the matrix 
permeability because the stress affects more on the pore throat than the pore size. The GME of all 
the history matching results ranges from 0.04% to 0.2%. We inferred from the history matching 
 
 
 84 
results that heterogeneity of the core is revealed more obviously under lower pressure based on 
the fact that the GME shows a trend of decreasing as pore pressure increases. In contrast, the 
fracture does not show a consistent trend like the matrix, which is a strong indication of uncertain 
turbulent flow caused by the inertia effect occurs in the fracture especially under the high pressure 
gradient, supported by the inconsistent locations of the pressure points at the first second observed 
from all the experiments. The GME decreases from 0.14% to 0.07% when the segment number of 
the core increases from 1 to 5. Based on this fact, we inferred that heterogeneity is one reason why 
the pressure curves are not perfectly matched.  
3.6 Nomenclature 
a  Volume ratio between pore volume and the upstream reservoir volume, 
dimensionless 
b  Volume ratio between pore volume and the downstream reservoir volume, 
dimensionless 
c  Gas compressibility, 1/Pa 
fb(a,b)  Polynomial of a and b in the base case, dimensionless 
feff(a,b)  Effective value of f(a,b), dimensionless 
k  Permeability, nD or mD or m2 
k50  Median, nD 
k84.1  Value with one standard deviation away from the median, nD 
k∞  Intrinsic permeability, nD 
kapp  Apparent permeability, nD 
kb  Permeability in the base case, nD 
keff  Effective permeability, nD 
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kf  Fracture permeability, mD 
L  Core length, m o ft 
LME   Local matching error, % 
Lf  Fracture length, m or ft 
NT  Data points number, dimensionless 
P  Pressure, psi or Pa 
pd(0)   Initial downstream pressure, psi or Pa 
pd(t)  Downstream pressure at time t, psi or Pa 
pu(0)   Initial upstream pressure, psi or Pa 
pu(t)   Upstream pressure at time t, psi or Pa 
Q  History matching error, % 
Qm  Accumulation term, kg/m3-s 
s  Slope of the semi-log plot, 1/s 
sb  Slope of the semi-log plot in the base case, 1/s 
seff  Effective value of the slope of the semi-log plot, 1/s 
vavg  Average velocity, m/s 
vavg_base Average velocity in the base case, m/s 
Vd  Volume of downstream reservoir, cm3 
Vdp  Dykstra–Parsons coefficient, dimensionless 
Vp  Pore volume, cm3 
Vu  Volume of upstream reservoir, cm3 
Vvoid  Void volume in the fracture, m3 or ft3 
wf  Fracture width, m or ft 
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Δ pd  Dimensionless pressure, dimensionless 
μ  Viscosity, Pa·s 
ρ  Gas density, kg/m3 
ϕ  Porosity, dimensionless   
ϕeff  Effective Porosity, dimensionless 
ϕf  Fracture Porosity, dimensionless 
mu   Velocity vector, m/s 
n   Normal vector, dimensionless 
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4. Chapter 4: Shale gas permeability evolution during the production process (Marcellus 
shale example) 
This chapter is a copy of the published paper “A workflow to estimate shale gas 
permeability variations during the production process” in Fuel (May 2018, 15: 879-889) with 
format change after purchasing the copyright through Rightslink. Elsevier holds the copyright for 
this chapter. This chapter should be downloaded for only personal use, and further use of the 
materials in this chapter should purchase the copyright from Elsevier. 
4.1 Abstract 
Gas flow behavior in the tight shale porous matrix is complex due to the involvement of 
multiple physical processes. Pore size reduces as the effective stress increases during the 
production process, which will reduce the intrinsic permeability of the porous media. Slip flow 
and pore diffusion enhance gas apparent permeability, especially under low reservoir pressure. 
Adsorption not only increases original gas in place (OGIP) but also influences gas flow behavior 
because of the pore size reduction when the molecule size is comparable with the pore size along 
with the induced surface diffusion. Surface diffusion between the free gas phase and adsorption 
phase enhances gas permeability. Pore size reduction and the adsorption layer both have complex 
impacts on gas apparent permeability, plus the non-Darcy flow component make shale gas 
permeability look mysterious. These physical processes are difficult to couple with fluid flow, and 
previous research is generally incomplete. This work proposes a methodology to take these various 
effects into account simultaneously. Our results show that the geomechanical effect significantly 
reduces the intrinsic permeability of shale gas. However, slip flow and pore diffusion begin to 
overwhelm the geomechanical effect at reservoir pressure of 500 psi and below. As for the 
adsorption layer, it changes little of shale gas permeability but its induced surface diffusion might 
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increase gas flow capacity significantly at low pressure, and the influence depends on the value of 
surface diffusivity. The workflow proposed in this study is considered to be useful to describe 
shale gas permeability evolution considering these physics together. 
4.2 Introduction  
Despite the rapid growth of non-fossil fuels, fossil energy still is expected to account for 
78% of the global energy consumption in 2040.116 Natural gas is probably the most promising 
fossil fuel, and shale gas is a major component of natural gas supplies. Horizontal drilling and 
multi-stage hydraulic fractured wells provide great momentum for shale gas production. However, 
the production behavior of shale gas wells are not well understood due to the complex non-Darcy 
flow behaviors in the porous and fractured reservoir.117-119 
Before digging into the production behavior, it is imperative to understand gas flow 
behavior in nanopores because the produced gas accounts for most of the volume in the matrix. 
Non-Darcy is a frequently used term to describe flow process deviated from Darcy flow. In shale 
reservoirs, non-Darcy flow in the fracture refers to the flow phenomenon with inertial effects 
caused by high flow velocity. The Forchheimer equation and the Barree and Conway models can 
be used to describe this phenomenon in both single-phase and multi-phase flow.119-122 Non-Darcy 
flow in the matrix is caused by the multiphysics occurred in nano-sized pores, and the term “gas 
apparent permeability” is frequently used to account for that. 
Gas apparent permeability is related to Knudsen number and intrinsic permeability. 
Knudsen number is defined as the ratio of gas molecule mean free path over the representative 
physical length of the porous media,22 which is the pore diameter if a circular cross-section is 
assumed. Physics in the nanopores affect gas flow behavior by changing either Knudsen number 
or intrinsic permeability, or both of them. Based on a comprehensive literature review, four physics 
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include the effective stress on the matrix, slip flow, Fickian diffusion and Knudsen diffusion and 
surface diffusion. Fickian diffusion and Knudsen diffusion are also termed together as pore 
diffusion to distinguish from surface diffusion.123 Surface diffusion occurs between the free gas 
and adsorption phase in tiny pores.  
It is difficult to understand the overall effect of these physics since they occur 
simultaneously during the process of gas production. As gas is depleted, pressure decrease will 
cause mean free path growth, which increases the Knudsen number. The effective stress is 
increasing because gas is depleted, leading to a smaller pore size, which reduces intrinsic 
permeability but increases the Knudsen number. Gas desorbs from the pore surface as gas is 
depleted, which enlarges pore size but decreases the Knudsen number. Surface diffusion near the 
pore surface increases gas transport capacity throughout the process. 
Experimentally, the pulse-decay method is a feasible way to study gas flow behavior in 
tight porous media.1, 6, 27, 123, 124 However, the permeability obtained from a pulse-decay experiment 
is gas apparent permeability of the porous media depending on the gas type, temperature and 
pressure.124 In the literature, these effects are usually studied separately in gas shales. For example, 
Heller et al. measured the Marcellus shale matrix apparent permeability under a range of pore 
pressure and effective stress, based on which the stress-dependent pore size is estimated.125 
Sakhaee-Pour and Bryant investigated gas apparent permeability considering slip flow and pore 
diffusion with a constant pore diameter.10 Inspired by them, we combined the experimental results 
by Heller et al. and the theory by Sakhaee-Pour and Bryant in this study to couple the 
geomechanical effect, adsorption and the slip flow with pore diffusion effect.10, 125 
Surface diffusion has been recently reported to be an important flow mechanism in organic-
rich shale reservoirs. Akkutlu and Fathi reported values of diffusivity in kerogen by pulse-decay 
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experiments.30 Fathi and Akkutlu used Lattice Boltzmann Method to describe this phenomenon.26 
Wu et al. investigated the importance of surface diffusion in pores with various sizes.70 Sheng et 
al. coupled surface diffusion with slip flow, viscous flow and Knudsen diffusion using different 
values of surface diffusivity.27 They all reached the conclusion that surface diffusion contribution 
to shale gas flow is significant in micro and mesopores and under low pressure. 
In summary, most previous studies overlook the simultaneous effects of surface diffusion 
and the effective stress for gas flow in nanopores. What’s more, all the physics are dynamically 
changing from the initial reservoir pressure to the pressure at the end of production, making it more 
difficult to describe gas permeability evolution. Accordingly, we propose a workflow and 
demonstrate how the procedure proceeds to consider the multiphysics together during gas 
production in the tight porous shale matrix. 
4.3 Knudsen number and gas permeability 
Table 4-1 Classification of flow regimes by Knudsen number. 
Knudsen number range < 1E-3 1E-3 < Kn < 1E-1 
1E-1< Kn < 
10 Kn > 10 
Flow regime continuum  slip flow 
transition 
flow 
free molecular 
flow 
 
Table 4-2 Pore size classification (IUPAC). 
Pore size range, nm  d < 2nm  2 nm < d < 50 nm d > 50 nm 
Class for tiny pore  micro           meso  macro 
 
Knudsen number (Kn) has been used widely to define flow regimes in the porous media 
with a small pore size (Table 4-1) which is defined as the ratio of the mean free path over pore 
diameter (Eq. (4-1)).21 Eq. (4-2) describes the formula calculating mean free path in this study.126 
l
Kn
d
           (4-1) 
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k T
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Z d p
          (4-2) 
where l is mean free path, in the unit of m, kB is the Boltzmann constant, 1.38065E-23, in 
the unit of J/K; T is temperature in the unit of K, d is pore diameter and dmol is the molecule 
diameter, in the unit of m, p is pressure, in the unit of Pa, and Z is gas compressibility factor to 
account for the non-ideal behavior of gas (In the original derivation of  Eq. 4-2,126  PV = nRT is 
applied for ideal gas,126 in our derivation PV = ZnRT is applied for non-ideal gas; therefore Z will 
appear in the denominator). Table 4-2 lists the classification for the level of “small” in pore size 
by the International Union of Pure and Applied Chemistry (IUPAC). 
Using properties of methane,55 Fig.1 plots Knudsen number values as a function of pore 
pressure. Pore diameter is set to be 5 nm, 50 nm and 1,000 nm, which covers a wide range of pore 
size in organic matters reported by Wang and Reed.127 Temperature is set to be from 100 ºF to 
400 ºF which covers the temperature in most reservoirs. It shows that for most pores, from the 
initial pore pressure (usually below 10,000 psi) to the pore pressure at the end of production, flow 
regimes are in transition and slip flow regions. When the pore size is on the order of micrometer 
scale (> 1 μm), flow regime will shift to continuum flow when the reservoir pressure is higher than 
1,000 psi, approximately. It also shows that a higher Knudsen number is obtained at a higher 
temperature. 
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Figure 4-1 Flow regimes as a function of pressure in a typical shale gas reservoir. 
Intrinsic permeability of the porous media is an inherent property of the porous media 
independent of flow conditions. It is termed interchangeably with liquid permeability or Darcy 
permeability. It is used when the pore size is relatively large, the flowing fluid is liquid, and the 
non-slip boundary condition is valid. The corresponding flow mechanism is continuum flow which 
occurs when the Knudsen number is below 1E-3. When the pore size is small and the flowing fluid 
is gas, the non-slip boundary condition breaks down, and the flow mechanism changes. Figure 4-
2 describes several possible flow mechanisms in a small pore. When the Knudsen number is larger 
than 1E-3, gas slippage at the pore surface begins to enhance permeability, as indicated by the 
round dotted line. Surface diffusion is important in nanopores when the size of the gas molecule 
is comparable to the pore size.70 It occurs in the region between the adsorption phase and free gas. 
Gas molecule moves from one spot to another by a “hopping” mechanism, as indicated by the 
black curve.25 Pore diffusion, as indicated by the long dashed line, can be either Fickian diffusion 
or Knudsen diffusion; the latter one occurs when the mean free path of gas molecule size is 
comparable to the pore size. It involves frequent collisions between gas molecules and the pore 
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surface. Viscous flow is also termed as Darcy flow that it is a major component of gas flow under 
high pressure and in conventional reservoirs with a large pore size, as indicated by the solid line.21 
 
Figure 4-2 Flow mechanisms in nanopores. Molecules connected by lines (solid and dashed) 
indicate the flow path traveled by one molecule with time. 
Knudsen number frequently acts as the connecting link between gas apparent permeability 
and intrinsic permeability. In this work, we employed the analytical relationships provided by the 
work of Sakhaee-Pour and Bryant.10 Eq. (4-3) and (4-4) are used to describe the ratio between gas 
apparent permeability and intrinsic permeability in slip flow region (1E-3<Kn<1E-1) and 
transitional flow region (1E-1 < Kn < 10), respectively. Eq. (4-3) is constructed by imposing a first 
order slip boundary condition and Eq. (4-4) is constructed based on a high-order boundary 
condition. 
1( ) 1
a
n n
k
f K K
k


            (4-3) 
2( ) 0.8453 5.4576 0.1633an n n
k
f K K K
k
         (4-4) 
f(Kn) acts as the intrinsic permeability multiplier to obtain the apparent permeability. In 
Eq. (4-3), the value of α1 depends on the geometry of the porous media. Assuming the cross section 
is circular, α1 is 5 if the first order Klinkenberg equation is applied and 13.58 if the Dusty Gas 
Model (DGS) is applied as reported by Sakhaee-Pour and Bryant.10 Coefficients in Eq. (4-4) are 
obtained based on the results of the nonlinear regression model. In this study, we assume Eq. (4-
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4) is fairly accurate considering the different values of α1 using different methods and set Eq. (4-
3) and (4-4) equal to one another at the transition point Kn = 0.1. Thus an adjusted value of α1 and 
a smooth curve of f(Kn) could be obtained, where f(Kn) is positively related with Kn and larger 
than 1. 
 
Figure 4-3 Schematic of monolayer adsorption of methane in a 5 nm-diameter pore. 
Figure 4-3 shows the schematic when monolayer adsorption is present in a circular pore 
with the diameter of 5 nm. The black dot represents methane molecule with the diameter of 0.38 
nm. Both adsorption spot and adsorption-free spot are available on the pore surface. The Langmuir 
isotherm can approximate the adsorption amount q: 
( ) m
L
q p
q p
p p


         (4-5) 
where qm is the maximum adsorption amount, and PL is the Langmuir pressure at which 
half of the maximum adsorption amount is obtained. 
The coverage of adsorption on surface area, θ, under the pressure p is  
( )
m L
q p p
q p p
  

         (4-6) 
Assuming the pore surface is fully covered with monolayer adsorption (θ = 1), diameters 
of 5 nm, 50 nm will be reduced to 4.24 nm and 49.24 nm, respectively. Figure 4-4 plots of f(Kn) 
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as a function of pressure in a pore with diameters of 5 nm and 50 nm. For comparison, the curves 
with the reduced diameters because of adsorption are plotted as well. The dividing lines are drawn 
to separate transition flow and slip flow regimes at the point Knudsen number equals 0.1. α1 is 
adjusted based on the original value 5 to obtain a continuous and smooth curve for f(Kn). It is 
observed that the dividing pressure separating the two flow regimes increases as the pore size 
becomes smaller. Moreover, as pore size increases to 50 nm, the influence of adsorption on f(Kn) 
becomes negligible. 
 
Figure 4-4 f(Kn) as a function of pore pressure in 5 nm-diameter and 50-nm diameter pores w/ and 
without modifying α1, the gas type is methane. 
Reduction of pore size leads to the decrease of intrinsic permeability of the porous media, 
which is unfavorable to gas permeability. On the other hand, the adsorption layer increases f(Kn), 
which is favorable to gas permeability. Another significant physics affecting shale gas 
permeability is the effective stress. During shale gas production, the effective stress increases as 
gas is depleted, which reduces the intrinsic permeability. However, this effect also increases f(Kn), 
like that of the adsorption layer. Net effects of the geomechanical effect and the adsorption layer 
on the gas apparent permeability are not certain but a detailed calculation can estimate that.  
 
 
 96 
It is noticed that Eq. (4-3) and Eq. (4-4) do not include surface diffusion. Therefore, f(Kn) 
should be modified after including this phenomenon. In the following sections, we will use data 
from a complete set of experiments performed on the Marcellus shale as an example to present 
procedures to take these physics into account step by step. 
4.4 Results of permeability tests of the Marcellus shale 
Heller et al. performed helium permeability measurements under the effective stress of 
2,000 psi, 3,000 psi, and 4,000 psi on the porous shale matrix.125 Figure 4-5 captures and plots 
their experimental permeability data points as a function of the reciprocal of pore pressure. 
Klinkenberg equations are used to fit the linear trend lines.12 
1a b
k k
k p
            (4-7) 
where k∞ is estimated as the intercept of the linear line. kb is related to slippage and pore 
diffusion and is expressed as the equation 
1/216 2( )b
g
c RT
k
d M


          (4-8) 
where c is gas compressibility, μ is gas viscosity, Mg is gas molecular weight, R is universal 
constant, and T is temperature. Based on this equation, pore size can be estimated. Figure 4-5 
shows permeability profiles under the effective stress of 2,000, 3,000, and 4,000 psi. The 
increasing effective stress leads to the decrease of intrinsic permeability and pore size. Figure 4-6 
shows a good linear relationship between the pore size and effective stress is obtained, which is 
extrapolated backward and forward to cover pore pressure investigated in this study. 
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Figure 4-5 Gas permeability vs. 1/p under different effective stress. 
 
Figure 4-6  Size of nanopores under different effective stress. 
The intrinsic permeability of the porous media is proportional to the square of pore size.  
2k d            (4-9) 
Table 4-3 lists values of the pore size, the estimated intrinsic permeability from the 
intercept of the plot of permeability vs. reciprocal of pore pressure, and ratios between them are 
calculated. These values do not present a decreasing or increasing trend as effective stress 
increases. Mean value of the three ratios is calculated to be 3.15E-2 nD/nm2. We make a 
compromise by assuming this mean value serves as a proportionality constant to calculate the 
intrinsic permeability at a given pore pressure during the production process. 
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Table 4-3 Intrinsic permeability and pore size under different effective stress for the Marcellus 
shale. 
Effective 
stress, psi 
Intrinsic 
permeability, 
k∞, nD 
Pore size, d, 
nm 2
k
d
  Mean value of 
2
k
d
  
2,000 41.56 38 2.88E-2 
      3.15E-2 3,000 26.43 28 3.37E-2 
4,000 15.45 22 3.19E-2 
 
4.5 Langmuir adsorption isotherms of the Marcellus shale 
Heller and Zoback measured methane adsorption on the same Marcellus shale sample and 
fit the adsorption profiles with the Langmuir model.128 Because their tests were performed under 
laboratory temperature (104 °F); and generally, adsorption is higher under a lower temperature 
with the same reservoir pressure. The real temperature in the Marcellus shale is approximately 130 
°F. Thus, we need to elevate the Langmuir isotherm to a higher temperature using one reliable 
correlation. 
The parameter pL involved in the Langmuir model (Eq. (4-5)) is expressed as:130 
1
2
0
1
( )L E
RT
p T
k T e
 
         (4-10) 
where R is gas universal constant, in the unit of kcal K-1 mol-1, T is temperature in the unit 
of K, k0 is a constant, and E is characteristic adsorption energy in the unit of kcal/mol. k0 and E are 
independent of temperature and pressure. We can see that at least two series of adsorption 
measurements under different temperatures are needed to be performed to estimate k0 and E. 
Because only one series of data are available, we employ the E value obtained from the Devonian 
shale by Lu et al.: -3.74 kcal/mol.118 Then the pL at a different temperature can be estimated 
whereas qm is the same when the temperature changes. Table 4-4 lists values of pL and qm in the 
Langmuir model under the laboratory temperature 104 °F and the elevated reservoir temperature 
130 °F. Figure 4-7 plots the two adsorption isotherms under 104 °F and 130 °F. 
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Table 4-4 Langmuir model parameters under laboratory temperature and reservoir temperature for 
the Marcellus shale. 
                         
Temperature,  °F 
104 130 
pL, psi 556.2 741.5 
qm, scf/ton 28.3 
 
 
Figure 4-7 Adsorption isotherms of the Marcellus shale under the laboratory temperature (104 °F) 
and reservoir temperature (130 °F). 
4.6 Methodology 
Figure 4-8 describes the complex responses of k∞ and f(Kn) during the process of pressure 
depletion. Gas apparent permeability is the product of k∞ and f(Kn) while k∞ is proportional to the 
square of pore diameter. Kn increases as reservoir pressure decreases. The increase of the effective 
stress and gas desorption occur as pressure decreases, they lead to pore size decrease and increase, 
respectively. Pore size increase directly causes k∞ to increase and pore size decrease causes k∞ to 
decrease. On the other hand, pore size increase induces the decrease of Kn, and consequently, f(Kn) 
decreases. In contrast, the decrease of pore size leads to f(Kn) increase. 
Different phenomena affecting gas permeability in Figure 4-8 include the increasing 
effective stress, slip flow/pore diffusion and adsorption/desorption. The effective stress and gas 
desorption both have competing impacts influencing gas permeability. It is difficult to derive a 
model to fully couple all of them. A convenient way suggested in this work in is to consider these 
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phenomena step by step. Surface diffusion is not shown in Figure 4-8 and it is taken into account 
at the last step by modifying the intrinsic permeability multiplier (section 5.4). 
 
Figure 4-8  Change of k∞ and f(Kn) during the pressure depletion process of gas production. 
Table 4-5 to Table 4-8 list procedures to investigate the physics at a certain reservoir 
pressure. Two reservoir pressure examples are illustrated: 4,000 psi and 520 psi. The Table C1 and 
Table C2 in Appendix C provide the complete calculation procedures from 4,000 psi to 40 psi with 
the pressure step of 120 psi.  
Table 4-5 describes the scenario considering the geomechanical effect. Table 4-6 describes 
the scenario considering the geomechanical effect and slip flow/pore diffusion. Table 4-7 describes 
the scenario considering the three physics: the geomechanical effect, slip flow/pore diffusion and 
adsorption layer. Table 4-8 describes scenarios considering all the aforementioned physics and 
surface diffusion. 
4.6.1 Step 1: geomechanical effect 
 
Figure 4-9 Step 1: include the geomechanical effect that reduces the pore size. Molecules 
connected by lines indicate the flow path traveled by one molecule with time. 
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The first step is to include the geomechanical effect (Figure 4-9). Initial pore pressure for 
the Marcellus shale is 4,000 psi and the initial effective stress is 1,000 psi. The effective stress 
increases as the pore pressure decreases. The corresponding initial pore size is 45.33 nm, as 
extrapolated from the trend lines in Figure 4-5. Using the proportionality constant in Table 4-3, 
we estimate the initial gas permeability by multiplying it with the stress-dependent pore size, which 
is 45.33 nm under the pore pressure 4,000 psi and the corresponding effective stress 1,000 psi. 
2 23.15 2 3.15 2 45.33 64.66 .k E r E nD         
Table 4-5 Step 1-Geomechanical effect. 
Pore 
pressure: 
p, psi 
Effective 
stress: ps, 
psi 
Pore size: 
d, nm 
Initial 
intrinsic 
permeability: 
k∞, nD 
4,000 1,000 45.33 64.66 
520 4,480 17.49 9.63 
 
4.6.2 Step 2: slip flow/pore diffusion 
 
Figure 4-10 Step 2: include slip flow and pore diffusion based on step 1. Molecules connected by 
lines (solid and dashed) indicate the flow path traveled by one molecule with time.  
The second step is to include the slip flow/pore diffusion component (Figure 4-10). f(Kn) 
is calculated using Eq. (4-3) and (4-4) in the two flow regimes. Its value under the initial pressure 
is 1.02, so the initial apparent permeability is 
( ) 64.67 1.02 65.99ak k f Kn nD nD      
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Table 4-6 Step 2-Geomechanical effect and slip flow/pore diffusion. 
Pore pressure 
p, psi 
Pore 
size: r, 
nm Kn f(Kn) 
Intrinsic 
permeability: 
k∞, nD  
Apparent 
permeability: 
ka, nD 
4,000 45.33 5.25E-3 1.02 64.66 65.99 
520 17.49 1.08E-2 1.44 9.63 13.82 
 
4.6.3 Step 3: adsorption layer effect 
 
Figure 4-11 Step 3: include the adsorption layer based on step 2. The dashed dots indicate the 
volume of adsorption molecules is not considered while the solid dots indicate the volume of the 
adsorption molecules is considered. Molecules connected by lines (solid and dashed) indicate the 
flow path traveled by one molecule with time. Note: the schematic drawn here belongs to a specific 
size range of pores which is a good representative of our current shale gas/oil systems (0.01-1 µm). 
The third step is to include the effect of adsorption layer without considering surface 
diffusion impact (Figure 4-11). Adsorption coverage on the pore surface under the initial reservoir 
pressure 4,000 psi (Eq. (4-6)) is 
4,000
0.84
4,000 741.5L
p
p p
   
 
 
where 741.5 psi is the Langmuir pressure that we estimated under the elevated reservoir 
temperature (Table 4-4). 
Using the coverage value as the weighting factor, the corresponding effective pore size is 
(1 ) 45.33 (1 0.84) 44.57 0.84 44.69eff add d d nm             
thus, the effective intrinsic permeability is 
2 23.15 2 3.15 2 44.69 62.84 .eff effk E d E nD         
The corresponding effective f(Kn) is 
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( ) ( ) (1 ) ( ) 1.02 (1 0.84) 1.02 0.84 1.02.eff adf Kn f Kn f Kn             
Thus, the effective apparent permeability is 
( ) 62.84 1.02 64.16aeff eff effk k f Kn nD      
Table 4-7 Geomechanical effect, slip flow/pore diffusion and adsorption layer effect. 
Pore 
pressure, 
psi 
Pore size 
with 
adsorptio
n: dad, 
nm 
f(Kn) 
with 
adsorptio
n: f(Kn)ad  
Adsorpti
on 
coverage: 
θ  
Effective 
pore 
size: deff, 
nm 
Effecti
ve 
f(Kn): 
f(Kn)eff  
Effective 
intrinsic 
permeabilit
y: k∞ eff, nD 
Effective 
apparent 
permeabilit
y: kaeff, nD 
4,000 44.57 1.02 0.84 44.69 1.02 62.84 64.16 
520 16.73 1.46 0.41 17.18 1.45 9.28 13.43 
 
4.6.4  Step 4: surface diffusion 
 
Figure 4-12  Step 4: include surface diffusion based on step 3. Molecules connected by lines (solid 
and dashed) indicate the flow path traveled by one molecule with time. 
The final step is to include the effect of surface diffusion (Figure 4-12). 
The mass flux of the Darcy component is: 
186.805 10
eff g
D
g
k p
J
x




  

       (4-11) 
where ρg is gas density, in kg m-3; μg is gas viscosity, in the unit of Pa·s. 
The mass flux of the surface diffusion is: 
3.281 s d ad
s d
D C p
J
p x



 

        (4-12)  
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where Ds-d is surface diffusivity, in the unit of m2/s; Cad is adsorption amount in a unit 
volume of rock, in the unit of kg/m3; Js-d is in the unit of kg/(m2·s). Cad is calculated with the 
following formula. 
35.315
g m r
ad
std
M q
C
V

          (4-13) 
where Mg is methane molecular weight which is 1.6E-2 kg/mol; ρr is rock density which is 
2,400 kg/m3 in this study; Vstd is the standard volume of gas which is 22.4 L/mol. 
If we make the surface diffusion flux formula in the form of the Darcy flux formula using 
an effective permeability ks-d for surface diffusion, Eq. (4-11) becomes 
186.805 10
s d g
s d
g
k p
J
x





  

       (4-14) 
thus, ks-d  can be converted with Eq.(15) 
171.470 10
s d ad g
s d
g
D C
k
p



           (4-15) 
Therefore, the ratio between ks-d and k∞eff is calculated as 
124.161 10
s d m r g
eff g std
MD q
F
k pV
 



         (4-16)
 
The  final correction factor is added onto f(Kn)eff to obtain the final multiplier for k∞eff   
( ) ( )tot efff Kn f Kn F          (4-17) 
 
The final apparent permeability including all the physics is 
( )atot eff totk k f Kn          (4-18)
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Table 4-8 Geomechanical effect, slip flow/pore diffusion, adsorption layer effect and surface 
diffusion. 
Pore 
pressure, 
psi 
Surface 
diffusivi
ty: Ds-d, 
m2/s 
Gas 
viscosity: 
μg, Pa·s 
Gas 
density: 
ρg, 
kg/m3 
Adsorption 
coverage: 
θ  
Effective 
intrinsic 
permeability: 
k∞ eff, nD 
Effective 
f(Kn): 
f(Kn)eff  
Ratio 
between 
ks-d and 
k∞eff: F 
Final 
correction 
factor: 
f(Kn)tot 
Final 
apparent 
permeabi
lity: katot, 
nD 
4,000 1E-8 2.16E-5 174.41 0.84 62.84 1.02 8.40E-4 1.02 64.21 
520 1E-8 1.26E-5 22.02 0.41 9.28 1.45 9.83E-2 1.55 14.34 
 
Currently, the data of shale gas surface diffusivity are limited and there are no standard 
methods available to measure it in shales. Kang et al. reported the surface diffusivity in the kerogen 
to be between 1.55E-7 m2/s and 8.80E-6 m2/s and Akkutlu and Fathi reported it to be between 
5.1E-8 m2/s and 8.80E-6 m2/s.25, 30 Pressure pulse-decay experiments were usually performed to 
measure the surface diffusivity. A pressure pulse is introduced at the core upstream at the start of 
this experiment, and the pressure decline curve at the upstream is used to estimate the surface 
diffusivity value which is believed to be a function of gas type, temperature, pressure, pore size 
and TOC percentage. Considering the wide range of surface diffusivity, in this study, we decided 
to change it from 1E-8 m2/s to 1E-5 m2/s to observe impacts of different values on the flow 
behavior. 
4.7 Results and discussion 
4.7.1 Effects of the four types of physics 
Figure 4-13 quantifies the geomechanical effect (effective stress), slip flow/pore diffusion 
and adsorption layer effect but no surface diffusion based on the results from step 1 to step 3. Pore 
pressure investigated ranges from the initial pressure 4,000 psi to the pressure at the end of 
production 40 psi. 
 
 
 106 
Effective stress decreases the intrinsic permeability monotonically by reducing the pore 
size throughout the production process. Its impact is significant, the intrinsic permeability decrease 
from 64.66 nD initially to 5.86 nD at the pore pressure 40 psi, causing 91% permeability loss (dark 
red dotted curve in Figure 4-13). 
Slip flow and pore diffusion help relieve the permeability decrease caused by the 
geomechanical effect. A turning point as well as the lowest point is observed which indicates slip 
flow and pore diffusion begins to overwhelm the geomechanical effect and cause the apparent 
permeability to increase at a critical pore pressure. The critical pore pressure is approximately at 
500 psi (marked by the red cross). In addition, we can obtain the contribution of slip flow and pore 
diffusion to the total apparent permeability in the purple dotted curve by subtracting the intrinsic 
permeability in the dark red dotted curve. The calculated results indicate that slip flow and pore 
diffusion component outweighs the Darcy component approximately at 280 psi. 
If we consider the effect the adsorption layer only regarding reducing the effective pore 
size, the impact is negligible since the orange dotted curve only deviated a little form the purple 
dotted curve. The impact is small because by there is great disparity between the molecule size 
and the pore size which is within mesoscale (2 nm-50 nm) in this study. Therefore, the impact is 
expected to be more significant if the pore size reduces to microscale. Besides, the orange dotted 
curve is higher than the purple dotted curve indicating that the positive effect from the slip flow 
and pore diffusion is larger than the negative effect from the effective pore size reduction. 
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Figure 4-13 Permeability evolution during gas depletion in the Marcellus shale. 
Figure 4-14 shows gas permeability evolution after including all the physics: the 
geomechanical effect, slip flow and pore diffusion, adsorption and surface diffusion. Four surface 
diffusivity values are investigated: 1E-8 m2/s, 1E-7 m2/s, 1E-6 m2/s and 1E-5 m2/s. Values in all 
the dotted curves of Figure 4-14 are larger than those in the orange dotted orange curve of Figure 
4-13, indicating that surface diffusion enhances gas apparent permeability throughout the 
production process; and the difference between them are larger under low pressure indicating that 
surface diffusion is more important under low pressure. This characteristic is similar with that of 
slip flow and pore diffusion. As expected, a higher Ds-d contributes more to the gas permeability. 
When Ds-d is in the range of 1E-8 m2/s and 1E-5 m2/s, gas permeability still decreases at high 
pressure and increases at low pressure and the period of decreasing is shortened with a larger Ds-
d, and the turning pressure point from decreasing trend to increasing trend is higher with a larger 
Ds-d. The decreasing trend is caused by the increasing effective stress and the adsorption layer that 
reduce the pore size that decrease the intrinsic permeability, and the increasing trend is caused by 
the slip flow and pore diffusion and surface diffusion. It is observed when Ds-d increases to 1E-5 
m2/s, the turning point in the curve disappears that the total gas apparent permeability shows an 
increasing trend throughout the production process. 
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Figure 4-14  Total gas apparent permeability with various values of surface diffusivity. 
To the best of our knowledge, this is the first attempt made in the open literature to quantify 
the multiphysics as a function of pore pressure, separately and totally during the lifetime of a shale 
gas reservoir, based on real shale reservoir geological settings and a series of experimental data. 
The results from this study demonstrate the aforementioned competing processes acting on shale 
matrix, which affect the flow behavior during shale gas production. 
4.7.2 Sensitivity analysis of the magnitude of pore size versus effective stress  
In this section, sensitivity analysis is performed to investigate the influence of the 
magnitude of pore sizes smaller than 50 nm with two subgroups. The subgroup of small pore size 
is 1/4th  of the larger pore size group as a function of effective stress (Figure 4-15).  
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Figure 4-15 Pore size range 3.41 nm-11.33 nm and 13.65 nm-45.33 nm  as a function of the 
effective stress. 
Procedures to include the aforementioned physics are repeated for the updated pore size 
variations. Figure 4-16 and Figure 4-17 summarize the results as compared with Figure 4-13 and 
Figure 4-14. From Figure 4-16, it is observed that the permeability magnitude is much decreased 
but the overall trends of gas apparent permeability do not change. One novel finding in Figure 4-
16 is that the critical turning point appears early during the gas depletion process: it is 
approximately at 1,000 psi (marked by the red cross) compared with 500 psi in Figure 4-13. Figure 
4-17 shows that the difference between different surface diffusivity scenarios becomes larger as 
the pore size is reduced, indicating that surface diffusion plays a more important role in reservoirs 
with smaller pore size. The limiting surface diffusivity value that causes the gas apparent 
permeability increase throughout the gas depletion process lies between 1E-7 m2/s and 1E-6 m2/s, 
which is one order of magnitude smaller than the previous value which is between 1E-6 m2/s and 
1E-5 m2/s. 
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Figure 4-16 Permeability evolutions with the multiphysics using the updated pore size change as 
compared with Figure 4-13. 
 
Figure 4-17 Permeability evolutions with different diffusivity using the updated pore size change 
as compared with Figure 4-14. 
To experimentally validate the changes in gas apparent permeability, one needs to simulate 
the gas depletion process in real reservoirs. A series of gas apparent permeability experiments are 
required by varying the effective stress σe instead of the total stress σtot constant (Eq. (4-19)).131 
Transient gas transmission experiments might be more applicable than the conventional stead-
steady methods for the nono-Darcy permeability scale of the tight shale matrix because the tests 
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will be very time-consuming and the pressure drop across the core sample will be extremely high. 
A series of gas adsorption experiments are also required to characterize the adsorption isotherm to 
evaluate the adsorbed phase effect.  
e tot pP             (4-19) 
4.7.3 Implications for shale gas production behavior 
There are several implications for shale gas production behavior based on the results of 
shale gas flow behaviors obtained in this study. 
The gas apparent permeability evolution during the lifetime of a gas well is complex due 
to the multiphysics. Accurate input of the dynamic shale petrophysical properties into reservoir 
simulators is important because most of the gas is stored in nanopores. Yu et al. showed that the 
total gas storage capacity in the Marcellus shale is positively correlated with the total organic 
carbon (TOC) fraction, and sometimes the simple monolayer Langmuir model fails to fit the 
adsorption isotherm.73 Yu et al. showed that gas desorption contributes significantly to the early 
stage of gas production because the slope of the multilayer BET isotherm is sharper under high 
pressure. On this basis, gas adsorption contributes to gas recovery process because it increases the 
total gas in place (GIP). In this study we showed that adsorption also affects gas apparent 
permeability by reducing the effective pore size and inducing the surface diffusion phenomenon. 
For the BET adsorption scenario, the effective pore size will be reduced even further because the 
adsorbed phase occupies more volume in the pore space leading to further reduction of the intrinsic 
permeability. The multi-layer BET adsorption-induced surface diffusion should contribute more 
to the gas apparent permeability and it is obviously more complex than what is induced by the 
monolayer adsorption. To properly describe this, one needs to propose reliable models using 
kinetic theories considering not only the interactions between the rock surface and adsorbed 
 
 
 112 
molecules but also adsorbed molecules at different layers as well as between the adsorbed 
molecules and the free gas molecules.13  
It has been experimentally proven that pore size reduces as the effective stress increases. 
However, we should notice that porosity of the porous media is not only related to the pore size 
but also related to the total number of pores. The number of pores does not necessarily remain 
constant because the structure of the pore network changes with the increasing effective stress. 
Thus, the relationship between the number of pores and effective stress might be needed for more 
petrophysical properties input. 
In this study, a linear relationship between the pore size and effective stress is used. 
However, if more data points are collected, the relationship is not necessarily linear; so for a more 
realistic study, a wider range of effective stress values might be needed. 
Surface diffusion positively contributes to the total gas permeability. However, the level of 
contribution largely depends on the value of surface diffusivity. Thus, an accurate laboratory-
measured surface diffusivity is important for flow behavior description. 
Although slip flow, pore diffusion and surface diffusion are believed to increase gas 
apparent permeability significantly under low reservoir pressure that we also proved this point in 
this work, it is not enough to justify the effects of multiphysics on the shale gas production 
behavior, which is more meaningful for real shale gas reservoir operators. The reason is that gas 
density is low at low pressure, which means that even gas apparent permeability is high under low 
pressure, shale gas production might be enhanced not much. For this reason, mass flux evaluation 
instead of permeability evaluation is more insightful for the purpose of justifying impacts of the 
multiphysics. In real field applications, the formation compaction not only reduces the pore size 
of nanopores but also reduces the width of the natural fracture and the artificial hydraulic fracture. 
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Besides, Forchheimer flow behavior caused by the inertial effect takes place in fractures. 
Therefore, dynamic properties of both nanopores and fractures should be realistically described 
using reservoir simulations to predict the reservoir production performance. For this purpose, this 
study provides the dynamic properties of nanopores that can be conveniently applied in the input 
of reservoir simulator. 
4.8 Conclusions 
The following conclusions regarding impacts of multiphysics on the matrix are obtained 
from this study. 
Fully describing shale gas permeability evolution during the production process calls for 
three sets of experimental data: intrinsic permeability under different effective stress using non-
adsorptive gas, adsorption isotherm under reservoir conditions and surface diffusivity 
measurement by the pulse-decay method. 
The geomechanical effect, slip flow/pore diffusion, adsorption layer and surface diffusion 
all play roles affecting gas permeability evolution in shale reservoirs. Neglecting any of them 
might lead to incorrect properties of the tight porous media. 
The increasing effective stress during shale gas production is unfavorable to shale gas flow 
process. Gas permeability is significantly lost due to the increasing effective stress. 
Slip flow and pore diffusion are important for gas permeability under low pressure in the 
tight porous media. They might overwhelm the geomechanical effect and cause gas permeability 
enhancement at low pressure. 
Adsorption layer reduces the gas permeability by reducing the effective pore size, but the 
effect is limited. 
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Surface diffusion increases gas permeability more under lower pressure. The total gas 
apparent permeability might keep increasing during the gas production process when the surface 
diffusivity is larger than a critical value. 
Sensitivity analysis regarding the pore size magnitude reveals that, the turning pressure 
point at which gas apparent permeability begins to increase appears earlier in reservoirs with 
smaller pore size and surface diffusion is more important in smaller pores. 
4.9 Nomenclature 
c  Gas compressibility, 1/psi or 1/Pa 
Cad   Adsorption amount in a unit volume of rock, kg/m3 
d  Pore size, nm 
dad  Pore size with adsorption, nm 
deff   Effective pore diameter, nm 
dmol   Molecule diameter, nm 
D  Gas molecule size,  nm  
Ds-d  Surface diffusivity, m2/s 
E   Characteristic adsorption energy of the porous media, kcal/mol 
F  Ratio between ks-d and k∞eff, dimensionless 
f(Kn)   Ratio of gas apparent permeability over intrinsic permeability, 
dimensionless 
f(Kn)ad  f(kn) with adsorption, dimensionless 
f(Kn)eff  Effective f(kn), dimensionless 
f(Kn)tot  Final f(kn) considering all the physics, dimensionless 
JD  Mass flux of Darcy flow, kg/(m2·s) 
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Js-d  Mass flux of surface diffusion, kg/(m2·s) 
k0  Constant in the equation of the Langmuir pressure, K1/2/psi 
k∞  Intrinsic permeability, nD 
k∞eff   Effective intrinsic permeability, nD 
ka  Apparent permeability, nD 
kaeff   Effective apparent permeability, nD 
katot  Apparent permeability considering all the physics, nD 
kB  Boltzmann constant, J/K 
kb  Klinkenberg term, psi 
keff   Effective permeability, nD 
kf   Fracture permeability, mD 
km   Matrix permeability, nD 
Kn  Knudsen number, dimensionless 
ks-d  Effective permeability for surface diffusion, nD 
l  Mean free path, m 
Mg  Molecular weight, kg/mol 
P  Pressure, psi or Pa 
pL  Langmuir pressure, psi 
q  Adsorption amount, scf/ton 
qm  Maximum adsorption amount, scf/ton 
R  Gas constant,  J/(K·mol) or kcal/(K·mol) 
T  Temperature, °F or K 
vstd  Standard volume of gas, L/mol 
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α1  Coefficient of permeability enhancement, dimensionless 
θ  Adsorption coverage on the pore surface, dimensionless 
μg  Viscosity, Pa·s 
ρg  Gas density, kg/m3  
ρr  Rock density, kg/m3  
σe  Effective stress, psi 
σtot  Total stress, psi 
α  Biot coefficient, dimensionless 
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5. Chapter 5: Simulation study of shale gas production 
The material in this chapter is currently under review by the journal of SPE Reservoir 
Evaluation & Engineering. The manuscript was submitted 16 January 2018, and the revised 
manuscript was submitted 29 October 2018. 
5.1 Summary 
Shale gas is a major component of natural gas supply in the United States. Multi-stage 
fractured horizontal wells significantly improve production performance of ultra-low permeability 
shale gas reservoirs. Researchers have believed that shale gas production simulations should take 
into account the complex flow behaviors in both fractures and the matrix. However, multiple 
physics exerted on the matrix considered are generally incomplete in previous studies. In this 
study, we considered comprehensive physics occurred in the matrix including the effective stress, 
slip flow/pore diffusion, adsorption/desorption, and surface diffusion, as well as dynamic 
properties of fractures. We investigated the importance of these physics separately and integratedly 
by step-by-step production simulations. Afterward, comprehensive sensitivity analysis with 
regards to stress-dependency of the matrix and fractures were performed. This work shows that 
natural fracture spacing is the most prominent factor affecting shale gas reservoir performance. 
The work highlights the importance of mechanical squeezing the pore volume by the effective 
stress to gas recovery. Surface diffusion might be essential for the gas recovery depending on 
surface diffusivity values. Slip flow and pore diffusion contribute to gas recovery not significantly 
even though they increase gas apparent permeability under low pressures. 
5.2 Introduction  
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Shale gas gradually becomes the primary supplier of natural gas in the United States with 
the advancement of hydraulic fracturing in horizontal wells that significantly reduces the operation 
cost. 
During hydraulic fracturing, proppants are pumped into the reservoir to prop open natural 
fractures in the Stimulated Reservoir Volume (SRV) region. The retained proppants relieve the 
loss of fracture permeability by the effective stress.133, 134 In contrast, the unpropped natural 
fracture outside the SRV region (UNSRV) is more sensitive to the effective stress. 
Dynamic properties of fractures and the matrix are required to perform realistic shale gas 
production simulations. It should be distinguished regarding the matrix and fracture properties as 
functions of pressure in the simulator.135 In addition, flow behavior in the matrix is more 
complicated than that in fractures because some phenomena, such as slip flow and pore diffusion, 
and high adsorption only occur in nanopores of organic-rich shales.21 Wasaki and Akkutlu showed 
that gas flow behavior is different from the liquid in nanopores where diffusion outweighs viscous 
fluid under low pressures.136 
Ertekin et al. firstly used the concept of apparent permeability in the matrix by introducing 
a dynamic slippage factor.137 Clarkson et al. also used the concept of apparent permeability 
accounting for the gas slippage and included gas desorption.138 Cipolla et al. applied the discrete 
fracture model with focuses on the fracture stress-dependency and gas desorption.117 They 
concluded that the fracture treatment is crucial to mitigating the reduced fracture permeability by 
the effective stress; distinguishing between SRV and UNSRV regions and using laboratory 
measured properties of fractures and the matrix are essential for reservoir simulations. Huang et 
al. modeled two-phase flow of water and gas in shales. They reached conclusions that the 
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importance of slip flow depends on reservoir pressure; and the water-wet shale matrix might trap 
some gas that cannot be recovered.139 
Considering that including pressure-dependent properties of fractures are relative 
comprehensive in previous attempts,140 and little attention has been given to the dynamic 
properties of the matrix, we attempted to fill this gap in this work. And, based on our previous 
study about the workflow of estimating shale gas permeability evolution,11 the objectives of this 
study are, therefore, (1) include detailed dynamic properties of the matrix and fractures (2) justify 
the importance of the multiple physics on the matrix to gas production along with the impact of 
natural fracture spacing (3) perform sensitivity analysis regarding stress-dependency of the matrix 
and fractures, and surface diffusivity. 
5.3 Properties of matrix and fracture 
5.3.1 Fracture properties 
 Figure 5-1 shows an example of fracture conductivity test in propped and unpropped 
samples as functions of closure stress. Two pieces of important information are obtained that are 
applied as guidelines of our reservoir simulation (1) the initial fracture conductivity is higher in 
the propped fracture than the unpropped fracture (2) fracture conductivity loss is relieved because 
of retained proppants that the unpropped fracture conductivity experiences three orders’ magnitude 
of loss but the propped only experiences one order.  
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Figure 5-1 Fracture conductivity tests under different closure stress, data from Suarez-Rivera et 
al.140 
Figure D1 shows propped fracture normalized effective permeability in two locations of 
the Marcellus shale with different concentrations of proppant.142 The permeability under 1000 psi 
is regarded as the initial point. An exponential relationship is used to fit the experimental data:   
0 exp( )ek k b           (5-1) 
where k0 is the initial permeability, σe is the effective stress. A larger b value indicates that 
the fracture is more stress sensitive. 
The same equation is used to describe the permeability evolution of unpropped fracture by 
the shear offset of the Marcellus shale.143 Fitted results are summarized in Table D1.144 b value in 
the unpropped fracture is 1.03E-3 and ranges from 3.6E-4 to 1.49E-3 for propped fractures. 
Considering the high heterogeneity in shale formations that properties from the two series of tests 
might differ significantly, and the general fact that propped fracture is less stress-sensitive, b value 
is set to be 1E-3 for unpropped fractures and vary from 3.5E-4 to 5.5E-4 for propped fractures 
(Figure 5-2a).  
Different fracture surface roughness leads to different fracture porosity.144 A power-law 
relationship (Eq. (5-2)) is selected to relate fracture permeability and fracture porosity by ranging 
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the exponent n from 3 to 10.145 Figure 5-2b shows ranges of upper and lower bounds of normalized 
fracture porosity. Similarly, the effective stress of 1000 psi is the starting point. 
0 0/ ( / )
nk k            (5-2) 
 
                                     (a)                                                                 (b) 
Figure 5-2 (a) Normalized effective permeabilities and (b) porosity of fractures as functions of 
closure effective stress for unpropped propped fractures. 
5.3.2 Matrix porosity 
We only found one set of experimental data of matrix porosity as a function of the effective 
stress of the Marcellus shale. Considering the high heterogeneity of the shale matrix even in one 
block, we performed a comprehensive literature survey regarding stress-dependency of shale 
matrix porosity as recorded in Figure D2. The exponential (Eq. (5-3)) and power- law (Eq. (5-4)) 
relationships are applied to fit the experimental data:146-150 
0 exp( )em            (5-3) 
0 0( / )
q
e   
          (5-4) 
Obviously, an improved goodness of fit is obtained using the power-law relationship. Table 
D2 summaries q values that range from 7.68E-3 to 1.12E-1. Upper and lower bounds of the 
normalized matrix porosity with q equals to 7.5E-3 to 1.2E-1 are applied in our reservoir 
simulations (Figure 5-3). 
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Figure 5-3 Normalized porosity of the matrix with upper and lower bounds that q equals 7.5E-3 
and 1.2E-1, respectively.  
5.3.3 Matrix permeability 
For the matrix permeability, our previous results considering the multiple physics occurred 
in nanopores are applied,11 which is based on experimental data conducted on the Marcellus shale. 
These experimental data include permeability values under different effective stress using the 
pulse-decay method and methane adsorption capacity of the same shale fitted by Langmuir 
isotherms.125, 128 
Figure 5-4 and Figure 5-5 describes the complex physic exerted on the matrix during gas 
depletion. Gas apparent permeability (ka) is the product of k∞ and f(Kn) (Eq. (5-5)) and k∞ is 
proportional to the square of pore size (Eq. (5-6)). Kn increases as the reservoir pressure decreases. 
The increase of effective stress and gas desorption occur simultaneously as gas depletes, causing 
the pore size to decrease and increase, respectively. Pore size increase directly causes k∞ to increase 
and pore size decrease causes k∞ to decrease. On the other hand, pore size increase induces Kn 
decrease, and consequently, f(Kn) decreases, which is unfavorable to the gas permeability. 
Similarly, the decrease of pore size indirectly leads to f(Kn) increase, which is favorable to the gas 
permeability. Based on our analysis, the adsorption-induced surface diffusion component 
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continues to increase during the lifetime of a gas well. However, whether the net effect is positive 
or negative is not certain that one needs to perform a detailed gas production simulation. 
( )ak k f Kn           (5-5) 
2k d            (5-6) 
 
Figure 5-4 Four steps to take into account the multiphysics exerted on the matrix (modified from 
Jia et al.11). Molecules connected by lines (solid and dashed) indicate the flow path traveled by 
one molecule with time. Note: The schematic drawn here belongs to a specific size range of pores 
which is a good representative of our current shale gas/oil systems (0.01-1 µm). 
 
Figure 5-5 Change of k∞ and f(Kn) during pressure depletion of gas production. 
The pore size, d, is needed to calculate Kn. Heller et al. estimated the pore size from the 
Klinkenberg equation:12 
(1 )ba
K
k k
p
           (5-7) 
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By expressing the total flux as the summation of the Poiseuille flow and Knudsen flow, the 
apparent permeability can be expressed as:125 
2
1/216 21 ( )
12
a
d c RT
k
A dp M


 
  
 
       (5-8) 
where A is the flow cross-section area. Therefore, the pore size can be estimated as: 
 1/2
16 2
( )
b
c RT
d
K M


          (5-9) 
Practically, a series of permeability measurements as a function of 1/p are needed to 
estimate the pore size along with gas properties under the average flowing pressure. 
Correlations between Kn and f(Kn) in different flow regimes by Sakhaee-Pour and Bryant  
are used to take into account of slip flow and pore diffusion,10 which includes Knudsen diffusion 
and Fickian diffusion. Eq. (5-10) provides the correlation in the slip-flow regime that Kn ranges 
from 10-3 to 0.1, and Eq. (5-11) provides the correlation in the transition flow regime that Kn ranges 
from 0.1 to 10. 
1( ) 1
g
n n
k
f K K
k


           (5-10) 
2( ) 0.8453 5.4576 0.1633
g
n n n
k
f K K K
k
          (5-11) 
In our previous work,11 four steps were devised to investigate the evolution of gas 
permeability during gas production. The effective stress reducing the pore size is evaluated at the 
first step. Slip flow and pore diffusion are evaluated at the second step. Adsorption layer is 
evaluated at the third step and surface diffusion is evaluated at the last step (Figure 5-4). Akkutlu 
and Fathi matched upstream pressure curves of pulse-decay experiments by a non-linear history 
matching algorithm to obtain the surface diffusivity values.30 They reported surface diffusivity 
values ranging from 5.1E-8 m2/s to 8.8E-6 m2/s from 10 pulse-decay experiments in 3 core samples. 
 
 
 125 
Based on their values, we vary surface diffusivity form 1E-8 m2/s to 1E-5 m2/s in reservoir 
simulations. 
Based on the procedures described in Figure 5-4, five matrix settings are generated as 
described in Table 5-1. Figure 5-6a shows the five permeability curves with different matrix 
settings, from the initial effective stress of 1000 psi to 4960 psi, corresponding to the initial 
reservoir pressure of 4000 psi to 40 psi. In matrix#1, permeability is a constant of 65 nD. In 
matrix#2, the effective stress causes 90% of permeability loss at the end of production. In matrix#3, 
slip flow and pore diffusion enhance gas permeability significantly at low reservoir pressures. The 
apparent permeability starts to increase at a turning point of approximately 500 psi at which slip 
flow and pore diffusion begin to outweigh the effective stress. In matrix#4, the volume occupied 
by the adsorption layer is taken into account, the net effect of which on permeability is also 
negative, like the effective stress. However, the effect is limited because the gas molecule size is 
still small compared with the pore size in our study, which can be expected to be larger in a pore 
with the initial pore size smaller than 10 nm. In matrix#5, surface diffusion is taken into account 
and Figure 5-6(b) shows surface diffusivity dependent permeability curves. Like slip flow and pore 
diffusion, surface diffusion is also favorable to gas apparent permeability, and its impact depends 
on the value of surface diffusivity. When surface diffusivity is smaller than 1E-6 m2/s, a turning 
pressure point is observed wherein the permeability starts to increase when pressure decreases. If 
surface diffusivity is larger than a critical value (between 1E-6 m2/s and 1E-5 m2/s), this turning 
point disappears, and gas apparent permeability will increase throughout the production process. 
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Table 5-1 Properties of different matrix settings. 
Matrix#1 Properties constant during gas depletion 
Matrix#2 Consider the effective stress  
Matrix#3 Consider the effective stress and slip flow/pore diffusion 
Matrix#4 Consider the effective stress, slip flow/pore diffusion and adsorption/desorption 
Matrix#5 
Consider the effective stress, slip flow/pore diffusion, adsorption/desorption, and 
surface diffusion  
 
 
                                   (a)                                                             (b) 
Figure 5-6 (a) Normalized permeability evolution in different matrix settings (b) after taking 
account into surface diffusion with different values of surface diffusivity. 
5.4 Reservoir model settings 
Table 5-2 lists basic parameters in the reservoir model with dual permeability. Figure 5-7 
shows the hydraulic fracture, SRV and UNSRV regions in the reservoir. A one-stage fractured 
horizontal well is placed in the center of the reservoir with no flow boundary conditions. The SRV 
region accounts for 23% of the total reservoir volume. The initial conductivity of the hydraulic 
fracture is 200 mD∙ft. Normalized porosity and permeability of uncropped fractures in Figure 5-2 
are used to describe properties of unpropped natural fractures in the UNSRV region, while 
normalized porosity and permeability of propped fractures are used to describe properties of 
propped fractures in the SRV region. The SRV region is distinguished from the UNSRV region 
by setting the initial effective permeability and effective porosity of fractures as 5 times that in the 
UNSRV region. 
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Table 5-2 Basic reservoir settings. 
Reservoir temperature (°F) 130 Langmuir pressure  (psi) 741.5 
Initial reservoir pressure (psi) 4000 
Langmuir  adsorption maximum 
(scf/ton) 196.4 
Depth (ft) 5000 Water saturation  (%) 0 
Closure pressure gradient 
(psi/ft) 
1 Matrix initial porosity (fraction) 0.05 
Grid size (ft) 10×10×10 Matrix initial permeability (nD) 65 
Grid number 63×31×5 Initial effective stress (psi) 1,000 
 
 
Figure 5-7 Hydraulic fracture, SRV and UNSRV regions in a single-stage fractured horizontal well. 
Fractures in the UNSRV region and SRV region are more stress-dependent and less stress-
dependent, respectively. 
The dual permeability model implemented in this study is developed into numerical 
schemes for flow in fractured reservoirs.143 Figure 5-8a depicts flow connections between the 
matrix and fractures. Figure 5-8b shows the volume of natural fracture in a grid cell conceptually. 
This model accounts for three types of flow connections: from fracture to fracture; from fracture 
to the matrix, and from the matrix to matrix. Concepts of effective permeability (keff) and effective 
porosity (ϕeff) in the simulator are defined as: 
2 nf nf
eff
f
k W
k
D
          (5-12) 
3 nf
eff
f
W
D
            (5-13) 
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where knf, wnf, Df  are intrinsic permeability, width and natural fracture spacing, respectively. 
If we assume the intrinsic conductivity of the unpropped natural fracture is 1E-3 mD∙ft, the 
effective permeability and porosity with different fracture spacing can be calculated (Table 5-3).  
                      
              
                                      (a)                           (b) 
Figure 5-8 (a) Flowing connections in the dual-permeability model, modified from Wu (2015), f 
represents fracture and m represents matrix (b) conceptual schematic shows the volume of natural 
fracture occupied in a grid cell.108 
 
          Table 5-3 Effective permeability and porosity with different natural fracture spacings. 
Natural 
fracture 
spacing (ft) 
Effective 
permeability 
(mD) 
Effective porosity 
(fraction) 
5 4.0E-04 6.0E-04 
10 2.0E-04 3.0E-04 
20 1.0E-04 1.5E-04 
50 4.0E-05 6.0E-05 
 
Table 5-4 summarizes simulation scenarios that will be performed. Besides the matrix 
settings, fracture spacing, stress dependency of the matrix and fractures, and the minimum BHP 
ranging from 50 psi to 2000 psi are also investigated. Reservoir setting with shorter fracture 
spacing and a lower BHP is expected to lead to faster gas production. Gas production simulation 
lasts for 5 years and the criterion of the choosing the range of fracture spacing and minimum BHP 
is that the cumulative gas production does not reach a plateau at the end of 5 years to compare gas 
recovery factor. Otherwise, the comparison is meaningless. It is recognized that the BHP rarely 
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drops to such a low pressure as 50 psi. However, in a real field, the well operator always tries to 
keep the BHP as low as possible without pumping off the well, and this study covered a wide range 
of to provide a comprehensive evaluation. 
Table 5-4 Simulations scenarios. 
Matrix 
permeability 
Natural 
fracture 
spacing (ft) 
Minimum 
BHP 
(psi) 
Matrix 
porosity 
Fracture 
porosity 
Propped 
fracture 
permeability 
Matrix#1 5 50 
Less/more 
stress 
dependent 
Less/more 
stress 
dependent 
Less/more 
stress 
dependent 
Matrix#2 10 500 
Matrix#3 20 1000 
Matrix#4 50 2000 
Matrix#5     
 
5.5 Results and discussions 
Gas production lasts for 5 years with a constant minimum BHP. Figure 5-9 shows field gas 
recovery at the end of 5 years as a function of natural fracture spacing. Figure 5-9a, b, c, and d 
show results with minimum BHPs of 50 psi, 500 psi, 1000 psi and 2000 psi, respectively, when 
surface diffusivity is 1E-6 m2/s. Overall, a higher recovery is obtained at a lower BHP because a 
larger drawdown pressure leads to a higher depletion rate. The final gas recovery factor drops from 
averagely 15% to 10% as the BHP increases from 50 psi to 2000 psi. At a given BHP, natural 
fracture spacing is the dominant factor in all matrix settings. Differences between the other four 
settings and matrix#5 which considers the full physics, regarded as errors (Eq. (5-14)), are shown 
in Figure 5-10.  
# #5
#5
matrix X matrix
Error
matrix

  
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                                          (a)                                                         (b) 
 
                                          (c)                                                         (d) 
Figure 5-9 Field gas recovery factors after producing for 5 years. 
 
                                    (a)                                                         (b) 
 
                                    (c)                                                         (d) 
Figure 5-10 Gas recovery errors by comparing (a) matrix#1 (b) matrix#2 (c) marix#3 (d) matrix#4, 
and matrix#5 which takes full physics into account.  
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A positive error indicates gas production is overestimated while a negative error indicates 
gas production is underestimated. A red dashed line is drawn at the 0% error to separate positive 
and negative zones. Afterward, simulation results with more stress dependent matrix and fractures 
are compared. 
5.5.1 Impact of effective stress on the matrix 
None of the physics mentioned is included in matrix#1. Porosity and permeability changes 
by the effective stress are included in matrix#2 to couple with fluid flow. Therefore, the impact of 
effective stress can be revealed by comparing Figure 5-10a and Figure 5-10b. Pore compaction by 
effective stress has two effects. On one hand, pore compaction squeezes gas from nanopores to 
fractures to favor gas production. On the other hand, pore compaction reduces matrix permeability 
and porosity, hampering flow within the matrix and from the matrix to fractures, which is 
unfavorable for gas production.  
Figure 5-10a shows that the gas recovery factor is overestimated with matrix#1 in all 
simulation scenarios if no physics in the matrix is considered unless the surface diffusivity is 1E-
5 m2/s.  Errors increase as the natural fracture spacing increases. After taking into the effective 
stress, all curves move down that the errors become negative, indicating that the net effect of pore 
compaction is unfavorable for gas production.  
We use distributions of matrix porosity and permeability, and effective permeability of 
fractures at the end of 5 years to explain the unfavorable net effect of pore compaction. Figure 5-
11 compares distributions of these properties with matrix#1 and matrix#2, respectively, when the 
well is operated with the minimum BHP of 50 psi and the natural fracture spacing is 20 ft. Pressure 
distributions are similar in most parts of reservoirs,  but matrix#2 scenario shows higher pressures 
near the wellbore region, implying a lower gas recovery. In terms of matrix porosity and 
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permeability of matrix#2, the lowest porosity drops to 4.9% from the original 5% and the lowest 
permeability drops to 10 nD from the original 65 nD. In addition, the retained effective 
permeability of fractures is higher with matrix#2 near the wellbore because the reservoir is less 
depleted. Therefore, gas production is lower because of pore compaction near the wellbore region, 
which is more severe when the well is operated with a low BHP. 
 
                              (a)                       (b)                      (c)                       (d) 
Figure 5-11 Distributions of (a) pressure (b) matrix porosity (c) matrix permeability (d) effective 
fracture permeability after 5 years with matrix#1 and matrix#2. 
5.5.2 Impact of slip flow/pore diffusion 
Slip flow and pore diffusion are included in matrix#3 in addition to the effective stress. 
Impacts of slip flow and pore diffusion can be evaluated by comparing Figure 5-10b and Figure 
5-10c. Although it is observed that slip flow and pore diffusion enhance the apparent permeability, 
whether or not their contribution to the gas production volume is significant is not certain because 
they only play roles under low pressures. No obvious change is observed between Figure 5-10b 
and Figure 5-10c, indicating that slip flow and pore diffusion contribute to gas recovery negligibly 
compared with the effective stress. 
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Figure 5-12 shows matrix permeability evolutions at the grid of (14,32,3) (pointed out in 
Figure 5-7) with matrix#2 and matrix#3. The permeability starts to increase after 6817 days with 
matrix#3 at about 500 psi in accordance with the permeability curve in Figure 5-6, which is an 
indication that slip flow and pore diffusion begin to play a role under low reservoir pressures. 
However, in real field practice, shale gas reservoirs are only economically productive for 2-4 years 
and after that, refracturing has to be applied. Therefore, it implies that the importance of slip flow 
and pore diffusion are limited because before they play a role, the well has ceased to produce.  
5.5.3 Impact of adsorption/desorption 
Adsorption/desorption’s impact on influencing matrix permeability is included in 
matrix#4. The impact can be evaluated by comparing Figure 5-10c and Figure 5-10d. The 
adsorption layer reduces the effective pore size by occupying volume on the pore surface, but the 
pore size reduction is limited: pore size reduces from 45.33 nm to 13.65 nm as the effective stress 
increases from 1000 psi to 4960 psi without considering adsorption, and from 44.57 nm to 12.89 
nm considering adsorption. Figure 5-6 shows that permeability curve with matrix#4 is slightly 
lower than that with matrix#3 which is not very obvious as it has been normalized. As a result, one 
would expect the adsorption layer would reduce gas production slightly. Results show that the 
adsorption is indeed unfavorable for gas production but the effect is negligible because there is no 
obvious difference between Figure 5-10c and Figure 5-10d. 
Even though the adsorption layer affects gas production in terms of influencing matrix 
permeability, it is essential to gas production because it significantly increases Original Gas in 
Place (OGIP). Table 5-5 shows gas volume in place in different forms. In the matrix, gas volume 
percentage by the adsorption phase is 51.0% in all scenarios. In the fracture, gas volume slightly 
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decreases as the natural fracture spacing increases. However, even when the fracture spacing is as 
short as 5 ft, gas volume in the fracture only accounts for 1.1% of OGIP.  
Table 5-5 Gas volume in place (std. ft3). 
Natural 
fracture 
spacing 
(ft) OGIP Adsorption Matrix Fracture Adsorption/matrix Matrix/OGIP 
5 2.67E+08 1.35E+08 2.64E+08 2.84E+06 50.99% 98.93% 
10 2.65E+08 1.35E+08 2.64E+08 1.42E+06 50.99% 99.46% 
20 2.65E+08 1.35E+08 2.64E+08 7.11E+05 50.99% 99.73% 
50 2.64E+08 1.35E+08 2.64E+08 2.84E+05 50.99% 99.89% 
 
5.5.4 Impact of surface diffusion 
Surface diffusion is included in matrix#5. The impact of surface diffusion can be evaluated 
by Figure 5-10d. Approximately, errors of production forecast are 0.1%, 1%, 5%, and 30% when 
surface diffusivity equals 1E-8 m2/s, 1E-7 m2/s, 1E-6 m2/s, and 1E-5 m2/s, respectively. The error 
increases as the natural fracture spacing increases because surface diffusion only occurs in the 
matrix. Also, the error increases with a lower BHP because surface diffusion is more important 
under lower pressures, and a longer natural fracture spacing because gas volume is larger in the 
matrix. 
Figure 5-12 shows matrix permeability evolutions at the grid of (14,32,3) with matrix#4 
and matrix#5. With matrix#4, permeability begins to increase after 6970 days. Permeability curves 
with matrix#5 experiences shorter periods of decline as the surface diffusivity increases. 
Permeability begins to increase after 6755 days, 1612 days, and 181 days when the surface 
diffusivity equals 1E-8 m2/s, 1E-7 m2/s, and 1E-6 m2/s, respectively (Figure 5-13). When surface 
diffusivity is 1E-5 m2/s, no permeability decline is experienced and the magnitude of permeability 
is almost two orders higher than that with 1E-6 m2/s. Results imply that the permeability 
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enhancement would relieve the intrinsic permeability loss by the effective stress but the degree of 
enhancement largely depends on the magnitude of surface diffusivity, and there is a quantitative 
change between 1E-6 m2/s and 1E-5 m2/s. 
 
Figure 5-12 Matrix permeability evolution at the grid of (14,32,3) with matrix#2 and matrix#3. 
 
 
Figure 5-13 Matrix permeability evolution at the grid of (14,32,3) with matrix#4 and matrix#5. 
5.6 Sensitivity analysis of stress dependency 
Considering heterogeneity of shale reservoirs and different hydraulic fracturing processes 
prop open natural fractures to different degrees depending on frac pumping technologies and 
propping agents. Sensitivity analysis was performed regarding stress-dependency of rock 
properties. Aspects investigated include matrix porosity, permeability of propped fractures and 
porosity of fractures. Figure 5-14a shows gas recovery factors using the lower bound of the matrix 
porosity curve present in Figure 3. Figure 5-14b shows gas recovery factors using the upper bound 
of propped fracture permeability curve present in Figure 5-2. Figure 5-14 shows gas recovery 
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factors using lower bounds of fracture porosity for both unpropped and propped fracture present 
in Figure 5-2. 
 
                       (a)                                         (b)                                         (c)                               
Figure 5-14 Gas recovery factors with (a) more stress-dependent matrix porosity (b) less stress-
dependent permeability of propped fractures (c) more stress-dependent porosity of fractures. 
5.6.1 Sensitivity of stress-dependency of matrix porosity 
The net effect of pore compaction has two outcomes: reduction of matrix porosity and 
matrix permeability. Impairment of transport capacity arises from the reduction of both matrix 
porosity and matrix permeability. However, the matrix porosity reduction also has a beneficial side 
to gas production because of the mechanical squeezing effect. Therefore, the net effect of matrix 
porosity reduction is uncertain. Figure 5-14a shows that simulation scenarios using more stress-
dependent matrix porosity achieve higher gas recovery, indicating the net effect of matrix porosity 
reduction is positive to gas recovery. Given the fact that the net effect of pore compaction is 
unfavorable to gas recovery, we can infer that the matrix permeability rather than the matrix 
porosity reduction is the cause of unfavorable impact on gas production. 
5.6.2 Sensitivity of stress-dependency of fractures 
Less stress-dependent propped fractures refers to that proppants with more mechanical 
strength are applied to hold propped fractures open to withstand the closure effective stress. Figure 
5-14b shows that less stress-dependent SRV region leads to a higher gas recovery, implying the 
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importance of improving efficiency of hydraulic fracturing that includes selection of proppants 
with high crush strength and fracturing fluids with excellent proppant carrying capacity.   
Fracture porosity arises from the roughness on the surface.113 Eq. (5-2) uses n to 
characterize the relationship between fracture permeability and fracture porosity considering 
different surface roughness. Contrary to the intuition, Figure 5-14c shows that more stress-
dependent fracture porosity does not affect the gas recovery performance. The reason is that gas 
volume in fractures only accounts for 1.1% of OGIP (Table 5-5). Therefore the mechanical 
squeezing effect is negligible, unlike the matrix porosity; fracture permeability rather than fracture 
porosity contributes to the flow capacity in shale reservoirs. The reason is that as fracture porosity 
decreases, the increased gas storage in the matrix compensates for the loss in the fracture 
conductivity.  
5.7 Conclusions 
In this work, the importance of multiple physics exerted on the matrix for shale gas 
recovery is justified by performing a series of production simulations. Our study highlights the 
importance of natural fracture spacing, effective stress and surface diffusion for gas recovery. The 
detailed conclusions are as follows. 
The effective stress exerted on the shale matrix reduces pore volume in nanopores, 
improving the transport of gas out of the matrix and into fractures and finally the wellbore, which 
is a favorable mechanism for gas production. However, the net impact of effective stress on the 
shale matrix is unfavorable for gas production because of matrix permeability impairment.  
Though it is observed that matrix permeability impairment is mitigated by slip flow and 
pore diffusion under low pressures, the enhancement of gas production due to the mitigation is 
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limited because most shale wells ceased to produce before slip flow and pore diffusion plays a 
role.  
Gas adsorption is a major component of OGIP; the percentage is 51% in our simulations. 
However, the impact of the adsorption layer influencing matrix permeability on gas production is 
limited.  
Forecast errors of 5-year shale gas production without considering surface diffusion are 
0.1%, 1%, 5%, 30% when surface diffusivity is 1E-8 m2/s, 1E-7 m2/s, 1E-6 m2/s, and 1E-5 m2/s, 
respectively.  Therefore, it is crucial to obtain accurate surface diffusivity in organic-rich shales. 
Natural fracture spacing outweighs multiple physics on the shale matrix in influencing 
shale gas recovery. Improved hydraulic fracturing efficiency with high mechanical strength 
proppants help transport gas from nanopores to the wellbore, facilitating gas production.  
Furthermore, fracture permeability is essential for shale gas production performance, but fracture 
porosity is not. 
5.8 Nomenclature  
A  Flow cross-section area, m2 
b  Fitting parameter in Eq. (5-1), 1/psi 
c Gas compressibility, 1/psi or 1/Pa 
d  Pore size, nm/m/ft 
Df  Fracture spacing, ft 
Ds-d  Surface diffusivity, m2/s 
k  Permeability, nD 
k0 Initial permeability, nD 
k∞ Intrinsic permeability, nD 
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ka Apparent permeability, nD or m2 
Kb  Klinkenberg constant, psi 
keff  Effective permeability, nD 
Kn  Knudsen number, dimensionless 
knf  Natural fracture permeability, mD 
M  Molecular weight in Eq. (5-8) and Eq. (5-9), g/moL 
m  Fitting parameter in Eq. (5-3), 1/psi 
n Exponent in Eq. (5-2), dimensionless  
p Pressure, psi or Pa 
q   Fitting parameter in Eq. (5-4), dimensionless 
R   Gas constant, 8.314 J/(mol·K) 
T   Temperature, K 
Wnf    Natural fracture width, ft 
μ   Viscosity, cP or Pa·s 
σe   Effective stress, psi 
ϕ   Porosity, dimensionless 
ϕ0   Initial porosity, dimensionless 
ϕeff   Effective porosity, dimensionless 
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6. Summary 
This dissertation focused on investigating shale gas flow behavior using experimental and 
numerical approaches. New insights have been provided to understand the complex flow behavior 
in organic-rich shales and its implications deeply. Specially, pulse-decay experiments have been 
performed on both unfractured and fractured core samples; both analytical and numerical 
approached have been employed to interpret petrophysical properties of shales. In addition, a 
workflow is constructed to couple several physics in the routine shale core analysis to provide a 
permeability evolution curve to be used in shale gas production simulations. The specific 
contributions of this dissertation are as follows.  
Three types of porosity and three types of permeability are investigated in terms of 
behavior of different gases.  The three different types of porosity are intrinsic porosity, apparent 
porosity, and porosity (ϕapp) applied in the flow equation. Three types of permeability are intrinsic 
permeability, apparent permeability including adsorption effect, and apparent permeability 
excluding adsorption effect. Apparent porosity is different from the intrinsic porosity when 
adsorption is present: apparent porosity is (1 + Da) times than the intrinsic porosity, where Da is 
the density ratio between the adsorbed phase and free gas phase.  Two types of adsorption, 
Gibbs/excess adsorption and absolute adsorption, need to be differentiated that the Gibbs/excess 
one should be applied in the governing equation for adsorptive gas. Helium apparent permeability 
is higher than nitrogen and carbon dioxide, which is in accordance with trends of Knudsen number.  
The apparent porosity, ϕapp, which is (1 + Ka) times the intrinsic porosity, should be applied in the 
formula of the approximate analytical solution to estimate apparent permeability, where Ka is 
termed as the differential partition coefficient which is different from Da. Ka can be used to 
evaluate the contribution of adsorption to permeability. 
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A 2D finite-element based model is constructed to model the transient flow process during 
the pulse-decay experiment. Factors of fractures influencing transient flow behavior include 
location, orientation, and length, The concept of effective permeability is put forward to analyze 
the contribution of complex configuration to the flow behavior. By comparing the effective 
permeability in the steady-state and transient flow processes, it is found that the transient flow 
process depends on flow direction but the steady-state process does not if the core sample is 
heterogeneous. During the pulse-decay experiments, a dual porosity region might be formed if the 
fracture network penetrates the core sample, causing the downstream pressure first increase then 
decrease. Based on the history matching of upstream and downstream pressure profiles on the 
fractured core, it is found that the matrix permeability is more sensitive to the pore pressure and 
effective stress than the matrix porosity, fracture porosity, and fracture permeability. Pressure 
curves are successfully matched for the total 59 experiments on the fractured core with the error 
less than 0.2%. Based on the history matching error of the experimental pressure curves, it is found 
that there is a trend of decreasing as the pore pressure increases, implying a fact that fluid flow is 
more likely in a homogeneous porous media under higher pressure.  
A workflow to estimate shale gas permeability curve is proposed to be used in the routine 
shale gas reservoir modeling. Experimental data required to obtain such a curve include pore size 
change a function of effective stress, adsorption profiles, and surface diffusivity. The pore size 
change is used to forecast intrinsic permeability change as a function of effective stress. Empirical 
correlations by Sakauepour and Bryant are applied to include the effect of slip flow and pore 
diffusion. The adsorption profile is used to obtain the effective pore size because of the adsorption 
layer. The flux of surface diffusion with surface diffusivity ranging from 1E-8 m2/s to 1E-5 m2/s 
is added to the total flux to obtain the final apparent permeability. The results indicate that the 
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effective stress causes permeability loss of about 90% at the end of gas production. Due to slip 
flow and pore diffusion, permeability loss is mitigated especially under low pore pressure. At the 
pore pressure approximately 500 psi, apparent permeability begins to increase as pore pressure 
continues to decrease. The adsorption layer effect of influencing flow behavior is negligible when 
the pore size range is 13.65 nm to 45.63 nm, and higher when the pore size range is 3.41 nm to 
11.33 nm. Surface diffusion might enhance apparent permeability and the enhancement level 
depends on the magnitude of surface diffusivity. There is a threshold value between 1E-6 m2/s to 
1E-5 m2/s that apparent permeability monotonically increases as the pore pressure decreases or the 
effective stress increases.  
It is observed that slip flow, pore diffusion, and surface diffusion indeed relieve the 
negative impact of effective stress on flow capacity impairment. However, whether or not they 
affect shale gas production noticeably as well is uncertain because of two reasons: shale gas wells 
seldom reach low pressure under 500 psi when these effects literally play roles, and gas density is 
low under low pressures.  Shale gas production simulations need to take into account the dynamic 
properties of both the matrix and fractures.  A single-stage hydraulic fractured horizontal well is 
placed in the reservoir. Permeability evolution curves developed for the matrix in chapter 4 are 
used. Lower and upper bounds of porosity evolution curves are applied to test the sensitivity of 
pore compaction effect. Experimental results of natural fracture with and without embedded 
proppants are applied for the propped fractures and unpropped fractures, respectively. Lower and 
upper bounds of fracture permeability can be used to test the sensitivity of the proppant crushing 
strength. Different simulation scenarios include setting the bottom hole pressure, natural fracture 
spacing and surface diffusivity. The results indicate that the net impact of pore compaction, which 
results in both porosity and intrinsic permeability decreases, is negative for gas production. 
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However, the squeezing effect from the porosity reduction is favorable to increase gas production. 
Slip flow, pore diffusion, and the adsorption layer affect gas production negligibly even when the 
bottom hole pressure is operated with 50 psi. Production forecast errors after 5 years are 0.1%, 
1%, 5%, and 30% when surface diffusivity equals 1E-8 m2/s, 1E-7 m2/s, 1E-6 m2/s, and 1E-5 m2/s, 
respectively. The results imply that as long as surface diffusivity is smaller than 1E-6 m2/s, surface 
diffusion effect can be ignored for engineering applications.  
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8. Appendix A. Calculations of isothermal gas compressibility and gas viscosity in chapter 
2 
The calculation of isothermal gas compressibility is based on the work Abou-Kassem et 
al.76 
1
r
r
r g c
r r T
c c p
p


 
   
   
where pc is gas critical pressure; cr, ρr, pr and Tr are reduced compressibility, reduced 
density, reduced pressure and reduced temperature, respectively, dimensionless. 
The following procedures are given below to step-by-step calculate gas compressibility.  
 Determine gas critical temperature and pressure Tc and pc. 
 Calculate gas reduced temperature and pressure Tr and pr by  
r
c
p
p
p
      r
c
T
T
T
  
 Determine ρr by 
0.27 rr
r
p
ZT
   
 Determine Z factor with 
2 5 2 2 2
1 2 3 4 5 51 (1 ) exp( )r r r r r rZ B B B B B B              
where 3 4 5
1 1 2 3 4 5( / ) ( / ) ( / ) ( / )r r r rB A A T A T A T A T      
       2
2 6 7 8( / ) ( / )r rB A A T A T    
       2
3 9 7 8( / ) ( / )r rB A A T A T    
 
       3
4 10 / rB A T  
       
5 11B A  
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1 0.3265A  2 1.0700A    3 0.5339A    4 0.01569A  5 0.05165A    6 0.5475A     7 0.7361A    
8 0.1844A   9 0.1056A       10 0.6134A     11 0.7210A   
           Alternatively, Z factor can be obtained directly from the REFPROP program.  
 Calculate ∂pr/∂ρr by 
2 5 2 2 2 4 2
1 2 3 4 5 5 51 2 3 6 ( )(3 3 2 ) exp( )
0.27
r
r r
r r r r r r r
r T
T
B B B B B B B
p

      
 
              
 
 Calculate reduced compressibility cr from ρr and (∂pr/∂ρr)/Tr by  
1
r
r
r r
r T
p
c 


  
   
   
 
 Calculate gas compressibility by 
/g r cc c p  
The following procedures are given to step-by-step calculate gas viscosity. They 
are based on the work of  Sutton.67 
 Determine X and Y by 
 1,5883.47 0.0009 gX M
T
               1.66378 0.04679Y X   
where T is temperature, in the unit of °R; and Mg is the molecular weight. 
 Determine   by  
1/6
1/2 2/3
0.9490 c
g c
T
M p
   
 Determine μgsc by  
4 0.61810 0.8077 0.357 exp( 0.449 ) 0.340 exp( 4.058 ) 0.018 /gsc r r rT T T 
           
 Determine μg in the unit of cP by  
exp( )Yg gsc gX     
 
 
 164 
9. Appendix B. Result table and pressure curves in chapter 3 
Table B1 Parameters in all the simulation scenarios and effective permeability ratios over the base 
case. 
 Scenario 
ϕ a b f(a,b) |s|, 1/second ϕ/f(a,b) 
Ratio: transient vs. steady-
state 
1. Base case 6.00% 6.15E-01 6.76E-01 1.16 0.04 0.05 1.00             vs.        1.00       
2. Hetero_V 6.00% 6.15E-01 6.76E-01 1.16 0.03 0.05 0.67             vs.        0.69      
3. Hetero_V_Reverse 6.00% 6.15E-01 6.76E-01 1.16 0.03 0.05 0.73             vs.        0.69      
4. Hetero_H 6.00% 6.15E-01 6.76E-01 1.16 0.04 0.05 1.03             vs.        1.02      
5. Hetero_H_Reverse 6.00% 6.15E-01 6.76E-01 1.16 0.04 0.05 1.03             vs.        1.02      
6. Hetero_ Vdp _0.39 6.00% 6.15E-01 6.76E-01 1.16 0.02 0.05 0.60             vs.        0.58      
7. Hetero_Vdp_0.53 6.00% 6.15E-01 6.76E-01 1.16 0.01 0.05 0.35             vs.        0.28      
8. Hetero_ Vdp _0.69 6.00% 6.15E-01 6.76E-01 1.16 0.01 0.05 0.18             vs.        0.11      
9. Hetero_ Vdp _0.39_corr 6.00% 6.15E-01 6.76E-01 1.16 0.04 0.05 0.95             vs.        0.97      
10. Frac_2nd half 6.01% 6.15E-01 6.77E-01 1.16 0.06 0.05 1.41             vs.        1.73      
11. Frac_1st half 6.01% 6.15E-01 6.77E-01 1.16 0.06 0.05 1.48             vs.        0.05      
12. Frac_Df_0.001 cm 6.00% 6.15E-01 6.76E-01 1.16 - 0.05 -                   vs.        1.02      
13. Frac_ Df _0.01 cm 6.00% 6.15E-01 6.76E-01 1.16 - 0.05 -                   vs.        1.02      
14. Frac_ Df _0.1 cm 6.01% 6.16E-01 6.78E-01 1.16 - 0.05 -                   vs.        1.02      
15. Frac_L_0.5 cm_15˚ 6.60% 6.76E-01 7.44E-01 1.27 0.05 0.05 1.32              vs.        1.44      
16. Frac_L_0.5 cm_30˚ 6.60% 6.76E-01 7.44E-01 1.27 0.05 0.05 1.32              vs.        1.42      
17. Frac_L_0.5 cm_45˚ 6.60% 6.76E-01 7.44E-01 1.27 0.05 0.05 1.22               vs.        1.31      
18. Frac_L_0.5 cm_60˚ 6.60% 6.76E-01 7.44E-01 1.27 0.04 0.05 1.11               vs.        1.19      
19. Frac_L_0.5 cm_75˚ 6.60% 6.76E-01 7.44E-01 1.27 0.04 0.05 1.01               vs.        1.08      
20. Frac_L_0.7 cm_45˚ 6.90% 7.07E-01 7.78E-01 1.32 0.06 0.05 1.44               vs.        1.56      
21. Frac_L_0.9 cm_45˚ 7.06% 7.23E-01 7.95E-01 1.34 0.07 0.05 1.94               vs.        1.96      
22. Frac_L_1.1 cm_45˚ 7.36% 7.54E-01 8.29E-01 1.39 0.11 0.05 2.89               vs.        3.16      
23. Frac_L_1.3 cm_45˚ 7.43% 7.61E-01 8.37E-01 1.41 0.16 0.05 4.07               vs.        5.02      
24. Vug_D_0.1 cm_3 6.09% 6.24E-01 6.86E-01 1.18 0.04 0.05 1.00               vs.        1.02      
25. Vug_D_0.1 cm_8 6.24% 6.39E-01 7.03E-01 1.20 0.04 0.05 1.01               vs.        1.02      
26. Vug_D_0.1 cm_15 6.44% 6.60E-01 7.26E-01 1.24 0.04 0.05 1.02               vs.        1.03      
27. Vug_D_0.1 cm_24 6.71% 6.87E-01 7.56E-01 1.28 0.04 0.05 1.02               vs.        1.03      
28. Vug_D_0.1 cm_35 7.04% 7.21E-01 7.93E-01 1.34 0.04 0.05 1.01               vs.        1.02      
29. Frac_L_0.5 cm_45˚ w/ 
Vug_D_0.1 cm_3 
6.65% 6.81E-01 7.49E-01 1.27 0.05 0.05 1.20               vs.        1.30      
30. Frac_L_0.7 cm_45˚ w/ 
Vug_D_0.1 cm_8 
7.02% 7.19E-01 7.91E-01 1.34 0.06 0.05 1.49               vs.        1.54      
31. Frac_L_0.9 cm_45˚ w/ 
Vug_D_0.1 cm_15 
7.28% 7.45E-01 8.20E-01 1.38 0.07 0.05 1.83               vs.        1.94      
32. Frac_L_1.1 cm_45˚ w/ 
Vug_D_0.1 cm_24 
7.89% 8.08E-01 8.89E-01 1.48 0.14 0.05 3.67               vs.        4.27      
33. Frac_L_1.3 cm_45˚ w/ 
Vug_D_0.1 cm_35 
7.99% 8.19E-01 9.01E-01 1.50 0.16 0.05 4.11               vs.        5.16      
34. Frac_L_1.3 cm_45˚ w/ 
Vug _D_0.1 cm_35_ran 
7.99% 8.19E-01 9.01E-01 1.50 0.16 0.05 3.98               vs.        5.04      
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Figure A1 Schematic of the pulse-decay set-up.78 
 
             (1)             (2)                    (3)             (4)             (5)                    (6) 
 
              (7)               (8)                    (9)                (10)                (11)                 (12) 
 
              (13)               (14)                    (9)                (10)                (11)                 (12) 
Figure B2 Full pressure profiles (black dots highlighted with red for the second data point) along 
with history matching results (blue lines) for all the pressure transmission tests under the effective 
stress of 1,000 psi. The first data point is shifted to 0.001 second to be able to appear at the 
logarithmic axis. Each plot represents an individual experiment.  
 
                  (1)                 (2)                    (3)                  (4)                 (5)                   (6) 
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                  (7)                 (8)                    (9)                  (10)                (11)                 (12) 
 
                  (13)               (14)                   (15)                (16)                 (17)                 (18) 
       
    (19)                (20)                   (21)               (22) 
Figure B3 Full pressure profiles (black dots highlighted with red for the second data point) along 
with history matching results (blue lines) for all the pressure transmission tests under the effective 
stress of 2,000 psi. The first data point is shifted to 0.001 second to be able to appear at the 
logarithmic axis. Each plot represents an individual experiment. 
  
           (1)            (2)                  (3)            (4)            (5)                   (6) 
  
           (7)            (8)                   (9)            (10)           (11)                (12) 
  
           (13)            (14)                   (15)            (16)           (17)                (18) 
  
         (19)  
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Figure B4 Full pressure profiles (black dots highlighted with red for the second data point) along 
with history matching results (blue lines) for all the pressure transmission tests under the effective 
stress of 3,000 psi. The first data point is shifted to 0.001 second to be able to appear at the 
logarithmic axis. Each plot represents an individual experiment. 
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10. Appendix C. Calculation details of permeability evolution in chapter 4 
The appendix provides calculation details at all the discrete pressure points. Table C1 
shows the data from step 1 to step 3 in the main text and Table C2 shows the data in step 4 with 
different values of surface diffusivity. 
Table C1 Calculation details of considering geomechanical effect, slip flow/pore diffusion and 
adsorption layer. 
p, psi ps, psi r, nm rad, nm θ  k∞, nD ka, nD k∞eff, nD f(Kn)eff  kaeff, nD katot, nD 
4,000 1000 45.33 44.57 0.84 64.66 65.99 62.84 1.02 64.16 69.44 
3,880 1120 44.37 43.61 0.84 61.95 63.29 60.18 1.02 61.50 66.94 
3,760 1240 43.41 42.65 0.84 59.30 60.64 57.58 1.02 58.90 64.53 
3,640 1360 42.45 41.69 0.83 56.70 58.05 55.03 1.02 56.35 62.18 
3,520 1480 41.49 40.73 0.83 54.17 55.52 52.54 1.03 53.87 59.92 
3,400 1600 40.53 39.77 0.82 51.69 53.05 50.11 1.03 51.45 57.73 
3,280 1720 39.57 38.81 0.82 49.27 50.64 47.74 1.03 49.09 55.63 
3,160 1840 38.61 37.85 0.81 46.91 48.29 45.43 1.03 46.78 53.62 
3,040 1960 37.65 36.89 0.80 44.61 46.00 43.17 1.03 44.54 51.70 
2,920 2080 36.69 35.93 0.80 42.36 43.77 40.97 1.03 42.36 49.87 
2,800 2200 35.73 34.97 0.79 40.17 41.60 38.83 1.04 40.24 48.15 
2,680 2320 34.77 34.01 0.78 38.04 39.49 36.75 1.04 38.17 46.54 
2,560 2440 33.81 33.05 0.78 35.97 37.44 34.73 1.04 36.17 45.06 
2,440 2560 32.85 32.09 0.77 33.96 35.46 32.76 1.04 34.24 43.70 
2,320 2680 31.89 31.13 0.76 32.00 33.53 30.86 1.05 32.36 42.49 
2,200 2800 30.93 30.17 0.75 30.10 31.67 29.01 1.05 30.55 41.44 
2080 2920 29.97 29.21 0.74 28.26 29.87 27.22 1.06 28.80 40.58 
1,960 3040 29.01 28.25 0.73 26.48 28.14 25.48 1.06 27.11 39.94 
1,840 3160 28.05 27.29 0.71 24.76 26.47 23.81 1.07 25.49 39.55 
1,720 3280 27.09 26.33 0.70 23.09 24.87 22.20 1.08 23.94 39.46 
1600 3400 26.13 25.37 0.68 21.48 23.34 20.64 1.09 22.46 39.73 
1480 3520 25.17 24.41 0.67 19.94 21.88 19.14 1.10 21.04 40.46 
1360 3640 24.21 23.45 0.65 18.44 20.49 17.70 1.11 19.70 41.77 
1240 3760 23.25 22.49 0.63 17.01 19.18 16.32 1.13 18.44 43.82 
1120 3880 22.29 21.53 0.60 15.63 17.95 15.00 1.15 17.27 46.88 
1000 4000 21.33 20.57 0.57 14.32 16.82 13.74 1.18 16.19 51.33 
880 4120 20.37 19.61 0.54 13.06 15.80 12.53 1.21 15.22 57.79 
760 4240 19.41 18.65 0.51 11.86 14.90 11.39 1.26 14.38 67.28 
640 4360 18.45 17.69 0.46 10.71 14.18 10.31 1.33 13.71 81.65 
520 4480 17.49 16.73 0.41 9.63 13.82 9.28 1.45 13.43 104.66 
400 4600 16.53 15.77 0.35 8.60 14.32 8.32 1.68 13.98 144.70 
280 4720 15.57 14.81 0.27 7.63 16.06 7.43 2.12 15.76 224.14 
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160 4840 14.61 13.85 0.18 6.72 21.71 6.59 3.26 21.46 434.52 
40 4960 13.65 12.89 0.05 5.86 68.02 5.83 11.64 67.83 1975.09 
 
Table C2 Calculation details of considering surface diffusion as the last step. 
p, psi  μg, Pa·s 
 ρg, 
kg/m3 
 k∞ eff, 
nD 
f(Kn)eff  
Ds-d = 1E-8 m
2/s Ds-d = 1E-7 m
2/s Ds-d = 1E-6 m
2/s Ds-d = 1E-5 m
2/s 
 f(Kn)tot 
katot, 
nD 
 f(Kn)tot 
katot, 
nD 
 f(Kn)tot katot, nD  f(Kn)tot katot, nD 
4,000 2.16E-5 174.41 62.84 1.02 1.02 64.21 1.03 64.69 1.10 69.44 1.86 116.94 
3,880 2.12E-5 170.38 60.18 1.02 1.02 61.55 1.03 62.04 1.11 66.94 1.93 115.97 
3,760 2.09E-5 166.23 57.58 1.02 1.02 58.95 1.03 59.46 1.12 64.53 2.00 115.20 
3,640 2.05E-5 161.95 55.03 1.02 1.03 56.41 1.03 56.94 1.13 62.18 2.08 114.65 
3,520 2.01E-5 157.55 52.54 1.03 1.03 53.93 1.04 54.48 1.14 59.92 2.18 114.34 
3,400 1.97E-5 153.02 50.11 1.03 1.03 51.51 1.04 52.08 1.15 57.73 2.28 114.30 
3,280 1.94E-5 148.37 47.74 1.03 1.03 49.15 1.04 49.74 1.17 55.63 2.40 114.56 
3,160 1.90E-5 143.58 45.43 1.03 1.03 46.85 1.04 47.47 1.18 53.62 2.54 115.15 
3,040 1.86E-5 138.67 43.17 1.03 1.03 44.61 1.05 45.26 1.20 51.70 2.69 116.13 
2,920 1.82E-5 133.64 40.97 1.03 1.04 42.43 1.05 43.11 1.22 49.87 2.87 117.53 
2,800 1.78E-5 128.49 38.83 1.04 1.04 40.31 1.06 41.03 1.24 48.15 3.08 119.41 
2,680 1.75E-5 123.23 36.75 1.04 1.04 38.26 1.06 39.01 1.27 46.54 3.32 121.87 
2,560 1.71E-5 117.86 34.73 1.04 1.04 36.26 1.07 37.06 1.30 45.06 3.60 124.98 
2,440 1.68E-5 112.40 32.76 1.04 1.05 34.33 1.07 35.18 1.33 43.70 3.93 128.86 
2,320 1.64E-5 106.85 30.86 1.05 1.05 32.46 1.08 33.37 1.38 42.49 4.33 133.64 
2,200 1.61E-5 101.23 29.01 1.05 1.06 30.66 1.09 31.64 1.43 41.44 4.81 139.50 
2,080 1.57E-5 95.54 27.22 1.06 1.06 28.92 1.10 29.98 1.49 40.58 5.39 146.65 
1,960 1.54E-5 89.80 25.48 1.06 1.07 27.24 1.11 28.40 1.57 39.94 6.10 155.39 
1,840 1.51E-5 84.03 23.81 1.07 1.08 25.63 1.13 26.90 1.66 39.55 6.97 166.05 
1,720 1.48E-5 78.24 22.20 1.08 1.09 24.10 1.15 25.49 1.78 39.46 8.07 179.12 
1,600 1.45E-5 72.44 20.64 1.09 1.10 22.63 1.17 24.18 1.93 39.73 9.46 195.23 
1,480 1.42E-5 66.65 19.14 1.10 1.11 21.24 1.20 22.99 2.11 40.46 11.24 215.23 
1,360 1.40E-5 60.88 17.70 1.11 1.13 19.93 1.24 21.91 2.36 41.77 13.58 240.33 
1,240 1.37E-5 55.15 16.32 1.13 1.15 18.70 1.29 20.98 2.68 43.82 16.68 272.20 
1,120 1.35E-5 49.46 15.00 1.15 1.17 17.57 1.35 20.23 3.13 46.88 20.89 313.36 
1,000 1.33E-5 43.82 13.74 1.18 1.20 16.54 1.43 19.70 3.74 51.33 26.76 367.59 
880 1.31E-5 38.26 12.53 1.21 1.25 15.64 1.55 19.47 4.61 57.79 35.18 440.91 
760 1.29E-5 32.76 11.39 1.26 1.31 14.91 1.73 19.67 5.91 67.28 47.71 543.39 
640 1.27E-5 27.35 10.31 1.33 1.40 14.39 1.99 20.51 7.92 81.65 67.25 693.10 
520 1.26E-5 22.02 9.28 1.45 1.55 14.34 2.43 22.55 11.27 104.66 99.71 925.69 
400 1.24E-5 16.78 8.32 1.68 1.84 15.29 3.25 27.05 17.39 144.70 158.74 1321.19 
280 1.23E-5 11.63 7.43 2.12 2.40 17.85 4.93 36.60 30.18 224.14 282.74 2099.54 
160 1.21E-5 6.58 6.59 3.26 3.88 25.59 9.52 62.77 65.90 434.52 629.74 4152.00 
40 1.20E-5 1.63 5.83 11.64 14.91 86.90 44.35 258.56 338.80 1975.09 3283.30 19140.48 
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11. Appendix D. Experimental results of stress-dependent matrix and fractures 
permeability and fitting results in chapter 5 
 
(a)                (b) 
Figure D1 Experimental and fitted propped fracture permeability as a function of effective stress 
in (a) Allenwood and (b) Elimsport of the Marcellus shale, experiment data from Mcginley 
(2015).143  
 
 
(a)                 (b) 
Figure D2 Experimental and fitted shale matrix porosity as a function of effective stress with (a) 
exponential- and (b) power- law relationships. 
Table D1 Fitting results of unpropped and propped fracture of the Marcellus shale, b is the fitting 
parameter in Eq. (5-1).142, 143 
  Source 
  
b 
Unpropped_shear offset Marcellus 1.03E-3 
Allenwood_H_0.16ppg Marcellus 1.49E-3 
Allenwood_V_0.16ppg Marcellus 1.20E-3 
Allenwood_H_0.33ppg Marcellus 7.06E-4 
Allenwood_V_0.33ppg Marcellus 1.32E-3 
Elimsport_H _0.65ppg Marcellus 1.68E-3 
Elimsport_V _0.65ppg Marcellus 3.60E-4 
Elimsport_H _1.3ppg Marcellus 5.04E-4 
Elimsport_V _1.3ppg Marcellus 6.18E-4 
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Table D2 Fitting results of matrix porosity using the power-law relationship, q is the fitting 
parameter in Eq. (5-4).144, 146,150, 150 
  Source 
  
q 
Dilmore  Marcellus 1.12E-01 
Fink et al. _Sample 1 
Upper Jurassic 
Bossier  5.88E-02 
Fink et al._Sample 2 a 
Upper Jurassic 
Bossier  3.23E-02 
Fink et al._Sample 2 b (as r.) 
Upper Jurassic 
Bossier  2.35E-02 
Fink et al._Sample 3 
Upper Jurassic 
Bossier  2.12E-02 
Yildirim -Sample #1 Parallel Green River 4.07E-02 
Yildirim -Sample #2 Perpendicular Green River 8.57E-02 
Yildirim -Sample #3 Parallel Green River 4.07E-02 
Yildirim -Sample #4 Perpendicular Green River 4.76E-02 
Dong et al._R437_sec1 TCDP Hole-A 7.68E-03 
Dong et al._R390_sec3 TCDP Hole-A 2.39E-02 
Dong et al._R287_sec1 TCDP Hole-A 2.43E-02 
Dong et al._R255_sec2_2 TCDP Hole-A 1.63E-02 
Dong et al._R351_sec2 TCDP Hole-A 2.86E-02 
Dong et al._R316_sec1 TCDP Hole-A 2.47E-02 
Reyes and Osisanaya_1 Wanpanuka  1.17E-01 
Reyes and Osisanaya_2 Wilcox 1.35E-02 
Reyes and Osisanaya_3 Atoka 3.67E-02 
 
 
 
 
 
