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a b s t r a c t
This paper presents an asymptotic theory, based on the hyperbolic scaling, for a large
class of Boltzmann-type equations suitable to model the evolution of a binary mixture of
multicellular systems in biology. The modelling approach is that of the kinetic theory for
active particles. Time scaling related to cell movement and biological activity are shown to
play a crucial role in determining the macroscopic equations corresponding to each case.
Applications are focused on the immune competition.
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1. Introduction
This paper deals with the derivation of macroscopic models of biological tissues from the underlying microscopic
description delivered by the kinetic theory of active particles applied to the modelling of the dynamics of complex
multicellular systems. The approach is an alternative to the heuristic derivation based on classical methods of continuum
mechanics, where conservation equations are closed by relations generally true only at equilibrium.
The description delivered by kinetic theory methods for active particles is documented in the book [1]. The modelling
refers to the evolution of large systems of interacting individuals or entities with the ability to express functions typical
of the living matter, such as competition, selection, evolution and reproduction. The term active particles denotes entities
whose state is identified not only by position and velocity, but also by an additional variable called activitywhich describes
all organized functions, namely biological functions, see [2–4]. Interactions at the microscopic level are modelled by
stochastic games between pairs of active particles that modify their microscopic state according to complex rules which
attempt to describe some behavior of the living matter. Specifically, the authors refer to cancer modelling where, as
documented in the review paper [5], several macroscopic models proposed in the literature are critically analyzed. Further
interesting references are given by the literature on the derivation of continuummechanics models of biological tissues [6].
This literature shows that the modelling of mixture is a necessary tool in cancer modelling; for instance, relating to the
competition of cancer and immune cells [4].
Several technical difficulties, in addition to those of the kinetic theory of classical particles, need to be tackled. In
particular:
(i) The physical state of cells, regarded as microscopic entities, includes, in addition to mechanical properties, also
biological functions expressed in connection with genetic properties and mutations [7–9].
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(ii) Biological functions generate non-conservative events such as proliferation of cells, their aggregation, or physical
suppression.
(iii) Interactions modify not only the mechanical state of cells, but also their biological functions.
(iv) The dynamics (movement) of cells are influenced by their biological properties, while random behavior is an inner
characteristic of the dynamics.
(v) Lack of mass conservation, mentioned in the above item (ii), generates remarkable technical difficulties and leads to
models with source terms.
(vi) Different time-space scaling lead to different equations characterized by different structures, parabolic or hyperbolic.
Various technically different contributions are offered by several papers, among others [10–15], that deal with parabolic
diffusion limits. This (low field) limit of kinetic equations leads to a drift–diffusion type system (or reaction–diffusion system)
inwhich the diffusion processes dominate the behavior of the solutions. The derivation of hyperbolic equations, that appears
physically consistent with the behavior of biological tissues, where propagation of perturbation is finite, has been proposed
in paper [16]. Further useful literature refers to papers concerning the derivation of chemotaxis models [17,18], or many
particle systems undergoing stochastic interactions [19–21].
The influence of the diffusion terms, in the hyperbolic (high field) limit, is of lower (or equal) order of magnitude
in comparison with other convective or interaction terms. The aim of the asymptotic analysis consists in the derivation
of hyperbolic macroscopic models from the underlying microscopic description offered by the kinetic theory for active
particles. The mathematical approach amounts to expanding the distribution function in terms of a small dimensionless
parameter related to the intermolecular distances (the space-scale dimensionless parameter) that is equivalent to the
connections between the biological constants. The limit, which is singular, needs to deal with suitable convergence
properties which can be proved under suitable technical assumptions. The analysis has to be related to the biological
parameters involved at the level of description. A particularly interesting result is the appearance of source terms in the case
of proliferation phenomena for systems consisting of, at least, two populations. This fact, which is the main case considered
in this paper, may be helpful in understanding the description of tumor tissues in competition with the immune system.
This paper deals with the development of the mathematical analysis of paper [16] applied to the case of a one
component system, and to the case of binary mixtures. In fact, biological systems, generally consist of several interacting
populations [22], where an re-interpretation documented in [2] of the theory of modules by Hartwell suggests considering
the collective and cooperative behavior of each population to identify a module. For instance, the modelling may be focused
on the competition between the immune system and cancer cells, namely by a system of two interacting populations.
This modelling approach allows one to consider the competition between the two populations that can be focused on the
characterization of the aforementioned onset of source terms. Let us now briefly describe the contents of this note:
Section 2 below deals with the description of the class of equations dealt with herein, which include, as particular
cases, specific models such as those dealt with in [16]. As it will be shown here, the model considered is derived within
the framework of the kinetic theory for active particles, in which microscopic interactions include both mass conservative
encounters, that modify the cellular biological functions, and proliferating or destructive events.
Section 3 shows how the model can be written in a suitable dimensionless form corresponding to the hyperbolic
scaling. Different specific classes of equations are derived, corresponding to cases where specific biological phenomena
are predominant with respect to the others. The analysis is developed with reference to the immune competition [4].
Section 4 is concernedwith the development of the asymptotic analysis needed to derive the correspondingmacroscopic
equations. Particular attention is paid to the onset of linear and nonlinear source terms.
Section 5 develops a specific application based on a suitable assumption on the equilibrium velocity distribution, that
appears to be significant to model the dynamics of multicellular systems.
Finally, some research perspectives arising from conceivable applications of our approach to other biological situations,
including chemotaxis problems and fragmentation-coagulation processes are analyzed in Section 6 and brought to the
attention of applied mathematicians as research perspectives.
2. The mathematical model
Let us consider a physical system constituted by a large number of cells interacting in the environment of a vertebrate as
well as in an ‘‘in vitro’’ experiment. The physical variable used to describe the state of each cell, called microscopic state, is
denoted by the variable {x, v, u}, where {x, v} is the mechanical microscopic state, and u ∈ Du ⊆ R is the biological function
expressed by each population regarded as a module. Moreover, consider a binary mixture, where the statistical collective
description is encoded in the statistical distribution functions fi = fi(t, x, v, u), for i = 1, 2, which is called generalized
distribution function. Weighted moments provide, under suitable integrability properties, the calculation of macroscopic
variables.
According to [16] the evolution of f = {f1, f2} can be modelled, for a system of two populations, as follows:
(∂t + v · ∇x) f1 = L(f1)+ C1[f ] + I1[f ],
(∂t + v · ∇x) f2 = L(f2)+ C2[f ] + I2[f ], (1)
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where
L(fi) = ν
∫
Dv
[T (v, v∗)fi(t, x, v∗, u)− T (v∗, v)fi(t, x, v, u)] dv∗, i = 1, 2 (2)
models a linear velocity-jump process, where ν is the turning rate or turning frequency (hence τ = 1
ν
is the mean run time)
and T (v, v∗) is the probability kernel for the new velocity v ∈ Dv assuming that the previous velocity was v∗. Specifically,
the set of possible velocities is denoted by Dv , where Dv ⊂ Rn.
The nonlinear operatorsCi[f ] and Ii[f ] correspond, respectively, to conservative andproliferating/destructive interactions
(in absence of proliferation, due to genetic mutations, into a population different from that of the interacting cells). Their
expression is as follows:
Ci[f ] =
2∑
j=1
Cij[f ] = η
2∑
j=1
(∫
Du
∫
Du
Bij(u∗, u∗, u)fi(t, x, v, u∗)fj(t, x, v, u∗)du∗du∗
− fi(t, x, v, u)
∫
Du
fj(t, x, v, u∗)du∗
)
, i = 1, 2 (3)
that corresponds to the gain and loss of cells in the state u due to conservative encounters, namely those which modify
the biological state without generating proliferation or destruction phenomena. In particular, η denotes the biological
interaction rate, which is here assumed - for simplicity - constant. The termBij models the transition probability density of
the test cell (of the i-th population) with state u∗ into the state u (of the same population) after the interaction with the cell
with state u∗ (of the j-th population). We recall that the termsBij are probability densities which are not symmetrical with
respect to u. Moreover,
Ii[f ] =
2∑
j=1
Iij[f ] = ηµi
2∑
j=1
fi(t, x, v, u)
∫
Du
fj(t, x, v, u∗)du∗, i = 1, 2 (4)
that corresponds to proliferation and destruction of cells in each population identified by the terms µi related to the net
proliferative/destructive rates.
The above equations describe the evolution in the space x ∈ Rn and in the biological state u ∈ Du ⊆ R of a large system
of two interacting cell populations. Interactions occur within the action domain of the test cell, which is assumed to be
relatively small, so that only binary localized encounters are relevant. Of course, this assumption excludes the possibility of
crowding and multiple interactions.
Eqs. (1)–(4), is proposed as a unified presentation of several models known in the literature, that correspond to
modelling different biological phenomena. Simplified cases can be obtained, suppressing one or more of the three terms
that characterize the model. For instance models in absence of dynamics and evolution of biological functions are simply as
follows:
(∂t + v · ∇x) fi(t, x, v) = 1
ε
L(fi), (5)
that is the model studied, for a one component system in the case of diffusion limit, by Othmer and Hillen [14,15], who have
proposed the stochastic jumping dynamics described by the turning operator L(f ).
Similarly, it is possible to study the early stage of the evolution characterized by mutations, but not yet by proliferative
events:
(∂t + v · ∇x) fi(t, x, v, u) = 1
ε
(L(fi)+ Ci[f ]) (6)
that is the model studied, in the case of diffusion limit, to derive tissue level equations for a binary mixture [11], see [11].
Finally, it is worth mentioning that the late stage of the evolution can also be considered [3,4], when cells proliferate (or
are eliminated), but the distribution over the biological microscopic state has already reached a steady state. In this case the
model is as follows:
(∂t + v · ∇x) fi(t, x, v, u) = 1
ε
(L(fi)+ Ii[f ]) . (7)
Of course, in the mixture, it is possible to also consider biological situations where one of the above stages is reached for
one population and not for the other. This topic will be analyzed later, focusing on the macroscopic equations obtained by
the asymptotic limit.
3. Hyperbolic scaling for the mixture
Let us now consider the mixture in a domainΩ ⊆ Rn whose characteristic dimension is denoted by R. Moreover, let us
denote by
N. Bellomo, A. Bellouquid / Computers and Mathematics with Applications 57 (2009) 744–756 747
fi0(x, v, u) = fi(t = 0, x, v, u), i = 1, 2 (8)
the initial distribution for each population. The initial mass and macroscopic mean velocity can be computed, respectively,
as follows:
M =
2∑
i=1
∫
Ω
∫
Du
∫
Dv
fi0(x, v, u)dxdvdu, (9)
and
v0 =
2∑
i=1
∫
Ω
∫
Du
∫
Dv
vfi0(x, v, u)dxdvdu. (10)
In order to derive the hyperbolic scaling, suitable typical constants of the system can be introduced to allow one to write
the system into a non-dimensional form. Specifically, let us denote by τ a typical time that verifies the relation τ v0 = R,
where v0 is themodulus of v0, so that τ and R are themechanical variables of the system. In addition, a typical value denoted
by U is introduced for the biological microscopic state that we introduce.
Subsequently, the scaling is obtained by using the following dimensionless variables (denoted by the hat )ˆ:
t := τ , tˆ, xj := Rxˆj, vj := v0vˆj and u := Uuˆ, (11)
where the subscript j denotes the components of x and v in the n dimensional space.
The distribution function in a dimensionless form is as follows:
fˆi(tˆ, xˆ, vˆ, uˆ) := R
nvn0U
M
fi(t, x, v, u). (12)
Let us now consider the operatorsL, C and I, suitable quantities T0 andB0 can be defined such that one has
T (v, v∗) = T0Tˆ (vˆ, vˆ∗), (13)
and
Bij(u∗, u∗, u) = B0 Bˆij(uˆ∗, uˆ∗, uˆ), (14)
where Tˆ and Bˆij denote dimensionless versions of these kernels.
Finally, following [16], it is assumedB0 U = 1, and T vn0 = 1. Therefore, System (1) can be rewritten as follows:(
∂tˆ + vˆ · ∇xˆ
)
fˆi(tˆ, xˆ, vˆ, uˆ) = τνL(fˆi)+ τηMRnvn0
(
Ci[fˆ ] + µiIi[fˆ ]
)
, (15)
where the dimensionless operators are defined by
L(fˆi) =
∫
Dvˆ
[
Tˆ (vˆ, vˆ∗)fˆi(tˆ, xˆ, vˆ∗, uˆ)− Tˆ (vˆ∗, vˆ)fˆi(tˆ, xˆ, vˆ, uˆ)
]
dvˆ∗, (16)
Ci[fˆ , fˆ ] =
2∑
j=1
∫
Duˆ
∫
Duˆ
Bˆij(uˆ∗, uˆ∗, uˆ)fˆi(tˆ, xˆ, vˆ, uˆ∗)fˆj(tˆ, xˆ, vˆ, uˆ∗)duˆ∗duˆ∗
− fˆi(tˆ, xˆ, vˆ, uˆ)
2∑
j=1
∫
Duˆ
fˆj(tˆ, xˆ, vˆ, uˆ∗)duˆ∗, (17)
and
Ii(fˆ , fˆ ) = fˆi(tˆ, xˆ, vˆ, uˆ)
2∑
j=1
∫
Duˆ
fˆj(tˆ, xˆ, vˆ, uˆ∗)duˆ∗, (18)
where, the integrals are defined over the non-dimensional sets: Vˆ = Dv/v0 and Uuˆ = Uu/Du. In the sequel of the paper the
notation can be simplified by skipping the ‘‘hat’’ for the non-dimensional variables.
Let us remark that the hyperbolic scaling: t → εt and x→ εx, is equivalent to the choice
τν = 1
ε
(19)
namely, the turning time (the inverse of the turning frequency 1/ν) is small compared with the typical mechanical time
of the system τ . For the other two biological rates involving this system (conservative interactions which modify the
biological state – related toC – and proliferating/destructive encounters— related toI), we assume that the scaled biological
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interaction frequency (actually ηM/(Rn vn0)) is small compared with the turning frequency and that the (non-dimensional)
proliferation destruction rate µi is itself small.
Let us now consider the hyperbolic scaling corresponding to:
t → εt, x→ εx⇒ τν = 1
ε
, (20)
and deal with the following relation between mechanical and biological constants
ηM/(Rn vn0) = νεq = εq−1
1
τ
, µi = εδ, q ≥ 1, δ ≥ 0, i = 1, 2. (21)
Therefore, the scaled non-dimensional model takes the form:
(∂t + v · ∇x) f εi = ∂t f εi +
n∑
j=1
vj∂xj f
ε
i =
1
ε
(
L(f εi )+ εqCi(f ε, f ε)+ εq+δIi(f ε, f ε)
)
, (22)
where i = 1, 2, and f ε = {f ε1 , f ε2 }, while the scaled operatorsL, Ci and Ii are defined in (16)–(18).
Remark 3.1. The above structure and the analysis of the next chapters are limited to the relatively simpler case, where
the constants η, ν and µ are the same for both components. Additional technical developments are necessary for specific
situations where this assumption cannot be applied.
4. Qualitative analysis
The purpose of this section focuses on the analysis of the asymptotic limit of (22) as ε goes to zero. The analysis needs
suitable assumptions on the turning operatorL:
Assumption 4.1 (Solvability Conditions). The turning operator L, defined in (16) and acting on a function g , satisfies the
following solvability conditions:∫
Dv
L(g)(v)dv = 0,
∫
Dv
vL(g)(v)dv = 0,
where the arguments t and x have been dropped to simplify notations.
Assumption 4.2 (Kernel of L). There exist unique functions Mρ,U ∈ L1(Dv, (1 + |v|)dv), for all ρ ∈ [0,+∞) and U ∈ Rn,
such that
L(Mρ,U) = 0,
∫
Dv
Mρ,U(v)dv = ρ,
∫
Dv
vMρ,U(v)dv = ρU,
where ρ is the density, and U is the mass velocity.
The above assumptions allow one to derive, by a suitable asymptotic limit, macroscopic scale hyperbolic systems. In
detail, multiplying (22) by ε and taking ε = 0 we formally obtain L(f 0i ) = 0, consequently f 0i verifies the conditions of
Assumption 4.1. Hence, considering the following moments of f εi
ρεi (t, x, u) =
∫
Dv
f εi (t, x, v, u)dv, ρ
ε
i (t, x, u)U
ε
i (t, x, u) =
∫
Dv
vf εi (t, x, v, u)dv, i = 1, 2 (23)
defines an equilibrium distribution of the form f 0i = Mρ0i ,U0i given by Assumption 4.2. Therefore, the solution f
ε
i can be seen
as a perturbation of this equilibrium as follows:
f εi (t, x, v, u) = Mρ0i ,U0i + ε gi(t, x, v, u), i = 1, 2. (24)
In order to study the equations verified by the equilibrium variables ρ0i and U
0
i , we integrate (22) over v, using (23) and
Assumption 4.1, which yields
∂tρ
ε
i + div(ρεi Uεi ) = εq−1
∫
Dv
Ci(f ε, f ε)dv + εq+δ−1
∫
Dv
Ii(f ε, f ε)dv, i = 1, 2 (25)
where f ε is the vector (f ε1 , f
ε
2 ). Analogously, multiplying (22) by v and integrating with respect to v, and using (23) and
Assumption 4.1, yields
∂t(ρ
ε
i U
ε
i )+ Div
2∑
i=1
(∫
Dv
v ⊗ vf εi dv
)
= εq−1
∫
Dv
vCi(f ε, f ε)dv + εq+δ−1
∫
Dv
vIi(f ε, f ε)dv, i = 1, 2, (26)
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where the operator Div acting on amatrix tensor denotes the classical divergence taken on the rows of the matrix. Inserting
the expansion (24) of f εi into (25) and (26) yields
∂tρ
0
i + div(ρ0i U0i ) = εq−1
∫
Dv
Ci(Mρ0,U0 ,Mρ0,U0)dv + εq+δ−1
∫
Dv
Ii(Mρ0,U0 ,Mρ0,U0)dv + O(εq), i = 1, 2 (27)
and
∂t(ρ
0
i U
0
i )+ Div
(∫
Dv
v ⊗ vMρ0i ,U0i dv
)
= εq−1
∫
Dv
vCi(Mρ0,U0 ,Mρ0,U0)dv
+ εq+δ−1
∫
Dv
v Ii(Mρ0,U0 ,Mρ0,U0)dv + O(εq), i = 1, 2 (28)
whereMρ0,U0 denotes the vector
(
M
ρ01 ,U
0
1
M
ρ02 ,U
0
2
)
.
Considering that the fieldU0i denotes the expectedmean velocity of the particles, we canmeasure the statistical variation
in velocity by means of a pressure tensor, for each population, given by
P0i (t, x, u) =
∫
Dv
(v − U0i )⊗ (v − U0i )Mρ0i ,U0i dv, i = 1, 2 (29)
which is easily related to the second order moment involved in (28). In fact, one has∫
Dv
v ⊗ vMρ0i ,U0i dv = P
0
i + ρ0i U0i ⊗ U0i , i = 1, 2. (30)
Therefore (28) can be rewritten in the following form
∂t(ρ
0
i U
0
i )+ Div(ρ0i U0i ⊗ U0i + P0i ) = εq−1
∫
Dv
v(Mρ0,U0 ,Mρ0,U0)dv
+ εq+δ−1
∫
Dv
vIi(Mρ0,U0 ,Mρ0,U0)(v)dv + O(εq), i = 1, 2. (31)
Consequently, the following formal result is obtained:
Theorem 4.1. Let Assumptions 4.1 and 4.2 hold, and let f i (t, x, v, u) be a sequence of solutions to the scaled kinetic Eq. (22)
such that f i converges, in the distributional sense, to a function fi as ε goes to zero. Furthermore, assume that the moments
〈f i 〉v, 〈vf i 〉v, 〈v ⊗ vf i 〉v, 〈Ci(f , f )〉v, 〈vCi(f , f )〉v, 〈Ii(f , f )〉v, 〈vIi(f , f )〉v,
converge in the distributional sense to the corresponding moments
〈fi〉v, 〈vfi〉v, 〈v ⊗ vfi〉v, 〈Ci(f , f )〉v, 〈vCi(f , f )〉v, 〈Ii(f , f )〉v, 〈vIi(f , f )〉v
and that all formally small terms vanish. consequently, the asymptotic limit fi takes the form Mρi,Ui where
ρi ≡ ρ0i = lim
ε→0 ρ
ε
i , Ui ≡ U0i = lim
ε→0U
ε
i , i = 1, 2. (32)
Moreover, in the three regimes under consideration, the limit density ρi and velocity Ui satisfy, respectively:
∂ρi
∂t
+ div(ρiUi) = 0,
∂(ρiUi)
∂t
+ div (ρiUi ⊗ Ui + Pi) = 0,
(33)
if δ ≥ 0 and q > 1;
∂ρi
∂t
+ div (ρiUi) =
∫
Dv
Ci(Mρ,U ,Mρ,U)dv,
∂(ρiUi)
∂t
+ div (ρiUi ⊗ Ui + Pi) =
∫
Dv
vCi(Mρ,U ,Mρ,U)dv,
(34)
if δ > 0 and q = 1; and
∂ρi
∂t
+ div(ρiUi) =
∫
Dv
Ci(Mρ,U ,Mρ,U)dv +
∫
Dv
Ii(Mρ,U ,Mρ,U)dv,
∂(ρiUi)
∂t
+ div (ρiUi ⊗ Ui + Pi) =
∫
Dv
vCi(Mρ,U ,Mρ,U)dv +
∫
Dv
vIi(Mρ,U ,Mρ,U)dv,
(35)
if δ = 0 and q = 1.
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The term 〈g〉v denotes, in the above equations,
∫
Dv
g(t, x, v, u)dv, whileMρ,U denotes the vector
(
Mρ1,U1
Mρ2,U2
)
.
Let us now consider the hyperbolic approximation of the number density nε and mass velocity nεUε , defined as follows:
nε(f)(t, x) =
2∑
i=1
∫
Dv
∫
Du
f εi (t, x, v, u)dvdu, (36)
and
nε(f)(t, x)Uε(f)(t, x) =
2∑
i=1
∫
Dv
∫
Du
vf εi (t, x, v, u)dvdu. (37)
Using (24), yields
nε(f)(t, x) =
2∑
i=1
∫
Du
ρi(t, x, u)du+ ε
2∑
i=1
∫
Dv
∫
Du
gi(t, x, v, u)dvdu = n(t, x)+ O(ε).
where n(t, x) is the first approximation of the number density, and it is is given by:
n(t, x) =
2∑
i=1
∫
Du
ρi(t, x, u)du. (38)
In the same way one can compute the mass velocity
nε(f)(t, x)Uε(f)(t, x) =
2∑
i=1
∫
Du
ρi(t, x, u)Ui(t, x, u)du+ ε
2∑
i=1
∫
Dv
∫
Du
vgi(t, x, v, u)dvdu = q(t, x)+ O(ε),
where q(t, x) is the first order approximation of the mass velocity, and it is given by:
q(t, x) =
2∑
i=1
∫
Du
ρi(t, x, u)Ui(t, x, u)du. (39)
Using the relation
2∑
i=1
∫
Du
Ci(Mρ,U ,Mρ,U)du = 0,
integrating (25) and (26) over u, and taking the sum over i, yields the following system:
∂n
∂t
+ div(q) = εδ+q−1
2∑
i=1
∫
Dv
∫
Du
Ii(Mρ,U ,Mρ,U)dvdu+ O(εq),
∂(q)
∂t
+ div
(
2∑
i=1
∫
Dv
∫
Du
v ⊗ vMρi,Uidvdu
)
= εδ+q−1
2∑
i=1
∫
Dv
∫
Du
vIi(Mρ,U ,Mρ,U)dvdu+ O(εq).
(40)
Therefore, the following formal results are obtained:
Theorem 4.2. Let f i (t, x, v, u) be a sequence of solutions to the scaled kinetic equation (22). Let the assumptions of Theorem 4.1
hold and assume also that the moments
〈f i 〉v,u, 〈vf i 〉v,u, 〈v ⊗ vf i 〉v,u, 〈Ii(f , f )〉v,u, 〈vIi(f , f )〉v,u
converge in the distributional sense to the corresponding moments
〈fi〉v,u, 〈vfi〉v,u, 〈v ⊗ vfi〉v,u, 〈Ii(f , f )〉v,u, 〈vIi(f , f )〉v,u.
Therefore, the density nε and the mass velocity nεUε converge respectively, in the distributional sense, to n, q, where n and q
are weak solution to the hyperbolic equations:
∂n
∂t
+ div(q) = 0,
∂(q)
∂t
+ div
(
2∑
i=1
∫
Dv
∫
Du
v ⊗ vMρi,Uidvdu
)
= 0
(41)
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if q > 1, δ ≥ 0 or q = 1, δ > 0, and
∂n
∂t
+ div(q) =
2∑
i=1
∫
Dv
∫
Du
Ii(Mρ,U ,Mρ,U)dvdu,
∂(q)
∂t
+ div
(
2∑
i=1
∫
Dv
∫
Du
v ⊗ vMρi,Uidvdu
)
=
2∑
i=1
∫
Dv
∫
Du
v Ii(Mρ,U ,Mρ,U)dvdu
(42)
if q = 1, δ = 0.
Here 〈g〉v,u denotes
∫
Dv
∫
Du
g(t, x, v, u)dvdu. 
Remark 4.1. In the case of Eq. (40), the hyperbolic limit derivedwith the source term is only constituted by the proliferative
term.
The approachwe developed in this section is quite general, while some simple examples are described in the next section.
Further generalizations will be discussed in the last section referring to cancer modelling.
Themacroscopic models derived are not, in general, closed. Examples of closedmodels by considering relaxationmodels
of the turning operator T are reported in the next section.
5. Relaxation models
Let us consider the case where the set for velocity is the sphere of radius r > 0, Dv = V = rSd−1. Moreover, let us
consider a kernel T (v, v∗) in in the form T (v, v∗) = λ+βv · v∗, so that, for any g ∈ L1(Dv, (1+ | v |)dv), the operatorL(g)
can be computed as follows:
L(g) =
∫
V
(
(λ+ βv · v∗)g(v∗)− (λ+ βv · v∗)g(v)) dv∗
= λρg + βρv · Ug − λ|V |g(v) = λ|V |
[
ρg
|V |
(
1+ β
λ
v · Ug
)
− g(v)
]
. (43)
where
ρg =
∫
Dv
g(v)dv, ρgUg =
∫
V
vg(v)dv. (44)
The following lemma, see [16], can be proved:
Lemma 5.1. Let L(g) be given by (43) for v ∈ V = rSd−1 with the relation β r2 = λd. ThenL(g) verifies Assumptions 4.1 and
4.2 for a function Mρg ,Ug (v) given by
Mρg ,Ug (v) =
ρg
|V |
(
1+ β
λ
v · Ug
)
= ρg|V |
(
1+ d
r2
v · Ug
)
, (45)
andL(g) is the relaxation operator
L(g) = λ|V | (Mρg ,Ug (v)− g(v)) . (46)
Moreover, the pressure tensor Pi defined by (29) associated with Mρi,Ui(v) (i = 1, 2) is given by:
Pi = r
2
d
ρiI− ρiUi ⊗ Ui, i = 1, 2. (47)
Some technical results are obtained to compute the right-hand side terms of (34)–(35) and (41)–(42).
Lemma 5.2. Let u∗ and u∗ be two microscopic states in Du and let ρi(u∗), Ui(u∗) and ρi(u∗), Ui(u∗) be evaluations of functions
ρi(t, x, u), Ui(t, x, u) in u∗ and u∗, respectively. Then, the following equalities∫
V
Mρi(u∗),Ui(u∗)Mρj(u∗),Uj(u∗)dv =
ρi(u∗)ρj(u∗)
|V |
(
1+ d
r2
Ui(u∗) · Uj(u∗)
)
, i, j = 1, 2, (48)
and ∫
V
vMρi(u∗),Ui(u∗)Mρj(u∗),Uj(u∗)dv =
ρi(u∗)ρj(u∗)
|V | (Ui(u∗)+ Uj(u
∗)), i, j = 1, 2 (49)
hold true.
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Proof. Let us first consider
Mρi(u∗),Ui(u∗)Mρj(u∗),Uj(u∗) =
ρi(u∗)ρj(u∗)
|V |2
(
1+ d
r2
v · (Ui(u∗)+ Uj(u∗))+ d
2
r4
(v · Ui(u∗))(v · Uj(u∗))
)
.
Integrating over v and using the following equalities
|Dv| = rd−1|Sd−1|,
∫
V
vdv = 0,
∫
V
vivkdv = r
d+1
d
|Sd−1|δik,
yields:∫
V
Mρi(u∗),Ui(u∗)Mρj(u∗),Uj(u∗)dv =
ρi(u∗)ρj(u∗)
|V |
(
1+ d
r2
Ui(u∗) · Uj(u∗)
)
, i, j = 1, 2.
On the other hand, by noting that
∫
V vivjvldv = 0, for any i, j, l = 1, 2, . . . n, one can compute∫
V
vMρi(u∗),Ui(u∗)Mρj(u∗),Uj(u∗)dv =
ρi(u∗)ρj(u∗)
|V | (Ui(u∗)+ Uj(u
∗)), i, j = 1, 2.
Consequently the proof is completed. 
Let us now define, for any vectorial function F =
(
F1
F2
)
defined in Du, the following scalar quantities:
Ci[F , F ] =
2∑
j=1
∫
Du
∫
Du
Bij(u∗, u∗, u)Fi(t, x, v, u∗)Fj(t, x, v, u∗)du∗du∗
− Fi(t, x, v, u)
2∑
j=1
∫
Du
Fj(t, x, v, u∗)du∗, i = 1, 2,
Ii(F , F) = Fi(t, x, v, u)
2∑
j=1
∫
Du
Fj(t, x, v, u∗)du∗, i = 1, 2,
and for any matrix H ∈M2,d, H =
(
w1
w2
)
wherewi ∈M1,d, defined in Du, the following scalar quantities:
Ci[H,H] =
2∑
j=1
∫
Du
∫
Du
Bij(u∗, u∗, u)wi(t, x, v, u∗) · wj(t, x, v, u∗)du∗du∗
−wi(t, x, v, u) ·
2∑
j=1
∫
Du
wj(t, x, v, u∗)du∗, i = 1, 2,
Ii[H,H] = wi(t, x, v, u) ·
2∑
j=1
∫
Du
wj(t, x, v, u∗)du∗, i = 1, 2,
where · denotes the scalar product in Rn.
For any matrix H ∈ M2,d,H =
(
w1
w2
)
where wi ∈ M1,d, and a vector F =
(
F1
F2
)
defined in Du, we define the following
vector quantities:
Ci(F ,H) =
2∑
j=1
∫
Du
∫
Du
Bij(u∗, u∗, u)wi(u∗)Fj(u∗)du∗du∗ +
2∑
j=1
∫
Du
∫
Du
Bij(u∗, u∗, u)Fi(u∗)wj(u∗)du∗du∗
−
2∑
j=1
∫
Du∗
(
wi(u)Fj(u∗)du∗
)− 2∑
j=1
∫
Du∗
(
Fi(u)wj(u∗)du∗
)
,
Ii(F ,H) =
2∑
j=1
Fi(u)
∫
Du
wj(u∗)du∗ +
2∑
j=1
wi(u)
∫
Du
Fj(u∗)du∗
which generalizes, in a natural way, the definition of operators Ci and Ii, so that we preserve the same name for these
operators. Therefore, one has the following:
Lemma 5.3. If Mρ,U =
(
Mρ1,U1
Mρ2,U2
)
is given as in (45), then the following equalities:
(i)
∫
V Ci(Mρ,U(v),Mρ,U(v))dv = 1|V |
(
Ci(ρ, ρ)+ dr2Ci(ρU, ρU)
)
,
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(ii)
∫
V v Ci(Mρ,U(v),Mρ,U(v))dv = 1|V |Ci(ρ, ρU),
(iii)
∫
V Ii(Mρ,U(v),Mρ,U(v))dv = 1|V |
(
Ii(ρ, ρ)+ dr2 Ii(ρU, ρU)
)
,
(iv)
∫
V vIi(Mρ,U(v),Mρ,U(v))dv = 1|V |Ii(ρ, ρU),
hold true.
Here ρ and ρU are respectively denoted by the vector
(
ρ1
ρ2
)
, and the matrix(
ρ1U1
ρ2U2
)
=
(
ρ1U11, ρ1U12, . . . , ρ1U1n
ρ2U21, ρ2U22, . . . , ρ2U2n
)
,
where
U1 = (U11,U12, . . . ,U1n), and U2 = (U21,U22, . . . ,U2n).
Proof. Using Lemma 5.2 and Fubini’s theorem, yields∫
V
Ci(Mρ,U(v),Mρ,U(v))dv =
2∑
j=1
∫
V
∫
Du
∫
Du
Bij(u∗, u∗, u)Mρi(u∗),Ui(u∗)(v)Mρj(u∗),Uj(u∗)(v)dvdu∗du
∗
−
2∑
j=1
∫
V
∫
Du
Mρi(u),Ui(u)Mρj(u∗),Uj(u∗)dvdu
∗
= 1|V |
2∑
j=1
∫
Du
∫
Du
Bij(u∗, u∗, u)ρi(u∗)ρj(u∗) du∗du∗
+ d
r2|V |
2∑
j=1
∫
Du
∫
Du
Bij(u∗, u∗, u)(ρi(u∗)Ui(u∗)) · (ρj(u∗)Uj(u∗))du∗du∗
− 1|V |ρi(u)
2∑
j=1
∫
Du
ρj(u∗)du∗ − dr2|V | (ρi(u)Ui(u)) ·
2∑
j=1
∫
Du
(ρj(u∗)Uj(u∗))du∗
so that (i) is proved. In the same way we can compute the first order moment:∫
V
vCi(Mρ,U(v),Mρ,U(v))dv =
2∑
j=1
∫
V
∫
Du
∫
Du
Bij(u∗, u∗, u)vMρi(u∗),Ui(u∗)(v)Mρj(u∗),Uj(u∗)(v)dvdu∗du
∗
−
2∑
j=1
∫
V
∫
Du
vMρi(u),Ui(u)Mρj(u∗),Uj(u∗)dvdu
∗
= 1|V |
2∑
j=1
∫
Du
∫
Du
Bij(u∗, u∗, u)ρi(u∗)ρj(u∗)(Ui(u∗)+ Uj(u∗))du∗du∗
= 1|V |
2∑
j=1
∫
Du∗
(
ρi(u)ρj(u∗)(Ui(u)+ Uj(u∗))du∗
)
,
so that (ii) is also proved. Analogously we can derive (iii) and (iv) by integrating the operator Ii. Now we are done with the
proof. 
Therefore, the main result can be summarized in the following theorem:
Theorem 5.1. Let f ε be a solution of (22), withL that of the relaxation model given by (43), verifying
sup
t≥0
∫
Ω
∫
V
∫
Du
(f εi (t, x, v, u))
p dudvdx ≤ C <∞, i = 1, 2 (50)
for some p > 2, and such that f εi converges a.e. in [0, T ] × Ω × Du × rSd−1 for some T > 0. We also assume that the kernel
Bij(u∗, u∗, u) of the operator Ci is in L2((Du)3). Then, the pointwise limit of f εi is the function Mρi,Ui given by (45), where
ρi ≡ ρ0i = lim
ε→0 ρ
ε
i , Ui ≡ U0i = lim
ε→0U
ε
i ,
i.e., the weak and pointwise limit of the moments (23) of f εi . Moreover, in the three presented regimes, the limiting density ρi and
velocity Ui satisfy, respectively:
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1. If δ ≥ 0 and q > 1, (ρ,U) satisfies the following hyperbolic system without source term:
∂ρ
∂t
+ div(ρU) = 0,
∂(ρU)
∂t
+ r
2
d
∇xρ = 0.
(51)
2. If δ > 0 and q = 1, (ρ,U) satisfies the following hyperbolic system with source term related to conservative interactions:
∂ρ
∂t
+ div(ρU) = 1|V |
(
C(ρ, ρ)+ d
r2
C(ρU, ρU)
)
,
∂(ρU)
∂t
+ r
2
d
∇xρ = 2|V |C(ρ, ρU).
(52)
3. If δ = 0 and q = 1, (ρ,U) verifies the following hyperbolic system whose source term preserves both conservative and
proliferating interactions:
∂ρ
∂t
+ div(ρU) = 1|V |
(
H(ρ, ρ)+ d
r2
H(ρU, ρU)
)
,
∂(ρU)
∂t
+ r
2
d
∇xρ = 2|V |H(ρ, ρU),
(53)
where here
ρ =
(
ρ1
ρ2
)
, ρU =
(
ρ1U1
ρ2U2
)
, ∇xρ =
(∇xρ1
∇xρ2
)
, div(ρU) =
(
div(ρ1U1)
div(ρ2U2)
)
and the operator C, I,H are given by
C =
(
C1
C2
)
, I =
(
I1
I2
)
, H = C + I.
Proof. We first observe that the hypothesis (50) on fε implies that fε converges weakly in Lp([0, T ] × Ω × Du × rSd−1) to
its pointwise limit and, via the Dunford–Pettis Theorem, weakly in L1([0, T ] ×Ω × Du × rSd−1) locally, so then strongly in
L1loc([0, T ] ×Ω × Du × rSd−1). Then, there exists a function f 0i (t, x, v, u) such that, when ε→ 0,
f εi → f 0i and L(f εi )→ L(f 0i ).
On the other hand, from the definition ofCi and the hypotheses under f εi and Bij, we can also estimateCi(f
ε, f ε) andIi(f ε, f ε)
in Lp−2 and conclude analogously that
Ci(f ε, f ε)→ Ci(f 0, f 0), and Ii(f ε, f ε)→ Ii(f 0, f 0)
strongly in L1loc([0, T ] × Ω × Du × rSd−1). We first identify the limit f0 by taking the limit in (22), in a distributional sense
for example, to deduce that L(f 0) = 0 and then Lemma 5.1 ensures that f 0 = Mρ0,U0 = Mρ,U .
Now, we recall that the velocity space rSd−1 has finite measure, so that the hypothesis (50) holds for the v-moments of
f εi , and then their convergence
ρεi → ρ0i ,
∫
V
vf εi dv→
∫
V
vf 0i dv = ρ0i U0i
and ∫
V
v ⊗ v f εi dv→
∫
V
v ⊗ vf 0i dv =
r2
d
ρ0i I,
also follows the three regimes are straightforwardly obtained by taking the limit in Eqs. (25) and (26) and using Lemmas 5.1
and 5.3 to rewrite the limiting terms. 
Let now nε and nεUε be the number density and the main velocity defined in (36) and (37), then one gets the following
in the case of the relaxation model:
Theorem 5.2. Let f i (t, x, v, u) be a sequence of solutions to the scaled kinetic equation (22). Let the assumptions of Theorem 5.1
hold, then the density nε and the mass velocity nε Uε converge respectively in the distributional sense to n, q, where n and q are
weak solution to the hyperbolic equations:
∂n
∂t
+ div(q) = 0,
∂(q)
∂t
+ r
2
d
∇xn = 0
(54)
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if q > 1, δ ≥ 0 or q = 1, δ > 0, and
∂n
∂t
+ div(q) = 1|V |
(
n2 + d
r2
q2
)
,
∂(q)
∂t
+ r
2
d
∇xn = 2 nq|V |
(55)
if q = 1, δ = 0.
Proof. The proof is deduced from Theorems 4.2 and 5.1, and the fact that we have the following relations:
2∑
i=1
∫
vIi(ρ, ρU)du =
(
2∑
i=1
∫
Du
ρi(u)
)(
2∑
j=1
∫
Du
ρj(u∗)Uj(u∗)du∗
)
+
(
2∑
i=1
∫
Du
ρi(u)Ui(u)du
)(
2∑
j=1
∫
Du
ρj(u∗)du∗
)
= 2n, q,
2∑
i=1
∫
Ii(ρ, ρ)du =
(
2∑
i=1
∫
Du
ρi(u)
)(
2∑
j=1
∫
Du
ρj(u∗)du∗
)
= n2,
and
2∑
i=1
∫
Ii(ρU, ρU)du =
(
2∑
i=1
∫
Du
ρi(u)Ui(u)
)(
2∑
j=1
∫
Du
ρj(u∗)Uj(u∗)du∗
)
= q2. 
6. Critical analysis towards applications
This paper has been focused on the derivation of macroscopic models of binary mixtures of biological tissues from the
underlying microscopic description delivered by the kinetic theory of active particles. Dealing with mixtures is particularly
important considering that biological systems are constituted by a large variety of elements, although the complexity can
be reduced, in the case of multicellular system, by the theory of functional modules [2] applied in a fashion that each cell
population is regarded as a functional module expressing collectively a well defined biological function.
The minimal number of populations to deal with the competition between immune and cancer cells can be reduced to
two. Namely, endothelial cells, where a few of themhave lost their programmed death ability and initiate a clonal expansion,
and cells of the immune system that may be activated or inactivated. The evolution of such a system follows a complex
dynamics as documented in [4].
Specifically, cells in their early stage modify their biological functions, but do not yet proliferate. Specific models are
reported in Chapter 3 of [2]. The corresponding evolution equation is (33), specialized into (51) in the case of relaxation
models. On the other hand, the structure of the equation evolves in time according to the stages (34) and (35), specialized
into (52) and (53), up to the late stage, see [23], where only proliferative events occur.
A detailed analysis of Eq. (22) indicates the following:
(i) The early stage is characterized by q > 1 and corresponds simply to conservation of mass and momentum even if δ is
equal to zero, while the onset of a source term due to conservative interactions occurs when q = 1.
(ii) The advanced stage is characterized by the onset of a source term due to proliferative interactions which occurs if
q = 1 and δ = 0.
Calculations have been developed under the technical simplification that the proliferation rate is the same for both
components. However, this assumption does not correspond to real biological situations, where different values are needed,
say δ1 and δ2 corresponding, respectively, to tumor and immune cells. The basic equation is as follows:
(∂t + v · ∇x) f εi = ∂t f εi +
n∑
j=1
vj∂xj f
ε
i =
1
ε
(
L(f εi )+ εqCi(f ε, f ε)+ εq+δiIi(f ε, f ε)
)
, (56)
where δ1 < δ2 corresponds to proliferation of tumor cells, with inhibition of immune cells, while δ1 > δ2 corresponds to
the opposite behaviour.
The aforementioned evolution of structures is peculiar of livingmatter, whilemacroscopicmodels for binarymixtures of
classical particles are characterized by a steady structure as documented in [24]. Macroscopic models of cancer growth, see
among others [25–27], should consider this evolution, possibly even in connection with specific therapeutic actions [28].
Finally, let us mention that a further, challenging research perspective refers to the derivation of macroscopic equations,
when the interactions between cells in space follows rules more complex than those considered in this paper. For instance,
that proposed in [3] where interactions are precisely related to the biological functions expressed by cells. Hopefully, the
contents of this paper can be developed towards this challenging objective.
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