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1. INTRODUCTION AND SUMMARY 
1.1, Arbitrarily Censored Data 
Lifetime data are often subject to complicated censoring mechanisms 
resulting in observations for which the failure time is known only to 
fall in some interval. Often the frequency of inspection determines 
the manner in which the lifetimes are censored. A unit may be under 
continuous observation up to some fixed or random time, inspected at 
fixed or random points in time or possibly subject to a combination of 
continuous and point inspection. Data of this sort are called arbitrarily 
censored. In addition to censoring, the observations may be truncated. 
In this case, only items which fail inside the truncation interval 
are known to exist. Hence, the exact sample size is unknown due to 
unseen failures which occur outside the truncation interval. Each 
unit may be subject to its own truncation interval, further complicating 
the situation. 
1.2. Methods of Estimation 
The method of maximum likelihood (ML) is useful for estimating 
the underlying lifetime distribution with arbitrarily censored data. 
Estimates may be obtained by either a parametric or nonparametric 
approach. Peto (1973) gives the nonparametric maximum likelihood 
estimate (NP-MLE) of the survival function, S(t), for arbitrarily 
censored data. Turnbull (1975) extends the above work to allow for 
arbitrary truncation. He also develops a simple algorithm for the 
2 
NP-MLE of S(t) based on the equivalence between the property of 
maximum-likelihood and self consistency first used by Efron (1967), 
The standard parametric lifetime distributions usually depend on 
at most three parameters, ML estimation is straightforward using a 
number of available computer programs designed to handle arbitrary 
censoring. To gain flexibility one might consider models witli a 
larger number of parameters but these often prove to be mathematically 
intractable. 
1.3, The Piecewise Exponential Model 
A less common but useful model is given by the Piecewise 
Exponential (PEX) distribution. This model is characterized by a 
hazard function that is piecewise-constant. The model is flexible 
in that the hazard jump points may be determined either as a function 
of the data or according to physical considerations related to the 
process but independent of the observed data. Restrictions may be 
placed on the hazard function in order to obtain a desired shape 
such as increasing, decreasing or unimodal, 
1.3.1, A nonparametrie model 
The Piecewise Exponential model has a nonparame tri c interpreta­
tion when the data are either complete or multiply right censored. 
Consider the case in which the distribution function, F(t), is known 
to belong to the class of distributions with a monotone increasing 
hazard function. The maximum likelihood estimator of F(t) in this 
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class was derived by Grenander (1956) for uncensored data and by 
Padgett and Wei (1980) for multiply right censored data. In both 
cases, the form of the MLE is that of the PEX model with the hazard 
jump points coinciding with the observed failure times. Hence, it is 
appealing to consider the extention of the PEX estimator to arbitrarily 
censored data when the distribution is known to have a monotone failure 
rate. It is less clear in this case where to place the hazard jump 
points. Later we compare a number of methods for choosing these 
points, 
For multiply right censored data the Piecewise Exponential esti­
mator (PEXE) can be viewed as a competitor to the Product Limit esti­
mator (PLE) introduced by Kaplan and Meier (1958). Kitchin (1980) 
has shown the asymptotic equivalence between the PEXE (with hazard jump 
points occurring at the observed failure times) and the PLE, The PEXE 
differs from the PLE in the manner in which the incomplete data are 
used. In particular, the PEXE depends on the actual withdrawal times 
between each observed failure while the PLE depends only on the number 
of withdrawals in each interval. We consider a version of the PEXE 
in which the hazard is constrained to be increasing, Santner and 
Mykytyn (1981) have shown that this estimator is strongly consistent. 
Their results extend the work of Barlow et al, (1972) to multiply 
right censored data. Their results extend to decreasing and U-shaped 
hazard functions, 
Both Barlow et al. (1972) and Santner and Mykytyn (1981) prove the 
4 
consistency of the PEXE of S(t) by first showing the consistency of 
A 
the corresponding estimate of the hazard function, r(t). The monotone 
A 
assumption is crucial for the consistency of r(t), Sethuraman and 
Singpurwalla (1978) show that the PEXE of r(t) without monotonicity 
constraints is asymptotically unbiased but not consistent. They 
consider a sample of complete data having observed failure times 
Xi < X2 < ... < x^. Their naive estimator of r(t) is given by 
r^(x) = r l/[ (n-i+l) ( X . - X .  )] for x - < x < x. 1 1 - 1  1 - 1  —  —  1  
i — 1, <1. ., n 
0 for X  >  X  
V n 
The estimates r^(x^),...,r^(x^) are asymptotically independent and 
A  
tend to exhibit wild fluctuations. They show that l/r^(x) converges 
in distribution to a Gamma (r(x),2) random variable. Smoothed 
A  
estimators are obtained by averaging the naive estimator, r^, by a 
band-limited window. This estimator is defined as 
(x-u)/b^)r^(u)du 
n 
where m(u) is a function satisfying 
(1) aj(u) = (D(-u) > 0, 
(2) f  ai(u)du = 1, and 
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(3) ai(u) = 0 for |u| > A . 
The sequence satisfies 
(4) b 0 , 
n ' 
( 5 ) nb^ -*• oo and 
(6) 0 < b < A . 
n — 
Finally, they use the smoothed estimator to construct a uniform 
confidence band for r(t). A recent survey of nonparametric and non-
Bayesian methods for estimating the hazard function is given by 
Singpurwalla and Wong (1983). This survey does not include estimates 
for which monotonicity conditions have been imposed on the hazard 
function. 
Barlow and Campo (1975) define a quantity related to the hazard 
function called the total time on test distribution, H ^(t), where 
F 
_i F"^t) 
H (t) =S (1-F(u))du for t E [0,1] . 
^ 0 
It can be shown that 
=  l / r i x )  .  
Notice that if r(t) is increasing, then dH^^(t)/dt is decreasing and 
-1 hence, (t) is concàve. If t^^ < tg < ... < t^ are observed lifetimes 
and F(t) is the corresponding empirical distribution function then 
an estimate of Hp^(t) is given by 
A _ 1  
A_i ^ (^/n) 
(r/n) = f  (l-F(u))du 
G 
= ( Z t + (n-r)t )/n 
i=l ^ ^ 
= (total time on test up to t^)/n , 
The PEXE of r(t) for t e [F ^((r-l)/n), F ^(r/n)] is 
A  A _ 1  A _ 1  ,  _ I  
r(t) = (n[H_^(r/n) - H^-"((r-l)/n)] ) 
n n 
1.3,2, A parametric model 
The PEX model was introduced by Miller (1960), as a parametric 
model, for the special case of one hazard jump point, T^. Estimators 
for the two hazard values are given for the case in which T^ is 
known and for the case in which T^ is known only to lie in some 
interval, [T ,T 1. Prairie and Ostle (1961) extend the above work 
to the case of three hazard values. The method of maximum likelihood 
is used to obtain the different hazard values and the corresponding 
hazard jump points. Aroian and Robison (1966) consider a PEX model 
with k known jump points so that 
7 
r(t) = for t e i = 
where = 0 and = oo . They develop a sequential probability 
ratio test for testing the joint hypothesis 
Hq: r(t) = r^ Q  for t e for all i = l,...,k+l 
against the joint alternative 
r(t) = r^j^ for t e for all i = l,...,k+l 
where r.. > r._ for all i. il lO 
Boardman and Colvert (1975, 1979) present estimates of the PEX 
model when the hazard jump points are predetermined. They consider 
multiply right censored data and nonoverlapping interval data, 
respectively. Estimates for multiply right censored data are presented 
in terms of the familiar total time on test statistics. They also give 
expressions for the expected value and variance of the estimates. The 
estimators are asymptotically unbiased and mean square error consistent. 
In their second paper, they investigate the estimation of the PEX 
model when the sample units are subject to periodic rather than 
continuous inspection. They assume all units are subject to the same 
inspection schedule. Their model assumes each hazard jump point 
coincides with an inspection time. They allow for additional inspec­
tion times between the hazard jump points. Closed form estimates exist 
only when the inspection times between the jump points are equally 
8 
spaced, Boardman and Colvert develop approximate closed form solutions 
for the unequally spaced case. We extend the ML estimation of the 
parameters of the PEX model to the case of arbitrarily censored data. 
1,4, Overview 
In Chapter 2, we present common methods for handling lifetime data 
and describe how different types of censoring mechanisms arise. Chapter 
3 describes the notation for the PEX model and gives some motivation 
for its use. We also present our notation for arbitrarily censored 
data and give a convenient form for the likelihood equation. The 
maximum likelihood estimation of the PEX model under order restrictions 
on the hazard function is restated in terms of a nonlinear programming 
problem in Chapter 4. We also present a few standard optimization 
results which are used when proving the convergence of our estimation 
algorithm to the MLE in Chapter 5. The EM algorithm is used to obtain 
estimates of the model parameters and in Chapter 8 a version of it 
is used to obtain likelihood-ratio confidence intervals for certain 
functions of the hazard values. Asymptotic properties of the PEXE 
are given in Chapter 5 for certain types of censoring mechanisms. In 
Chapter 7, we compare three asymptotically equivalent estimators by 
presenting a certain algebraic inequality. The results of a Monte Carlo 
study are presented in Chapter 9, The study was designed to investigate 
the effect of a constrained hazard function and of the choice of jump 
points on the resulting estimate of the survival function. The 
9 
performance of the likelihood-ratio based confidence intervals 
developed in Chapter 8 is also evaluated. Finally, Chapter 10 gives 
sane possible extensions to the current work. 
10 
2. LIFETIME DATA 
2.1, Introduction and Notation 
Let T be a positive random variable that represents the time to 
occurrence of a particular event, commonly called a "failure." T 
could be the lifetime of a component on test, the time between failures 
of a repairable item, the time it takes to complete a certain task or 
the mileage of a car at the end of a warranty period. In order to 
precisely define what is meant by "lifetime" and "failure" three things 
must be specified: the time origin, the scale of measurement from the 
origin and the event which constitutes a "failure." 
We restrict our attention to the problem of estimating the distri­
bution of a single continuous lifetime random variable from a 
homogeneous population. If there is more than one cause of failure 
and we wish to estimate the lifetime distribution of a particular 
failure mode, then we assume the cause of failure is known for each 
item. When the failure modes are independent then the distribution of 
each can be estimated separately by treating all other failure types 
as censoring random variables. Without knowledge of the specific 
cause of failure we can only estimate the distribution of the minimum 
lifetime of the different modes. 
Unless otherwise stated let T denote a continuous lifetime random 
variable with distribution function 
F(t) = P(T < t) . 
11 
Define the survival function to be 
S{t) = 1 - P(t) 
which is sometimes referred to as the reliability function. Assume 
the probability density function 
f(t) = dF/dt 
exists for all t > 0, 
Another quantity of interest in lifetime estimation is the hazard 
function, r(t), where 
r(t) = f(t)/S(t) for S(t) > 0 
= lim P(t < T < t + At|T > t)/At . 
At-*0 
This is sometimes called the hazard rate or failure rate function. The 
hazard function describes the way in which an item ages over time. 
If an item ages rapidly within an interval of time then r(t) increases 
rapidly in that interval. For small At the quantity r(t)At is 
approximately equal to the probability of failure in (t, t-hAt) given 
survival up to time t. Also note that since 
r(t) = d(- log(S{t)))/dt 
we can write 
12 
t t 
log(S(t))I = - / r(u)du . 
0 0 
If S(0) = 1 then the following useful relationship holds 
t 
S(t) = exp{- f  r(u)du) . 
0 
Thus, the functions F(t), S(t), f(t) and r(t) all give mathematically 
equivalent expressions for the distribution of T. 
The hazard function represents the failure rate in an infinite 
population of units as a function of time. Frequently, the hazard 
function over the entire lifetime of the population has the shape of 
a bathtub curve. This occurs when failures can be classified as being 
one of three types; infant, chance and wearout. Infant failures are 
most often related to problems in production which were not detected 
by quality control measures. Many manufacturing processes subject 
all units to a burn-in period designed to weed out these early failures. 
This period is characterized by a decreasing hazard function. Chance 
failures are random failures unrelated to product age. These failures 
are caused by random shocks which may depend on the specific end user 
or environment. The hazard function is nearly constant during this 
period. Finally, wearout failures occur when prolonged use causes a 
product to deteriorate. This period is modeled by an increasing hazard 
function. By varying the length of these periods the typical bathtub 
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curve can model many different situations. In practice, we typically 
see only a monotone portion of the hazard function. This occurs when 
a sample has been screened of initial defects leaving only random or 
wearout failures, Other times testing covers the infant failure stage, 
but is stopped well before wearout when the primary interest is in 
developing a burn-in schedule. 
2.2, Types of Censoring 
The analysis of lifetime data is generally complicated by in­
complete data. An observation is complete only when the exact failure 
time is known. Typically, it is not possible to observe all units 
continuously until failure. An observation is censored when the 
failure time is known only to lie in some finite or semi-infinite 
interval. The manner in which an observation is censored may depend 
on how the sample units are inspected. There are two basic types of 
inspection plans ; continuous and point inspection. In both cases, 
there is usually an upper limit on the time of observation correspond­
ing to the end of data collection. Hence, specification of an 
inspection plan must include the intervals of continuous inspection 
and point inspection as well as the upper limit of observation. The 
situation may be further complicated by the use of more than one 
inspection plan. 
A particular type of censoring, known as multiple right censor­
ing, occurs when each unit is subject to continuous inspection until 
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its own upper limit of observation, known as the censoring time. 
In this situation, the i^^ unit has an associated lifetime, and 
a censoring time, C^, The nature of the C\'s depend on the censoring 
mechanism. Type I censoring occurs when the CL's are equal to some 
fixed constant. When testing is stopped after the r^^ failure then -
we have Type II censoring. For random right censored data we 
usually assume the C^'s represent a random sample from a distribution, 
G, independent of the lifetime distribution, F. Generally, the 
censoring is noninformative in tliat F and G share no common parameters. 
The observed data from a sample of n units consists of the pairs 
(y\,6^) where 
y^ = min(T^,C^) 
and 
Ô. = ( 1 if T. < C. 
1  y  1 — 1  
1^0 if • 
If the C^'s are not all the same, the data are multiply censored. 
Extensive work has been done for multiply right censored data. 
Aalen (1976) formulates the multiple right censoring situation as 
a multiple decrement model. This model is characterized by one 
transient state (alive) and two absorbing states (either failed or 
censored), Aalen derives a nonparametric estimator for the 
cumulative hazard function and proves both consistency and asymptotic 
15 
normality of the estimator. Breslow and Crowley (1974) derived the 
same results using an alternative method of proof, Aalen (1978) 
shows how the theory of multivariate counting processes gives a 
general framework for analyz.iny multiply right censored data. In 
particular, the Nelson estimator for the cumulative hazard function 
(see Nelson (1972)) is given by 
^ t 
g(t) =  f  dN(u)/Y(u) • t > 0 
0 
where 
Y(t) = the number of units alive and uncensored just 
prior to time t 
and 
N(t) = the number of observed failures by time t, 
A  
Aalen (1978) uses the fact that g(t)-p(t) is a martingale to determine 
A  
the asymptotic properties of g(t). 
Little work has been done for data which are both multiply 
right censored or interval censored. The simpliest interval censor­
ing arises when all units are subject to the same point inspection 
scheme. This type of data is referred to as "grouped data" and is 
characterized by nonoverlapping intervals of observation. If sample 
items enter the study at different ages then the intervals may overlap 
16 
even though there is only one inspection schedule, Harris et al. (1950) 
describes an arbitrary censoring situation in which items are in­
spected at irregular intervals varying from item to item and in which 
some items are lost from the study before failure. This type of situa­
tion is common in clinical follow-up studies, Harris et al. describes 
a study conducted at the Henry Phipps Institute involving individuals 
whose chest x-rays indicated minimal tuberculosis during the years 
from 1925 to 1945. The randan variable of interest was the time from 
detection to progression of the disease. Individuals were examined 
at irregular intervals which varied from case to case. Many cases 
were lost from the study from either death by other causes or from 
not having reached a progressed state by the end of the study. Hence, 
the data consists of overlapping intervals. 
Sometimes the cause of failure can only be determined by destroy­
ing the item. Hence, each item can have only one inspection point. 
In product testing, a unit may need to be destroyed to determine which 
components failed or to measure the strength of a specific component. 
This situation is known as destructive sampling and data of this type 
are called quantal response data. Many clinical studies rely on this 
type of data. For example, the variable of interest in many 
carcinogenicity studies is the time to the occurrence of a tumor which 
is not clinically observable. An autopsy following either the death 
or sacrifice is necessary to determine the presence or absence of a 
tumor. Nelson (1982, Ch. 9) describes parametric maximum likelihood 
17 
methods for.this type of data. The nonparametric maximum likelihood 
estimator of the c.d.f, given by Peto (1973) and Turnbull (1976) can 
be applied to this type of data. 
Doubly censored data arises when the sample items are subject to 
possible left or right censoring, in general, each individual has an 
associated window of observation, which is independent of the 
failure time T^. Within the observation interval there is continuous 
inspection. The data consists of x, = max(min(T.,U, ), L.) and an 
indicator of whether or not the observation is left or right censored 
or exact. This type of censoring is common in medical studies in which 
some patients enter the study late and others are lost due to a change 
of status. Turnbull (1974) cites an example concerning the study of 
learning skills of a group of African children. The time it takes to 
learn a certain skill was the random variable of interest. Each child 
was tested monthly to see if the skill had been learned. Left censor­
ing occurred because some children could perform the task at the very 
first test. Others were still unsuccessful at the end of the study 
resulting in right censoring. Also, since age from birth was measured 
and children entered the study at different ages, not all [L^,U^] were 
equal. Turnbull gives the nonparametric maximum likelihood estimator 
of the c.d.f. for the above situation. 
Any representation for arbitrarily censored data must distinguish 
between exact and interval censored failure times. It is also necessary 
to classify the latter as censored in a finite or semi-infinite interval. 
18 
Define the following notation ; 
P til 
yT = lower limit of observation for the i unit 
y? = upper limit of observation for the i^^ unit 
^i 
th if the i observation is an exact failure time 
(i.e. y^ = y^) 
0 otherwise 
a. 
. th if the i observation is censored into a finite 
0  u  interval (i.e. y^ < y^^ < oo ) 
otherwise 
J . u . th The vector (y\, y^, 6^, a^) is the recorded information for the i 
observation from a sample of n units. A right censored observation 
necessarily has y^ = , 6^^ = 0 and = 0. We may zlso want to 
9  11 include a weighting variable, w^ = # of observations with (y^, y^, 
6^, a^) in common, for convenience. 
2.3. Parametric Models 
Knowledge concerning the shape of the hazard function is helpful 
in choosing an appropriate parametric model for the lifetime distribu­
tion. Most of the common parametric models have hazard functions 
that are monotonie increasing or decreasing or that have a single 
19 
mode. Even when the true hazard function is not monotonie often 
one is only interested in modeling a monotonie portion of the curve. 
Hence, the standard lifetime distributions provide a convenient means 
of estimation. 
The following is a brief description of.some of the most common 
lifetime distributions in terms of their hazard function, in 
particular, the possible shapes of the hazard functions will be noted. 
1, Exponential (9); r(t) =0, 0 > 0 
The exponential model has a constant hazard function and, hence, 
must be restricted to failures which do not depend on their age. 
Despite this restrictive assumption, extensive work has been done 
using this model. Its mathematical simplicity makes it an easy model 
to work with. However, many inferences are sensitive to departures 
from the constant hazard assumption and, hence, goodness-of-fit tests 
should be employed. 
2. weibull (a,3); r(t) = 0/a)(t/a)^ a > o, p > o 
3 is known as the shape parameter since 
P >1 => r(t) is monotone increasing 
< 1 => r(t) is monotone decreasing 
1 => r(t) is constant. 
CX is the scale parameter. 
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3.  Gamma (X.k);  f(t) = (A.(\t )^"'^exp( -A.t) ) /r  (k) ,  k  > 0, A. > 0 
Although there is no closed form for r(t) the shape is monotonie. 
The shape parameter, k, determines the direction of the monotonicity. 
k > 1 => r(t) is increasing with r{0) = 0 and 
lim r(t) - X 
t'+OO 
\ < 1 => r(t) is decreasing with lim r(t) = oo and 
tr*0 
lim r(t) = X 
tr^ oo 
= 1 => r(t) = X. 
2 2 **2 /2 2 2 4. Log Normal (u.g); f(t) = (2no t ) exp(-(log(t/2a ) 
The hazard function is not monotone, rather r{t) has a single 
maximum with r(0) = 0 and lim r(t) = 0, However, when a is large 
t->oo 
the mode is close to the origin and the resulting distribution is 
useful for modeling a decreasing hazard function. 
5. Log-logistic (k,p); r(t) = kt^ ^p'V(l + (tp)^), k>0, p>0 
The log-logistic is similar to the Normal distribution, but has 
the advantage of having an explicit form for r(t). For 
k f> 1 => r(t) has a single maximum, r(0) = 0, lim r{t) = 0 
t->oo 
<1 r(t) is monotone decreasing. 
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6. Rayleigh (a,g): r(t) = a -t- Pt, a>0, 3>0 
r(t) is a linear function with positive slope. When a = 0 this is 
a special case of the Weibull distribution with shape parameter equal 
to one, 
7. Gompertz (g.G): r(t) = exp(a-H0t), -oo<a<oo, - < g < oo 
3 f> 0 => r(t) is monotone increasing 
< < 0 => r(t) is monotone decreasing 
>^=0 => r(t) is constant, 
2.4, Nonparametric Estimation 
Parametric models have the advantage of depending on a small, 
fixed number of parameters and maximum likelihood estimation can be 
performed by a number of available computer packages, Parametric 
models (if correct) permit extrapolation outside the range of data. 
Also, as shown above, these models yield smooth monotonie or unimodal 
hazard functions. When the assumptions of the assumed model are 
violated the resulting inferences can be misleading. Estimators 
can be badly biased and confidence statements may not be accurate, 
Nonparametric estimation procedures, which make no assumptions about 
the underlying distribution, generally yield larger confidence intervals 
than their parametric counterparts. These provide a conservative 
approach that protects one from possibly misleading inferences, 
A nonparametric maximum likelihood estimate is the empirical 
distribution function which maximizes the likelihood over the entire 
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class of distribution functions. The empirical distribution function 
given by Turnbull (1976) is the nonparametric MLE for arbitrarily 
censored and truncated data. Large sample variance estimates can be 
obtained for survival probabilities using the second derivatives of 
the log-likelihood as in Martinich (1984), As an alternative to 
the above MLE over the entire class of distribution functions, we may 
want to restrict the class of distributions to include only those with 
a certain hazard shape. In particular, we consider estimation within 
the class of distributions with increasing hazard functions. This 
class is sometimes referred to as increasing failure rate (IFR) or 
increasing hazard rate (IHR), We use the term increasing in place of 
nondecreasing for convenience but the latter will be implied. In 
Chapter 10, we discuss the extension to decreasing hazard functions 
and limit our present discussion to the IHR case. 
Distributions with monotone hazard functions possess certain 
geometric properties useful in obtaining estimates, Hollander and 
Proschan (1982) give the properties of distributions subject to various 
notions of aging. Barlow et al, (1963) show the following properties 
of IHR and DHR distributions, Define the cumulative hazard function, 
H(t), to be 
t 
H(t) = f r(u)du = - ln(S(t)) , 
0 
If r(t) is increasing (decreasing) then H(t) is convex (concave), hence. 
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S(t) is log concave (convex). If F(0) = 0 and S(x+y)/S(x) is decreas­
ing in X for a fixed y then F is IHR, This implies that the conditional 
probability of successfully completing a mission of fixed time decreases 
with the age of the device. It can also be shown that if r(t) is 
increasing then S(t) is absolutely continuous (except possibly at the 
endpoints of the domain). If is a random variable from an IHR 
distribution for i = 1,...,I then the random variable T = 
also has an IHR distribution. Finally, if T comes from a population 
which is a mixture of DHR distributions then the distribution of T 
is also a DHR. 
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3. THE PIECEWISE EXPONENTIAL MODEL 
3,1, Definition and Notation 
The Piecewise Exponential (PEX) model is characterized by a 
piecewise constant hazard function. Specification of the hazard 
jump points and the value of the hazard function between each jump 
point completely determines the model. Define the following notation; 
Ti < r2 < .•. < - the m hazard jump points 
TQ 5  0  
T"M+1 = " 
[Ti - the i^^ hazard interval 
TH 
r^ - the value of the hazard function in the i hazard 
interval 
r -  =  ( r y T ^ , - - - . r J  .  
Denote the Piecewise Exponential model with hazard jump points 
T, < ... < as PEX (r;r). i m — — 
The hazard function is 
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m+l 
r(t) = 2 r.Ir^ _ .(t) (3.1) 
i=l l^i-l'^i' 
where 
0 otherwise . 
The density of the PEX model is 
f(t; r,r) = expf-r^t)!^^ ^  ^ (t) 
m-H i-1 
•f" E ^  . exp[— 2 ^  . (T^ "T. _2 ) "" T._2)]Ir^ >(t), 
i=2 j=l J ] J ^^i-1' 
(3.2) 
The conditional density of T given failure occurs in the i^^ hazard 
interval is a truncated exponential density. That is 
f(t; r,r|t E [r. )) = r exp[-r (t-r. ,)]/ 
— —'  1—1 X 1  1  X—X 
(1 - exp(-r^(r^-r^_^)). (3.3) 
Thus, the conditional random variable behaves like an exponential 
random variable with mean 1/r^ truncated into the interval 
Let {Pg} be a family of distributions dependent on the parameter 
0 £ 0. This family belongs to an s-parameter exponential family if 
the distributions have densities of the form 
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P (X)  = h(x)exp[ Z n.(0)T.(x) + B(0)] (3.4) 
^ i=l ^ ^ 
with respect to some measure p, (see Lehmann, p. 26 (1983)). The PEX 
distribution can be written as a member of a 2 (m+l)-parameter 
exponential family in the following manner. Let ^2)^2''''*^n 
distributed as iid PEX (r_;r). Define 
and 
1 X-"± 1 
TH 
as the number of failures and the total time on test in the i hazard 
interval, respectively. The joint density of t' = (t^,...,t^) is 
m+l d. 
L(t; r,r) = n r,^exp(- r.TFT. ) 
i=l ^ ^ ^ 
m-l-1 
= exp[ 2 (d.log(r.) - r nr.)] . (3.5) 
I^ L 1 1 11 
Comparison with (3.4) shows that this is a member of a 2(m+l)-parameter 
exponential family. By the factorization theorem (See Lehmann, Theorem 
5.2 (1983)) the vector (d^,d^, ...,, TLT^,HT^,... ) provides 
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a 2 (m-H)-dimensional sufficient statistic for the (m-l-1 )-dimensional 
vector of parameters, r. Note that we assume the jump points, r, 
are known so that we are concerned with the estimation of £ and not 
of the location of the jump points, in other words, our results are 
conditional on the vector of jump points, r. 
3,2. Motivation 
The PEX model presents a flexible method for analyzing lifetime 
data. A step function is used to approximate the underlying hazard 
function. This is particularly useful when little can be assumed 
about the form of the hazard function or when there may be abrupt 
changes or discontinuities in r(t). The degree of approximation can 
be improved by allowing for a greater number of hazard jump points. 
However, this may require more inspection points and larger samples. 
The standard parametric models (see Section 2.3) have smooth 
hazard functions,•yet there may be reasons for r(t) to be discontinuous 
at certain points. Boardman and Colvert (1975) cite an example in 
which time-to-repair is the random variable of interest. Failures in 
the first month are repaired "over the counter." After that but 
before a unit is a year old, repair is done at a regional service 
center. Failures occurring after one year must be sent to the manu­
facturer for repair. In this situation, one would expect discontinuities 
in the hazard function for time-to-repair at the one month and one year 
points. There may also be physical reasons for abrupt changes in 
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r{t). Suppose a unit consists of k components each of which has been 
engineered to have some minimal lifetime. If failure occurs when any­
one of the components fail and if the component failures are independent 
then the overall hazard function is the sum of the k component hazards, 
Boardman and Colvert (1976) analyze data in which one cause of failure 
is due to a pump with an exponential lifetime, A second cause of 
failure is due to the drive gears which generally do not fail from 
wearout until after 450 hours of use. Hence, the overall hazard func­
tion for the time-to-failure of the unit should have an abrupt change 
around 450 hours. 
The PEX model can be modified to incorporate restrictions on the 
shape of r(t). While none of the common parametric families allow for 
a bathtub shaped hazard function, the PEX parameter r_, under appropriate 
order restrictions, can model this situation. Usually, we are interested 
in modeling a monotone hazard function. We will study in detail the 
PEX model with monotone increasing constraints on r, i.e., 
r^ < r < ,., < r The results are easily extended to a monotone 1 — 2 — — m+1 
decreasing hazard function. The details are given in Chapter 10, 
The number and spacings of the hazard jump points should be 
selected according to any physical or practical considerations related 
to the process being modeled. If tlie hazard function is suspected to 
increase rapidly during a certain interval, then the jump points may 
be placed closer together for a better approximation. Likewise a 
slowly increasing hazard function requires fewer jump points. One 
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might be tempted to specify a large number of jumps, thereby reducing 
the level of approximation. However, the resulting parametrization may 
not be identifiable. In general, the greater the number of parameters, 
the greater the number of inspection points needed for an identifiable 
model. The benefits of an increased number of hazard jump points must 
be weighed against the identiflability and increased complexity of 
the resulting PEX model. In any case, identiflability of the model 
must be established before estimation. Section 5,3 gives sufficient 
conditions for identiflability with arbitrarily censored data. 
Due to its similarity with the exponential distribution the PEX 
model has certain mathematical advantages over other parametric 
distributions. In particular, survival probabilities are easy to 
corapute since log(S(t)) is a linear function of the elements of r. 
The parameters, r, are easily interpreted as hazard values. The suf­
ficient statistics for complete or multiply right censored data are 
functions of the familiar total time on test statistics. Total time 
on test in an interval [r^ ^,T\) is sometimes referred to as exposure 
time. Finally, we will show that closed-form maximum likelihood esti­
mates exist for complete or multiply right censored data. 
3,3, The Likelihood 
3.3.1. Arbitrarily censored data 
Z u 
Let (y\, y^, 6^^, a^), i = l,...,n, be a sample of n independent 
arbitrarily censored observations. Recall that 
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and 
6. = I 1 if yf = yj 
0 otherwise 
a i f  y f  • <  <  « o  
lo 
• X " 1 
otherwise . 
Let r(t) be the hazard function of the PEX[r_jr] distribution. Let 
^ ~ ^^ IL'^ I2" • •'^ I,M+L  ^ THAT 
yf 
L'£ =  f  r(u)du 
0 
where 
0 < Sij < r. -
Also, let Y Î  =  ( Y . , , Y . Y .  , , )  be such that 
—1 il i2' x,m+l 
r ^ i II£ = f  n r{u)du if a. = 1 
yf 
0 Otherwise 
where 0 < Y J^ < TJ - . 
The quantity can be interpreted as the known time on test in the 
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hazard interval for the i^^ unit. Also, represents the 
maximum possible additional time on test in the hazard interval 
for the i^^^ unit. This possible addition to the time on test is due 
to the unknown time of failure of the i^^ unit in (y^,y^). 
The log-likelihood contains terms for the following types of 
observations ; 
TYPE T _6_ _AL_ 
1) Exact failures t = yf = y^ 1 0 
J? u 2) Interval censored t e [y\,y^] 0 1 
3) Right censored t > yf 0 0 
The log-likelihood is 
n 
L ( r )  = 2 [ô.log(f(yf)) + a.log(S(yf)-S(y^)) 
i _ l  X 11  11  
+ (L-Ô^^ )^LOG(S(Y )^)} 
n 
I [6 [log{r(y ))-^r] + a. [log(l-exp(-Y?r ) ) - nr] 
i = l  ^  1 - 1 1  - 1 1  
"  J  E {ô.log(r(y )) + a-log(l-exp(-Yl'r ) ) - nr] (3.6) 
i=l ' 11 1 1 
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3.3,2, Multiply right censored data 
For multiply right censored data = 0 for all i = l,..,,n. 
Define 
^4 = z G.Ir ,(y2) j = l,...,m+l 
J i=l 
as,the number of exact failures in Also, define 
n 
HT. = Z j=l,.,.,m-H 
J i=l 
as the total time on test in . The log-likelihood is 
n 
/.(£) = S [6 log(r(yn ) - SJr} 
i=l 
m+1 
= 2 [d log(r ) - nr r } , (3.7) 
i=l ^ ^ ^ ^ 
The derivative of L(r) with respect to r^ is 
ôL/ôr^ = dj/r^ - . (3.8) 
Hence, the maximum likelihood estimates without order restrictions 
on r are 
r^ = dj/TTTj , j = 1, , .. ,m-t-l , 
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A 
Note that = 0 for intervals in which no exact failures were 
A 
observed. Also, r^ is undefined over intervals in which HT^ = 0, 
In Example 4.1, we give the MLE of r subject to r, < r„ < ,.. < r 
— 1 — 2 — — m+l 
3,3,3. Multinomial data 
With a single inspection schedule having m inspection points, 
r. < r- < ... < r , the data consist of the vector d = (dT,d_,,,.,d ,,) 12 m — 1' 2 ' m+1 
where d^ is the number of failures in i = l,.,,,m+l and 
m+1 
n = 2 d. is the total sample size. Assume a PEX model with hazard 
i=l ^ 
jump points coinciding with the inspection points. The log-likelihood 
is 
n 
L(r) = 2 [log(l-exp(-Y'r)) - Pfr} 
i=l ^ ^ 
m 
2 [d log (l-exp(-r [r. -r. _. ])) - r TTT . } 
•  ^ «!• -I» -L -!• «L •la «i» 1=1 
m 
2 {D^LOG(L-EXP(-R [^R -^R _^^ ] ) ) -
i=l 
(3,9) 
where 
M+1 
N .  =  E D .  
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is the number at risk at time The derivative of L(r) with 
respect to r^ is 
•Hence, the maximum likelihood estimate of r^ without order restric­
tions on r_ is 
r. = log(n Vn )/(r.-r. ,) i = l,...,m. (3.10) 
•1. a. •£. J. 
Note that r - is not identifiable in this situation. 
m+1 
Boardman and Colvert (1979) generalize this case by allowing for 
additional inspection points between the hazard jump points, They 
show that if these additional inspection points are equally spaced 
within each hazard interval with possibly different spacings between 
hazard intervals, then closed-form MLE's exist. They give approximate 
closed-form MLE's for the unequal spacings case. We will present 
exact MLE's for the latter case as well as for the case in which 
there are overlapping intervals of observation. Also, our estimates 
do not require each hazard jump point to coincide with an inspection 
point as was required in Boardman and Colvert. 
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4. CONSTRAINED OPTIMIZATION 
4,1, The Nonlinear Programming Problem 
The method of maximum likelihood will be used to obtain estimates 
of the parameters of the PEX{r;r) model for arbitrarily censored 
data. Let Q denote the parameter space for the (m+1) x 1 vector of 
hazard values, r. The maximum likelihood estimation (MLE) problem 
requires finding the value of r that maximizes L(£_) (equation 3,5) 
overall r g f]. The usual method of obtaining MLE's involves deter­
mining the value of r_ that solves the likelihood equations (i.e., the 
first derivatives set equal to zero). The second derivatives are 
then checked to determine whether or not a maximum has been obtained. 
However, in general, the solution to the MLE problem may lie on the 
boundary of the parameter space. Since the likelihood equations 
need not be zero at the MLE another method of obtaining the MLE is 
necessary. 
The MLE problem can be expressed as a nonlinear programming 
problem. Hence, techniques used to solve the latter can be directly 
applied to finding MLEs, Extensive literature exists on nonlinear 
programming and optimization methods. Zangwill (1959) provides a good 
introduction to the area of nonlinear optimization. Gill et al. (1981) 
also present an overview of the subject along with a discussion of 
some of the practical details of implementation that affect the 
performance of the various solution-finding algorithms. 
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The general form of a nonlinear programming (NLP) problem is 
expressed as 
minimize P(x) 
X E]R^ 
subject to: c^(x) > 0 
c^(x) = 0 
i = 1,...,m* 
i = m'-H, ... ,m^. (4.1) 
The objective function F(x) and the constraints c^(x), i = l,...,m^, 
are real-valued scalar functions of the nxl vector x. In general, 
these functions may be linear, nonlinear, smooth or nonsmooth. The 
constraints may be simple bounds, either all equalities or all 
inequalities or they may be absent if x is unconstrained. There are 
a myriad of solution finding algorithms, some quite general and some 
designed to solve a particular class of optimization problems. For 
any problem, it is advantageous to determine any special characteristics 
that allow the problem to be solved more efficiently. 
A function is said to be convex (concave) if its matrix of second 
derivatives (i.e., the Hessian matrix) is positive (negative) semi-
definite over the entire parameter space. A convex programming (CP) 
problem is an optimization problem of the NLP form (4.1) in which the 
objective function is convex, the equality constraints are linear and 
the inequality constraints are concave. Note that a linear function is 
both convex and concave, in Section 4.2, we present a fundamental 
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property of convex programming problems. Namely, we show that any 
solution to a CP problem that satisfies the constraints for a local 
minimum is in fact a global minimum. Furthermore, if the Hessian 
matrix evaluated at the solution point is positive definite, then the 
solution is unique (see Gill et al., Chapter 3 (1981), for further 
details), it is important to note that the Hessian matrix must be 
positive semi-definite over the feasible region (i.e., the set of 
values which satisfy the constraints) to guarantee that the solution 
is a global maximum whereas the uniqueness property depends only on 
the nature of the Hessian at the solution point. Of course, if the 
Hessian is everywhere positive definite, then both results are 
immediate. 
We now state the MLE problem for the PEX model under an increasing 
constraint on r(t). 
maximize L { r )  
subject to: r^ > 0 
r^-r^_^ > 0 l = 2,...,m-nj . (4.2) 
This can be written in terms of the NLP problem (4.1) by setting the 
objective function equal to - [.(£). Also, since the constraints are 
linear the MLE problem is analogous to a CP problem if - i,(r_) is 
convex. In otherwords, if /.(£) is concave then the MLE problem (4,2) 
possesses the previously stated properties of a CP problem. The 
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next theorem states that the log-likelihood (equation 3.5) is concave. 
Theorem 4.1 
The log-likelihood for the PEX(r_;r) distribution with arbitrarily-
censored data is concave for all £ such that > 0, i = 1,2,,.. ,m-l-l. 
Proof 
We need only show that the Hessian matrix of L(£) (equation 3.6) 
is negative semi-definite.for all r with positive elements. Let 
n 
Hence, /.(£) = Z L - (£.) • It is enough to show that /,. (£) is concave for 
i=l ^ ^ 
all i = l,...,n since concavity is preserved under addition. 
The first derivative of L. w.r.t. r is 
L(r) = [ôj_log(r (y^) ) + (l-exp(-Y^r) ) - ^ r] (4.3) 
denote the contribution to the log-likelihood from the i^^ observation. 
ÔZ-I/Ô^K = [(6 
+ AIYJ_J^ EXP(-Y^R)/(L-EXP(-}^ R) ) - (4.4) 
The second derivative of L w.r.t. r^, r^ is 
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if k = X, 6^ = 1 and E 
< - exp(]^r)/(l-exp(Y^r) ) if = 1 
V 0 otherwise . (4.5) 
Let 
H.,r, = 
be the Hessian matrix associated with L^(£). Notice that H^(r) is a 
block diagonal matrix. The form of H^(£) depends on the type of 
th 
observation the i unit takes, Since there are three types of 
observations we have for 
0  u  1) Exact failures - known t. = y'. = y. I L L  
H^(r) - diag(r^ ^[0,-r^) ^^i^' ' ' ' ^m+l^[rj^,oo) ^^i^ ^ (^.6) 
which is negative semi-definite since r^ > 0, i = l,...,m+l. 
Q  U 
2) Interval observâtions-unknown t^ e [y^,y^] 
H (^R) = - AJ^ ]\L [^EXP(Y^R)/(L-EXP(Y2R) )] (4.7) 
= -
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maximize L(r) 
r e H 
m+1 
subject to; c^(r) > 0 i = 1,...,m* 
c^(r) = 0 i = m'+l,,..,m^ J . (4.8) 
First, a solution to (4,8) must satisfy the constraints; such a point 
is called a feasible point. Second, a solution, r_*, must satisfy 
[(r*) > /,(£) for all feasible £ in a neighborhood of r_*, that is it 
must be a local maximum. Finally, we must determine whether or not 
the solution is a global maximum. 
The Kuhn-Tucker theorem (See Theorem 2.14, Zangwill (1969) for a 
rigorous proof) gives necessary conditions for a local maximum. These 
conditions are stated as follows, if £* is a solution to the NLP 
problem (4.8), then the following three conditions must hold: 
(1) r* is a feasible point. 
(2) There exists multipliers > 0, i = l,...,m', and uncon­
strained multipliers i = m'+l,...,m^, such that 
A.iCi(£*) = 0 for i = l,...,m' . 
m 
o 
(3) ôL/ôrJ . + S \.(ôc./âr )I = 0 i = 1,...,m-H . 
- j=l ^ J -
Notice that if c^(£*) > 0, then = 0 for i = l,...,m'. In particular, 
if = 0 for all i = l,..,,m', then the Kuhn-Tucker conditions are 
the usual first order conditions for determining a solution to the 
m 
o 
Lagrangian, L(r) - 2 X.c.(r). We next show why the K-T conditions 
i=m'+l ^ ^  
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where 
^ = Y^[exp(Y^r/2)/(l-exp(Y^r))] . 
In this form H^(r) is easily recognized as being negative semi-
definite for all £. 
Q  
3) Right censored observâtions-unknown t^ > y^ 
H.(r) = 0 (a null matrix) . i — /V 
n 
Therefore, the Hessian of L(r), H(r) = 2 H.(r) is negative semi-
i=l ^ 
definite for all r. Hence, L ( £ )  is concave. • 
4,2, Optimality Conditions 
In the previous section, we showed that the MLE problem can be 
viewed as a nonlinear programming problem and specifically a convex 
programming problem, in this section, we give the theorems for and 
a brief description of the necessary and sufficient conditions for a 
solution to a NLP problem. In particular, we give the Kuhn-Tucker (K 
conditions for a local maximum. An intuitive description of these 
conditions for linear constraints is also presented. 
Before considering a method of solving any MLP problem a clear 
definition of a solution and conditions for identifying a point as 
such must be given. Consider the following NLP problem; 
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are necessary for the case in which the constraints are linear in­
equalities , 
Consider the NLP problem (4.8) in which the constraints are 
linear inequalities. Let a_^ be an (m+1 )-dimensional vector such 
that 
c^(£) = ajr i = l,...,m' , 
Let A be an m * x (m+l) matrix such that 
a' = 
Assume the constraints are not redundant and, hence, the rows of A 
are linearly independent. 
Recall that r* is a local maximum if L(r*) > L(£.) for all 
feasible r_ in a neighborhood of r*. Define the i^^ constraint as 
active if afr* = 0, inactive if a.'r* > 0 and violated if afr* < 0. 
To check the behavior of L(r) in a neighborhood of r* consider a 
slight perturbation from £* in the direction d, say r_* + ed for 
some e > 0. Now r* + ed may or may not be feasible. If the 
constraint is inactive at r^* then a e > 0 ^ £* + ed does not violate 
the constraint for any d. However, if the constraint is 
active at £*, then feasible perturbations are restricted in, every 
neighborhood of r*. In this case, we define two types of perturba­
tions; binding and nonbinding. If d is such that ajd = 0, then d is 
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a binding perturbation since the constraint remains active on 
the line r* -h ad for all a. If d is such that a M > 0 then d is a 
nonbinding perturbation since the constraint is inactive on the 
line £* + ad for a > 0. 
A 
Let t < m' be the number of active constraints at r*« Let A 
be the t rows of A associated with the active constraints, i.e. 
Consider the set of binding perturbations, such that 
^ = 0_. Let Z be a (m-l-l) x (m'-t) matrix whose columns form a basis 
A 
for the vectors orthogonal to the rows of A, There exists a 
A 
(m'-t) X 1 vector d such that £ = 7^ for all £ satisfying ^  = 0. 
Since £ is a binding perturbation we can choose e > 0 small enough 
so that r* - G£ is feasible and the previously inactive constraints 
remain inactive. Consider a Taylor-Series expansion of L(r*) about 
£*-££=£*- eZd for some d and e > 0. 
L(r* - eZd) = l ( r * )  - ed'Z'g{r*) 
— A./'— — (\) 
+ 1/2 E^d'Z'G(r'(4.9) 
where 
£{r*) = and 
G(£') is the Hessian matrix of L(r_) 
evaluated at £', a point along the line joining r_* and r* - e£. 
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If d'Zg(r*) 7^ 0 for any d then a E 3 L(r* - E )^ > L(£*) and r* cannot 
be a local maximum. Therefore, we must have d'Z'2.(£.*) = 0 for all d 
which implies Z'£(r*) = 0. This in turn implies that g(r*) is an 
A 
element of the null space of Z and, hence, 3 g(r*) = A'\ , This 
is equivalent to the third K-T condition which ensures that r* is a 
local maximum along all perturbation which do not change the status 
of the constraints at r*. 
Now, consider nohbinding perturbations, p, such that ^  > 0. 
Consider the Taylor series expansion (4.9) about r* - e£ for such 
a p. If £*2^(r*) < 0 then A G > 0 9 /,(r* -h E£) > L(r*) since G(r') 
is negative semi-definite for r_' close to r_*, Now 
A ^  A 
£*2.(r*) = £'A'X = 2 \^a^£ 
i=l 
for some X by the previous result concerning binding perturbations, 
A 
Since £ is a nonbinding perturbation we have a^£ > 0, i = l,...,t, 
A 
Hence, £'2.(£*) > 0 for all £ $ ^  > 0 only if > 0 for all 
i = l,.,.,t. This gives the second K-T condition namely that the 
multipliers, must be positive for all active inequality constraints. 
For the case of linear inequality constraints we have shown how 
the K-T conditions guarantee L(£*) > L(r_) for all feasible r in a 
neighborhood or r*, These conditions can only identify points that 
are not solutions, that is, they are necessary but not sufficient. 
The following theorem gives sufficient conditions for a global 
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solution to the NLP problem (4,8), 
Theorem 4.2 
In the NLP problem (4,8) with L ( £ )  and c^(r) differentiable, if 
/.(r) and c^(r), i = l,,,,,m^, are concave and if r* satisfies the 
K-T conditions then £* is a global solution. 
Proof 
See Theorem 2,15 Zangwill (1959). 
Theorem 4.2 is useful for identifying a global maximum, but it 
says nothing about the uniqueness of the solution. The next theorem 
gives an additional condition for a unique global maximum. 
Theorem 4,3 
Suppose the conditions of Theorem 4,2 hold. If the Hessian of 
L evaluated at the solution, r*, is negative definite then r* is the 
unique global maximum. 
Proof 
Consider a Taylor series expansion of L  about a feasible point, 
£* ~ ££> for some £ > 0 
/.(£*-££) = L(r*) - ep_'2.(£*) + 1/2 e^P.'G(r')E 
where r' is on the line joining and £* - E£. Now we can choose 
e small enough so that 2.*G(£')£< 0, The K-T conditions guarantee 
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that p'g(r*) > 0 and, hence, the strict inequality, L(£*-££) < L(£*), 
holds. Since any small feasible perturbation from r* causes L(£*) 
to decrease r* must be the unique solution to the NLP problem. 
Since the log-likelihood of the PEX(£,r) model for arbitrarily 
censored data is concave by Theorem 4,1 the solution to the MLE 
problem (4.2) will be a global maximum. Furthermore, if the Hessian 
is negative definite at the solution then it is unique. In maximum 
likelihood estimation a unique solution corresponds to an identifiable 
parameter. In Section 5,3, we give sufficient conditions for a 
negative definite Hessian matrix at a particular point as well as for 
all feasible points, 
4,3. isotonic Regression 
In this section, we look at the class of NLP problems in which 
the constraints impose order restrictions on the parameters. An 
isotonic constraint is one for which the parameters are restricted 
to be either monotone increasing or monotone decreasing. As before 
we restrict our attention to the increasing case and defer discussion 
of the decreasing case until Chapter 10, Barlow, Bartholomew, Bremner, 
and Brunk (1972) give an introduction into the topic of estimation 
under order restrictions, Many of the results in this chapter are 
fron Barlow et al, and will be used later in obtaining order restricted 
estimates of the parameters of the PEX model. 
The usual procedure for determining MLE's under an isotonic 
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constraint is to first compute the unrestricted MLE's, which are 
referred to as the basic estimates. Obviously, if these satisfy the 
isotonic constraints we are done. However, if any of the basic esti­
mates violate the constraint, then an alternative estimator is needed. 
Below we define an isotonic regression function which provides a 
method for obtaining isotonic estimates. The isotonic regression 
function will be shown to solve a large class of problems incompassing 
many order restricted MLE situations. 
Let X = denote a finite ordered index set i,e., 
Xi < X2 < ... < x^. Frequently, X will be a finite set of integers. 
A real valued function f on X is increasing if x, y e X and x < y 
imply f{x) < f(y). Let g be a given function on X and let m be a 
given positive weight function on X. 
Definition 4.1 
An increasing function g* on X is an isotonic regression of g 
with weights co if it solves the following minimization problem 
— 2 
minimize: E (g(x)-f(x)) m(x) 
XEX 
subject to; x^ < x^ < ... < x^ (4.10) 
over the class of increasing functions f. 
Usually in maximum likelihood estimation X = [1,2,...,m] where 
m is the dimension of the vector of parameters, t±ie 
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basic estimates and the weights, i = l,,,,,m, are some function 
of the data dependent on the specific MLE problem, A computational 
formula for the isotonic regression, gf, of g^ with weights 
i = l,.,,,m is given by 
t t 
g* = min max 2 9 m / 2 co (4.11) 
^ t>i s<i r=s r=s ^ 
for the increasing case. • 
The nature of the isotonic regression function can be pictured 
geometrically as follows. For simplicity set X = {l,...,m}. Let 
i i 
G. = 2 g.m. and let W. = 2 m.. The graph of P. = (W.,G.) is called 
1 j^l 3 D 1 i=l ] 3 3 3 
the cumulative sum diagram (CSD). Notice that the slope of the line 
j j 
segment joining P. and P. is the weighted average, 2 9 m / 2 m . 
^ s=i s s s=i ® 
Define the greatest convex minorant (GCM) to be the supremum of all 
convex functions whose graphs lie below the CSD, Geometrically, the 
GCM is m line segments formed by a taut string connecting Pq to P^ 
and lying below all P^, j = l,,..,m-l. The isotonic regression 
function, g|, is the slope of the i^^ line segment of the GCM. 
While the isotonic regression function solves the previous 
weighted least squares problem, Barlow et al. (1972) show that it actually 
solves a much larger class of generalized isotonic regression problems. 
This class is defined as follows. Let $(x) be a convex function that 
is finite on an interval, I, and let ^^x) = d$/dx. If^is undefined 
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at a point then choose any value between the right and left derivative 
so that (p is well defined and finite. Define 
A{u,v) = #(u) - [0(v) + (u-v)(})(v)] (4.12) 
as the difference between $(u) and the line tangent to $(v) evaluated 
at u. Since the tangent line lies below the convex function 4), 
A(u,v) is always positive. 
Theorem 4.4 
If f is isotonic on X and if the range of f is in I then the 
isotonic regression function g* satisfies 
E A(g(x) ,f (x) )a)(x) > 2 A(g(x) ,g*(x) )(D(X) 
xgX xeX 
•h E A(g*(x) ,f ( X )  ) C D ( X )  .  
X£X 
Consequently g* minimizes 
E A(g(x) ,f (X) )a)(x) 
xeX 
in the class of isotonic functions with range I and maximizes 
E [$(f(x)) -h [g(x)-f(x)](f,(f(x))]m(x) . 
X E X  
The isotonic regression function, g*, is unique if 0 is strictly 
convex, 
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Proof 
See Theorem 1.10, Barlow et al, (1972), p. 41, 
2 Notice that if $(u) = u , then 
2 2 2 A(u,v) = u - V - (u-v)2v = (u-v) , 
Hence, g* solves the previous weighted least square problem (4,10), 
The following corollary gives some properties of the isotonic regres­
sion function. 
Corollary 4.1 
Let ip^,,.. be arbitrary real valued functions and let 
hi,,..,hm be isotonic functions on X. Then, g* minimizes 
S A[g{x),f ( X )]a>(x) 
xeX 
in the class of isotonic functions f with range I satisfying any or 
all of the side conditions 
2 [g(x)-f ( X )  (f ( X )  )m(x) =0 j = l,...,p 
xeX ^ 
Z f(x)h (x)m(x) > E g(x)h (x)m(x) j = l,.,,,m. 
xeX ^ xeX ^ 
Proof 
See Barlow et al, (1972), p, 42. 
51 
In particular, we note that g* satisfies 
2 [g(x)-g*(x)]to(x) = 0 
xgX 
and 
2 g*(x)(D(x) > L g(x)m(x) , 
xgX xeX 
The following example shows how the isotonic regression function 
provides MLE's for the PEX[£;r] model under order restrictions with 
multiply right censored data. 
Example 4.1 
The log-likelihood for the PEXCrjr] model with multiply right 
censored data was given by equation (3.7) as 
m-H 
L(r) = E [d. log(r. ) - irr.r, } . 
i=l ^ ^ ^ ^ 
We want to determine the MLE of r_ subject to 
0 < < ^ 2 < ... < 
Consider the convex function 0(u) = u log(u) and its derivative 
(})(u) = d$/du = 1-1- log(u). Then, 
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A(u,v) = u log(u) - V log(v) - (u-v)(l + log(v)) 
= u log(u) - u log(v) - (u-v) 
from equation (4.12). Theorem 4.4 states that the isotonic regression 
function, g*, maximizes 
- 2 A(g(x),f (x)):D(x) 
X  
= - 2{g(x)log(g(x) ) - g(x )log (f (x) ) - (g(x)-f (x) )]co(x) 
X 
over the class of isotonic functions f. By removing the terms that do 
not depend on f we notice that g* also maximizes 
i:[g(x)log(f ( X )  ) - f(x)}co(x) (4.13) 
X  
over isotonic f. 
Letting X = {l, 2, . . . ,m+l}, g^ = d^/HT^, = HT^ and f^ = r^ we 
can write 
m+1 
L(r) = 2 {(d./HT. )log(r^) -
i=l 
m+1 
= Z [g log(f ) - f ]m. 
i=l ^ 
which has the form of equation (4,13). Hence, the restricted MLE 
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problem is solved by the isotonic regression of with weights 
Notice that g^ = d^/TIT^ is the unrestricted MLE of r^, i.e. the 
basic estimator of r^. Using the computational formula (4,11) for 
g* we have 
t t 
g* = min max S d / 2 HT (4.14) 
^ t>i s<i r=s ^ r=s ^ 
for the increasing case. • 
The isotonic regression solves another class of problems. Con­
sider the case in which the random variable Y given X has a distribu­
tion belonging to a one parameter exponential family. The problem is 
to estimate the regression function (i(x) = E[Y[X = x] when it is 
known to be isotonic and when each conditional distribution is sampled. 
The following theorem gives the MLE of jj, when the conditional densities 
have the form 
f(yj0jh) =exp[((i)(9) + (y-0 )())(0 ) )h] (4,15) 
v/ith respect to some measure Vj^(dy) independent of 0 where 0 is strictly 
convex, (J)(x) = d$/dx (as before if (P is undefined at a point then 
choose any value between the right and left derivative), 0 ranges over 
an interval, I, and h is positive. 
Theorem 4,5 
Let X be a finite ordered index set. For each x e X, let the 
conditional distribution of Y given X = x have density of form (4,15) 
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with 0  = |i(x) = E [ Y | X  = x] and with h = aX(x) where A.(x) is a known 
positive number for each x and a is a possibly unknown positive number. 
Let independent randan samples be taken from each of the conditional 
distributions, with sizes m(x) > 0, x e X. Then, the maximum likeli­
hood estimate of p,, given that p, is isotonic, is furnished uniquely 
by the isotonic regression of the sample means, with weights 
m(x) = X(x)m(x), x e X. 
Proof 
See Barlow et al. (1972), Theorem 2.12, p. 93. 
When X = [l,2,...,m} then a formula for the isotonic regression, 
g*, of g^ with weights was given by formula (4.11), but an algorithm 
for computing g* has not yet been given. The isotonic regression 
partitions the index set, X, into level sets on which g* is constant. 
These level sets are called blocks. The value of g* in a block is 
just the weighted average of the g^ within the block. Several 
algorithms are available for computing g*. Two such algorithms are 
described below. The first is useful in gaining insight into the 
nature of g* while the second provides a more efficient computational 
method. 
The first algorithm is commonly called the "pool-adjacent-
violators" algorithm, i.e. Barlow et al. (1972). The initial blocks 
are just the individual points in X. If g(x^) < g^Xg) < •«• < g(x^), 
then the initial estimate is the final estimate. If there is a 
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violator pair then take a weighted average of the values in the two 
blocks. The associated x values now form one block. This completes 
a step in the algorithm. After each step the averaged values 
associated with the blocks are examined and the cycle is repeated if 
a violator is encountered. When more than one violator is encountered 
within a step, then it is necessary to choose which pair of violators 
to pool first. We note that the final estimator is independent of the 
order in which violators are pooled. The algorithm stops after at 
most m-1 steps, where m is the number of elements in X, 
Wu (1982) gives an algorithm that allows for the pooling of more 
than one violator during each cycle. This is a more efficient version 
of the "pool-adjacent-violators" algorithm and usually converges with 
fewer (never more) iterations. Again the initial blocks are the 
individual points of X and the initial estimate is g. Examine the 
current estimate and partition the index set, X, into blocks, B, such 
that any two consecutive indices in B correspond to either a violator 
or an equal pair of estimates. The two extreme indices in B are related 
to their neighboring indices outside B by being such that the corresponding 
estimates do not violate the constraint and are not equal. Update the 
estimates by computing a weighted average of the values within each 
block. Examine the current estimate and repeat the cycle if violators 
are encountered. 
56 
5. MAXIMUM LIKELIHOOD ESTIMATION 
The method of maximum likelihood is used to obtain the estimates 
of the parameters of the PEX[r;r] model for arbitrarily censored data, 
in general, only multiply right censored data and nonoverlapping 
grouped data have closed-form estimators. Order restrictions on the 
hazard vector, £, further complicates the estimation. The above 
difficulties are overcome by employing the EM algorithm to obtain the 
estimates. The algorithm is shown to converge to the maximum likelihood 
solution for arbitrarily censored data with possible order restrictions 
on the hazard function. It is possible for the estimator to be non-
identifiable due to an over-parameterized model. In this case, the 
estimator still maximizes the likelihood but the value of the estimates 
depends on the starting values of the algorithm. Sufficient conditions 
for an identifiable model (and hence, a unique solution) are given, 
5.1. Closed-Form Estimators 
Boardman and Colvert (1976) give the MLE for the PEX model when 
the data are either exact or singly Type I censored. They do not 
address the isotonic situation, although it is a simple extension of 
their results. The log-likelihood for multiply right censored data 
was derived in Section 3,3,2. From equation (3.7) we have 
m+1 
L ( r )  = 2 {d log(r ) - HT r } 
i=l 
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where and HT^ represent the number of observed failures and the 
total time on test in * respectively. Notice that if the 
last observation is an observed failure occurring at r ,  then the 
log-likelihood is unbounded. In this situation we have 
m 
L ( r )  = 2 [dUlog(r^) - HT^r^} + (Vl-1 ^ (5.1) 
i=l 
which tends to infinity as r ,, -*oo and, hence, the true MLE does 
m-H 
not exist. This might occur if the hazard jump points are chosen to 
coincide with the exact failure times and the last observation is an 
exact failure. The usual solution for this situation is to set 
r = 00 and then maximize the log-likelihood (5.1) without the final 
rriTl 
term. Marshall and Proschan (1965) and Barlow et al. (1972) adopt 
this approach. Although the resulting estimator is not truly a 
maximum likelihood estimator, Marshall and Proschan (1965) show that 
A  A  
it can be viewed as the limit of the sequence {r(M)J, where £(M) is 
the true MLE under the additional constraint that r(t) < M, V t. Then, 
A  A  
r_(M) -> r as M -+00 , An alternative solution to the above problem is 
simply to define the hazard function to be constant on (T\_^,T^] 
instead of [r^ ^, T^^ ). However, the resulting estimator is no longer 
the nonparametric MLE for an increasing hazard function in the sense 
of Padgett and Wei (1980). 
The maximum likelihood estimators (assuming a bounded likelihood) 
have closed-form solutions, without order restrictions on r the 
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A  
MLE's, r, are 
= d^/TTT^ i = 1, . . . ,m+l , 
The MLE of r subject to an increasing constraint, £, was shown in 
A  
Example 4.1 to be equal to the isotonic regression of r^ with weights 
for i = l,...,m-l-l. That is 
^  A  ^  
min max 2 r TO? / S HT IT JC IT t>i s<i r=s r=s 
t t 
= min max E d / 2 HT . (5,2) 
t>i s<i r=s ^ r=s 
In Section 3,3.3, we gave the closed-form MLE of the unconstrained 
£ for data arising from a single point inspection schedule. The MLE 
of £ under an increasing constraint does not have a closed-form solu-
A  
tion if the inspection points are not equally spaced. Let r denote 
the unconstrained MLE and let ^ ), i = 1,... ,m, denote the 
length of the i^ inspection interval. Again we assume the hazard 
jump points coincide with the inspection intervals. To compute the 
A  
constrained MLE, we first compute £ and check for violators. If 
A  A  A  
r. - > r. for some i then set r. , = r. and replace r. by the value 1-1 X 1-1 1 1 
of r. which solves 
1 
d a .  /(exp(4 r.)-l) + d.X./(exp(X.r )-l) - n. Z .  - n X  =  0 .  L - I  1 — X  X — X  X  I X  X X  X — I  X — 1  X  X  
(5,3) 
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Numerical methods are necessary if 9^ 2^. In the next section, 
we show how an application of the EM algorithm can be used to obtain 
the constrained MLE, 
With equally spaced inspection points a closed form solution 
exists. When equation (5.3) becomes 
(di_i+di)/(exp(Xiri)-l) - - n^ = 0 . (5.4) 
The solution is readily found to be 
= log( (n^_2-l-n^__^)/(n^_^+n^) )/ij^ . (5.5) 
The constrained MLE is obtained by continuing this reaveraging process 
until no further violators exist. 
The case with equal spacings can be formulated as an isotonic 
regression problem. Define 
q\ = 1 - S(r^)/S(r^_^) = 1 - exp(-Xr^) (5.5) 
where £ is the length of all inspection intervals. The restriction 
r^ < r^ < ,,, < r^^^ implies the corresponding restriction 
q^ < q2 < . . . < q^ —9^ +1 ~ problem of maximizing JL (r) subject 
to an increasing £ is equivalent to the ML estimation of ordered 
binomial parameters (Examples 2,7 and 2,10 in Barlow et al, (1972)), 
Let y^ be a random variable denoting the number of failures in 
[r^_^,r^) from a sample of n units. The conditional distribution of 
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y. given survival up to is binomial (n^_^,q^). In the absence 
A  
of order restrictions, the MLE of is = y\/n^_^. An application 
of Theorem 4,4 gives the MLE of the ordered q\'5 as the isotonic 
A  A  
regression of q^ with weights i = l,..,,m and q^^^ = 1, The 
corresponding order restricted MLE of £ is obtained by the transforma­
tion 
r^ = - [log(l-q^)]/i . 
5,2. The EI4 Algorithm 
5,2,1, Definition and notation ^ 
The EM algorithm provides a broadly applicable method for computing 
MLE's frcm incomplete data. Dempster et al, (1977) introduce the EM 
algorithm in its general form although the essential ideas have been 
presented under other names by several authors (see Dempster et al, 
for a detailed account). In particular, Orchard and Woodbury's (1972) 
missing information principle provides a similar framework for 
analyzing incomplete data. Hartley and Hocking (1971) discuss four 
classes of incomplete data and show how a version of the EM algorithm 
solves the MLE problem in each case, Sundberg (1974) extends the 
algorithm to cover ML estimation of incomplete data from any exponential 
family. The idea of self-consistency given by Efron (1967) is 
equivalent to the EM algorithm, Dempster et al, describes the general 
underlying principle of the algorithm, presents some of its theoretical 
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properties and gives a wide range of applications. 
Each iteration of the EM algorithm consists of two basic steps; 
the E-step and the M-step, The algorithm usually consists of the 
following procedure; 
1. Obtain an initial estimate of the parameter, 0_°. 
2. E-step: Compute the conditional expected value of the 
complete data given the current estimate of the parameter, 
k 0_ , and the observed data. 
3. M-step; Treat the estimated complete data as observed and 
k+1 
obtain a new estimate of the parameter, 0_ 
4. Check the convergence criterion and return to 2. if the 
criterion is not met. 
Any computational algorithm must be judged by its convergence 
properties, ease of implementation and ability to handle a large 
number of parameters. Although the EM algorithm generally needs many 
iterations to converge, each iteration is fast and cheap if the M-step 
is easy to compute. The EM algorithm is most useful when the M-step 
has closed-form solutions. A standard statistical package may be 
used to compute the estimates in the M-step, thus saving on programming 
t.ijme. For some problems, the EM algorithm has been shown to be 
insensitive to the starting values. Conditions for convergence can 
be given and, as we show in Section 5,2.2, the algorithm will converge 
to solutions which may be on the boundary of the parameter space under 
certain conditions. Frequently, each iteration does not require 
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extensive memory, making the algorithm especially attractive to those 
with free access to a small computer. 
While the Newton-Raphson (N.R,) algorithm generally requires fewer 
iterations to converge, it has a number of drawbacks. Each iteration 
requires the inversion of a Icxk matrix where k is the number of 
parameters. Hence, if k is large each iteration may be slow and 
expensive. It's convergence may be sensitive to the starting values. 
Since ordinary Newton-Raphson is used to solve the likelihood equations, 
it is inappropriate for solutions that lie on the boundary. Although 
N.R. can be adapted to boundary problems, (see, for instance, Gill 
et al. (1981)) it is generally cumbersome, especially with a large 
number of parameters, 
The PEX model may have a large number of parameters and the MLE 
may lie on the boundary when £ is constrained to be increasing. Hence, 
the EM-algorithm provides an acceptable method of estimation. Before 
we describe the EM algorithm for estimating the parameters of the 
PEX [rjr] model with arbitrarily censored data, we give some general 
notation which will be used later in proving the convergence of the 
algorithm. 
Define two sample spaces X and / as the complete data space and 
the incomplete data space, respectively. Let y(x) denote a many-to-
one mapping from X to /. Instead of observing an x e X, we observe 
the incomplete data y = y(x) e y. Let X(y) = [x e X[y(x) = y} for 
y s y. All that is known about the ccanplete data x is that it lies 
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in X(y), Let the density of x be f(x|0) for 0 e 0, then the density 
of y is given by 
g(y|9) = f  f(x|0)dx. (5.7) 
X(y) 
The general idea behind the E-step is that since it is usually easier 
to maximize log[f(x|0)] over 9 p Q 'than log(g(y|0)), we replace 
log[f(X10)] with its conditional expectation given y and the current 
estimate of 0, 0^. The updated parameter estimate, 0^"*"^, is then 
obtained by maximizing E[log(f(x|0))|y,0^] over 0 e 0. 
Define the conditional density of x given y and 0 as k{x)y,0). 
Define 
Q(0'|0) = E{log f(x|0')l y,0} (5.8) 
and 
H(0'|0) = E[log k(x|y,0•)|y,0} . (5.9) 
This allows us to write the log-likelihood for the incomplete data as 
L(0'|y) E log(g(y|0')) 
= 2(0'|0) - H(0'|0) . (5.10) 
An iteration of the EM algorithm is defined as the map 
M; 0^ -> £ M(9^) where 0^ is the estimate of 0 after p iterations. 
The map, M, is obtained as follows ; 
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E-step; Determine Q(0(9^). When log(f(x(0)) is a linear func­
tion of the data then 
0(0l&P) = log f(E[x|y,0P]|0) 
M-step: Choose 0^ to be any value of 0 e 0 that maximizes 
Q(0|0^). 
Given a starting value, 0°, the iterations continue until the conver­
gence criterion is met. Possible convergence criteria are 
1. max)0? - 0?'"^| < c 
i ^ 
2. I:|0? - 0^^! < c 
i 
3. |L(0^|y) - L(0^'^^|y) I < c 
for some constant c. 
In order to determine the EM algorithm for a particular problem 
we must first specify the complete-data space. Recall that the EM 
algorithm is most useful when the complete-data MLE's are easy to 
compute. In Section 5.1, we saw that closed-form solutions exist 
for multiply right censored data. Hence, this case will be referred 
to as "complete-data," Formally, a "complete" observation is 
represented as the pair where x^ is either an exact failure 
time or a right censored time and 6^ is 1 if x^ is a failure time 
and 0 otherwise. Recall from Section 2.2 that, in general, an 
£ u incomplete observation is represented by the vector = (y^,y^,). 
Notice that the i^^ observation is complete whenever = 0. 
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The E-step consists of determining 
Q(r*|r) = E[log(f (x|r') 
where log(f(x|£*)) is the complete-data log-likelihood and ^ 
represents the incomplete data. In Section 4,4.1, the log-likelihood 
for the complete data was given as 
m+l 
L(r) = 2 [d log(r ) - nr.r.} 
•j=l J ^ ] ] 
where 
d_. = number of exact failures in [r^ 
and 
n 
HT^ = the total time on test in 
where 
n 
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Therefore, 
Q(r' (r) = E [ L ( £ '  )  l z . > £ J  
m+1 
E[ E d.log(r') - HT .r' |Y_,r] 
j=l ^ ^ J 
m+1 
j=l 
Z [E(d. |Y.,£)log(r') - E[HT . |]^,r]r • } . 
— 1 J J J J 
(5.11) 
We see that since L(r_) is a linear function of the 2 (m+1) x 1 vector 
(d,m)' = ™l'"''™m+l)' 2(r'|r) is obtained by 
substituting E [ (d,2T) |^,r ] for (d, W) into L (r ). Hence, we need only 
compute E[d^|^,r] and EEHT^I^jr] for i = l,...,m+l. 
We have that 
n 
n  
Z  ( ô j _ - H x ^ ) P [ - \ e  [ r j _ j L , r j )  | i i ^ , r ]  
i—1 
2 (ô.-ia. )P[T e [r. T,r.) D [yf,y"] |r] 
i=l J""-^ J X a. 
/ P[T £ [y^,y^]|r] 
n 
Z Ed..(r) 
i=l -
(5.12) 
67 
where Ed. . (r) represents the conditional expected number of failures 
^ D 
in the hazard interval from the i^^ observation excluding possible 
failures of right censored observations. Letting 
and 
u . , u. 
= min(rj,yj_) 
we can write Ed..(£) as 
Ea.^(r) = 0 if = 0 
or > Tj 
if (6^ = 1 or (x^ = 1) 
and cr 
[Sfe^jlr) - S(e^j|r)]/[S(y^|r) 
if (6^ = 1 or = 1) 
V and (Tj_2 < yf < Tj or < y^ < T^ ) . 
S(y"|r)] 
(5.13) 
For a complete observation, (x^,ôjj^), the time on test in the 
68 
hazard interval is the amount of time the item was alive and 
uncensored in that interval. Define this quantity as 
^  ( X  ) = min(T.,x ) - min(T,x ) 
1J i J X J ""X X 
^0 if X, < r. , 
1 - 3-1 
{ (%i-^j_i) •^j-i ^i ^  
^i - ' 
(5.14) 
Taking conditional expectations we obtain 
'(ij(yf) if yf>T. or y;< or a^p^l 
't^i-^j>lMZi»£k i-j.l < r . \ x ^ , r ]  
if ( r. -, < yf < r. or r. , < y" < r.) and a- =1. (5.15) j-i 1 J 1 
Now E[T|y^, £, Tj 2 < T < Tj] is the expected time of failure given the 
p  u 
item fails in the interval [rT.) D [y.,y.]. This interval is 
D D 11 
either null or contained in the hazard interval. For nonnull 
intervals write 
n [yf,yV] = [max(Tj_^,y^), min(rj,y^)] 
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The hazard function is equal to r^ over this interval. The random 
variable (T-ev.) given Tel.. has an exponential distribution with 
u  9  hazard rate r. truncated into [0,e..-e..], Thus, the density of T J  1 3 1 3  
given T e is given by 
f(t|T e I..,r) = [ f(t|r)/{S(ef.) - S(e".)) for t e I. . ij J Ij J.J IJ 
otherwise 
'^rjexp(-(t-e^j )rj)/[l 
V .  0 
exp(-(e^.-ef )r )] 
•^J J J 
for t e 
otherwise . 
The corresponding conditional expectation is 
u 
E [ T [ T  E  f  tf(t(T e I_,r)dt 
^ij 
u 
r exp(e:^ r )/ t exp(-tr )dt/(l 
J ^ J  J  J  
ij 
exp(-(e".-ef )r )) J  J  J  
[(ef.r -l-l) - (elj'.r +l)exp(-(e" -ef )r )] 
-LJ J M J  J  ± J  ± J  J  
/ [r (l-exp(-(ef -e':' )r ))] . (5.16) J  I J  J  
The expected total time on test in the hazard interval is 
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n 
This completes the E-step. 
The M-step consists of choosing the value of r that maximizes 
Q(£|r^) where is the value of the parameter after p iterations. 
This is accomplished by treating the expected values of the sufficient 
statistics, E[dj|;^,r^] and E [HT^ |;i^,r^], j = l,...,m-l-l, as the observed 
P*l"l data and obtaining the updated as in Section 5,1 for multiply 
right censored data depending on whether or not £ is constrained to be 
increasing. 
5,2,2. Convergence properties 
The EM algorithm generates a sequence of values [0^} dependent on 
the starting value, 0°. In this section, we study the nature of the 
sequence {0^}. We first ask whether or not [0^] converges to some 0* 
which may depend on 0°. Secondly, given that the sequence converges, 
does it maximize the likelihood function over the entire parameter 
space? Thirdly, assuming that 0* is an MLE, is it unique and, hence, 
independent of the starting value? We apply the first two questions 
above to any maximum likelihood problem and extend previous EM 
convergence results of Dempster et al. (1977) and Wu (1983) to the case 
in which the MLE may lie on tlie boundary. Finally, we give a set of 
sufficient conditions for a unique solution and apply these to the PEX 
model, 
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Although the EM algorithm is generally straightforward to write 
down, proof of its convergence may not be. We consider the ML estima­
tion of 0 £ 0 where L(9) represents the log-likelihood function. Let 
[0^} be a sequence of EM iterates generated as outlined in Section 
5.2,1. Theorem 2 of Dempster et al, (1977) gives conditions for which 
the sequence {0^} converges to some 0* in the closure of 0. However, 
Wu (1983) notes an error in the proof which casts doubt on the validity 
of the theorem. Wu studies the nature of the limit of the two sequences 
{].(0^)} and {0^}. His convergence results require the solution to be 
a point in the interior of the parameter space and, therefore, are 
inappropriate when the MLE lies on the boundary. Recall that the 
isotonic MLE lies on the boundary whenever there are violators in the 
unconstrained MLE. This section provides an alternative proof of 
convergence when the MLE lies on the boundary. 
A useful property of the EM algorithm is the monotonicity of the 
sequence {L(0^)}. The following lemma will be used in later convergence 
theorems. 
Lemma 5.1 (Theorem 1 of Dempster et al. (1977)) 
Let the mapping 0^ -»• 0^^^ = M(0^) denote an iteration of the EM 
algorithm for 0^ e Q, p = 1,2,.... Then, 
L(M(0)) > Lie) ¥060 
with equality holding if and only if 
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Q(M(0)(0) = Q(0|9) 
and 
k(x|y,M(0)) = k(x|y,0) 
almost everywhere, 
Proof 
From equation (5.10)- we have 
L(M(0)) - L(0) = {2(M(0)|0) - 8(0|0)] + [H(0|0) - H(M(0)|0)}. 
(5.17) 
Since M(0) maximizes Q(0'|0) over 0' e 0, the difference in the Q 
functions is positive. An application of Jensen's inequality (see 
(le.5,5) and (le.6.5) of Rao (1973)) gives 
H(M(0)|0) < H(0|0) 
with equality holding if and only if 
k(x|y,M(0)) = k(x|y,0) 
almost everywhere. H 
If L  is bounded, then Lemma 5,1 implies that {L(0^)} converges 
to some L*, 
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Definition 5.1 
A solution set F is the set of points that solve the MLE problem. 
That is, 
r = [0|0 maximizes L ( ' )  over 0} , 
For 0 ' ^ r and 0 e I' we have that 
L(e') < L(0) . 
Note that a solution set may consist of just one point or a possibly 
infinite set of points, in the former case, we say the parameter is 
identifiable v^ile in the latter it is nonidentifiable. 
Definition 5.2 
A point-to-set map on 0 is a map M from points of 0 to subsets 
of 0. A point-to-point map on 0 maps a point in G to some point in 
0. 
Definition 5.3 
A map, M, is closed at x if -> x, x^ e 0 and y^ -+ y, y^^ e M(x^), 
imply y e M(x). If M is a continuous point-to-point map tlien M is 
closed at x. A map is closed if it is closed at each point where it 
is defined. 
If M is closed at x then the limit point, y, lies in M(x). There­
fore, if M is a point,to set map, then all possible convergent 
sequences [y^J generated by y^ e M(Xj^) converge to a point in M(x), 
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Theorem 5.1 
Let a map, M, and a solution set, F, be given. Let be a 
sequence generated by £ M(x^). Assume 
(i) all x^ are contained in a ccmpact set S e 0, 
(ii) M is closed over the complement of F, 
(iii) there is a continuous function i on Q such that 
(a) if X ^ r then L ( y )  >  L ( x )  V  y  e  M(x) 
(b) if X e -r then L(y) > L{x) ¥ y s M(x) , 
Then, all limit points of [x^J are in the solution set, F, and L(x^) 
converges monotonically to a L(x) for some x £ F. 
Proof 
See Zangwill (1969), Convergence Theorem A, p. 91. 
This theorem is quite general and has been used to prove conver­
gence of numerous optimization algorithms. Condition (i) insures that 
the subsequence will not diverge to infinity. Note that the parameter 
space 0 need not be compact, just the points generated by the map M, 
as is usually the case in practice. Condition (ii) is necessary to 
avoid discontinuities that may cause nonconvergence. in general, this 
condition may be the most difficult to verify. Condition (iii) 
requires the algorithm to improve in some sense at each iteration. 
The inequality in (iii)(b) may hold since in practice we work with 
finite precision and the stopping rule will depend on the specified 
level of precision. 
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The next theorem proves the convergence of the EM algorithm to 
the MLE when the MLE may lie on the boundary. We consider the 
following MLE problem. 
maximize L (r_| Y.) 
r e 
subject to c^(£) >0 i = l,..,,m° (5.18) 
where y. represents the observed data, r is the (m-H) x 1 vector of 
parameters and /-(£|^) is the log-likelihood function. Define the 
solution set, F, to be 
r = [rsatisfies the Kuhn-Tucker Conditions for 
a local maximum} . (5.19) 
Let Df(x*) denote vector of first derivatives of f(x) evaluated 
at X*, i.e. DL(r*) = OL/ôr^ ,. . ., ) ! ^.^ . 
EM Convergence Theorem 5.2 
Let M be the map of one EM iteration for the MLE problem (5,18). 
Let {r^} be a sequence generated by e M(£^). Assume that M is 
a closed point-to-set map and r_^ e S c: 0 where S is a compact set. 
Then, the limit points of are in the solution set F (5.19). 
Proof 
Since conditions (i) and (ii) of Theorem 5.1 hold by assumption 
we need only verify condition (iii). 
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If r* e r the K-T conditions hold. That is 
(1) r* is feasible, 
(2) 3 > 0 3 A.^c^(r*) =0 i = 1, ... ,m°, 
o 
m 
(3) DL(r*) -h E \ .Dc. (£*) = 0 . 
j=l ^ ^ 
Consider a feasible r ^ F, We must show that L(r') > L(£) V £' e M(£), 
R e c a l l  f r o m  ( 5 . 1 7 )  t h a t  L ( r  '  )  -  L ( £ )  =  [ Q ( £ ' l £ )  -  Q ( £ | £ . ) }  +  
[H(£[£) - H(£'|£)}. An application of Jensen's Inequality gives 
H(£|£) - H(£'|£) >0, V r', with equality if and only if 
almost everywhere. Hence, DH(£|£) = 0 and 
DL(£) = D2(£|£) - DH(£[£) 
= DQ(£|£) . 
The third K-T condition can be written as 
o 
m 
DQ(£|£) + E X.(Dc (£)) = 0 . 
j=l ^ J 
Since r is not a solution there does not exist > 0 satisfying 
conditions (2) and (3). This implies that £ does not maximize 
Q(£l£) subject to the constraints. Hence, Q(£']£) > Q(r|r) and 
/.(£') is strictly greater than L(£) by (5.17) for all feasible 
£ (J: p. Likewise, if £ e F then £ satisfies the K-T conditions for 
the problem of maximizing L(£°) subject to the constraints as well 
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as for the problem of maximizing Q(r°|r) subject to the same set of 
constraints. Hence, condition (iii) of Theorem 5.1 is satisfied, • 
The above theorem extends the convergence theorem of Wu (1983) 
to cover situations in which the solution to the MLE problem may be 
on the boundary of the parameter space. The condition that M be a 
closed map is met if Q(r_'|r_) is continuous in both r' and r^. This 
condition is very weak and is satisfied in most practical situations. 
Frequently, in practice, M is a point-to-point map. In this case, 
continuity of M implies that M is closed. 
We now verify the conditions of Theorem 5.2 when the map, M, 
is the EM iteration described in Section 5.2 for the PEX distribution 
for arbitrarily censored data. In this case, M is a point-to-point 
continuous map. It is possible for the solution r* to have r* = oo for 
— i 
certain i and, hence, S may not be a compact set. However, Theorem 
5.3 will show how to detect this situation before estimation begins. 
By setting those values before estimation, the resulting parameter 
vector will have a smaller dimension than the original but the set S 
will be compact. 
The following example illustrates a situation in which the MLE 
A . A 
r IS such that r^ = oo for certain i and, hence, the corresponding EM 
algorithm will not converge. 
Example 5.1 
Consider a PEX distribution with three hazard jump points occurring 
at times 10, 20 and 30. The data are given as follows; 
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i yf 
u 
^i &i °^ i 
1 
-
5 5 1 0 
2 7 7 1 0 
3 15 15 1 0 
4 19 19 • 0 0 • 
5 22 24 0 1 
5 26 32 0 1 
4-dimensional vectors ^  and Y. are listed 
—1 
below. 
i 
4 
1 (5,0,0,0) 0 
2 (7,0,0,0) 0 
3 (10,5,0,0) 0 
4 (10,9,0,0) 0 
5 (10,10,2,0) (0,0,2,0) 
6 (10,10,5,0) (0,0,4,2) 
log-likelihood is 
6 
t-(r) = Z Côj,log(r (y^)) + a^log ( l-exp(-;^r ) ) -
i=l 
= {2 log(r^) + logfCg) + log(l-exp(-2r^)) 
+ log(l-exp(-4r^-2r^)) - 52r^ - 34^2 - Sr^]. 
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Notice that appears only in the term log(l-exp(-4r^-2r^)) which 
is maximized if r^ =00, This results in the probability of surviving 
past Tg given survival up to being zero since for t > 
S(t)/S(T3) = exp(-(t-r3)r^) 
A 
= 0 when r^ = 00 , 
If r^ 5^ 00, then the estimated distribution will have support on the finite 
interval [0,%^] with a possible mass of probability at r^. Notice also 
that if r^ =00, then L(£) = -co and if r^ = 00 for either i = 1 or 2, 
then L(r_) has an indeterminant form. Setting = 00 before maximizing 
L(r) is equivalent to reducing the interval of support of the estimated 
distribution to [0,?^]. However, the resulting estimates will necessary 
be finite. The next theorem formalizes this result. 
Theorem 5.3 
Let y = max y. and determine m* to be such that 
max . 1 1 
-£ 
^m* ^  ^max — ^ m*+l' 
The upper limit of support for the maximum likelihood estimate of 
the PEX model is r *.n. 
m*-rl 
Proof 
Without loss of generality assume the parameter vector r_ is 
identifiable. The log-likelihood function is 
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L(rlx.) = Z {ô^log(r(y^) ) -1-a^log(l-exp(-Y^r) ) - ^ r} 
i=l 
Since Y.'r > 0 for any r e Q we have log(l-exp-Y?r) ) < 0 with 
equality holding if and only if Y'£ = °o. If = 0 Vi then 
XJ 
r. only appears in the terms oc.-log(l-exp(-Y?r_) ) for i 3 Y . 5^ 0 j j- ^ 
or in 6j^log(r (y^ ) ) for i $ r(y^) = r^. These terms are maximized by 
r j = 00 , Now = 0 Vi if j>m*+l. Since r ^ = 00 implies 
S(r. , + 0) = 0 we have 
D-1 
S(t) f > 0 for t < 
= 0 for t > . 
Therefore, the upper limit of support is with a possible mass 
of probability at . H 
When m* = m, then the upper limit of support is infinity, 
Q 
However, when y < r (the last hazard jump point) then the support 
max — m 
will be a finite interval. This implies that to determine the MLE 
of r, one can treat all interval observations with y^ > f as 
—' 1 m*Tl 
u A if y. = r ^ and define r. = 0 0  for j > m*+l, 1 m*-H j 
Theorem 5.4 
Let y". = min yY and let m** be such that T ^ <7^. < T **. 
mm ^ 1 m**-l mm — m** 
The lower limit of support for the maximum likelihood estimate of the 
PEX model is r ** , . 
m**—1 
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Proof 
This theorem implies that the MLE r will necessarily satisfy 
= 0 for i < m**. To see that this is so we study the behavior 
of the terms in the log-likelihood function 
n 
/.(r[Y.) = 2 Côj_log(r(y") ) -h a^log(l-exp(-Y|r) ) - . 
Let I denote the set of integers [i,1 such that yf < r If I 1 . m**-l 
A  ^
is empty then clearly = 0 for i < m**. If I is not empty, then 
for j e If is a function of some r. where i < m** and of some r, 
' 1 k 
where k > m**. Also, for all j e I, L*£. ^ function only of r. 
J ^ 
for i < m**. Setting = 0 for i < m** maximizes the terms g^r_ and 
leaves yir > 0 if r .. > 0 for all j e I. Hence, any estimate which 
— m** 
has r. > 0 for i < m** cannot be the maximum likelihood estimate. ® 
1 
5.3. Model Identiflability 
The PEX model can be used to approximate the hazard function of 
any distribution. The level of approximation depends on the number 
and location of the hazard jump points as well as on the amount of 
data. Certainly, the finer the partition of the real line created by 
the hazard jump points the greater the flexibility of the model. 
However, consistency of the estimates is affected by increasing the 
number of parameters. Sethuraman and Singpurwalla (1978) introduce a 
naive estimator of the hazard function for complete data. Their esti­
mator is equivalent to the MLE of a PEX hazard function with jump points 
82 
occurring at the observed failure times, They show that the correspond­
ing estimate of the hazard function is asymptotically unbiased, but not 
consistent. However, Kitchin (1980) showed that the resulting estimate 
of the survival function is consistent. 
Another problem associated with the specification of the hazard 
jump points is that of unidentifiable parameters. The location of the 
jump points relative to the inspection points may result in an over-
parameterized model and, hence, a unique MLE will not exist. In this 
case, it is desirable to find an identifiable reparameterization before 
estimation. 
The following example illustrates the problem of an unidentifiable 
model. 
Example 5.2 
Consider a PEX model with jump points occurring at times 5, 10, 15, 
20, 25, 30. Assume the data arise fran an inspection schedule with 
inspections occurring at times ~ (10,20,30). Let d^ 
represent the number of failures in [T\_^,T^), i = 1,2,3,4 and let 
4 
n .  =  2 d .  i  =  0 , l , 2 , 3  b e  t h e  n u m b e r  a t  r i s k  a t  t i m e  T .  .  A n y  r  s a t i s f y i n g  
^ j=i-H ^ ^ 
r^ + r^ = log(n^/ng)/5 
r^ r^ = log(n^/n^)/5 
r^ + r^ = log(n^/n^)/5 
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will maximize the likelihood function. In this case, there are too 
many jump points for the underlying inspection schedule. An appropriate 
reparameterization leads to an identifiable model. 
The EM Convergence Theorem 5.2 proves that the EM algorithm 
converges to a point, r*, which yields the maximum of the log-likelihood 
function. However, the solution, £*, may not be unique since the Hessian 
matrix is not necessarily negative definite at r_*. In fact if r_ and 
£' both yield the maximum.log-likelihood, then so does 0r + (l-0)r', 
0 < 0 < 1 since the Hessian is negative semi-definite V r (see Theorem 
4.1). In this case, the likelihood has a ridge. The limiting point 
of the EM algorithm lies on this ridge, but its value depends on the 
starting value. Since we cannot make inferences from nonunique esti­
mators we would like to be able to detect these cases. This section 
gives necessary and sufficient conditions for an identifiable model. 
For nonidentifiable models we give a method of reparameterizing the 
model and, hence, guaranteeing the existence of a unique MLE. 
Theorem 4.3 stated that a necessary and sufficient condition for 
the MLE, £*, to be unique is that the Hessian matrix evaluated at 
r* be negative definite. From (4.6) and (4.7) the Hessian matrix is 
n 
H(r) = Z H.(r) 
i=l ^ 
n 
= - S. Y*Y*'c.(r) 
i^l-u-i 1 
= - V D(r) V 
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where 
V= (^.11,. 
is an (m+l ) x n matrix independent of r_ for 
Y* = 
——i 
r 
li 
if = 1 
if = 0 
and 
D(r) = Diag(c^(r),...,c^(r)) 
is an nxn diagonal matrix of positive values such that 
Cj, (r) = r [exp(^r)/(l-exp(Y^r ) ) ] if = 1, 6^ 
\ 1 if = 0, 6^ 
if = 0, 6^ 
Theorem 5.5 
Let V be an (m+1) x n matrix defined in (5.20). If rank 
(V) = m+1 then H(£) is negative definite V £, 
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Proof 
An application of Corollary 1,4.2, Graybill (1976). ® 
The matrix V depends only on the observed data and not on r_. 
The next theorem gives sufficient conditions for V to be of full 
rank. 
Theorem 5.6 
If each hazard interval, i = l,,,,,m+l, contains at 
least one yY then V has full rank. 
Proof 
There exist m-H distinct observations such that under an appro­
priate ordering V° = (YpX.2'' ' *a lower triangular matrix 
with positive elements on the diagonal. Hence, rank (V°) = m+1. 
Therefore, 
m-H = rank(V°) < rank(V) < m+1 
so that rank(V) = m-H. ® 
The next corollary follows directly. 
Corollary 5.1 
If each hazard interval contains either an exact failure time or 
an entire interval censored observation, then v has full rank. 
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Theorem 5.5 gives a sufficient condition for H(r) to be negative-
definite, however, these are not necessary as the following example 
shows. 
Example 5.3 
Let the hazard jump points be (72,^2) = (10,20) and let the data 
be given by 
i ^ yf y; n 
1 7  8  ( 1 , 0 , 0 )  
2 6 22 (4,10,2) 
3 20 21 (0,0,1) 
Clearly V = (Y,,Y-,Yt) has rank 3 even though the second hazard interval 
r \ j  — j  
[10,20) contains neither a yf or ay?, i = 1,2,3. 
When V is less than full rank, appropriate jump points may be 
deleted until the conditions of Theorem 5.6 are met. Removing the i^^ 
jump point is equivalent to imposing the additional constraint, 
r. = r. upon the model. Let c. be a m-H-dimensiona1 vector such that 
1 i-H' -0. 
c!r = r.-r. . Let C be a matrix in which the columns are the c. 
—1— X I'M ~ —X 
associated with the additional constraints needed to meet the conditions 
of Theorem 5.6. If rank V = m* < m-H then C will necessarily have 
(m+1) - m* columns. The matrix V augmented by C will have full rank. rj (\J 
In fact, if C is any (m-H) x m* matrix $ rank (V C) = m-H, then the 
'  C J  u  y  f  ^  '  
PEX model with the additional constraints C'r = 0 is identifiable. 
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6. ASYMPTOTIC PROPERTIES 
5.1. Large Sample Maximum Likelihood Theory 
Arbitrarily censored data create special problems for statistical 
inference. Exact properties of estimators are usually difficult if 
not impossible to derive except for very simple censoring situations, 
Consequently, there is heavy reliance on large-sample maximum likeli­
hood theory. Asymptotic properties of the maximum likelihood esti­
mators were developed by Wald (1943, 1949), Cramer (1945), Hurzurbazar 
(1948), and Chanda (1954), Cox and Hinkley (Section 9,2, 1974) give 
mild regularity conditions under which the MLE is strongly consistent 
and asymptotically normal. While their proofs assume independent and 
identically distributed random variables, the results can be extended 
to other sampling situations, Hoadley (1971) gives asymptotic properties 
for the independent but not necessarily identically distributed case. 
In particular, his results prove the asymptotic normality of the MLE 
based on multiply right censored data with fixed censoring times, 
Bradley and Gart (1952) derive the asymptotic properties of MLE's when 
sampling from "associated" populations. Populations are "associated" 
when they have some parameters in common, Finally, we note that 
asymptotic theory for regular models for the non-iid case generally 
hold as long as the total amount of information goes to infinity as 
the sample size increases (see Lehmann, Section 5,6 (1983)), 
For simplicity, consider the case in which x^,,,,,x^ is a random 
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sample from a distribution with p.d.f. f(x;£), where 8_ = 
is a vector of unJaiown parameters. The likelihood function for 0 is 
defined as 
n 
L(^) = n f(X.j0). 
i_l .1 . 
The information matrix I(0_) is a kxk matrix with elements (0.) given 
by 
(0) = E[- â^logL(i)/ô0^ô0 .] i,j = l,..,,k 
= nE[- ô^logf(x;£)/ô0^ô0^]. 
The following are the usual regularity conditions on the likeli­
hood, L(0), as given by Cox and Hinkley (1974): 
1. The parameter space Q is finite dimensional, closed and 
compact, and the true parameters are interior to 0. 
2. The probability distributions defined by two distinct values 
of 0_ are distinct. 
3. The first three derivatives of L(^) = log L(0_) with respect 
to 2 exist in a neighborhood of the true parameter almost 
surely. Also, in that neighborhood, n ^ times the absolute 
value of the third derivative is bounded above by a function 
whose expectation is finite. 
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4. The information matrix is positive definite in a neighborhood 
of the true value, 
A _1 
Under the above regularity conditions 0_ is asymptotically I (£)]. 
A 
Moran (1971) derives the asymptotic distribution of £ when one or more 
parameters lie on the boundary of Q, violating the first condition 
above. The asymptotic distribution in this case is a mixture of multi­
variate normal distributions. 
6.2, Extension to Censored Random Variable 
Censoring complicates the previous large-sample theory because 
the observations may no longer be identically distributed. The censoring 
mechanism is said to be noninformative when knowledge of the distribu­
tion of censoring times does not help in estimating the parameters of 
the failure distribution. In this case, the MLE's can be determined 
by straightforward maximization of the likelihood function. On the 
other hand, asymptotic properties of the MLE usually depend on the 
underlying censoring distribution, Kitchin (1980) gives asymptotic 
properties for the maximum likelihood estimate of the survival distribu­
tion of the PEX model for multiply right censored data when the hazard 
jump points occur at the exact failure times. His results include 
strong consistency of the PEX estimator under various sets of assump­
tions on the censoring random variable. The weak convergence of the 
PEX estimator, suitably normalized to a Gaussian process, is also 
given, 
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In this section, we consider data arising from various point 
inspection schedules. A random point inspection schedule occurs when 
the time from one inspection point to another is not fixed but rather 
follows some underlying distribution. Similarly, a fixed point 
inspection schedule arises when the inspection points are predetermined. 
The number of units subject to a particular schedule will affect the 
asymptotic properties of the MLE, At one extreme all units are subject 
to the same inspection schedule. The resulting data consist of non-
overlapping observation intervals. Asymptotic properties are obtained 
by straightforward application of the standard large-sample theory since 
the observations are iid. At the other extreme, each unit is subject 
to a different inspection schedule resulting in lots of overlapping 
observation intervals. An intermediate case occurs when there are 
different point inspection schedules and more than one observation 
per schedule. Limiting results for MLE's will be given for the latter 
case, when the number of observations under each inspection schedule 
become large in constant ratios, 
Consider data arising from K different point inspection schedules. 
Let the schedule have m, inspection times, T, ^ < T, „<,,.< T, k kl k2 km^ 
Let n^ be the number of units subject to the k^^ schedule and let d^^^ 
be the number of observed failures in [T, . ^,T, .), Assume an under-k,i-l' kl 
lying PEX model with hazard jump points coinciding with the inspection 
points k = 1,,:,,K, i = 1, ,,, ,m^. Let m^ be the number of 
distinct inspection points and let < • •. < denote the 
o 
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hazard jump points. Note that for each j = l,..,,m^ there exists 
an i,k such that This condition insures that the model is 
identifiable. 
The above situation is equivalent to sampling from a multinomial 
population with m^-H cells in which by design, some of the observations 
are only partially classified. Let • ,PQ ^ ) denote 
' o 
the vector of cell probabilities where 
P o i  =  P [ T  e  
Hocking and Oxspring (1971) derive the MLE of P^ when an initial 
sample of completely classified data exists. An iterative algorithm 
suggested by a direct solution of the likelihood equations is used to 
obtain the MLE, The algorithm is quite cumbersome and involves the 
inversion of K m^ x m^ matrices at each iteration. An application of 
the EM algorithm given by Turnbull (1976) will be better if m^ is 
large. We note the following one-to-one relationship between the 
cell probabilities, P^, and the hazard values, r. 
m +1 m +1 
o o 
r. = I log( S p / 2 Pr,,)/(r.-r. . ) for i = l,...,m 
' j=i j=i-l 
.00 for i = m +1 V o 
Therefore, the MLE of r can be obtained from the MLE of P„, We first 
— —0 
A 
derive the asymptotic properties of P^ and then extend the results 
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to r by using the above relationship. 
Assume that the underlying model is PEX with hazard jump points 
T < < ... < T . The inspection schedule has inspection 
12 
points, T^^, i = 1,...which coincide with m^ of the hazard jump 
th points. The n^ observations subject to the k schedule form an iid 
sample from a multinomial population with m^+1 cells and cell prob­
abilities R = (P ,,..,P )' where ic J. ic a m. 
' k 
PJ^ I P[T E 1 L,...,M%+L 
The n^ iid observations are represented by 
Ski = '\il \l,mj ' 
' k 
where 
*kij / ^ if T^ e 
0 otherwise 
Let denote the multinomial probability function correspond­
ing to the k^^ inspection schedule which depends on the m^ x 1 vector 
of cell probabilities, P^. 
Data arising from K different inspection schedules can also be 
interpreted as sampling from K "associated" populations. The popula­
tions are related by the common parameter vector P^, Bradley and 
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Gart (1962) show the asymptotic properties of MLE's for the case in 
which observations come from a finite number of associated populations 
and the number of individuals in each population becomes large in 
K 
constant ratios. Denote the total sample size by N = 2 n so that 
k=l 
as N -• oo,n^/N = > 0 V k. Let denote the region of possible 
values of the random vector and let Q denote the parameter space 
of P_. The likelihood function is 
—0 
K "k 
= I, 4 • 
Let denote the information matrix associated with an observa­
tion in the k^^ population with (i,j)^^ element 
= E[- log f]^/ôPoi^^Oj^ 
The information matrix for the total sample is given by 
^ f k ) 
KPq) = n 2 H i' '(P^) 
k=l 
The regularity conditions necessary to prove the consistency and 
A 
asymptotic normality of the MLE, P^, are essentially the same as the 
previous conditions for the iid case applied to each probability 
function fj^(x;PQ), In particular, we need 
i) For almost all g and for all Pq e O the first three 
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derivatives of log(f^) exist for all k = 
ii) The absolute value of the third derivative of log(f^) is 
bounded by a function with finite expectation for all 
k = 1,...,K and ^  e Q. 
iii) For all Pg E O, the matrix I(Pq) is positive definite 
with finite determinant. 
Since each ) corresponds to a multinomial distribution the 
first two conditions are satisfied. Also, since we assume that for 
all j there exist k,i such that Tj = the model is identifiable 
and condition iii) is met, 
A 
Theorem l(iv) of Bradley and Gart (1962) states that when is 
the MLE and the vector of true parameters, then under the above 
A 
conditions, as N — OO , n /^N = k = 1,,,,,K, N(Pq-P) has asymptotically 
a multivariate normal distribution with zero means and covariance 
matrix 
T^Pq) = 1/N( Z |_l^l(^\p^))"^ . 
k=l 
5,3. Asymptotic Covariance 
6,3,1. Cell probabilities 
Let P^ be the MLE of P^ for the situation described in the previous 
Section 6,2 for K related populations. In this section, we give the 
formula for the information matrix I(P^). From this we obtain the 
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A A -1 
asymptotic covariance matrix of P^, I](^) = I (^). The following 
derivation follows that given by Hocking and Oxspring (1971) for a 
similar situation. Define the multinomial distribution with m^+l 
cells and corresponding vector of probabilities as the parent 
population. The units subject to the inspection schedule come 
from a population having a multinomial distribution with m^+1 cells 
and vector of cell probabilities P^. The relationship between the 
parent population and the k^^ population is given by the m^ x matrix 
Bj^ with (i,j)^^ element given by 
\ij j ^  ^'^k,i-l'\i^ 
otherwise . 
Hence, we can write P, = B, Let D, = (d, d, ) ' be the vector 
' —k 'vk-O —k kl ' km. 
of observed frequencies for the n, units in the k population. 
The log-likelihood for the observations in the k^^ inspection 
schedule is given by 
m^+1 
'•k<4' = "=k + 
1=1 
where Cj^ is a constant independent of P^. The likelihood equations 
are given in vector form as 
= laik/aPki ) 
k 
= - \Ek) 
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where 
We adopt the notation that if a is a (txl) vector then Diag(a) is 
a (txt) matrix with the elements of a on the diagonal. Let be an 
m, X 1 vector of ones. Then, the inverse of U, is k ~k 
~k [Diag(P^)] - m +1^^^ ' 
' k 
The Hessian matrix of second derivatives of w.r.t. is 
5k " " ^^^^^^kl^^kl' ' ' ' '^km/^^km^ k k 
(^k,m^-n/^k,m^-n ^ Vk * 
/ \ 
The associated information matrix I (P^) = E[H^] is 
It is easy to see that utilizing only information in the k 
inspection schedule the MLE of P, is 
—]C 
th 
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p is consistent and asymptotically normal with mean R and covariance 
-k "K 
matrix (l/n^)U^. The previous asymptotic results for the related 
population are a simple extension of the familiar results for multi­
nomial samples. The additional information in the other populations 
\vill affect the rate of convergence and the precision of the estimates. 
Hocking and Oxspring (1971) give a formula for the expected gain in 
th precision from the data in the k population. 
In order to derive th-e information matrix for the total sample 
we first rewrite the log-likelihood, , as a function of . Note 
that due to the form of B, we have (vk 
Diag(Pj^) = Diag(B^P^) 
= Ëk Diag(P^)% 
and, therefore, 
U, = B, U-B • 
ruk rokraQ'vk 
where 
Ho = [Diag(Po,]-l - (1/P . 
o 
The vector of first derivatives of w.r.t. is 
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Similarly, the Hessian matrix of second derivatives of w.r.t. 
£o " 
( k ) 
and the information matrix I (P^) is 
Ela^L^/ÔP^l = • 
The log-likelihood for the total sample is 
= Vlc<£o'-k=l 
The corresponding Hessian and information matrices are given by 
K 
H = E B'H, B, 
, T 'vK'^JK^K k=l 
and 
KPo' = " & (6-1) 
k=l 
where = n^/N. By the results in Section 6.2, is asymptotically 
% '£o' 
O 
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6.3.2. Survival prob^ilities 
Using the delta method of Rao (p. 388 (1973)) and the relation­
ship 
^ • .?/oi 
1—X 
= 1 - âfcEo 
where a^ = ( a^^^, ..., )• and 
o 
^ki 
we can determine the asymptotic distribution of the survival function 
A A 
at the hazard jump points, ,...,. Let S(T^) = 1 - be the 
o ^ 
MLE of S (). The asymptotic distribution of S (r^^) is normal with 
mean S(T^) and variance ^(P^)^ where IfP^) is given by (6.1). 
A 
Let S = (5(7^), Sir2), •••» S(T^ ))' and S the corresponding MLE, 
o 
Define the m x m matrix A to be (a., a„, ..., a ) so that 00 ~ —1 —2 —m 
o 
S = J - A'P„ where J is a m x 1 vector of ones. The asymptotic 
—  - m ~ — o - m  o  
o o 
distribution of S = J - A'^ is N (S, A'l ^(P-)A). 
—m rj —0 m —' ~ 0 ~ 
o o 
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6.3.3, Hazard function 
Define the function 
m^-H m +1 
~ ^Oj^^_J_^^Oj^^^'^i""^i-l^ ^ ~ ' 
Thus, g^fPg) E r^, the value of the hazard function of the PEX model 
A A A 
in [r._i,T.). The MLE of r. is g.(P^) 5 r. and consistency of P^ 
. A 
implies the consistency of r^ for all i = l,...,m^. Let 
cl(PQ) = ' 
o 
= r_ 
be the vector of hazard values as a function of P ,^ Define OS/ÔPq) 
to be the m^ x m^ matrix with ij^^ element Og^/ôP^^). Again, by the 
delta method the asymptotic distribution of £ = 2.(Pq) is normal with 
mean r and covariance matrix 
where 
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(ag^/aPgj) 
m +1 
k=i-l 
m +1 m +1 
^ 0 , 1 - 1 ^ ' - ( ' ^ i " " ^ i - l ) ^  k=i 
if j < ; 
if i = ] 
if j > 
k=i-l 
A consistent estimate of 2(£) is provided by substituting the 
^ for in equation (6.2). An asymptotically equivalent approxima-
A 
tion of Z(r) is given by the inverse of the Hessian matrix, H(r) of 
A A 
equation (5.20), evaluated at r. The quantity H(£) is known as the 
A 
observed information. This approximation is useful when r_ rather 
A 
than Pg is the parameter of interest. Cox and Hinkley (1974) give a 
number of examples in which the observed information is preferable to 
the expected information. 
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7. ALTERNATIVE ESTIMATORS 
In this section, we study various small sample properties of the 
product limit estimator and the piecewise exponential estimator for 
multiply right censored data. Let T denote the lifetime random 
variable, C the censoring random variable and let Y = min(T,C) denote 
the observed random variable. The observed data consists of the n 
pairs where 5^^ = I^y _ Let the m distinct observed 
failure times be t^^ < t^ < ... < t^ and let d^, k = l,.,,,m, be the 
number of observed failures at t, . The Z. observed censoring times 
in are denoted by • 
Kaplan and Meier (1958) derived the product limit estimator of 
the survivor function. The estimator can be viewed as a nonparametric 
MLE and is given by 
S(t) = n (n.-d,/n.) = S(t-K)) (7.1) 
j:t.<t J ^ 3 
]-
where n^ is the number of individuals alive and uncensored just prior 
A 
to tj. S(t) is a step function that decreases just after each observed 
failure time. Breslow and Crowley (1974) establish the consistency 
A 
and asymptotic normality of S(t) under the random censorship model. 
An alternative estimator of S(t) is obtained from the empirical 
cumulative hazard function. The cumulative hazard function is defined 
to be H(t) = - log(S(t)). The so-called Nelson estimator (1972) is 
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defined by 
S(t) = exp(- H(t)) (7.2) 
where 
H(t) = Z (d./n ) (7.3) 
is the empirical cumulative hazard function. Breslow and Crowley 
(1974) show the asymptotic equivalence between the product limit 
estimator and the Nelson estimator, H(t) is shown to be a first order 
A 
approximation to - log(S(t)). 
Plots of H(t) are often useful in assessing the shape of the 
t 
underlying hazard function. In the continuous case H(t) = f r(u)du. 
0 
H(t) is linear if r(t) is constant, convex if r(t) is increasing and 
concave if r(t) is decreasing. Note that S(t) is a step function which 
drops by a factor of exp(-d^/n^) just after each t^. 
Finally, we consider the piecewise exponential estimator with 
hazard jump points at the observed failure times. For this estimator 
the hazard function is constant on (t^ I'^i^ and is given by 
r*(t ) = (d^/HT^) for ^ < t^, i = 1, ... ,m 
for t > (7.4) 
where 
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il 
]-i 
denotes the total time on test in [t^ l'he corresponding 
estimate of the survivor function is 
t 
S*(t) = exp(- J* r*(u)du). (7.5) 
0 
Note that S*(t) is a continuous function for all t. Kitchin (1980) 
showed the consistency and asymptotic normality of S*(t) as well as 
the asymptotic equivalence between S*(t) and the product limit esti-
A 
mator, S(t). 
The previous estimators give three asymptotically equivalent, 
consistent methods of estimating the survivor function. We now compare 
S, S and S* in terms of the following quantity. Define 
tk 
r ^ = /  r ( u ) a u / ( t ^ - t ^ _ ^ )  
= - log(S (t^-t-O)/5(t^_^-t-0) /() (7.6) 
to be the mean value of r(t) in the interval [t^ Recall that 
the PEX model assumes the hazard function coincides with the mean 
value in each interval [t^ ^ ,t^), k = l,...,m. Note that r^^ is a 
function of the end points t, i,t, and the value of S(t) just after 
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these points. Substituting S, S, S* into (7,6) we obtain three 
corresponding estimates of r^, k = l,...,m. 
1, Product Limit 
) (7.7) 
2, Empirical Cumulative Hazard 
3, Piecewise Exponential (7,9) 
The following theorem given an algebraic inequality between the 
above three estimators of r . 
K 
Theorem 7.1 
r* < k = 1,...,m 
Proof 
Let = (n^-d^)/n^. Hence, 0 < x^ < 1. We have that 
Wi' 
and 
^k = '^-='k'''<'k-\-i' • 
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Since (1-x ) < - log(x ) for 0 < x < 1 we obtain 
Now 
ru A 
< 'k' 
™k ~ \^^k~\-l^ (^ki'^k-l^ 
J=1 
^ "k(^k-\-l) 
with equality holding if and only if no censoring occurs within the 
interval [t^_^,t^). Hence, we have that 
^ V^k = "^k • 
Therefore, the inequality 
A rv 
^k > ^ k ^  "^k 
holds for k = l,...,m. # 
Corollary 7.1 
S(tj^-K)) < S(tj^+0) < S*(tj^-K)) k = l,...,m. 
Proof 
The result is an immediate consequence of Theorem 7.1 using the 
following relationship; 
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k 
S(t.+0) = exp(- 2 (t.-t. T )r ) . • 
1=1 
Kitchin (1980) studied some small sample properties between the 
product limit estimator, S, and the PEXE, S*. In particular, he 
showed that for t e '•^k'^k+l^ have the inequality 
g ( t ^ _ ^ )  > S * ( t )  > B ( t ^ ^ 2 ) '  
In light of Corollary 7,1, we can tighten this inequality to 
>  s * ( t )  >  s ( t ^ _ ^ ^ + 0 )  .  
A 
Figure 7.1 shows the relationship between the PLE, S, and the 
PEXE, S*. Ten uncensored failure times were drawn from a Weibull 
(1,2) population. Hence, the PL estimate decreases by 0,1 at each 
A 
failure time, t^,,,.,t^Q, We observe that S* (t^-HD ) > S (t^+O ), 
k = 1,..,,10 as Corollary 7,1 proves will hold. However, for most 
A 
values to t we note that S*(t) < S(t) (i.e., the PEXE lies below 
the PLE), This bias is apparent in the Monte Carlo studies of 
Chapter 9, 
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Figure 7.1, Product limit and PEX estimate of S(T) 
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8, LIKELIHOOD RATIO BASED CONFIDENCE INTERVALS 
8,1. Introduction 
Interval estimates for the model parameters and functions of the 
model parameters are useful in the analysis of lifetime data. In this 
section, we investigate various methods of obtaining approximate 
confidence intervals for the hazard function and for survival prob­
abilities of the PEX model. The appropriateness of each method when 
the true parameter lies on or near the boundary will be discussed. In 
particular, we study the behavior of interval estimates based on the 
A 
asymptotic distribution of the MLE, r_, along with those based on 
inverting the familiar likelihood ratio test. 
8.2. Normal Theory Confidence Regions 
The normal theory method of obtaining approximate confidence 
intervals utilizes the fact that under mild regularity conditions, 
A _I 
the MLE, r, is asymptotically normal with mean r and variance I (r) 
(see Chapter 6 for further details). Let 2.(£) ~ (£)>••• >9p(£) ) ' 
be a pxl vector of functions of r. The asymptotic distribution of 
A 
£(r_) is obtained by the delta method as given by Rao (p. 388 (1973)), 
provided each g^(r_) is a differentiable function of r. Let ô2/ô£ 
denote a p x (m-l-1) matrix with (i,j)^^ element equal to ôg^/ôr^, 
i = and j = l,,..,m+l. Assuming that r is asymptotically 
\-l-l^^ I ^(£)) then 2.(£) is asymptotically Np(g_(£), 0£/ôr)l ^ (r) 
(Ô£/Ôr)'). 
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A 
When the range of g^(£) is restricted the distribution of (r) 
may be skewed. Hence, confidence intervals based on the asymptotic 
A 
normality of g^^(r) may be misleading. In this case, it is generally 
best to compute approximate confidence intervals for some normalizing 
A 
transformation of g^. For instance, if g^(r) is positive then the 
A 
log transformation, ln(g^(£)), has a range of ( - 0 0 , 0 0 )  and can be 
expected to have a more normal distribution in moderate sample sizes. 
For functions restricted to the interval [0,1], such as survival 
probabilities, confidence intervals based on the asymptotic distribu-
A A 
tion of ln(g^(r)/(l-g^(r))) are generally better. 
Derivation of the asymptotic normality of the MLE assumes the 
true value of the parameter lies in the interior of the parameter 
space. When one or more parameters lie on the boundary Moran (1971) 
found the asymptotic distribution of the MLE to be a mixture of multi­
variate normal distributions. We consider the PEX model with an in­
creasing hazard function, i.e. r^ <r„< ... < r When the MLE 1 — 2 — — m-H 
A A 
lies on the boundary we have r. = r. . for certain i. This indicates 
that the true parameter may lie on or near the boundary. Therefore, 
A 
the distribution of r may not be adequately approximated by a normal 
distribution, particularly with moderate sample sizes. Also, we note 
that straightforward application of the normal theory method essentially 
ignores any constraints placed on the hazard function, A method of 
obtaining approximate confidence intervals which incorporates these 
constraints is discussed in the next section. 
Ill 
8.3. The Likelihood Ratio Method 
8.3.1. General theory 
An alternative method of obtaining approximate confidence 
intervals for 2_(£) is based on the well-known likelihood ratio test 
of Neyman and Pearson (1933). Likelihood ratio (LR) confidence sets 
for the pxl vector 2.(£) of level a are formed as all values of the 
pxl vector c_ for which the null hypothesis 2.(r) = c_ is not 
rejected by a LR test of level 1-a. This method of inverting the LR 
test circumvents the problems associated with the normal theory method 
described in the previous section. In particular, the LR method is 
not affected by reparameterization of the model and can be used when 
there are constraints on the parameters. 
Let L(0_) denote the likelihood of the observed sample where 9_ 
is an mxl vector of parameters of the underlying distribution. 
Partition 0_' as (»Ê.2 ) where is a pxl vector and consider testing 
the hypothesis 8^ = 0.jq. Define the likelihood ratio statistic 
to be 
A(8.10) = - 2 iog(L(e^Q,02(0io))/L(e)) 
where 0.2 the MLE of 9^^ under and 0_ is the unconstrained 
MLE. Wilks (1938) showed that under suitable regularity conditions 
A(0_^ ) is asymptotically distributed as ^ witzh p degrees of freedom. 
This result assumes is an interior point of the parameter space. 
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Chernoff (1954) investigates the distribution of the likelihood ratio 
statistic when is a boundary point of both the parameter space 
associated with the null and alternative hypothesis. Feder (1968) 
looks at the distribution of A(0_) when 0. is near the boundaries 
—1 —1 
of the hypothesis regions. The LR test of the simple null hypothesis, 
H-: 0_ = 0,„ versus the alternative H : 0^ 7^ 0,„ rejects values of 0. 0 —1 —it) a —i —10 —1 
2 2 
such that A(0_^) > X(p 1^) where x^p 2.-a) upper l-<x quantile 
of the chi-square distribution with p degrees of freedom. This test 
is then inverted to obtain approximate confidence regions for 0^ by 
2 determining the set of all 0, such that A( 0 t )  <  y ,  ,  
The quantity has been used by various authors to obtain 
interval estimates for , Kalbfleisch and Sprott (1970) suggest the 
use of A(0_j^), referred to as the maximum relative likelihood, to 
construct "plausibility" regions for Likewise Edwards (1972) 
creates "likelihood intervals" by inverting A(0j^) where 0^ is a one-
dimensional parameter. The above papers, however, do not recognize 
the asymptotic distribution of A. A number of authors, including 
Beale (1960), Mandansky (1965) and Hudson (1970), use the asymptotic 
2 X distribution of A(^^ ) to create approximate confidence regions 
based on the LR test, Thomas and Grunkemeier (1975) describe how to 
invert a LR test to obtain approximate confidence intervals for 
survival probabilities based on the product limit estimator. They show 
that the LR confidence intervals generally perform better than the 
usual normal theory intervals. However, they do not employ a 
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normalizing transformation such as the logit, which would provide a 
better approximation. More recently Turnbull and Mitchell (1984) and 
Dewanji and Kalbfleisch (1984) have proposed using LR based confidence 
intervals for more complicated censoring processes as arise in survival/ 
sacrifice experiments. 
Confidence intervals based on inverting the likelihood ratio are 
generally more difficult to compute than those based on the asymptotic 
distribution of the MLE, However, their performance has been noted to 
be better by Lawless (1982, p. 178) and Thomas and Grunkemeier (1975), 
Lawless (1982, p. 525) states that the distribution of the LR statistics 
often appear to approach their limiting distribution more rapidly than 
the distribution of the MLE, The LR statistic is invariant to trans­
formations of the model parameters and LR based confidence regions have 
the added advantage of always being contained in the parameter space, 
A 
Computation of requires the calculation of 8_, the MLE of ^ under 
the model assumptions, as well as £(0.j^q), the MLE of 8_ subject to the 
additional constraint 0_^ = 8^^^, Hence, constraints on the parameters 
are inherently incorporated into LR based approximate confidence 
regions, 
8,3,2, Confidence intervals with multiply right censored data 
In this section, we describe how to invert an appropriate LR 
test in order to obtain approximate confidence intervals for the 
parameters of the.PEX model and for selected survival probabilities. 
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A 100(l-cc)% LR confidence set for a survival probability S(t) contains 
the set of all c such that S(t) = c is not rejected by a LR test 
of level a. Notice that for t e [r. ..r-) we can write 
1—1 1 
i-1 
S(t) = exp(- 2 r (r.-T. ,) - r (t-r. ,)). ] ] ]-i 1 1-1 
Since the LR is invariant to transformations we first obtain a LR 
confidence set for - log(S(t)). We show that this set is an interval, 
(c, c), so that the corresponding LR confidence set for S(t) is 
(exp(-c), exp(-c)). We restrict our attention to LR tests for linear 
functions of r which can in turn be used to obtain LR confidence 
intervals for both hazard function values and survival probabilities 
(since - log(S(t)) is a linear function of r). 
We first restrict our attention to inverting LR tests when the 
data are multiply right censored. The extension to arbitrarily censored 
data is given in Section 8,3,3, Recall the underlying model is PEX 
with hazard jump points < T2 ••• < The log-likelihood is 
m+1 
L(£) = 2 [d log(r ) - HT r } (8,1) 
i=l 
where 
d^ = number of exact failures in [r^ 
HT^ = total time on test in ^, T) , 
115 
The LR confidence intervals can be computed either with or without 
an increasing hazard function assumption. Theorem 8.1 gives the method 
for inverting the LR statistic for null hypothesis of the form, 
Hq.* a'r = c, without an increasing restriction on r. Theorem 8.2 
gives a similar result under the additional constraint that r is 
increasing (i.e. r^ < r„ < ... < r ,^. 1 — 2 — — m+1 
Theorem 8.1 
Let a = (a^,...,a^^^)' be a given vector of positive constants. 
Let r_ be an (m+1) x 1 vector of parameters of the PEX model with 
hazard jump points < ... < and no order restrictions on r. 
Assume the data are multiply right censored and consists of the pairs 
(d^,HT^), i = l,,..,m+l, representing the number of exact failures and 
the total time on test in respectively. Assume that 
d >0 and HT ., > 0, which in turn implies that the model is 
m-rl m+1 
identifiable. 
An approximate 100(1-%)% LR confidence interval for a'£ is given 
by (b(\^),b(A.2) ) where 
m+1 
b(X ) = 2 [a d /(HT -X a )} j = 1,2 
^ i=l 1 J 1 
and ^2 are such that 
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for 
m-H 
A(\) = 2 z [d [log((Tir.-Xa )/UT ) - (l-HT /(irr -\a ) ) ]} 
J . X X  X X X  1=1 
and 
2 is the upper 1-a quantile of the chi-square distribution 
with one degree of freedom. 
Proof 
The LR method requires the maximization of L(r) subject to 
Hg: a'£ = c for some constant c. The constrained estimates can be 
determined by applying the Lagrangian multiplier technique to /. (r), i.e. 
m-H 
L ( £ )  -  X ( a ' r - c )  = Z [d. log(r )-'nr.r ] - X(a'r-c) . 
i=l 
The solution must satisfy the following first order conditions 
ôL/àr^ = d_/r^ - TFT^ - X,a^ = 0 
and 
dL/dX = a'r = c , 
The restricted estimates are then 
= d^/Cirr^-Xa^ ) i = l,...,m-H 
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with X  = X ( c )  satisfying the relation 
A m+l 
a'r(X) = 2 a^d^/Cnr^-Xa^) = c . 
i—1 
The constrained estimates, £(X), are similar in form to the correspond-
A A 
in g unconstrained estimates, r_ = £(0), with being adjusted by Xa^. 
To assure that the hazard function is positive, X must also satisfy 
X <  min {HT. /a.]. 
i:a_^0 ^ 
The corresponding LR statistic is 
A(X) = - 2[i.(r(X)) - L(r)] 
A A A A 
= 22 [d^log(r^/r^(X)) ~ (r^-r^ (\) )} 
i=l 
= 2 E [d. [log( (HT.-Xa. )/']]T. ) - (l-HT./('nr.-\a. ) ) ]} 
i : a _ ^ 0  ^  1 1 1  1 1 1  
Taking the derivative of A with respect to X we have 
dA/dX = 2 2 {a r (X)['irr /CM- -\a ) - 1]} . 
i ; a ^ ^ O  ^  1 1 1  
Hence, for any Xn, X- such that X-, < 0 < X < min [nr./a.}, then 
^ 1 ^ i;a^?fO ^ ^ 
> (dA/dX)^^Q = 0 > (àA/dX)^^^ . 
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Since A (A.) is increasing for A. < 0 and decreasing for A. > 0 the set 
of values of A. that satisfy 
A(A.) < Xi 
form a closed interval [A.j^,A.2 3 where the endpoints satisfy 
A 
Since r\(X) is an increasing function of A. and a^ > 0 V i the 
corresponding LR confidence interval for a'£ is 
[a'r(A.j^), a'r(A.2)] = [b(A.^),b(A.2) ] 
Corollary 8.1 
An approximate 100(1-#)% confidence interval for r^ is given by 
(b(A.^ ) ,b(A.2) ) where A.^  ^ < 0 < A.2 satisfy 
for 
M X )  =  2djjiog( (Trr^+X)/^^^) - (i-nTj^/crrTj^-X) ) ] 
and 
b(\) = dy(%'^-A.) . 
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Proof 
Apply Theorem 8.1 where a = (a^,.. « ^ satisfies 
a_ = ^  1 if i = k 
L 0 if i / k . 
Corollary 8.2 
An approximate 100(1-#)% confidence interval for S(t) where 
t s is given by (exp(-b(A.2) ), exp(-b(X^)) where < 0 < 
satisfy 
^^^i^ ^1,1-a 
i = 1,2 
for 
and 
M X )  =  2  S  { d ^ [ l o g ( ' i r r ^ + ^ a ^ / ' i n ' ^ )  -  ( i - n T j ^ / c i r r j ^ - a a j ^ ) ) ] }  
i—1 
'i 1-1 
V 
i = 1,...,k-l 
i = k 
i > k 
and 
k 
h i X )  = 2 [a d /(-irr.+Xa. )} 
i=l 1 1 ^ ^ 
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Proof 
Apply Theorem 8.1 with a' = (a,,a„,..,,a .^ ) and note that 
— 12 m+1 
S(t) = exp("-a'£) is a decreasing function of a'r, • 
The orem 8. 2 
Let the assumptions of Theorem 8.1 hold with the additional 
constraint that < ^ 2 — — ^ m+1' Define for a given constant 
\ e B 
nrj^(\) = HTj^ + 
= dj^/'IlT^(A.) k = l,...,m+l. 
Let £(\) = (r^(X),... ) ' be the isotonic regression of r^(X) 
with weights HTj^CX) for k = l,...,m+l. 
An approximate 100(1-#)% LR confidence interval for a'r_ is given 
by (a'r (Xn ), a'r(X. )) where X < 0 < X < min [nT./a.} satisfy 
for 
ra+1 ^ rj  nj  
A(X) = 2 S [d^log(r^/r (X) ) - 'J]T^(r^-r (X) )} . 
k=l 
Proof 
Let c = c(\) = a'£(X) then r(X) solves the following NLP problem 
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maximize L(rJ 
r e E-'+l 
subject to; 0 < , < 
m+1 
a'r = c 
The Kuhn-Tucker conditions for r_ to be a solution of the above NLP 
problem are 
(1) r_ is feasible 
(2) a > 0, i = l,...,m, and X unconstrained such that 
^i^^i+l~^i^ =0 i = l,...,m 
and 
A.(a'r-c) = 0 
(3) d_/r^ - HT^ ~ ~ ^ i-1 ^^i ^ ~ l,..,,m+l 
where = 0, 
Notice that if r is feasible, then a'r = c so the last equality in (2) 
is redundant. By assuming \ is known and selecting c = b'(\) we can 
rewrite (3) as 
a./ri - nr.(\) = X. - i = 1,...,m . 
The K-T conditions for the previous NLP problem with c = c { X )  are 
equivalent to the K-T conditions for the following NLP problem ; 
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m-Hi 
maximize Z (d log(r. ) - HT. (\)r ) 
m+1 i=l k k k k 
r e ]R 
subject to: 0 < < ... < 
AJ OJ 
which has £(X) as its solution by Theorem 4.4. Let r = r(0) be the 
MLE of £ witliout the additional constraint ^'r = c(X). The correspond­
ing LR statistic is 
m-hi 
A(\) = - 2 E [L(r(X)) - L(r)} 
i=l 
m+1 
= 22 [d log(r /r (\)) - HT. (r -r (A. ) )} . 
i=l ^ X 1 1 
The constrained estimate r(\) can be described in terms of level sets 
as follows. Define I^ as the set of consecutive integers such that 
for i e I. 
r. (X) = ( E d )/( Z nr. (\)) . 
^ kei. ^ k£l. ^ 
Now I ,...,1 are disjoint sets of integers 3 m-H e I , Now 
(BA/aX) = - 2[âUr(\))/ôX] 
m-H 
= - 2 E {dVr (X)[ar (X)/3\] - TIT, [ôr,  ( \)/a\]] 
i_l 1 1 1 11 
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m+1 ^ 
= - 2 E Or. (X)/ôX)[d./r. iX) -  nr ] 
i=l 
J 2 
= - 2 S [( 2 d /( S HT, (X)) }( 2 a )[ 2 HT (\) - E 
j=l kgij kcij kElj kpij kei 
Hence, we see that for X, < 0 < X < min ('HT. /a. ) 
which implies that h(X) is increasing for \ < 0 and decreasing for 
A. > 0, The set of X satisfying 
forms a closed interval where 
Wkj' =  X l ,l-a 3 = 1 . 2 -
r\j A 
Now r^(X) is an increasing function of X since r^{X) is an in­
creasing function of Since a^ > 0, i = l,.,,,m-l-l, the correspond­
ing approximate 100(1-#)% confidence interval for ^'r_ is 
[a'r(A.^), a'rXXg)] . • 
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8.3.3. Extension to arbitrarily censored data 
In this section, we outline the method of obtaining confidence 
intervals for functions of a'r where a is an (m+l ) x 1 vector of 
positive constants. Recall that LR confidence sets are found by 
determining the values of c for which the hypothesis ; a'r = c 
is not rejected by the likelihood ratio test. Since we are consider­
ing only linear functions of r_, the problem of maximizing the likelihood 
subject to a'r = c and possible order restrictions on £ is a convex 
programming problem. Hence, by Theorem 5.6 the EM algorithm will 
A 
converge to the desired maximum likelihood estimate, say r(c). As in 
the previous section c is contained in the LR confidence set if 
A(c) = - 2[L (r(c)) - L (£)} < 
A 
where /, (r ) is the log-likelihood given by equation (3,6) and £ is 
the MLE without the additional equality constraint. 
The following is a description of the steps involved in the EM 
algorithm for computing a LR confidence set for ^'r^ for arbitrarily 
censored data. 
(1) Choose a starting value of r_, say r°, and a starting 
value of X, say A.°. 
(2) Employ the E-step of Section 5.2.1 to obtain the conditional 
expected value of the sufficient statistics, 
E[T[T^|^r^(A.^)], i = l,...,m+l. 
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(3) Treat the expected values as observed and compute the 
updated parameter r^'"^(A.^) for either 
(a) non-isotonic r 
= E[d^|ii,r'^(\^)]/(E['nr^|:^r^(\^)] - \^a^), 
1 = 1,... ,m+l 
or 
(b) increasing r 
4 
r (X ) is the isotonic regression of the basic esti-
k i 4 
mates in (a) with weights (E[nr^|^,r (X )] - \ a^), 
i = 1,...,m+l, 
(4) Check the convergence criterion for the hazard values. If 
the criterion is not met return to step (2). Otherwise, 
continue to step (5). 
(5) Let £(X ) denote the final estimate. Compute the correspond­
ing LR test statistic 
MX^) = -  2(L(r(X^)) - L(r(0))) . 
(5) Check LR convergence criterion. If criterion is not met 
i -H A -i 
update X to X and return to step (2) using r_(X ) as the 
O *i "hi 
starting value, r_ (X ). If convergence is met, continue. 
A A 
(7) using the final estimate say r(A.*) compute c* = a'r(X,*), one 
endpoint of the confidence interval and repeat the process 
for the other endpoint. 
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Although the above procedure requires many iterations, it is 
easily programmed and each iteration is simple and fairly inexpensive 
to run. In the next chapter, we investigate the small sample coverage 
probabilities of the LR confidence intervals. 
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9. MONTE CARLO STUDY 
9.1, Multiply Right Censored Data 
In this section, we investigate the finite sample properties of 
the PEX estimator at selected quantiles of the underlying lifetime 
distribution. Performance under several combinations of life and 
censoring distributions is examined. We first consider multiply 
right censored data with lifetimes having a Weibull (a,3) distribu­
tion, P(t), and censoring times having an exponential ((i) distribu­
tion, G(t). The expected proportion of withdrawals per sample, 
OO 
f (l-F(u))dG(u), is given as a measure of the intensity of the censor-
0 
ing. We note that lifetimes censored after a particular hazard jump 
point, do not affect the PEX estimate of S{t) for all t < r. . 
A 
This is due to the fact that S(t) depends only on the number of exact 
failures and the total time on test in the i hazard intervals prior 
to We restrict our attention to lifetimes with increasing hazard 
functions (i.e., Weibull shape parameter g > 1) in order to assess the 
performance of the PEX model both with and without an increasing hazard 
function constraint. We compare the PEX model with random jump points 
occurring at the observed failure times and with fixed jump points 
occurring at selected quantiles of the underlying distribution. 
For each sample, four versions of the PEX model as well as the 
product limit estimator were used to estimate the survival function at 
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the quantile for p = . 1 , . 2  9. The four versions are 
distinguished by the choice of hazard jump points, ,« « «,and 
a possible increasing constraint on the hazard function. Denote 
the four PEX estimators by 
(4) S^(t) - increasing hazard function constraint, random 
jump points as above. 
The PEX model has a piecewise constant hazard function defined by 
Note that the resulting estimator is well defined for all t since 
A 
r(t) = r^ for t > The product limit estimator, S^(t), as described 
in Chapter 7, is undefined after the largest observation, t^, when 
t^ is a censoring time rather than a lifetime. For purposes of the 
A A 
simulation we set S(t) = S(t^) for t > t^ to obtain a well defined 
estimator for all t, 
For each sample estimates of Sft^), p = ,1,,,,,.9, were obtained 
using the above five estimators. The bias and MSE were computed as 
A 
(1) S^(t) - no constraints, fixed jump points occurring at 
the population quantiles t^, p = .1,,..,.9, 
A 
(2) S_(t) - increasing hazard function constraint, fixed 
jump points as above. 
(3) S (t) - no constraints, random jump points occurring at 
i = 1 
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the averages of [Sft^) -sL^t^)] and [Sft^) -Suft^)]^, respectively, 
for i = 1,...,5 over 2500 simulated samples. The percent RMSE = 
1/2 (MSB) due to bias (i.e. (bias/RMSE) x 100) was conputed as was the 
relative MSE(S.(t )) = MSE(S.(t ))/MSE(S_(t )). 
1 P 1 P 5 p 
The percent observed error in the confidence intervals for S(t^) 
based on the likelihood-ratio method described in Chapter 8 are given 
for three different oc levels. Confidence intervals for the product 
limit estimate of Sft^) were obtained using a log-odds transformation 
of S^(tp) and Greenwood's variance formula for Vàr(Sg(tp)). We define 
C(tp) = log(S^(t^)/(l-S^(t^))) 
and 
Var(C(t )) = Var(S^(t ))/[5g(t )(1-Sg(t ))]^ 
A A 
as an estimate of the variance of C(t^), Since Cft^) is an increasing 
function of Sft^) if [C^,C^] is a 100(1-%)% CI for cft^), then a 
100(l-<x)% CI for S(tp) is obtained by the transformation 
S(tp) = exp(C(tp))/(l + exp(C(tp))) . 
The columns labeled lower (upper) refer to the percent of times that 
the one-sided (100-6)% lower (upper) confidence bound for Sft^) was 
greater than (was less than) the true value, where 6 is the given 
nominal level. The standard error for the percent error is given 
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by the binomial variance 100(p(l-p)/n) where p = Ô/100 and n is the 
number of trials in the simulation. Since there were 2500 trials we 
obtain 
6 S.E.(6) 
25.0 .9 
12.5 .7 
10.0 .6 
5.0 .4 
2.5 .3 
The final column labeled BP gives the percent of times the esti-
A A 
mator Suft^) either fell on the boundary (i.e. Suft^) = 0 or 
A 
Su(tp) =1) or t^ was greater than the largest hazard jump point 
such that contained at least one exact failure. Confidence 
intervals do not exist for these values which essentially lie outside 
the range of the observed data. Both smaller samples and larger 
expected proportion of withdrawals tend to increase BP and thereby 
reduce the number of trials available for estimating the nominal values 
for the percent observed errors. This has the effect of increasing 
the standard error of 6 previously given. 
Tables 9.1-9.8 give the results of the simulation of 2500 trials 
for various combinations of the following factors; 
sample size - n = 25,50 
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expected percent withdrawn - 0%, 25% 
Weibull shape parameter (lifetime distribution) - g = 2.0, 1.5 
Since the estimators are scale invariant we set a = 1 for all samples. 
The Weibull distribution function is given by 
F(t) = 1 - exp(-(t/a)^) . 
The p^^ quantile, t^, is given by 
tp = a exp(log(-log(l-p))/3) . 
Below are listed the quantiles for the two survival distributions used 
in the simulation. 
t 
JË. 
_p_ Weibull (1,1.5) Weibull (1 
.1 0.223 0.325 
.2 0.368 0.472 
.3 0.503 0.597 
.4 0.639 0.715 
.5 0.783 0.833 
.6 0.943 0.957 
.7 1.132 1.097 
.8 1.373 1.269 
.9 1.744 1.517 
Table 9,1. Simulation results from 2500 trials of 25 observations each with 0.0% expected percent 
withdrawals and g = 1.5 
S(t) Bias % RMSE Relative Percent Ctoserved Errors % 
Due to MSE Ncsninal = 12,5 Nominal = 5.0 Nominal = 2.5 BP 
Bias Lower Upper Lower Upper Lower Upper 
PEX Estimates (No Constraints and Fixed Jump Points) 
0.90 0.004 8.0 0.80 5.2 10.2 1.0 3,2 0,0 2.1 0,0 
0.80 0,004 5.1 0.90 8,8 11.4 6.4 4,9 1.1 1.9 0,0 
0.70 0.003 2,9 0.94 13.6 10.6 4.5 4,5 2,6 1.8 0,0 
0.60 0,002 2.3 0.95 13.9 13.4 5.8 4,1 2,0 2,6 0,0 
0.50 0,001 1.1 0.97 10.7 11.9 4.5 5,2 1,9 2,4 0,0 
0.40 0,003 3.5 0.96 12.8 15.2 4.8 6.6 3.0 3,4 0,0 
0.30 0,002 2.7 0.97 11.2 14.2 4,0 5,9 2.1 3,4 0,0 
0.20 0,001 1.3 0.98 10.1 12.9 4,5 5,6 2.0 2,5 0.3 
0.10 -0,001 1.4 0.99 11.3 7.2 4,2 0.5 2.4 0,0 7,2 
PEX Estimates (Increasing Constraint and Fixed Jump Points) 
0.90 -0.003 6.8 0.56 9.0 9.6 1,2 3.1 0.3 1,5 0,0 
0.80 -0.013 20.0 0.66 14.8 7.0 7,0 2.5 1.5 1.0 0,0 
0.70 -0.018 23.1 0.73 17.1 7.1 6.7 2.0 3.1 0.8 0.0 
0.60 -0,020 22.7 0.80 18,6 8.1 7,9 2.4 3.2 1.1 0,0 
0.50 -0,018 20.2 0.85 16.7 8.5 7,4 3.4 3.6 1.4 0,0 
0.40 -0,014 15.1 0.84 15.9 11.1 6.8 4,3 3,6 2.0 0,0 
0.30 -0,008 9.0 0.86 14.0 12.5 5,6 5,2 2,8 2.4 0,0 
0.20 -0,001 1.1 0.88 12.6 14.4 5,0 5,8 2.2 2.8 0.3 
0.10 0,007 12.2 0.85 10.3 13.1 3,3 3,2 1.7 1.0 7.2 
PEX Estimates (No Constraint and Random Jump Points) 
0.90 0.019 32.2 0.94 7.1 16.2 1.3 6.4 0.4 3.2 0.0 
0.80 0.018 22.7 0.95 8.7 15.4 2.6 6.5 1.2 3.9 0.0 
0.70 0.014 16.1 0.93 9.4 15.0 3.5 6.5 1.8 2.8 0.0 
0.60 0.013 13.3 0.94 9.8 14.5 3.5 5.9 1.8 2.7 0.0 
0.50 0.010 10.3 0.94 10.0 14.8 3.8 5.6 1.5 3.1 0.0 
0.40 0.010 10.2 0.92 9.8 15.6 4.3 7.0 2.1 3.5 0.0 
0.30 0.006 7.3 0.92 10.2 16.0 4.3 6.2 1.6 3.1 0.0 
0.20 0.004 5.5 0.91 10.1 14.7 3.7 5.5 1.8 2.5 0.3 
0.10 0.001 2.0 0.88 10.4 8.6 3.7 0.0 1.9 0.0 7.2 
PEX Estimates (Increasing Constraint and Random Jump Points) 
0.90 -0.001 2.6 0.45 8.6 7.4 1.4 2.1 0.4 1.0 0.0 
0.80 -0.011 17.7 0.61 14.5 7.8 4.8 2.4 2.0 1.0 0.0 
0.70 -0.016 21.3 0.70 16.6 7.9 6.7 2.4 3.2 1.0 0.0 
0.60 -0.018 21.3 0.79 16.8 8.2 7.3 3.0 3.6 1.1 0.0 
0.50 -0.017 19.1 0.84 17.2 9.1 7.7 3.5 3.6 1.6 0.0 
0.40 -0.014 14.9 0.85 16.4 11.2 7.3 4.7 3.7 2.1 0.0 
0.30 -0.008 8.7 0.88 14.8 13.3 6.2 5.8 3.1 2.8 0.0 
0.20 -0.000 0.2 0.91 13.2 15.3 4.8 7.0 2.8 3.7 0.3 
0.10 0.009 15.3 0.89 10.3 16.4 4.0 6.5 2.1 2.5 7.2 
Product Limit Estimates 
0.90 0.000 0.8 1.00 0.0 10.6 0.0 3.6 0.0 3.4 7.0 
0.80 0.002 2.2 1.00 8.9 11.4 1.8 5.0 0.0 1.9 0.4 
0.70 0.001 0.6 1.00 8.8 9.8 3.3 4.2 1.0 1.7 0.0 
0.60 0.001 0.6 1.00 15.6 15.2 2.6 3.0 2.6 2.9 0.0 
0.50 -0.000 0.1 1,00 11.1 11.6 5.0 5.1 1.8 2.1 0.0 
0.40 0.002 1.9 1.00 14.5 16.3 3.8 3.4 3.8 3.4 0.0 
0.30 0.001 0.8 1.00 9.6 10.0 4.5 3.5 1.4 0.6 0.0 
0.20 0.001 1.5 1.00 10.5 9.3 4.5 2.0 1.6 0.0 0.3 
0.10 0.000 0.5 1.00 9.9 0.0 3.3 0.0 3.2 0.0 7.2 
Table 9.2. Simulation results from 2500 trials of 50 observations each with 0.0% expected percent 
withdrawals and g = 1.5 
S(t) Bias % RMSE Relative Percent Observed Errors % 
Due to MSE Ncminal = 12,5 Nominal = 5.0 Ncsninal = 2.5 BP 
Bias Lower Upper Lower Upper Lower Upper 
PEX Estimates (No Constraints and Fixed Jump Points) 
0.90 -0.001 2.0 0.93 11.2 12.3 3.4 4.4 3.4 2.5 0.0 
0.80 -0.000 0.2 0.97 11.1 11.4 4.4 4.0 1.7 1.9 0.0 
0.70 0.000 0.2 0.97 13.3 13.6 4.1 4.8 2.4 2.2 0.0 
0.60 0.002 2.6 0.98 12.9 12.0 4.6 5.3 2.1 2.6 0.0 
0.50 0.001 1.6 1.00 12.0 12.0 4.5 4.8 2.4 2.5 0.0 
0.40 0.001 1.5 0.99 12.8 12.3 5.5 5.4 2.6 2.9 0.0 
0.30 -0.000 0.1 0.99 12.2 13.0 4.8 4.8 2.3 2.1 0.0 
0.20 -0.002 3.8 0.98 11.2 12.0 5.0 4.8 2.6 2.4 0.0 
0.10 -0.002 5.6 0.97 12.2 12.1 5.0 5.2 2.3 2.7 0.6 
PEX Estimates (Increasing Constraint and Fixed Jump Points) 
0.90 -0.004 11.8 0.79 13.0 11.2 4.2 3.8 3.5 2.1 0.0 
0.80 -0.010 21.0 0.78 15.4 7.4 6.3 2.4 3.0 0.9 0.0 
0.70 -0.013 22.3 0.80 17.6 7.9 6.8 2.5 3.5 1.0 0.0 
0.60 -0.013 21.0 0.81 17.4 8.3 6.9 2.8 3.4 1.2 0.0 
0.50 -0.012 18.6 0.86 15.8 8.5 6.6 3.0 3.7 1.5 0.0 
0.40 -0.009 15.0 0.84 14.9 9.0 6.8 3.4 3.1 1.8 0.0 
0.30 -0.007 11.2 0.87 13.5 10.4 5.7 4.0 3.0 1.8 0.0 
0.20 -0.003 5.2 0.85 11.8 11.9 4.6 4.7 2.8 2.2 0.0 
0.10 0.003 6.9 0.79 9.8 14.7 3.3 6.4 1.5 3.6 0.6 
PEX Estimates (No Constraint and Random Jump Points) 
0.90 0.009 21.9 0.97 8.6 14.2 3.5 5.6 1.2 3.1 0.0 0.80 0.009 16.1 0.98 9.6 14.1 3.5 6.1 1.4 2.8 0.0 0.70 0.008 12.8 0.98 10.2 14.8 3.5 6.0 1.8 2.7 0.0 0.60 0.009 13.1 0.97 10.2 15.4 3.6 6.3 1.6 3.2 0.0 0.50 0.007 10.6 0.98 10.1 14.8 3.3 5.5 1.7 2.8 0.0 0.40 0.006 9.0 0.97 10.8 13.9 4.0 5.8 1.8 3.0 0.0 0.30 0.004 6.6 0.96 10.2 13.6 4.3 5.8 2.0 2.8 0.0 0.20 0.001 1.9 0.95 10.8 12.6 4.2 5.8 2.3 3.0 0.0 0.10 0.000 1.0 0.93 10.7 13.4 4.0 5.8 1.9 2.6 0.6 
PEX Estimates (Increasing Constraint and Random Jump Poiiits ) 
0.90 -0.007 21.2 0.59 14.8 6.0 5.0 1.9 • 1.7 0.4 0.0 0.80 -0.012 25.8 0.73 17.9 6.2 7.7 1.9 3.8 0.9 0.0 
0.70 -0.014 25.3 0.79 18.0 7,0 7.8 2.4 3.8 1.0 0.0 
0.60 -0.014 23.0 0.82 18.1 7.8 7.3 2.6 3.6 1.4 0.0 
0.50 -0.013 20.3 0.88 17.0 8.6 7.3 3.2 3.7 1.5 0.0 0.40 -0.010 16.1 0.86 15.7 9.0 7.2 3.7 3.8 2.0 0.0 0.30 
-0.007 11.8 0.89 14.3 10.6 6.1 4.0 3.4 2.2 0.0 
0.20 -0.003 5.7 0.88 12.8 12.7 5.4 5.4 3.2 2.9 0.0 0.10 0.003 8.8 0.85 10.5 16.7 4.1 8.2 2.1 5.0 0.6 
Product Limit Estimates 
0.90 0.000 0.2 1.00 11.0 12.4 3.3 5.6 0.0 2.5 0.5 0.80 0.001 1.9 1.00 9.8 11.4 4.5 6.2 1.5 2.9 0.0 0.70 0.001 2.1 1.00 13.4 14.4 3.6 4.8 1.7 2.4 0.0 0.60 0.003 4.3 1.00 8.8 10.6 4.7 6.3 2.1 3.4 0.0 0.50 0.002 3.3 1.00 9.2 10.5 4.6 5.7 1.4 1.5 0.0 0.40 0.002 3.0 1.00 10.0 9.5 5.8 5.6 2.7 2.9 0.0 0.30 0.001 2.0 1.00 12.7 13.5 4.8 4.2 2.4 1.6 0.0 0.20 
-0.001 1.1 1.00 10.6 9.7 6,0 4.7 2.8 1.7 0.0 0.10 -0.000 0.5 1.00 12.2 10.5 5.6 3.1 2.3 0.0 0.6 
w U1 
Table 9.3. Simulation results from 2500 trials of 25 observations each with 25.0% expected percent 
withdrawals and g =1.5 
S(t) Bias % RMSE Relative Percent Observed Errors % 
Due to MSE Nominal = 12,5 Ncxninal = 5.0 Nominal = 2.5 BP 
Bias Lower Upper Lower Upper Lower Upper 
PEX Estimates (No Constraints cind Fixed Jump Points ) 
0.90 0.002 3.1 0.70 2.6 8.1 1.6 2.4 0.2 1.8 0.0 
0.80 0.001 1.0 0.80 10.6 9.5 3.2 3.4 1.9 1.6 0.0 
0.70 -0.000 0.3 0.85 12.2 11.7 4.2 4.3 . 2.3 2.1 0.0 
0.60 0.001 0.6 0.91 12.3 12.4 3.6 5.0 1.7 2.4 0.0 
0.50 0.001 1.4 0.92 11.7 12.5 4.5 5.5 2.0 2.2 0.0 
0.40 0.001 1.1 0.91 11.5 12.8 4.3 5.0 2.2 2.6 0.0 
0.30 0.002 1.5 0.99 11.7 12.9 4.4 5.0 2.5 2.3 1.0 
0.20 0.005 5.3 1.07 12.4 11.0 4.7 3.5 2.6 1.0 6.1 
0.10 0.010 12.9 1.11 14.9 2.1 6.7 0.3 3.2 • 0.0 29.1 
PEX Estimates (Increasing Constraint and Fixed Jump Points) 
0.90 -0.005 10.1 0.53 5.5 7.7 1.8 2.3 0.2 1.5 0.0 
0.80 -0.015 23.1 0.61 13.8 5.4 4.1 1.7 2.1 0.6 0.0 
0.70 -0.021 25.5 0.67 17.6 7.2 6.0 2.0 3.:i 1.0 0.0 
0.60 -0.021 23.8 0.74 17.6 7.9 6.6 2.7 3.3 1.2 0.0 
0.50 -0.019 19.4 0.79 16.9 8.9 6.5 3.6 3.4 1.3 0.0 
0.40 -0.013 13.5 0.81 15.2 10.3 6.3 4.2 3.0 1.9 0.0 
0.30 -0.005 4.5 0.90 13.7 12.0 5.5 5.1 2.7 2.1 1.0 
0.20 0.007 7.8 0.99 12.3 12.6 5.3 4.7 2.6 2.1 6.1 
0.10 0.019 26.1 0.97 12.7 6.2 5.0 1.2 2.8 0.4 29.1 
PEX Estimates (No Constraint and Random Jump Points) 
0.90 0.020 32.4 0.93 7.3 16.8 1.2 7.2 0.3 3.5 0.0 0.80 0.017 21.5 0.93 8.4 15.9 3.0 6.9 1.4 3.7 0.0 0.70 0.015 16.0 0.93 9.4 15.5 3.1 6 .6 1.5 3.8 0.0 
0.60 0.012 12.4 0.92 10.3 13.8 3.6 6.5 1.7 3.5 0.0 0.50 0.010 9.7 0.91 10.1 13.8 3.6 6.6 1.7 3.3 0.0 0.40 0.008 7.2 0.90 11.2 14.8 4.0 6.2 1.8 3.0 0.0 0.30 0.006 6.2 0.90 10.6 14.5 3.9 5.3 1.6 2.9 0.6 0.20 0.005 6.0 0.88 11.4 11.3 3.7 3.4 1.3 1.3 6.0 0.10 0.005 7.2 0.82 12.8 0.9 4.4 0.0 2.4 0.0 30.3 
PEX Estimates (Increasing Constraint and Random Jump Points) 
0.90 -0.000 0.3 0.46 8.3 7.8 1.3 2.5 0.3 1.0 0.0 0.80 -0.010 14.9 0.62 14.4 8.4 5.0 3.2 2.0 1.2 0.0 0.70 -0.014 17.7 0.68 16.0 8.2 6.4 2.9 3.1 1.6 0.0 0.60 -0.016 17.0 0.76 16.5 9.0 6.6 3.6 3.3 1.7 0.0 0.50 -0.014 13.8 0.80 16.1 10.0 6.2 4.1 3.0 2.0 0.0 0.40 -0.009 8.6 0.83 15.4 12.5 5.7 5.4 2.6 2.4 0.0 0.30 0.000 0.3 0.90 13.9 15.3 4.9 7.0 2.3 3.7 0.6 0.20 0.013 14.0 0.90 12.0 16.8 3.8 7.2 1.5 3.7 6.0 0.10 0.021 31.7 0.77 9.7 10.2 3.6 1.7 1.4 0.3 30.3 
Product Limit Estimates 
0.90 0.001 1.8 1.00 0.0 12.1 0.0 7.8 0.0 3.4 8.3 0.80 0.002 1.8 1.00 11.4 13.3 1.9 6.2 0.0 3.4 0.6 0.70 0.001 1.1 1.00 11.6 13.1 3.7 5.7 1.0 3.0 0.0 0.60 0.000 0.2 1.00 11.9 11.8 4.3 5.2 1.8 2.4 0.0 0.50 0.001 0.5 1.00 11.6 12.1 4.3 4.7 2.0 2.1 0.0 0.40 -0.000 0.2 1.00 12.8 12.6 5.2 3.9 2.4 1.2 0.0 0.30 0.000 0.3 1.00 12.4 10.8 5.1 2.7 2.4 0.5 0.6 0.20 0.001 1.3 1.00 14.1 7.1 6.0 0.1 3.1 0.0 6.0 0.10 0.002 3.2 1.00 17.6 0.0 8.3 0.0 4.5 0.0 30.3 
Table 9.4. Simulation results from 2500 trials of 50 observations each with 25.0% expected percent 
withdrawals and p = 1.5 
S(t) Bias % RMSE Relative Percent Observed Errors % 
Due to MSE Nominal = 12.5 Nominal = 5.0 Nominal =2.5 BP 
Bias Lower Upper Lower Upper Lower Upper 
PEX Estimates (No Constraints and Fixed Jump Points) 
0.90 -0.001 2.2 0.92 13.1 10.7 3.6 4.6 3.6 1.9 0.0 
0.80 -0.002 4.0 0.95 14.0 11.2 6.6 4.0 3.1 2.0 0.0 
0.70 -0.002 3.4 0.97 12.9 11.5 6.1 4.6 . 3.2 2.0 0.0 
0.60 -0.003 4.0 0.98 13.4 11.6 5.6 3.6 2.9 2.0 0.0 
0.50 -0.002 2.1 0.98 12.7 11.2 4.8 4.7 2.6 2.2 0.0 
0.40 -0.000 0.4 0.98 12.4 13.2 5.3 5.6 2.8 2.4 0.0 
0.30 -0.002 2.5 0.98 11.6 12.6 4.6 4.6 2.3 2.0 0.0 
0.20 -0.001 2.2 0.97 12.3 12.4 4.3 5.1 1.9 2.6 0.3 
0.10 0.001 1.4 1.05 12.5 8.7 5.2 2.4 2.9 0.6 8.1 
PEX Estimates (Increasing Constraint and Fixed Jump Points) 
0.90 -0.005 12.6 0.78 14.4 10.1 4.3 4.0 3.8 1.8 0.0 
0.80 -0.013 25.4 0.78 18.1 7.2 8.8 1.9 4.4 0.8 0.0 
0.70 -0.016 27.0 0.80 18.0 7.0 8.2 2.1 5.0 0.6 0.0 
0.60 -0.017 25.7 0.84 18.2 7.0 7.8 2.1 4.4 1.0 0.0 
0.50 -0.015 21.7 0.85 17.3 7.6 7.8 2.7 4.1 1.3 0.0 
0.40 -0.011 16.2 0.83 15.0 9.4 6.9 3.3 3.5 1.3 0.0 
0.30 -0.007 9.8 0.85 12.9 11.1 5.7 4.0 2.6 1.7 0.0 
0.20 0.000 0.8 0.82 11.6 13.0 4.5 5.4 2.0 2.9 0.3 
0.10 0.009 18.0 0.86 9.5 12.9 3.4 4.4 1.5 1.9 8.1 
PEX Estimates (No Constraint and Random Jump Points) 
0.90 0.010 22.8 0.97 8.6 15.2 3.4 6.1 
0.80 0.007 12.7 0.96 10.8 14.7 4.2 5.6 
0.70 0.006 9.7 0.96 10.9 13.5 4.8 6.0 
0.60 0.005 6.6 0.96 11.5 13.8 4.7 4.8 
0.50 0.005 6.1 0.96 11.0 12.2 4.3 5.4 
0.40 0.005 6.2 0.95 11.2 13.8 4.5 5.7 
0.30 0.002 2.4 0.94 10.5 13.2 4.0 5.3 
0.20 0.001 1.0 0.93 11.5 13.8 3.7 5.3 
0.10 0.001 1.4 0.90 11.6 9.0 4.8 2.4 
1.3 3.2 0.0 
2.2 2.8 0.0 
2.3 2.8 0.0 
2.2 2.4 0.0 
2.4 2.6 0.0 
2.2 3.0 0.0 
2.2 2.5 0.0 
1.7 3.0 0.3 
2.6 0.6 8.1 
PEX Estimates (Increasing Constraint and Random Jump Points) 
0.90 -0.006 18.0 0.60 14.0 6.5 5.2 1.9 • 1.8 0.6 0.0 0.80 
-0.014 27.0 0.73 18.4 7.1 8.2 1.9 4.6 0.9 0.0 0.70 -0.016 26.7 0.79 18.4 7.1 8.5 2.2 4.8 0.9 0.0 0.60 
-0.016 24.2 0.83 17.7 7.3 8.0 2.6 4.3 1.1 0.0 0.50 
-0.014 19.9 0.85 17.0 8.0 7.6 3.0 4.2 1.6 0.0 0.40 -0.010 14.1 0.84 15.7 10.1 6.6 3.9 3.5 1.8 0.0 0.30 
-0.004 6.6 0.86 13.5 12.3 6.0 4.8 2.8 2.6 0.0 0.20 0.003 5.1 0.85 11.6 15.4 4.3 6.7 2.2 3.8 0.3 0.10 0.012 24.7 0.84 9.5 17.6 3.3 7.7 1.7 3.7 8.1 
Product Limit Estimates 
0.90 0.001 1.3 1.00 12.8 12.0 1.2 5.1 0.0 3.1 0.5 0.80 
-0.001 1.1 1.00 12.8 12.9 4.2 5.2 1.4 2.6 0.0 0.70 
-0.001 0.9 1.00 12.2 12.1 5.1 5.2 2.2 2.2 0.0 0.60 
-0.001 1.8 1.00 12.7 12.4 5.3 4.0 2.2 2.1 0.0 0.50 -0.000 0.6 1.00 12.5 10.9 4.8 4.4 2.5 2.1 0.0 0.40 0.001 1.2 1.00 12.4 12.8 5.2 4.5 2.6 1.8 0.0 0.30 
-0.001 1.5 1.00 11.7 11.8 5.1 3.5 2.5 1.2 0.0 0.20 -0.001 1.8 1.00 12.9 11.2 5.6 2.7 2.4 0.6 0.3 0.10 0.000 0.1 1.00 14.1 5.1 7.0 0.0 4.0 0.0 8.1 
w 
vo 
Table 9.5. Simulation results from 2500 trials of 25 observations each with 0.0% expected percent 
withdrawals and 3 = 2,0 
S(t) Bias % RMSE Relative Percent Observed Errors % 
Due to MSE Nominal = 12.5 Ncxainal = 5.0 Nominal =2.5 BP 
Bias Lower Upper Lower Upper Lower Upper 
PEX Estimates (No Constraints and Fixed Jump Points) 
0.90 0.002 4.3 0.75 4.0 9.8 0.7 3.6 0.0 1.8 0.0 
0.80 0.001 1.2 0.83 9.2 11.3 6.3 4.8 • 1.0 1.6 0.0 
0.70 0.002 2.1 0.87 13.5 9.8 4.6 4.8 2.3 2.1 0.0 
0.60 0.001 0.9 0.94 13.3 12.9 5.8 4.4 2.7 3.2 0.0 
0.50 0.002 2.5 0.99 10.5 12.4 4.8 5.6 2.3 2.8 0.0 
0.40 0.002 2.4 1.02 13.5 14.7 5.3 5.6 3.3 2.8 0.0 
0.30 0.002 2.4 1.01 10.4 12.4 4.2 6.1 2.4 3.7 0.0 
0.20 0.001 0.9 0.98 9.8 12.0 4.4 5.5 2.2 2.5 0.4 
0.10 -0.002 3.7 0.95 11.2 6.9 4.5 0.4 2.4 0.1 7.2 
PEX Estimates {Increasing Constraint and Fixed Jump Points) 
0.90 -0.000 0.1 0.66 4.6 9.8 0.7 3.6 0.0 1.5 0.0 
0.80 -0.010 14.9 0.66 11.7 8.6 6.4 3.2 1.2 1.1 0.0 
0.70 -0.014 17.9 0.71 16.4 7.4 6.0 3.1 2.7 1.5 0.0 
0.60 -0.016 17.6 0.80 16.4 9.0 6.9 3.4 3.5 1.7 0.0 
0.50 -0.014 15.3 0.86 15.3 9.2 6.7 3.2 3.4 1.9 0.0 
0.40 -0.011 12.1 0.91 15.3 10.7 6.9 4.0 3.8 2.3 0.0 
0.30 -0.006 6.8 0.92 13.1 11.8 6.0 5.3 3.4 3.3 0.0 
0.20 -0.001 0.9 0.90 11.7 13.1 5.3 5.8 2.7 3.1 0.4 
0.10 0.004 7.5 0.82 10.0 10.9 3.9 2.3 1.6 0.9 7.2 
PEX Estimates (No Constraint and Random Jump Points) 
0.90 0.020 33.4 0.96 7.4 17.0 0.7 
0.80 0.016 20.5 0.95 9.5 16.0 3.6 
0.70 0.012 13.1 0.93 10.6 15.9 4.4 
0.60 0.010 10.5 0.93 10.4 14.2 4.2 
0.50 0.009 9.8 0.94 10.9 15.0 4.0 
0.40 0.008 8.9 0.93 9.6 14.3 3.8 
0.30 0.007 8.5 0.92 9.6 15.2 3.5 
0.20 0.004 4.7 0.90 10.3 13.7 3.8 
0.10 0.001 2.0 0.86 10.3 7.9 3.8 
7.6 
6.9 
6 . 6  
6 . 0  
5.8 
6 . 2  
6.1 
5.0 
0 . 0  
0.1 3.5 0.0 
1.1 4.0 0.0 
2.3 3.2 0.0 
2.3 3.5 0.0 
2.0 . 3.0 0.0 
1.6 2.6 0.0 
1.6 2.8 0.0 
1.5 2.4 0.5 
1.8 0.0 7.2 
PEX Estimates (increasing Constraint and Random Jump Points) 
0.90 0.005 9.9 0.56 8.2 10.2 0.7 3.4 0.1 
0.80 -0.006 8.9 0.67 14.2 10.0 5.4 3.5 1.8 
0.70 -0.013 15.6 0.75 15.8 9.9 6.8 3.4 3.4 
0.60 
-0.015 17.0 0.81 16.3 8.8 7.0 3.6 3.8 
0.50 
-0.014 15.1 0.84 16.2 9.6 6.8 4.1 3.6 
0.40 -0.011 11.8 0.86 14.8 10.5 5.9 4.3 2.6 
0.30 -0.005 6.4 0.88 13.3 12.3 5.2 5.3 2.4 
0.20 0.001 0.7 0.89 11.6 14.6 4.4 6.3 2.3 
0.10 0.007 13.6 0.87 9.9 13.8 3.8 4.9 2.0 
Product Limit Estimates 
0.90 0.001 1.5 1.00 0.0 11.2 0.0 3.8 0.0 
0.80 -0.000 0.3 1.00 9.9 11.8 2.6 5.2 0.0 
0.70 -0.002 2.1 1.00 10.0 10.3 4.3 4.7 1.0 
0.60 -0.002 2.5 1.00 15.6 14.5 3.6 3.7 3.6 
0.50 -0.000 0.2 1.00 12.0 11.6 5.4 5.2 2.2 
0.40 -0.000 0.0 1.00 14.4 15.1 3.2 2.6 3.2 
0.30 0.002 2.1 1.00 9.1 9.8 3.6 3.0 1.4 
0.20 -0.000 0.5 1.00 10.7 8.5 4.3 2.0 1.4 
0.10 -0.000 0.5 1.00 9.8 0.0 3.4 0.0 3.2 
1.8 0.0 
2 . 0  0 . 0  
2 . 0  0 . 0  
1.9 0.0 
1.8 0.0 M 
1.8 0.0 I—' 
2.4 0.0 
3.3 0.5 
1.4 7.2 
3.8 7.5 
2.2 0.5 
2 . 0  0 . 0  
3.7 0.0 
2 .0  0 .0  
2.5 0.0 
0 . 8  0 . 0  
0.0 0.5 
0.0 7.2 
Table 9.5. Simulation results from 2500 trials of 50 observations each with 0.0% expected percent 
withdrawals and p = 2.0 
S(t) Bias % RMSE Relative Percent Observed Errors ^ 
Due to MSE Nominal = 12.5 Nominal = 5.0 Nominal =2.5 
Bias Lower Upper Lower Upper Lower Upper 
PEX Estimates (No Constraints and Fixed Jump Points) 
0.90 -0.000 1.1 0.85 9.8 12.6 2.8 3.8 2.6 2.6 0.0 
0.80 -0.000 0.4 0.95 12.6 12.0 4.6 3.9 . 2.1 1.9 0.0 
0.70 -0.000 0.3 0.98 13.1 13.0 4.0 5.7 2.4 2.6 0.0 
0.60 0.000 0.6 0.98 13.7 11.7 5.2 5.7 2.2 2.4 0.0 
0.50 -0.000 0.5 0.99 13.4 12.0 5.6 4.8 2.9 2.4 0.0 
0.40 -0.001 1.3 1.01 13.6 13.1 5.0 5.8 2.5 2.8 0.0 
0.30 -0.000 0.2 1.02 13.0 14.3 4.5 5.5 2.0 2.7 0.0 
0.20 -0.002 2.9 1.01 11.9 12.6 5.2 5.3 2.7 2.9 0.0 
0.10 -0.003 6.9 0.94 12.6 12.5 5.2 4.6 2.3 2.7 0.7 
PEX Estimates (Increasing Constraint and Fixed Jump Points) 
0.90 -0.003 7.0 0.78 10.8 11.6 2.8 3.6 2.6 1.7 0.0 
0.80 -0.009 18.2 0.78 15.2 7.9 6.0 2.6 3.3 1.3 0.0 
0.70 -0.012 20.2 0.87 17.5 8.4 7.1 2.9 4.0 1.2 0.0 
0.60 -0.013 20.2 0.89 17.7 8.0 8.2 3.1 4.2 1.5 0.0 
0.50 -0.013 20.1 0.88 16.9 8.0 7.6 2.8 4.0 1.4 0.0 
0.40 -0.012 18.7 0.87 16.0 8.5 7.0 2.9 3.8 1.6 0.0 
0.30 -0.009 14.4 0.89 14.5 9.5 6.4 3.5 3.2 1.6 0.0 
0.20 -0.003 6.2 0.88 12.5 12.2 5.1 4.2 2.5 2.2 0.0 
0.10 0.001 3.6 0.79 10.2 14.9 3.7 5.6 1.8 2.8 0.4 
PEX Estimates (No Constraint and Random Jump Points) 
0.90 0.007 17.4 0.94 9.0 14.0 3.6 5.7 1,0 2.9 0.0 
0.80 0.007 11.8 0.97 11.4 14.4 3.5 6.0 1.6 2.8 0.0 0.70 0.005 8.5 0.97 11.5 14.5 4.2 5.6 2.0 2.4 0.0 0.60 0.006 8.3 0.96 11.0 14.4 4.7 5.8 2.0 3.2 0.0 0.50 0.005 6.5 0.97 11.2 14.8 4.4 5.5 2.7 3.0 0.0 0.40 0.004 5.6 0.97 11.2 13.6 4.5 5.6 2.3 2.9 0.0 0.30 0.003 5.5 0.96 10.5 13.3 4.4 6.0 2.0 3.2 0.0 
0.20 0.003 5.4 0.95 10.0 14.0 4.1 5.4 2.2 3.0 0.0 0.10 0.001 2.3 0.93 11.3 15.3 4.3 5.2 2.2 2.7 0.4 
PEX Estimates (Increasing Constraint and Random Jump Points) 
0.90 -0.005 14.4 0.64 13.9 7.0 5.1 2.4 1.6 0.8 0.0 0.80 
-0.011 21.6 0.77 18.4 8.4 7.3 2.4 3.7 1.2 0.0 0.70 -0.013 22.4 0.85 18.6 8.4 8.2 2.6 4.3 1.2 0.0 0.60 
-0.014 21.1 0.86 17.6 8.7 7.4 3.0 4.8 1.2 0.0 0.50 -0.013 18.9 0.89 17.0 8.4 7.4 3.4 4.4 1.2 0.0 0.40 -0.010 15.3 0.89 16.2 9.6 7.2 3.4 3.8 1.8 0.0 0.30 
-0.006 10.3 0.89 14.1 11.3 5.9 3.9 3.3 2.6 0.0 0.20 -0.001 2.1 0.87 12.4 13.3 4.8 5.4 2.6 2.7 0.0 0.10 0.004 10.1 0.87 11.2 18.1 4.1 8.4 2.0 5.0 0.4 
Product Limit Estimates 
0.90 
-0.002 4.9 1.00 12.0 12.2 3.6 6.0 0.0 2.6 0.5 0.80 -0.001 2.6 1.00 11.5 11.6 5.0 6.2 1.7 2.9 0.0 0.70 -0.002 2.7 1.00 15.2 13.9 4.3 4.4 2.0 2.2 0.0 0.60 -0.000 0.2 1.00 9.8 10.0 5.6 5.7 3.2 3.4 0.0 0.50 
-0.000 0.6 1.00 10.3 10.6 6.0 5.8 2.0 1.4 0.0 0.40 -0.000 0.2 1.00 10.3 9.3 6.4 5.2 3.4 2.7 0.0 0.30 0.000 0.7 1.00 13.0 13.1 4.9 4.4 2.6 2.2 0.0 0.20 0.001 1.9 1.00 9.9 10.3 5.3 4.6 3.0 2.0 0.0 0.10 0.000 0.4 1.00 12.6 11.0 6.4 3.0 2.5 0.0 0.4 
Table 9,7, Simulation results from 2500 trials of 25 observations each with 25,0% expected percent 
withdrawals and g = 2.0 
S(t) Bias % RMSE Relative Percent Observed Errors % 
Due to MSB Nominal = 12.5 Nominal = 5.0 Nominal =2.5 BP 
Bias Lower Upper Lower Upper Lower Upper 
PEX Estimates (No Constraints and Fixed Jump Points) 
0.90 0.001 2.0 0.72 1.8 7.8 0.3 3.3 0.0 2.2 0.0 
0.80 0.001 1.3 0.86 11.1 11.3 2.8 4.4 1.8 2.1 0.0 
0.70 0.003 2.7 0.90 11.8 11.8 4.2 4.6 1.9 2.3 0.0 
0.60 0.002 1.7 0.93 12.6 12.0 4.8 5,1 2.2 2.8 0.0 
0.50 0.004 3.4 0.93 11.9 13.2 5.1 5,4 2.5 2.7 0.0 
0.40 0.005 4.2 0,95 12.2 14.2 5.2 5,6 2.4 3.2 0.1 
0.30 0.005 4.6 0.95 11.5 13.3 4.7 5,7 2.6 3.1 0.5 
0.20 0.002 2.1 0.92 11.6 11.4 4.8 3,4 2.1 1,2 4.9 
0.10 -0.003 4.1 0.81 13.8 2.0 5.1 0,2 2.7 0,1 25.7 
PEX Estimates (Increasing Constraint and Fixed Jump Points) 
0.90 -0.001 1.9 0.65 2.2 7.8 0.3 3.2 0.0 2,0 0.0 
0.80 -0.010 14.7 0.68 13.5 8.0 3.4 2,9 1.8 1.4 0.0 
0.70 -0.014 16.6 0.74 15,4 8.1 5.7 3,2 2.7 1.5 0.0 
0.60 -0.015 15.7 0.78 16.0 8.6 6.5 3,5 3.4 1.8 0.0 
0.50 -0.013 12.4 0.80 15.3 9.6 6.6 3.8 3.8 2.0 0.0 
0.40 -0.009 8.4 0.84 14.8 11.1 6.2 4.6 3.3 2.5 0.1 
0.30 -0.002 2.3 0.87 12,9 12.7 5.5 5.7 3.1 2.7 0.5 
0,20 0.003 3.8 0.86 12,0 12.7 4.9 4.0 2.5 1.6 4.9 
0.10 0.006 9.7 0.72 11.5 5.4 4,5 1.2 2.3 0.4 25.7 
PEX Estimates (No Constraint and Random Jump Points) 
0,90 0.019 
0.80 0.017 
0.70 0.015 
0.60 0.012 
0.50 0.012 
0.40 0.010 
0.30 0.009 
0.20 0.005 
0.10 0.003 
31.3 0.91 6.0 15.8 0.5 6.6 0.0 3.9 0.0 
20.1 0.93 8.2 15.4 2.4 6.6 1.0 3.3 0.0 
15.7 0.92 9.0 15.4 3.4 6.0 1.7 3.4 0.0 
12.0 0.92 10.7 14.0 3.9 5.9 1.9 3.4 0.0 
11.1 0.91 10.0 14.6 4.3 5.6 2.3 3.1 0.0 
9.7 0.91 10.8 14.9 4.0 6.3 2.1 3.6 0.1 
9.0 0.90 10.5 14.0 4.3 6.3 2.0 2.7 0.5 
5.4 0.89 11.2 11.4 4.5 3.2 2.0 0.9 4.9 
4.9 0.82 12.8 1.4 4.4 0.0 2.3 0.0 25.7 
PEX Estimates (Increasing Constraint and Random Jump Points) 
0.90 0.004 9.7 0.53 6.4 9.0 0.5 
0.80 -0.006 8.3 0.64 12.6 9.2 3.8 
0.70 -0.010 12.4 0.73 14.6 9.3 5.3 
0.60 -0.012 12.1 0.78 15.2 9.8 6.2 
0.50 -0.009 8.9 0.80 14.5 10.0 6.4 
0.40 -0.005 4.5 0.84 14.0 11.8 5.8 
0.30 0.002 2.1 0.88 13.0 13.8 5.1 
0.20 0.010 11.1 0.92 11.9 15.0 4.9 
0.10 0.017 25.0 0.81 10.7 9.8 4.5 
3.4 
3.4 
3.4 
3.8 
4.3 
5.2 
6.5 
6.5 
1.6 
Product Limit Estimates 
0.90 -0.001 1.4 1.00 0.0 12.7 0.0 7.7 
0.80 -0.000 0.0 1.00 12.3 13.5 1.6 6.0 
0.70 0.001 1.5 1.00 11.4 12.5 3.3 5.2 
0.60 0.000 0.4 1.00 12.7 12.0 4.4 5.0 
0.50 0.002 2.1 1.00 12.3 13.2 4.9 4.5 
0.40 0.003 2.7 1.00 13.4 12.6 5.3 4.3 
0.30 0.003 2.9 1.00 12.7 11.4 5.5 2.9 
0.20 0.001 0.7 1.00 13.5 6.8 6.3 0.1 
0.10 0.001 0.8 1.00 16.9 0.0 8.6 0.0 
0.0 1.5 0.0 
1.5 1.7 0.0 
2.8 1.8 0.0 
3.5 2.1 0.0 
3.9 2.3 0.0 
3.4 3.0 0.1 
2.9 3.3 0.5 
2.6 2.6 4.9 
2.5 0.4 25.7 
0.0 3.6 7.8 
0.0 3.0 0.5 
1.2 2.6 0.1 
1.6 2.8 0.0 
2.5 2 . 2  0.0 
2.6 1.5 0.1 
2.9 0.5 0.5 
3.5 0.0 4.9 
4.8 0.0 25.7 
Ln 
Table 9.8. Simulation results from 2500 trials of 50 observations each with 25.0% expected percent 
withdrawals and 3 = 2.0 
S{t) Bias % RMSE Relative Percent Observed Errors % 
Due to MSE Nominal = 12.5 Nominal = 5.0 Nominal =2.5 BP 
Bias Lower Upper Lower Upper Lower Upper 
PEX Estimates (No Constraints and Fixed Jump Points) 
0.90 -0.004 8.8 0.83 14.4 8.8 4.0 3.9 4.0 1.3 0.0 
0.80 -0.004 6.9 0.95 14.4 10.5 6.4 4.0 3.5 1.8 0.0 
0.70 -0.003 3.9 0.99 14.0 11.0 5.5 4.3 2.7 2.0 0.0 
0.60 -0.002 2.4 1.03 13.0 12.4 5.5 5.0 2.6 2.3 0.0 
0.50 -0.002 2.1 1.03 13.0 12.7 5.6 4.9 2.7 2.6 0.0 
0.40 -0.001 1.7 1.03 12.7 13.2 5.4 4.9 3.0 2.6 0.0 
0.30 -0,002 2.9 1.04 13.1 12.7 5.7 5.0 2.8 2.4 0.0 
0.20 -0.002 2.6 1.02 13.3 13.7 5.0 4.8 2.3 2.4 0.2 
0.10 -0.002 3.2 0.94 14.1 10.0 5.2 2.6 2.7 0.6 6.5 
PEX Estimates (Increasing Constraint and Fixed Jump Points) 
0.90 -0.005 11.8 0.79 14.7 8.8 4.3 3.7 4.0 1.3 0.0 
0.80 -0.012 21.6 0.81 17.1 7.6 7.6 2.7 4.0 1.1 0.0 
0.70 -0,014 22.0 0.86 17.2 7.8 7.5 3.0 3.7 1.5 0.0 
0.60 -0.014 20.6 0.89 16.1 8.4 7.7 2.8 3.8 1.2 0.0 
0.50 -0.013 17.9 0.89 15.6 8.7 7.0 3.4 3.6 1.5 0.0 
0.40 -0.010 14.2 0.91 15.0 10.3 6.5 3.7 3.2 2.0 0.0 
0.30 -0.007 9.5 0.91 14.0 11.4 6.0 4.4 2.9 2.2 0.0 
0.20 -0.001 1.5 0.88 12.7 13.9 4.9 5.5 2.3 2.7 0.2 
0.10 0.005 9.7 0.78 11.1 13.7 3.9 4.4 1.9 1.6 6.5 
PEX Estimates (No Constraint and Random Jump Points) 
0.90 0.009 21.2 0.96 8.7 15.2 3.1 6.5 1.1 3.6 0.0 0.80 0.009 15.6 0.97 9.7 15.2 3.7 5.4 1.9 3.0 0.0 0.70 0.007 11.2 0.97 10.1 13.6 4.2 5.1 2.0 2.9 0.0 0.60 0.005 8.7 0.96 10.2 13.0 3.8 5.7 1.6 2.6 0.0 0.50 0.005 6.5 0.95 10.6 13.3 4.0 5.4 2.2 3.0 0.0 0.40 0.003 4.6 0.96 10.5 13.0 4.2 5.4 2.0 2.6 0.0 0.30 0.002 2.5 0.94 11.0 12.9 4.0 4.9 2.1 2.2 0.0 0.20 0.001 1.2 0.93 11.3 13.0 4.7 5.2 2.1 2.6 0.2 0.10 -0.001 1.3 0.90 12.8 0.8 5.2 2.5 2.3 0.3 5.6 
PEX Estimates (Increasing Constraint and Randan Jump Points) 
0.90 -0.003 9.2 0.65 13.7 9.0 4.3 3.0 1.6 1.0 0.0 0.80 -0.009 17.2 0.76 16.3 8.2 6.4 2.8 2.9 1.4 0.0 0.70 -0.011 18.6 0.81 16.1 8.2 6.6 2.8 3.2 1.2 0.0 0.60 -0.012 18.0 0.83 15.8 8.4 6.4 2.8 3.4 1.4 0.0 0.50 -0.011 16.1 0.82 14.9 8.7 6.3 3.4 3.2 1.3 0.0 0.40 -0.009 12.6 0.85 14.1 9.9 6.0 3.5 3.1 1.8 0.0 0.30 -0.005 7.5 0.86 13.0 11.7 5.6 4.5 2.8 2.3 0.0 0.20 0.001 1.0 0.88 11.9 14.0 5.1 5.9 2.6 3.1 0.2 0.10 0.008 16.3 0.85 11.1 17.0 4.0 7.2 2.2 3.0 5.6 
Product Limit Estimates 
0.90 -0.000 0.2 1.00 13.4 13.1 0.6 6.4 0.0 4.1 0.8 0.80 0.001 2.1 1.00 11.1 13.1 3.8 5.1 1.3 2.9 0.0 0.70 0.000 0.6 1.00 11.1 11.7 4.5 4.8 1.9 2.5 0.0 0.60 0.000 0.2 1.00 11.6 11.4 4.5 5.0 1.6 2.0 0.0 0.50 0.000 0.1 1.00 11.8 11.5 4.4 4.8 2.5 2.6 0.0 0.40 -0.001 0.9 1.00 12.0 11.0 4.7 4.3 2.6 1.8 0.0 0.30 -0.001 1.3 1.00 12.4 11.2 4.7 3.6 2.7 1.0 0.0 0.20 -0.001 1.4 1.00 13.1 10.5 5.8 2.7 3.1 0.4 0.2 0.10 -0.001 2.7 1.00 14.7 6.1 8.2 0.0 4.7 0.0 5.6 
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In terms of bias, we note the following conclusions: 
(1) The PEXE with no constraints and random jump points has a 
A 
slight positive bias (i.e., S^Ct^) is too small) which is 
monotone decreasing in time. The bias decreases as the 
sample size increases, 
(2) Smoothing the hazard function by either constraining it to 
be increasing or by fixing the jump points induces a negative 
A 
bias (i.e., S^ft^) is too large for i = 1,2,4). This can be 
explained by looking at the behavior of the unconstrained 
A 
hazard function with random jump points versus the con-
A A 
strained version r.. As noted before r_ will tend to 
—4 —3 
fluctuate wildly since HT^ may be quite small if two observed 
A A 
failures are close together. Suppose r^^ > r^ is the 
A A 
only violator in r^, then r^ has 
If TTT^ is small, then 
A 
^4i ^4,i+l ~ 
assuming no two deaths occur at the same time (an event of 
probability zero). This has the effect of making 
I+Ia i^^A 
2 r (T.-r. . ) > E r . (r.-r. ,) and, hence, 
j=l -'J •> j=i J 
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(3) The magnitude of the bias decreases as the underlying 
hazard function becomes steeper (i.e., as the Weibull 
shape parameter, g, increases). 
(4) Overall the bias is small and generally represents less than 
20% of the RMSE. Since the bias is so small, the number of 
trials, 2500, is not large enough to give a highly accurate 
estimate of it, -Using the binomial variance, p(l-p)/2500, 
as a rough estimate of the variance of Sft^) we obtain a 
A 
standard error for S(t ^) of approximately 0,10 and for 
A 
S(t ^) of 0.006. Relative to these standard errors the bias 
in any case is negligible. 
In terms of MSE we note the following: 
(1) The PEX estimators are generally less variable that the PLE. 
(2) The addition of the increasing constraint on the hazard 
function gives a lower MSE. 
(3) The relative MSE tends to increase with time. 
Figures 9.1-9.3 illustrate the smoothing imposed by the PEX model. An 
uncensored sample of size 10 was drawn from a Weibull (1,2) popula­
tion. In each graph, the solid line represents the true survival 
function. In Figure 9.1, we note that the PLE reduces to a step 
function with step sizes of 0.1 at each observed failure time. Figure 
9.2 shows the PEX estimator with no constraints and random jump points. 
The graph illustrates the continuous nature of the PEXE whereas the 
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Figure 9.1, Product limit estimate 
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Figure 9.2, PEX estimate (unconstrained hazard function and random 
jump points) 
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Figure 9,3, PEX estimate (increasing hazard function and random jump 
points) 
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discontinuous hazard function is apparent by the "corners" at the 
jump points. Finally, Figure 9.3 shows the additional smoothing 
induced by the increasing hazard function constraint on the PEX 
estimator. There are fewer "corners" due to the averaging of adjacent 
hazard values. The simulation results reflect the decrease in MSB 
as the amount of smoothing increases. 
In terms of the percent observed errors we conclude the follow­
ing: 
(1) Total error percents (upper -H lower) are close to the 
nominal values for all the estimators. The likelihood-
ratio intervals of the PEX model tend to perform better in 
the tails of the distribution than the normal-theory 
intervals using the logit transformation of the PLE, 
(2) The lower and upper percents are closest to the nominal 
values for the PEX model without hazard constraints and with 
fixed jump points. 
(3) The PEX model with no constraints and random jump points has 
confidence intervals that are skewed to the left (i.e., 
upper > nominal and lower < nominal). However, the intervals 
become less skewed as the sample size increases and may be 
attributed to the positive bias in the estimated survival 
A 
probabilities (i.e., S > S) noted earlier. 
(4) The PEX model under an increasing constraint on the hazard 
function has confidence intervals that are skewed to the 
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right (i.e., upper < nominal and lower > nominal). This is 
A 
partially attributed to the negative bias (i.e., S < S) 
noted earlier. The confidence intervals remain skewed as 
the sample size increases from 25 to 50. The persistence 
of this trait can be explained by the likelihood-ratio 
construction. The Figures 9.4 and 9,5 show the effect of 
the additional constraint, : Sft^) = c, on the maximum 
log-likelihood, L^(c), and the relative maximum log-likelihood, 
A 
R^(c) -• (c)/L^(S^(t )). In each graph, the solid lines. 
Lj^(c) and R^(c), represent the PEX model with no hazard func­
tion constraints, while the broken lines, Lgfc) and R2(c), 
represent the PEX model under an increasing hazard function 
constraint. Both models assume fixed jump points at the 
population quantiles. 
As expected L^(c) for all c due to the addition of the 
increasing constraint on the hazard function. Also, the maximum of 
L^(c), c*, lies slightly to the right of the maximum of L^(c), c*, 
due to the bias mentioned earlier. Note that for values of c less 
than min(c*,c*), the two curves differ more substantially than for 
values of c greater than max(c*,c*). This difference is due to both 
the bias and the effect of the constraint, S(t^^) = c, on the vector of 
A A 
estimated hazard values. Let and r^ represent the corresponding 
MLE's without the additional constraint, S(tp) = c. Let k be such 
A A 
that < t < and let r^(c) and denote the estimated 
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hazard functions for both models under Sft^) = c. For c < min(c*,c*) 
the constraint, S(t^) - c, is imposed by increasing the hazard values, 
A A A 
Only values r^^ (c ),... ,r^j^(c ) are different from r^^ since 
A 
r^^(c) = d^/(HT^-X.a^) for some \ > 0 
where 
au r> 0 for - i = l,...,k 
L = 0 for i = k+1,... ,m+l . 
On the other hand, all values r^^(c),...jr^ may differ from 
A A A 
r^ since (c) is the isotonic regression of r^^(c) with weights 
(HT.-Xa.), i = l,...,m+l. Since we are increasing £ the values of 
A A A A 
r„.(c) are further from r^ . than the values of r„. are from r.. for 2 D  1 ]  2 j  1] 
j = k+l,...,m+l. When c > max(c*,c*) the same situation occurs 
except that now the overall hazard function is decreased. This results 
A A A  
in the values of r .(c) being closer to r . than the values or r 
i] 2] 
A 
are from r^^ for j = k-H,,..,m-H, This also implies that as t^ increases 
the confidence intervals for Sft^) should become less skewed, as can 
be seen in the simulation results. 
Figure 9.5 shows the additional affect of standardizing the log-
likelihood curves, L^(c) and Lgfc) by their maximum value, L^(c*) and 
Lgfc*), respectively. Since L^(c*) > L^(c*) we may actually have 
R^(c) < Rgfc) for values of c > max(c*,c*). This adds to the skewness 
of the confidence intervals, 
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Figure 9.4, Maximum log-likelihood under H^; S(Tq ^) = C 
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Figure 9.5. Relative maximum log-likelihood under S(Tq g) = C 
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9.2, Interval Data 
Due to the extensive number of calculations involved in estimat­
ing S(t) from a PEX'model under an increasing constraint on the hazard 
function for interval data, a limited Monte Carlo study was done to 
detect any noticable departures from the previous results. We first 
consider data arising from one inspection schedule with no losses. 
The inspection points were chosen to coincide with the population 
quantiles, t^, p = .1, .2, , .9. Estimates of Sft^) were obtained 
using two estimators. The first, S.(t ), is based on the PEX model 
i P 
with hazard jump points occurring at the inspection times and with an 
A 
increasing hazard function constraint. The second, S_(t ), is the 
z p 
usual binomial estimate of Sft^). We note that the PEX model without 
A 
a constraint on the hazard function will agree with Sgft) at the 
quantiles, t^. 
As before, the bias and MSE was computed for both estimators 
over 2500 simulated samples as was the relative percent RMSE due to 
A A 
bias and the relative MSE (i.e., MSE(S.(t ))/MSE(S (t )), i = 1,2). 
X p p 
Confidence intervals for the PEX model were obtained using the likeli-
A 
hood-ratio method. A log-odds transformation of S„(t ) and the 
2. p 
. binomial variance formula 
V(S^(tp)) = (1 _ 
was used to obtain confidence intervals wihli tlie binomial estimator. 
All samples were drawn frcm a Weibull (1,2) population. 
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The interval censoring does not have a large effect on the 
estimates. This can be seen by comparing the PEX estimates of 
Tables 9,9 and 9,10 with the PEX (increasing constraint and fixed 
jump points) estimates of Tables 9,5 and 9.6 as well as by comparing 
the binomial estimates with the PEX (no constraints and fixed jump 
points) estimates. Tables 9.11 and 9.12 show a gradual decrease in 
the extent of skewness in the PEX confidence intervals as the sample 
size increases. 
Finally, we consider data arising from three different inspection 
schedules with no losses. The inspection times are selected quantiles 
of the true Weibull (1,2) distribution. Two simulations of 2500 trials 
each were run with a total sample size of 25 and 50, respectively. The 
three inspection schedules remained the same but the number of units 
per schedule varied as follows ; 
# units/schedule 
schedule # inspection points n = 25 n = 50 
1 .325, .715, 1.10 8 16 
2 .473, .833, 1.269 8 17 
3 .597, .957, 1.517 9 17 
Comparing Tables 9.13 and 9.14 to the PEX estimates of Table 9,9 
and 9.10, we find no noticable departures from the previous behavior 
of the nonoverlapping interval data estimates. In fact, the bias seems 
to be of approximately the same magnitude and the confidence intervals 
perform equally as well. 
Table 9.9. Simulation results from 2500 trials of 25 observations each for nonoverlapping interval 
data with g = 2.0 
S(t) Bias % RMSE Relative Percent Observed Errors % 
Due to MSB Nominal = 12.5 Nominal = 5.0 Ncxninal = 2,5 BP 
Bias Lower Upper Lower Upper Lower Upper 
PEX Estimates (Increasing Constraint) 
0.90 0.005 9.0 0.85 1.5 9.9 1.1 3.1 0.1 2.8 6.8 
0.80 "0.010 13.9 0.81 13.3 9.3 8.8 3.1 3.7 1.1 0.5 
0.70 -0.014 16.9 0.83 15.7 7,8 6.6 3.2 . 4.3 1.2 0,0 
0.60 -0.015 16.8 0.86 18.1 9.2 7.6 3.3 4.2 1.9 0,0 
0.50 -0.014 14.8 0.86 15.9 9.2 7.6 4.0 3.4 . 1.9 0.0 
0.40 -0.010 10.8 0.88 15.1 10.8 6.1 4.6 3.3 2.0 0,0 
0.30 -0.004 4.4 0.92 13.4 12.6 5.9 5.5 2.9 2,8 0,0 
0.20 0.006 7.8 1.06 11.5 13.8 5.1 5.5 2.5 3,0 0,3 
0.10 0.006 10.8 0.88 8.8 20.6 2.7 2,6 1.3 0,8 7.8 
Binomial Estimates 
0.90 0.009 16.8 1.00 0.0 10.8 0.0 3.3 0.0 3,3 6.8 
0.80 0.005 5.7 1.00 8.4 12.2 1.8 5.1 0.0 . 1.7 0,5 
0.70 0.005 5.6 1.00 8.5 11.0 2.6 4.9 0.9 1,7 0.0 
0.60 0.004 3.9 1.00 13.8 16.4 3.0 3.5 3.0 3,5 0.0 
0.50 0.004 4.2 1.00 10.7 12.6 5.2 6.8 1.8 2,7 0.0 
0.40 0.004 4.2 1.00 14.7 16.2 3.0 3.0 3.0 3.0 0.0 
0.30 0.003 3.0 1.00 9.4 10.0 4.2 3.5 1.6 0,7 0,0 
0.20 0.000 0.5 1.00 10.5 9.1 4.7 2.8 1.7 0.0 0.3 
0.10 -0.007 13.5 1.00 10.6 0.0 3.4 0.0 3.4 0.0 7.8 
Table 9,10. Simulation results from 2500 trials of 50 observations each for nonoverlapping interval 
data with g = 2.0 
S(t) Bias % RMSE Relative Percent Cibserved Errors % 
Due to MSE Nominal = 12.5 Nominal = 5.0 Nominal =2,5 BP 
Bias Lower Upper Lower Upper Lower Upper 
PEX Estimates (Increasing Constraint) 
0.90 -0.001 2,9 0.94 11.2 12.1 2 . 1  5.5 2,5 2,4 0,6 
0.80 -0.008 14.3 0.86 13.6 9.1 5.8 3.7 2.7 1.8 0.0 
0.70 -0.010 16.1 0.87 16.1 10.0 6.7 3.2 • 3.5 1.5 0,0 
0,60 -0.011 16.0 0,86 16.2 10.1 7.0 3,8 4,1 2,0 0,0 
0.50 -0.009 13.9 0.87 14.5 10.2 6.5 4,0 3,6 2,0 0,0 
0.40 -0.008 12.2 0.89 13.9 10.6 6.6 3.8 2,8 1.8 0,0 
0.30 -0.004 7.0 0.90 13.8 11.4 6.0 4.3 2,9 2.3 0,0 
0.20 0.001 1.2 0.93 12.0 13.7 4.6 5.4 2.3 2.5 0,0 
0.10 0.006 15.1 0.93 9,9 17.6 3.1 9.6 1,5 3.8 0,6 
Binomial Estimates 
0.90 0.000 0.1 1.00 10.9 12.1 2.4 5.7 0,0 2,5 0,6 
0.80 0.000 0.0 1.00 10.2 11.1 4.4 6.1 1.7 3.3 0,0 
0.70 0.000 0.3 1.00 13.2 13.7 4.6 4.9 1.9 2,8 0.0 
0.60 0.000 0.3 1.00 9.7 10.2 5.3 6.5 3.3 3,5 0.0 
0.50 0.001 1.8 1.00 10.1 10.8 5.9 6,9 1.4 2.1 0,0 
0.40 -0.000 0.5 1.00 9.6 9.4 5.6 5,4 3,0 2.7 0,0 
0.30 0.000 0.7 1,00 13,7 13.1 4.8 4.0 2.7 1.9 0,0 
0.20 -0.000 0,2 1.00 11,1 9.7 6.3 4,4 3.3 1.4 0,0 
0.10 -0.001 2.4 1.00 13.0 10,9 6,2 3.1 2,3 0.0 0.6 
Table 9.11. Simulation results frcm 2500 trials of 100 observations each for nonoverlapping 
interval data with g = 2.0 
S(t) Bias % RMSE Relative Percent Observed Errors % 
Due to MSE Nominal = 12.5 Nominal =5,0 Nominal =2.5 BP 
Bias Lower Upper Lower Upper Lower Upper 
PEX Estimates (increasing Constraint) 
0.90 0.000 1.4 0.97 11.3 13.2 5.1 4.0 1.7 2.0 0.0 
0.80 -0.003 8.9 0.88 14.1 10.3 5.3 4.0 3.0 2.2 0.0 
0.70 -0.006 12.8 0.89 15.0 9.7 6.5 3.9 . 3.8 1.4 0.0 
0.60 -0.006 12.5 0.89 15.7 9.8 6.5 3,5 3.3 2.1 0,0 
0.50 -0.005 10.6 0.88 15.3 10.8 5.5 4.5 3.1 2.2 0.0 
0.40 -0.004 8.8 0.88 14.6 11.0 5.0 4.3 2.7 2.3 0.0 
0.30 -0.002 5.1 0.89 12.6 11.8 4.9 4.6 2.4 2.4 0.0 
0.20 0.000 0.1 0.91 10.6 12.7 4.6 4.9 2.1 2.5 0.0 
0.10 0.004 12.8 0.93 9.6 15.7 3.5 6.9 1.4 3.7 0.0 
Binomial Estimates 
0.90 0.001 2.7 1.00 11.3 13.3 1.7 7.4 0.5 4.0 0.0 
0.80 0.000 0.9 1.00 12.8 13.2 4.7 5.6 2.6 3.8 0.0 
0.70 -0.000 1.0 1.00 12.8 11.8 5.3 5.7 2.0 2.0 0.0 
0.60 0,000 0.4 1.00 13.2 13.3 4.2 4.1 2.5 3.1 0.0 
0.50 0.001 1.8 1.00 13.4 14.4 4.2 5.0 2.7 3.5 0.0 
0.40 0.001 1.0 1.00 13.3 13.4 3.7 4.7 2.6 2.9 0.0 
0.30 0.001 2.4 1.00 10.5 11.8 4.8 4.7 2.0 1.8 0.0 
0.20 0.000 0.7 1.00 12.2 12.4 5.2 4.2 3.6 2.3 0.0 
0.10 -0.001 1.9 1.00 12.8 11.2 7.3 2.5 4.2 1.0 0.0 
Table 9.12, Simulation results from 2500 trials of 500 observations each for nonoverlapping 
interval data with g = 2.0 
S(t) Bias % RMSE Relative Percent Observed Errors % 
Due to I4SE Nominal = 12.5 Nominal = 5.0 Ncxninal = 2.5 BP 
Bias Lower Upper Lower Upper Lower Upper 
PEX Estimates (Increasing Constraint) 
0.90 -0.000 1.3 1.00 13.4 12.9 5.9 5.2 3.2 2.8 0.0 
0.80 -0.001 2.9 0.96 12.9 12.2 5.9 4.0 2.3 2.4 0.0 
0.70 -0.001 5.8 0.96 14.8 12.2 5.7 4.8 . 3.1 2.4 0.0 
0.50 -0.002 6.9 0,94 14.8 11.4 6.1 4.5 3.2 2.3 0.0 
0.50 -0.001 5.0 0.93 14.7 12.1 6.0 4.7 2.8 2.3 0.0 
0.40 -0.001 6.1 0.94 14.4 11.5 5.8 4.8 2.6 2.1 0.0 
0.30 -0.001 3.5 0.93 13.2 12.4 4.8 4.4 2.2 2.0 0.0 
0.20 -0.000 2.1 0.92 12.5 12.6 4.0 5.1 2.2 2.2 0.0 
0.10 0.001 4.3 0.98 11.3 14.1 4.8 6.0 2.4 3.2 0.0 
Binomial Estimates 
0.90 -0.000 1.3 1,00 13.4 12.9 4.7 5.2 2.4 2.8 0.0 
0.80 -0.000 1.1 1.00 12.7 12.7 5.7 5.3 2.2 2.8 0.0 
0.70 -0.000 2.2 1.00 14.2 13.4 5.3 5.3 2.6 2.5 0.0 
0.60 -0.000 1.8 1.00 14.4 12.6 5.2 5.1 2.8 2.8 0,0 
0.50 -0.000 0.9 1.00 14.5 13.5 5.6 5.3 2.9 2.8 0.0 
0.40 -0.000 2.0 1.00 14.1 12.4 5.2 4.5 2.7 2.5 0.0 
0.30 0.000 0.0 1.00 13.4 13.3 5.1 4.9 2.0 1.8 0.0 
0.20 -0.000 1.3 1.00 12.5 11.9 5.2 5.2 2.6 2.2 0.0 
0.10 -0,000 1.6 1.00 13.7 13.0 5.2 4.2 2.9 1.9 0.0 
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Table 9,13, Simulation results from 2500 trials of 25 observations 
each for overlapping interval data with g = 2.0 
S(t) Bias % RMSE Percent Observed Errors % 
Due to Nominal = 12.5 Nominal = 5,0 Nominal = 2.5 BP 
Bias Lower Upper Lower Upper Lower Upper 
PEX Estimates with Increasing Constraint 
0,90 0.026 44.2 2,2 15.8 0.3 5.6 0.0 2.5 0.0 
0,80 -0.007 8.5 14.0 9.3 4.3 3.0 1.8 1.2 0.0 
0.70 -0.019 20.3 16.8 8.2 7.3 2.9 3.9 1.0 0.0 
0.60 -0.014 15,3 15.2 9.2 6.6 3.5 3.3 1.6 0.0 
0.50 -0.011 11.2 13.6 10.2 5,8 3.7 2.8 1.8 0.0 
0.40 -0.008 8,2 12,8 11.6 5,0 4.4 3,0 2,6 0.0 
0,30 0.000 0,3 11,1 12.4 4,5 4.9 2,5 2,4 1.3 
0.20 0.012 13.9 9.7 8.4 4,1 1.9 1,8 0.7 9.4 
0.10 -0.020 33.2 10.1 3.0 3.7 0.5 1.9 0.1 43.2 
Table 9,14, Simulation results from 2500 trials of 50 observations 
each for overlapping interval data with g = 2,0 
S(t) Bias % RMSE Percent Observed Errors % 
Due to Nominal = 12.5 Nominal = 5.0 Nominal = 2.5 BP 
Bias Lower Upper Lower Upper Lower Upper 
PEX Estimates with Increasing Constraint 
0.90 0.012 25.1 5.0 15.5 1.2 6.0 0.4 2.3 0.0 
0.80 -0.008 12.4 14.7 8.4 6.4 3.0 3.8 1.3 0.0 
0.70 -0.009 13.5 14.7 8.7 6.6 3.1 3.4 1.3 0.0 
0.60 -0.007 9.9 14.0 9.1 6.2 3.5 3.0 1.3 0.0 
0,50 -0.007 9,3 13.0 10.4 5.3 3,4 3.1 1.6 0.0 
0.40 -0.007 9.3 13.3 10.4 5.2 4.0 3.1 1.9 0.0 
0.30 -0.007 9.6 13.1 10.5 5.1 4,9 2.7 2.6 0.0 
0.20 0.009 12.7 10.4 12.1 4.1 4.7 1.8 2.1 0.6 
0.10 0.002 4.5 7.4 8.5 2,8 1,8 1.0 0.6 17,7 
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10. EXTENSIONS 
10.1. Decreasing Hazard Functions 
A distribution function, F, is said to have a decreasing hazard 
rate (DHR) if the support of F is of the form [a,oo), a > -oo, and if 
.log(l-F(t)) is convex on [a,co), if F is DHR then F is absolutely 
continuous except for a possible discontinuity at the point a. 
Marshall and Proschan (1965) calculate the MLE of S(t) in the DHR 
class for complete data. The result for multiply right censored data 
was given by Santner and Mykytyn (1981) as 
s ( t )  =  r i  ,  t  <  t^  
I 1 - d/n^ , t = t^ 
A A 
VS(t ) exp(-f r(u)du), t > t^ 
h 
where t^ < t2 < ... < t^ are the exact failure times and d^ and n^, 
i = l,...,m, are the number of failures and the number at risk at 
A A 
t^. The MLE of r(t), r(t) = r^ for t__^ < t < t^, i = 2,...,m, is 
defined by 
A t t 
r. = max min T, d./[ E TTT. ] 
^ i<t<m l<s<i i=s 3 j=s ^ 
for i = 2 , . . . , m where HT^ is the usual total time on test in (tj_^,tj) 
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A 
We note that S(t) remains at one until the first exact failure, t^, 
at which time a point mass occurs. Hence, the MLE of a, the lower 
support of F, is the first observed failure time. The hazard function 
A 
estimate, r(t), is well defined on (t^,t^]. For values of t > t^, 
A 
r(t) can be any arbitrarily decreasing function such that 
A A 
r(t) < r(t ) for t > t . 
— m m 
Estimation of a decreasing r(t) from a PEX model with fixed jump 
points ,...,is a simple extension of the IHR case. The MLE 
of r, subject to r^ > r^ > ... > is again given by the isotonic 
A 
regression of the basic estimators r^ = d^/TTT^ with weights nr^. The 
formula for the decreasing case is given by 
A t t 
r. = max min E d./ Z UT., i = l,...,m-H (10,1) 
^ i<t^+l l<s<i j=s ] j=s ^ 
where d. and UT. are the number of exact failures and total time on test J ] 
in (Tj The only change in the EM algorithm given in Chapter 5 
(for increasing hazard functions) is to replace equation (5,2) with 
(10,1) to obtain the MLE of r for arbitrarily censored data with a 
decreasing hazard function. 
10,2, Truncation 
Suppose, in addition to multiple right censoring we allow for 
left truncation. In this case, each unit has an associated lifetime, 
T^, a right censoring time, C^, and a left truncation time, L^, If 
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T. < L., then nothing is observed. For T. > L. the observed data 1 i' J. — 1 
is recorded as the vector 6^^ ) where 
= min(t^,c^), 
6. = fl if t. < c. 
X I 1 — X 
if t. > c. 
1 1 
t h 
and is the left truncation time. The likelihood of the i observa­
tion, conditional on t^ > is given by 
^i L^(r) = [r(y^)] ^ S(y^)/S(X^) . 
For a PEX[r;r] model define ) as the vector 
ij -satisfying 0 < 8.. < r.-r. . and — 11 — 1 ]-l 
^i 
g^r = f r(u)du . (10.2) 
The quantity, 3j_j> can be interpreted as the time on test for the i^^ 
unit in the hazard interval adjusted for left truncation. The 
log-likelihood for the entire sample of n units is 
m+1 n 
L(r) = E [d logr - ( S (10,3) 
k=l i=l ^ 
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n 
where d. = Z 6,1, .(y.) is the number of exact failures in 
1=1 ^ ^ 
n 
We 
™k = Si„ 
1=1 
as the total time on test in (TJ^ adjusted for truncation. 
notice that TO? = 0 if £. > r, for all i = l,...,n or if 
max y. < T, . The hazard value r is not identifiable whenever 1 K""X K 
= 0. The MLE of r^ is given by 
r^ = d^/W^ for 0, k = l,...,m+l. (10.4) 
The MLE of £ subject to r^ < r^ < ... < r^^^ is given by the isotonic 
A rv 
regression of r^^ with weights TZT^. The extension to include interval 
data is straightforward. The EM algorithm should perform equally as 
well as without truncation. 
Interval truncation occurs when each unit has an associated 
0 u (^ij-^i) such that nothing is observed if the unit fails outside this 
interval. The log-likelihood for multiply right censored data with 
interval truncation is 
^i 
L(r) = E  [6. log(r(y )) - f  r(u)du 
i=l q 
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log(l - exp{- / r{u)du))}. (10.5) 
4 
Define as in equation (10,2) and = (o^^,...,#^ m+1^ be 
such that 0 < < ( '^k'^k-1 ^ 
alL = f ^ r(u)du 
^i 
The log-likelihood (10.5) can be written as 
m+1 n 
L(r) = E [d log(r ) - ( E 9.%)? ] 
k=l i=l 
n 
- 2 log(l - exp(-a!r)) , (10.6) 
i=l 
Taking the first derivative w.r.t. r^ we obtain 
n 
BL/àr^ = d^/r^ - Z [3i,^-»aj_j^exp(-^r)/(l - exp(-a^r))} . 
i=l 
(10.7) 
The i^^ observation can be thought of as arising from a group, 
the size of which is unknovm due Lo truncation. Consider estimating the 
th 
number of units in the group associated with the i unit. Let 
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be the number of unseen units with failure times in The 
expected value of is 
E(J^) = S(i^)/[S(X^) - S(4*)] 
= exp(-a^r)/(l - exp(-a^r)) (10.8) 
= v.(r) . 
This allows us to write (10.7) as 
ai/ack = V'^ic - 'Pik + 
1=1 
The second term in (10.9) can be interpreted as the total time on test 
in the hazard interval adjusted for left truncation for both the 
observed units and the unseen units which fail in (iV,oo), i = l,...,n. 
The MLE of £ must satisfy the following self consistency equations 
A " A 
= d^/ E ^ = l,...,m-H (10.10) 
i=l 
where we assume > 0 for at least one i for all k = l,...,m+l 
so that r is identifiable. Equation (10.10) suggests a simple 
iterative procedure for obtaining the MLE of 
The extension of the above to interval data is straightforward. 
An application of the EM algorithm could be used to obtain the MLEs. 
171 
In this case, the M-step no longer has closed form solutions as was 
the case without interval truncation. Hence, if computation time is 
an important factor in obtaining the estimates then perhaps another 
method of solution such as Newton-Raphson should be considered. 
10.3. Covariates 
Frequently, it is of interest to study the effect of covariates 
on survival. Cox (1972) introduced the "proportional hazards model" 
in which the hazard function is specified as 
r(t,x) = rQ(t)exp(x'^) (10.11) 
where x is a vector of covariates, is a vector of regression 
parameters and r^ft) is known as the baseline hazard function. The 
covariates satisfy the proportional hazards assumption if the ratio, 
r(t,x^)/r(t,x^), is independent of t. Thus, in (10,11) the baseline 
hazard function, rQ(t), is independent of x and may be chosen from 
any parametric family or may be estimated nonparametrically as in 
Cox. 
Holford (1975) studies the estimation of ^  and rQ(t) from equation 
(10.11) when ^Q(t) is piecewise constant. He allows for multiply 
right censored data and suggests an iterative method for obtaining 
parameter estimates, Breslow (1974) studies the case in v^ich rQ(t) 
is piecewise constant with jump points occurring at the exact failure 
times, t^,,..,t^. If the withdrawals in treated as 
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having occurred at t^, then the MLE of r^ft) in terms of g_ is given 
by 
rgft) = r^(^) = ^ exp(^g_)) te 
j£Rj_ 
(10.12) 
where d. is the number of deaths at t. and R. denotes the set of 1 11
patients at risk at t^ (i.e., alive and uncensored just prior to t_). 
Notice that if x = 0^ then 2 exp(x'g_) = n., the number at risk at 
iER. "• 
t^ and r^^ (g_) is the usual PEX estimator. The log-likelihood can be 
written in terms of g_ using equation (10.12) as 
m 
L(^) = S (S?g_-d,ln( E exp(x g_))) (10.13) 
i=l icR. ^ 
where S_^ represents the sum of x^ over the set of exact failures at 
t^. Breslow (1974) obtains the MLE of g_ using the Newton-Raph s on 
approach starting from values of = £, 
Santner and Mykytyn (1981) present the MLE of r^^t) and §_ for 
multiply right censored data when rQ(t) is an increasing function. 
Again, if we adjust the withdrawal times in as having 
occurred at t^, then the MLE of r^ for a given g_ is 
rj t t 
r, (g_) = min max E d./ E TIT. (g;) (10,14) 
^ j<t^ j=s ^ j=s ^ 
where 
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TIT. (g.) = (t..,-t.) S exp(xîg_) 
and d. is the number of exact failures in [t.,t. Hence, r. (^) 
A 
is the isotonic regression of r^(|_) with weights 'nr^(g_), Santner 
ru 
and Mykytyn give a formula for r^(g_) without the adjusted withdrawal 
times. They show that the optimal g maximizes 
n-1 n 
g.'( F. Ô.X.) - S'a exp(g_'x) (10.15) 
j=l j=l ] 
where 
a. = f r (u)du 
= r 1 if y^ is a failure time 
V 0 if y^ is a censoring time 
It can be shown that (10.15) is concave and, hence, the MLE of g 
can be found by Newton-Raphson. 
The extension of the above to the case of interval data is 
straightforward. The EM algorithm could be used to obtain the MLEs, 
but since each M-step involves the use of some method of numerical 
solution such as Newton-Raphson, extensive calculations would be 
involved. Holford (1980), Laird and Olivier (1981) and Friedman 
(1982) have noted a similarity between the likelihood for the PEX 
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model and the likelihood function for a log-linear model for frequency 
data. This allows for the use of the iterative proportional fitting 
algorithm in determining the I4LES of the PEX model with categorical 
covariates. This might make the EM algorithm easier to implement. 
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