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ABSTRACT 
KEY WORDS: Bids, Contingency, Estimates, Fiscal Policy 
Fees, General Overhead, Probability, Profit, Risk Analysis, 
Stochastic Process 
Two probabilistic models are offered as a means for 
quantitatively determining contingency in a lump-sum bid. 
The first model is based on the isolated project and re-
quires subjective evaluation of probabilities associated 
with the individual elements of the estimate. Contingency 
is defined as a function of the standard deviation of pro-
ject field costs. Procedures are developed to obtain the 
variance of the total field cost from three-value estimates 
of the primary quantities. The second model considers the 
business as a stochastic process with an initial risk reserve 
and a positive risk loading, and contingency in this model 
is a function of the risk loading. Output from the project 
model is found to be approximately normal and insensitive to 
the type of input distribution. Covariance among accounts 
in the estimate are shown to be highly significant. The 
business model produces a significantly lower value for con-
tingency than the project model and indicates that contin-
gency is a lower bound on the contractor's fee and must be 
handled in a fiscally responsible manner. 
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PREFACE 
In the past five years, a popular subject for investiga-
tion in construction literature has been the strategy of 
bidding to produce maximum profit. Almost without exception 
these investigations have indicated that a reduction in 
percentage profit is necessary in order to satisfy the cri-
terion on profit. Although the proposed models provide in-
structive models of actual behaviour, I believe that the 
fact that these values are upper bounds on the contractors 
fee has not been effectively voiced. It seems intuitively 
necessary that there be a lower bound on this fee and it is 
thus disturbing that, almost without exception, when applied 
to actual bidding data, the results have indicated a reduc-
tion in the percentage profit. It has been the purpose of 
this research to reveal the lower bound as a function of the 
risk of failure for the business. 
Although terminology is not altogether clear, contingen-
cy can be recognized as the item which has traditionally 
been used to account for risks. Since contingency has 
usually been determined with respect to an isolated project, 
this situation was investigated first to determine a suitable 
model. When numerical results indicated that this model, 
by itself, would be inadequate there was doubt for some time 
that I could find an adequate alternative. However by mere 
chance I came upon a text on the risk theory of insurance. 
It was immediately apparent that this contained the necessary 
conceptual improvements to provide a reasonable model of 
behaviour. 
iv 
Although attempts to acquire actual data to illustrate 
the model were unsuccessful, I consider the results to be 
much more reliable than those from "bidding strategy" since 
the data necessary for implementation is found within the 
firm, rather than without. In addition, the development 
presented justifies some widely accepted practices, clari-
fies the nature of contingency as well as quanti£ies it, 
and points out the necessity for an appropriate fiscal policy. 
I cannot help but think that these results are of more than 
passing significance, even though I would make no bets on 
how readily they will be accepted by the construction indus-
try. 
Since this investigation was initiated and carried to 
completion under the duress of policies and conditions that 
I have considered unnecessary, I would like to acknowledge 
the efforts of those who have provided the necessary pushes 
and nudges along the way, especially to Dr. William A. 
Andrews whose patience and forbearance did not go unnoted 
during this lengthy birthing; and to Carl and Rebecca who 
paid for this research with my ill temper and the time that 
would have been better spent with them. 
Only the good parts of this work do I dedicate to Helen, 
my intelligent and loving companion on this journey. 
\ 
"AND LET THEM COLLECT ALL THE FOOD OF THESE 
GOOD YEARS TO COME AND STORE UP ••• AND PRESERVE 
IT. THE FOOD SHALL BE A RESERVE FOR THE LAND 
AGAINST THE .•. FAMINE ..• SO THAT THE LAND WILL 
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Construction cont~acting has been long recognized as a 
"competitive" business where several contract.ors bid on a 
project where the criteria of success is measured by the low-
est bid submitted. However construction contracting is also 
a "risk" business where the winning bidder guarantees the 
price of the project to the client regardless of the cost to 
the contractor. Thus the contractor accepts the risk of 
suffering a loss as well as a profit. 
This dilemma, which is so well known tc contractors in 
bidding a guaranteed price contract, can then be character-
ized by the two questions: 
I. "How high should I set the price in order to 
maximize profit?" 
II. "How low can I set the price and still expect 
to cover costs?" 
Although in the last several years quite a bit of attention 
has been given to the first question under the general head-
ing of "bidding strategy" no information is available to give 
an adequate answer to the second question. 
Since the "risk" taken here is merely the failure to 
cover costs, then all business and most human endeavors are 
"risky" and the techniques that will be developed here will 
apply. However the probability of failure or level of risk 
involved in most of these situations will be so low as to re-
move the second criterion from the decision making process. 
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Thus a risk business wi.ll be taken here as one where question 
II above is a criterion in the decision making process. 
In the construction industry the ratio of yearly revenue 
to operating capital may vary anywhere from 5 to 10 whereas 
in the manufacturing industries this ratio may be in the 
order of magnitude of 1. In the simplest form only relative-
ly few sources of revenue (i.e., projects) are available 
to the construction firm, usually in a geographica]_ly limited 
area. The magnitude of the jobs bid and the number of jobs 
won may produce vastly different incomes from one year to the 
next. Thus the capital available in most construction firms 
is so low with respect to negative variations that the possib-
ility of £ailure is of immediate concern. Construction is a 
risk business. 
It is the purpose of this investigation to develop 
quantitative techniques for determining the contingency 
necessary in a lump-sum bid in order to preserve an accept-
able level of risk. Developments will be given for both an 
isolated project and the business as a whole. 
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ANALYSIS AND METHOD OF SOLUTION 
In the simplest form a construction business obtains 
all of its income from the projects it successfully bids. 
Thus the bid price must include all costs which are associat-
ed with operating the business plus an additional amount for 
profit. Since some confusion exists about "profit", it will 
be taken here as a.n "earned surplus" v;hich is not intended 
to cover any tangible expense of the business. E~penbeb 
then can be subdivided into t\vO broad categories: project 
and home-office. 
Home-office expenses will include all costs associated 
with operating a business on a continuing basis. Included 
in this expense should be acceptable salaries for the owners 
or top administrative personnel so that there is no conflict 
with the previous definition of profit. These costs will be 
taken as relatively constant and independent of fluctuations 
in revenue, and a quantity usually called "general overhead" 
will be included in the bid to cover these expenses. 
Project expenses will include both "direct" job costs 
and "job overhead." Direct costs are those which can be 
associated immediately with the performance of work items 
and will include materials, labor, subcontracts and sometimes 
equipment necessary to complete that work item. Job overhead 
or distributable costs will be any project costs which cannot 
be defined as direct and will include items such as super-
vision, temporary construction and utilities, taxes, and 
4 
insurance. 
Gray areas exist between many of these categories and 
although this is not an unimportant problem, it is assumed 
that the accounting system is adequate and the personnel 
administering it are competent so that at least consistency 
is maintained. 
The problem that faces the estimator at the pre-bid 
stage is one of accurately predicting all the tangible and 
intangible costs associated with a project so that the final 
result, several months or years in the future, bears an ac-
ceptable relationship to the estimate. This process is usual-
ly predicated on historical records from previous projects 
and many years of experience which has developed a deep sensi-
tivity in the estimator to changing economic, technical, and 
personnel conditions. 
Even the best of estimators, however, will not expect 
that all the individual estimates of the budget will be close 
to actual costs. A bare majority of accounts having errors 
of less than 10 percent might be considered excellent perfor-
mance. Thus variations between estimated and actual costs 
is expected but it is also expected that the "pluses will 
offset the minuses." Although this statement accurately de-
scribes the qualitative behavior of a good estimate it is 
quantitatively useless. As a result of this property, however, 
it will be assumed that over a long period of time the sum 
of estimated costs for all projects will approach the cumula-
tive actual costs of those projects. 
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The behavior of estimated and actual costs just described 
is a characteristic of random variables and stochastic pro-
cesses, and this area of mathematics will be used to model 
the behavior of the real system. Initially the only opera-
tions needed will be summation of correlated variables and 
multiplication of independent variables. These operations 
can be summarized as follows. 
Summation of Correlated Variables 
Y = xl + x2 + x3 + 
2 2 2 
= crl + cr2 + a3 + 
Multiplication of Independent Variables 
y = X • 1 
Y = xl • x2 
2 2 2 
a = x1 cr 2 
- 2 2 2 2 







where Y is the expected value of Y, cr 2 is the variance, and 
cr 12 is the covariance of x 1 and x 2 , and for independent 
variables the covariance is zero. Where the coefficient of 
variation, v = cr/X, is less than about 0.3 an abbreviated 
form of Equation (2c) 
+ ••• + v n 
2 ( 2d) 
will provide an excellent approximation and is a more 
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convenient form than (2c} for more than two variables. 
Although there are other characteristics of random var-
iables, the mean as an indicator of the central tendency of 
the data, the standard deviation, cr, as an indicator of 
absolute error, and the coefficient of variation as a mea-
sure of relative error will be quite sufficient. 
Equations (1) are independent of the probability density 
function (PDF) of the random variable, whereas Equations (2) 
assume a symmetrical distribution. This latter assumption 
is not considered to be significant even though the quanti-
ties involved in a construction estimate may be skewed to 
the high side. 
The arithmetic manipulations performed in the estimat-
ing process will now be duplicated using the relationships 
presented above so that not only the mean value but the 
expected error of the total estimate can be developed. The 
only additional feature necessary will be the development of 
techniques by which the variance of the individual detail 
quantities may be assessed. 
The essential assumption made here is that the estimator 
is competent. His performance is unbiased with respect to 
actual results, which means in the long run that the cumula-
tive sum of h~ estimates will approach very closely the 
sum of the actual costs on the jobs. This implies that he is 
capable of quantitatively assessing the effects of time, lo-
cation, inflation, and other less tangible factors on the 
cost of performing the work. Thus any problems associated 
with these very real variables will be considered to be 
within the province of that sophisticated computer called 
the estimator. 
R~~k and zhe P~ojeQZ 
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Earlier it was indicated that the costs and thereby the 
risks could be separated into two distinguishable areas: one, 
the project and the other, the continuing operation of the 
home-office. Once a project is complete, neither additional 
revenue nor expense is to be expected. As a result it is 
not only necessary to be able to calculate a fair price for 
the project costs but also for the continuing costs of being 
in business. 
The uncertainties which are the source of all risk, also 
discussed by Gates (1971) can be grouped into the two broad 
categories: 
Predictable uncertainties are those where information, 
historical data, or experience will permit a quantita-
tive assessment of the risks involved, even though re-
mote, and still have confidence that the result is 
sufficiently accurate to use. 
Intangible uncertainties are qualitatively detectable, 
but not enough information exists to assess the risk 
quantitatively. 
Perhaps the best example of a predictable uncertainty is the 
weather. Contracting is notoriously sensitive to weather 
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conditions and estimates must reflect the conditions to be 
expected on the job. Wage and price escalation, productivity 
of labor, equipment breakdown, and variable soil conditions 
are but a few of the many uncertainties which must be assess-
ed. 
Examples of intangible uncertainties would include 
wildcat labor disputes, contract conditions requiring action 
at the discretion of the owner, mistakes, contract litiga-




Although extensive work has been done in the defense 
industries in the area of cost effectiveness, which includes 
the problems of concern in this investigation, very little 
published information was found which emanated directly from 
construction organizations. 
A probabilistic procedure for estimating is presented 
by ~arnpbell (1970). This procedure relies heavily on the 
subjective evaluations of the estimator and suffers only in 
the precision required, five points, for establishing the 
probability density function of the difference between esti-
mated and actual costs. Hemphill (1967) demonstrates the 
reliability of several different methods of estimating for 
both building and chemical process plant construction. He 
also delineates a probabilistic estimating system which 
assumes the normal PDF is applicable and the estimator is 
operating at a 95 percent confidence level when placing 
bounds on the estimate. 
Sherman (1969) and Sobel (1965) , as well as Gates and 
Hemphill previously cited, pay significant attention to the 
problem of determining the proper PDF to assume for describ-
ing the variability of cost. No common conclusion can be 
drawn, although the Beta, triangular, normal and log-normal 
are investigated. Zusman (1969) also demonstrates how the 





The basis for the development here is a conventional 
system in which the direct costs are broken down into major 
accounts according to functions, material, predominant craft 
or some other common characteristic. These major accounts 
are then further divided into sub-accounts for costing. A 
similar division is made for items in job overhead although 
usually on a more empirical basis. The resulting budget 
should adequately represent all the cost generating features 
of the job, conform to historical records, and encourage 
timely and accurate job accounting. 
A format for such a system is shown in Table 1. Item 
"i" is the code number for the account and will be numbered 
consecutively 1 through n for this discussion. The primary 
quantities of the estimate are indicated in columns 1,2,4, 
and 6 and must be determined by quantity take-off and estima-
tor assignment. h . . t' t' 1 T e rema1n1ng quan 1 1es, eik' are obtained 
by extension where k is the column number from Table l 
Han-hours: ei3 = eil X ei2 
Labor cost: eis = ei3 X ei4 
Material cost: ei7 = eil X ei6 
Total cost: ei8 = eis X ei7 ( 3a-d) 
Totals may be found in any of these categories by summing the 
column, thus 
1 nouble subscripts will be used on e only when necessary, 
otherwise ek will be used as applicable to any account. 
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TABLE 1 
Format for the Estimate 
Material 
Man-hours Labor Cost Cost 
Account Quantity Per Cost/ Total 
Number Unit Unit Total Wage Total Unit Total Cost 
(1) (2) {3) {4) {5) {6) (7) (8) 
1 ell el2 el3 el4 el5 el6 el7 el8 
2 e21 e22 e23 e24 e25 e26 e27 e28 
i 
n 
Total man-hours: E3 = 2:: ei3 
Total labor cost: Es = 2:: eiS 
Total material cost: E7 = 2:: ei7 
Total estimate: Ea = 2:: ei8 
= Es + E7 
The last two allow a check for arithmetic error. 
E .6 t:..{ rra t:. .{ ¥!- 9 w .{ t:. h U n. c. e Jt t:. a.{ n. t:. y 
12 
( 4a-e) 
As an initial observation, it should be recognized that 
there are actually two random variables to be considered. 
The first is the estimated cost, e, for an account and the 
other is the actual cost, a. 
If it were possible to repeat a construction activity 
many times even with identical conditions of weather, crew, 
and equipment, the results from each repetition would not be 
identical and the cost associated with that activity could be 




The estimate, e, will be taken as an attempt to locate 
the mean value of the actual cost. Thus as a limit this pro-
cess must be unbiased and the expected value of e is 
E{e} = a (5) 
Since e and a are the result of independent processes, the 
variance, V, of the difference is 
V{e-a} = V{(e-a)+(a-a)} 
= V{e-a} + V{a-a} 
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s2 = cr 2 + cr 2 
e a (6) 
Although a value for a can be calculated from historical 
data, this number is advisory only and is adjusted according 
to subjective judgment of the estimator to give the estimate, 
e, for the new job. Thus a is never known for a particular 
job, but the variance, s 2 , of the difference between estimated 
and actual cost is of ultimate interest and may be obtained 
from historical records. 
Equations (1) and (2) may be used to determine the mean 
values of each account according to the manipulations indicat-
ed in (3), and the sum for the total estimate is found by 
application of Equation (4) • 
The manipulation of the variances is somewhat more com-
plex since in some cases correlation exists. The quantities 
e 5 and e 7 are linear functions of e 1 within an account, and 
correlation will exist in the summation of the former two to 
give ea. Also for a determinable set of unit labor elements, 
correlation will be assumed to exist between accounts. Where 
correlation is recognized to exist by the estimator in labor 
accounts i and j, the correlation coefficient, r, will be 
taken conservatively as 
(r .. ) 2 = 1 ~J ( 7) 
Since the results for two accounts can be extended to 
any number of accounts, the variance of two accounts i and j 
is 
V{ei8+ej8}=E{ [(ai5-ei5)+(ai7-ei7)+(aj5-ej5)+ 
2 (aj7-ej7)] } 
2 2 2 
=E{(ai5-ei5) +(ai7-ei7) +(aj5-ej5) + 
2 (aj7-ej7) + 2 (ai5-ei5) (ai7-ei7)+ 
(8) 
All other elements of the expansion will be zero since no 
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correlation is assumed to exist. The first four terms of (8) 
are recognized as the variances of those elements and the last 
three terms are the covariances of the corresponding elements. 
Within an account s 57 is by definition of covariance 
s57 = E{ (a5-e5) (a7-e7)} 
= E{ (a1 a 2 a 4-e5 ) Ca1 a 6 -e 7 )} 
2 
= E{a1 a 2 a 4 a 6-a5e 7-e5a 7+e 5e 7 } 
2 2 




= e5e7 (el) 
2 
= e5e7vl (9) 
where the coefficients of variation is taken constant for 
all elements within a column 
= (10) 
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Since it will be computationally convenient, add an addition-
al column to the format of Table 1, and let 
(11) 
Now proceeding with the development, the covariance 
of labor quantities is 
and since the expectation is the covariance of the unit labor 
quantities in column 2 and (r .. ) 2 = 1 from Equation (7) l.J 
( 12) 
Then by substituting this result in 
(r .. ) 5 = {s .. ) 5/s. 5s. 5 l.J l.J l. J 
(13) 
The variance of the total estimate for the n direct 
accounts then can be presented in general terms as 
5 2 2 2 2 () 8 = Es 1. 5 +Es. 7 +Es. 9 +E E s .. S l. l. ·~· l.J l.rJ 
(14) 
Where the assumption of the constancy of the coefficients 




v 2 E Le. 5e. 5 ·~· 1 J lrJ 
(15) 
The only item lacking from this consideration of pro-
16 
ject field costs is job overhead, E 0 • Although correlation 
can be assumed to exist between direct costs, E 8 , and job 
overhead, the nature of the relationship and the values of 
the correlation coefficients is recognized as significant 
enough to merit an empirical investigation and no specific 
assumptions will be made here. Thus for the total field 
cost, E 
E = Ea + Eo 
= s 2 + s 2 8 0 (16) 
In order to implement the procedure previously developed, 
it is necessary to provide methods for determining the mean 
and variance of the input quantities. Although the lack of 
data appears to prevent handling this problem in a quantita-
tive fashion, it is possible to describe the qualities that 




On any estimate, upper and lower limits exist beyond 
which the estimator is relatively certain that no 
values will occur. The actual placement of these 
extreme limits may be uncertain but this uncertainty 
will not be included in subsequent developments since 
it is considered of secondary importance. 
Continuity 
There is no reason to believe that the PDF is discon-
tinuous. 
Convexity 
It will be assumed that the probability of occurrence 
of an event decreases as the upper and lower limits 
are approached. In addition it will be assumed that 
the distribution is unimodal. 
Skewness 
Of the four primary estimates only unit man-hours, 
e 2 , will be assumed to be skewed-right. All the 
others will be taken as symmetrical about the mean. 
The approximate properties of several distributions 
which reflect these characteristics are shown in Table 2 in 
terms of upper and lower limits eu and e 1 and the mode em. 
From an inspection of Table 2, it can be seen that 
once a choice of PDF has been made, the values of the result-
ing means and variances will be biased with respect to a 





Properties of Distributions 
TRIANGULAR 






(!)These are not exact, see MacCrimmon (1962) for a discussion 
of errors involved. 
.19 
accepted as the extremes of reasonable behavior then the 
triangular offers an acceptable compromise and introduces 
an error of only 2-3 percent in the mean values with respect 
to either extreme (see Appendix D). In the face of the 
other uncertainties and assumptions of the system, this 
bias is judged not to be sufficiently significant to merit 
further refinement on an a priori basis. 
Although the use of an assumed distribution will be 
sufficient for purposes here, it is evident that for 
practical use an investigation of the empirical formulas 
l ( 17) e = 
s = ( 18) 
should be made in order to determine the value of the con-
stants. 
E xa.mp.te. 
Although the development is by no means complete, an 
example will be useful in demonstrating the principles and 
will aid in the succeeding developments. Therefore a 
fictitious estimate based on figures of Table 3 has been 
made according to the procedures developed previously. The 
mean values and variances of each of the primary quantities, 
e 1 2 4 6 have been assumed to be already estimated. In 
' , ' 
calculating variances, coefficients of variation v 1 , 4 , 6 
have been taken constant at 0.05 and the value for v 2 is 
constant at 0.15. The variances are then calculated 
MEAN 
Account Quantity l.kli t Total Labor 
Number Man-Hours Man-Hours Rate 
l.klit ~H/lliit ~H $/M-H 
el e2 e3 e4 
(1) (2) (3) (4) (5) 
1.1 20 10 200 6 
1.2 150 20 3000 7 
1.3 30 50 1500 6 
1.4 25 20 500 6 
1.5 300 9 2700 7 
Sub- Total l. 0 
2.1 700 20 14000 6 
2.2 4o 50 2000 5 
2.3 120 40 4800 6 
Sub-Total 2.0 
3.1 30 5 150 7 
3.2 90 9 810 7 
Sub- Total 3. 0 
4.1 110 7 770 5 
4.2 24o 25 6000 5 
4.3 90 110 9900 6 
4.4 370 12 4440 6 
Sub-Total 4.0 
5.1 120 15 1800 7 
Sub-Total 5.0 
6.1 5 15 75 7 
6.2 550 6 3300 7 
6.3 220 21 4620 6 
6.4 75 12 900 5 
6.5 80 17 1360 7 
Sub- Total 6 . 0 
Column Totals 






































































Labor Material Minor Major 
Account Account 
$ $ Cov~iance Covarlance 
s5 s7 s9 
(9) (10) (11) (12) 
199 35 55 
3482 159 486 
1492 127 285 
497 177 194 
3134 lo61 1191 
4946 1095 1332 7285 
13930 9899 7668 
1658 339 490 
4776 4243 2939 
14819 10776 8227 13968 
174 64 69 
940 64 169 
956 90 174 572 
638 93 159 
4975 1018 1470 
9850 445 1328 
4418 2355 2lo6 
11904 2605 2914 15924 
2o89 2546 15o6 
2o89 2546 15o6 ---
87 42 40 
3831 2722 2109 
4597 373 855 
746 642 452 
1579 209 375 
6234 2830 2351 8868 
20734 11773 9261 24098 
Standard Deviation=35142 
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assuming that correlation exists among the labor accounts 
within, but not between, the six major cost categories. 
The effect of this covariance, which corresponds to the 
last term in Equation (15), is entered as a subtotal on 
each of these major accounts. 
The results indicate that the influence of covariance 
is highly significant since nearly 50 percent of the total 
variance is due to the covariance in the labor accounts. 











where e = E/n 
then 
2 
n(cr 2 -2 Le. = + e ) 1 e 
-2 2 
= ne (l+ve ) 
E2 (1+ve 2) = n ( 2 0) 
As an approximate but limiting assumption, let account 
values be uniformly distributed, then 




and this approximation is applicable to the first two 
terms in { 19). 
For the last term 
The first term is a covariance item and will have an expect-
ed value of zero due to the independence of the account 
values; thus 
Equation (19) is then given approximately by 
s 2 
8 
and for an estimate without covariance in e 2 
s 
__.!!. = v 0:: 
E 8 8 
1 
{22) 
{ 2 3) 
( 24) 
For the more general case with covariance present, 
the last term in {15) may be expanded to show the effect 
within a major account having m correlated sub-accounts. 
Using the results from {20} gives 
{ 25) 
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This term then actually increases with the number of minor 
accounts, m, within the major account. Since there are 
k of these major independent accounts 
(26) 
Thus even though the total number of accounts in a budget 
may become very high and the effect of the first three terms 
in (15) becomes relatively small, the last term will still 
provide a significant variance since the number of indepen-
dent major accounts will be limited. Determining the exis-
tence of covariance among the accounts is then seen as one 
of the most important areas of judgment to be exercised by 
the estimator. 
Returning again to the results of Table 3, notice 
that even with covariance the coefficient of variation of 
E 8 is 0.046 as compared to 0.15 for the unit labor accounts 
and 0.05 for the others. For E 5 which is the sum of six 
independent elements 
31800 
v = = 0.084 5 380475 
For the twenty independent material accounts this error is 
11,773 -
v7 = 376,385 - 0 · 031 
The remaining variance in E8 is due to the covariance item 
s 9 2 and although small, is not insignificant. 
24 
Obviously the process of multiplication tends to in-
crease the error of the estimate at the account level but 
addition of just a few independent accounts rapidly reduces 
the error of the total estimate to manageable levels. It 
is this latter property that estimators have always relied 
upon but were in no position to quantify. 
The variances can be seen to offer an excellent criter-
ion for judging where extra effort should be placed in improv-
ing the precision of the estimate. It can be seen that ac-
counts 2.1 and 4.3 contribute almost 70 percent of the total 
variance in s 5 2 and 2.1 contributes the same amount to s 72 • 
Special attention paid to decreasing the variance of these ac-
counts seems well justified. The fact that these values cor-
respond to the largest mean values is not unexpected due to 
the assumption of constant coefficient of variation, but in 
the absence of this assumption, ranking the variances rather 
than the means provides a more rational basis for this choice 
and additionally would provide a measure of any improvement 
produced. 
V~~~~~bu~~on o6 Ou~pu~ 
Since the ultimate purpose of this investigation is to 
place a numerical value on the risk involved, the distribution 
of the total estimate must be found before the calculations 
of mean and variance have any quantitative significance. 
The primary elements of the estimate will be symmetrical-
ly distributed, or possibly skewed to the right, thus the 
distributions of the account estimates in columns 5 and 7, 
Table 1, will be skewed to the right due to the process of 
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multiplication, and the sums in these columns will then also 
be skewed right. However, application of the central limit 
theorem of probability indicates that the limiting distribu-
tion of the sum of identically distributed random variables 
with equal variances is normally distributed. Unfortunately 
there is no indication in this theorem of the number of items 
in the addition necessary to give a good approximation to 
the normal. 
Since the example worked previously represents a lower 
bound in terms of the number of independent accounts, it was 
decided to investigate the problem by means of a Monte Carlo 
simulation of the results {PRJCT 1, PRJCT 2, Appendix F). 
The values for the various elements are identical to those 
already given for the example problem in Table 3. The re-
sults of the simulation are shown in Figure 1 for two dif-
ferent assumptions on the assumed shape of the primary dis-
tributions. The assumed PDF's for the first simulation were 
uniform distributions for all primary quantities whereas 
the second simulation was performed with a symmetrical tri-
angular distribution for e 1 , 4 , 6 and a skewed-right distribu-
tion for the e 2 • It can be seen that both simulations pro-
duced results which closely followed the normal distribution. 
Thus judging from the visual evidence it appears reasonable 
to adopt the normal distribution as being appropriate in 
this situation. 
Figure 1 also indicates that although the results are 
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P{(A-E)/S > z} 
Figure 1. Cumulative Probability Distribution of Output 
for Example Problem 
elements, the distribution of the output is not highly 
sensitive to radically different assumptions, at least in 
the range of concern for this model. 
Ca~~ula~~on o6 Con~~ngen~y 
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The contingency for a project can now be interpreted 
as the amount which, when added to the mean or estimated 
value, will produce an acceptable level of risk as measured 
by the probability of failure. Thus as a simple procedure: 
l. Set the level of risk 
P{A > E + zS} 
2. Determine z from tables for the normal 
distribution where z is taken as the value 
of the standardized normal variate which 
produces the desired probability. 
The value zS is then the contingency value, Cc' for the 
estimate. 
For the example problem with P{A > E + zS} = 0.1, z 
will be 1.28. With the assumptions 
EO = 0.1E 5 
then 
vo = 0.1 
r 05 = 0.5 
E = 756,860 + 0.1 X 380,475 
= 794,907 
s 2= (35142) 2 2 + (0.1 X 38,047) 
6 
= (1240 + 14.4 + 78.8) X 10 
+ 2 X 0.5 X 3805 X 20734 
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s2 = 1334 X 10 6 
s = 36,500 
cc = 1.28 X 36,500 
= 46,500 
This value of contingency amounts to 5.8 percent of the pro-
ject field costs. Inspection of the figures reveals that 
the degree of correlation between overhead and direct labor 
costs (assumed) does not significantly affect the magnitude 
of contingency. 
From the foregoing development of the model on the in-
dividual project, it is possible to arrive at a mean and 
variance of the total estimate based on the means and var-
iances for the individual elements. The implementation of 
such a model would require subjective three-value-estimates 
for the primary quantities in each account as well as judg-
ments on correlation between accounts. None of these evalua-
tions are considered to be abnormally difficult for a compe-
tent estimator and in fact may make the job a somewhat less 
anxious experience. It would appear that the estimator would 
be able to place limits on the range of an estimate with 
greater certainty than on a single number as in a convention-
al system. Realizing that variance from the calculated mean 
is to be expected, he may stop worrying excessively about 
picking that one "best" value. 
The standard deviation produced in this procedure has 
the character of contingency found in the conventional 
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estimate with the additional feature of associated probability 
of loss. The problem of assigning contingency thus becomes 
an administrative decision of determining an acceptable pro-
bability of loss for a given project. While the result has 
the appearance of being an improvement over the previous em-
pirical approach, this conclusion may be deceptive. The 
probability is still subject to administrative decision. 
Thus the old problem of assigning a magnitude to contingency 
has been replaced by the new problem of assigning a magni-
tude to the probability of failure. 
Since the estimate model has produced no strategy for 
choosing the appropriate probability, it may easily happen 
that a probability that is truly acceptable to administra-
tion, such as 0.1, will produce a contingency quantity that 
is unrealistically high. As an alternative, an unrealistical-
ly high, say 0.3, probability may be chosen because it re-
sults in an acceptable magnitude for contingency. The latter 
situation seems to be the more probable result from the pro-
posed model since the magnitudes of contingency at reasonable, 
i.e. low, risk levels seem to be competetively unsound. 
Although the project model developed has attractions as 
a rational approach to estimating and monitoring costs of a 
project, the effectiveness of this model in establishing 
contingency seems to be marginal. It is apparent that a con-
tingency model must be postulated which satisfies the criti-
cisms voiced above. 
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THE BUSINESS MODEL 
R~~R and Bu~~ne~~ Fa~lu~e 
Since the objective of a business is to seek not only 
an assurance of immediate profit, but also some assurance of 
continuity of the business, the developments just completed 
are directed toward the first objective only and thus are 
inadequate. The system must be widened to include the business 
as a whole in which the single project is just one element. 
The entire financial system can be interpreted as com-
posed of several parts: 
home-office costs which will be relatively stable 
for a given time period, 
project costs and income which will vary according 
to the number and size of the projects completed 
within the time period, and 
reserves, or owners equity, which represent the 
financial strength of the company. 
In this system, failure is obtained when reserves are depleted 
to the point that the business can no longer function as de-
sired. 
Because in the simplest form the entire revenue generat-
ed in the system is produced by project income, it is necessary 
that the price of the project cover both home-office and 
project costs in order to satisfy the criteria for continuity 
of the business. Taking a single time period, one year being 
a useful increment since it corresponds to a normal fiscal 
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period for testing solvency, the situation for year N is 
represented by the equation 
m m 
R_ = R __ 1 + E(E.+g.+p.) - EA.-H 
---N -N 1 1 1 1 ( 2 7) 
where ~ and ~-l are the reserves at the end and beginning 
of the period, and H is the home-office expense, E and A are 
estimated and actual costs of the project, g is a burden 
on the project to cover home-office expense normally called 
"general overhead" and p is a mark-up for profit. There are 
m projects completed during the period. All of these items 
except H will be taken as random variables. H, because of 
the relative constancy, will be taken as a deterministic 
parameter of the business. All of the random variables, 
except reserves, will be assumed to have PDF's which do not 
vary with the passage of time. 
Segregating the variables of (27) into coherent groups 
which have the common characteristic of a zero expected 













E{Yk} = 0 
V{Yk} 2 = (J ; k k = 1,2,3 









The financial behavior of the firm as represented in 
(27) can now be put in the following form where X represents 
the difference between revenue and anticipated expense for 
the period. 
(33) 
Applying this equation recursively produces a more useful 
form. 
~ = ~-2 + ~ + ~-1 + 2L 
= ~-3 + XN + ~-1 + X 2 + 3L N-
N 
= Ro + L: X. + NL ~ (34) 
Equation (34) is now the controlling equation for the con-
tinuing behavior of the business where R is a risk reserve 
and L is a risk loading. Equations (28) through (32) de-
scribe the incremental behavior of the business and because 
of the assumption of invariance on the individual variable, 
incremental behaviour is also invariant in time. 
Figure 2 shows a qualitative interpretation of the 
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Figure 2. Behavior of a Risk Business Operating with a 
Risk Loading 
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of failure is now seen as R < 0 so that firm A has failed at 
the 7th period and will cease to exist. The businesses B 
and C are still solvent at the 15th period and the mean value 
of the risk reserves for all firms is represented by the 
dashed line. 
In Equation (34) Xi embodies all the independent variables 
of operation: project cost, project income, home-office costs, 
and profit. Note that the difference between actual and 
estimated project costs is the variable of interest and not 
the separate absolute magnitudes. Before progressing, how-
ever, this equation will be transformed into a more general 
form. 
Since it has been assumed that the period process is 
stationary in time, (34) can be generalized by standardizing 
the variable, X, as 
X = X/Sx ( 35) 
from which 
E{x} = 0 (36a,b) 
V{x} = 1 
Also defining 
R = R/Sx 
c = Ro/Sx 
r = L/Sx (37a-c) 
then (34) becomes 
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(38) 
The standardized process (38) can be converted to any parti-
cular business through the transformations (35) and (37). 
Observe that the standardized business is characterized by 
an initial risk reserve, c, an independent variable, x, and 
a controllable risk loading, r. 
In general terms, then, the probability of business 
failure, pf' is seen to be for a particular business 
(39) 
The level of risk associated with the operation of a business 
is a function of the risk reserve, risk loading, and the 
characteristic variability of the business. 
As stated in the introduction, the difficulty in plac-
ing a profit on the bid must satisfy two criteria, the 
second being of interest here. 
"How low can I set the price and still expect 
to cover costs?" 
In light of the preceding discussions, this second criterion 
which was implicitly concerned with results from an individual 
project can be recast with more general meaning and in a 
more useful form as 
"How low can I set the price and still maintain an 
acceptable probability of failure for the business?" 
As indicated earlier in reference to Figure 2, failure 
is obtained when the risk reserve becomes negative. It is 
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conceivable that if the magnitude of this negative value is 
sufficiently small the business might be able to borrow 
enough capital to continue, but for the present the simple 
criteria 
R < 0 (40) 
will be adopted. It will be understood that when this condi-
tion is satisfied the business continues no further. 
With Equations (38) and (40) there is sufficient in-
formation to determine the relationships among pf' c, and 
r for the standardized business. The probability of failure, 
fi, at any period, i, is given by 
(41) 
and the cumulative probability of failure to period N is 
given by 
N 
= L f. 
~ 
The system can be investigated for any finite period, 
but the probability of eventual failure as N+oo is of interest 
as a limiting value and will be defined as the value for 
failure. 
(42} 
This process has been extensively investigated as a "random 
walk" with an absorbing barrier at R=O. Considering the 
value of R at any step N as the position in the R-N graph 
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(similar to Figure 2) , RN is the sum of N mutually independent 
random variables, x, identically distributed with mean r and 
standard deviation of unity. 
This random walk is also the basis for risk analysis in 
the insurance industry where the common distribution of x 
is taken as Poisson. However in the system under considera-
tion the common distribution is approximately normal, as was 
demonstrated in the project model (Figure 1) and the proper-
ties of this process have been given by Cox (1966) when 
pf<<l. For the standardized business these properties are: 
(43a,b) 
An asymptotic value for the probability of failure has been 
found by making the assumption that at failure R=O rather 
than R~O. 
-2cr 
= e (44) 
A significant property of this system is that, with 
any distribution, failure is certain when there is no risk 
loading, i.e. r = 0. Conversely when a risk loading is 
applied the probability of failure is less than unity. 
More accurate values for the probabilities are given 
in Figure 3. These values were obtained from a semi-Monte 
Carlo computer program (RISK2, Appendix F) and are not sub-
ject to the assumption in Equation (44). Figure 4 shows this 
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Figure 4. Comparison of Loss Function From Computer 
Simulation and the Asymptotic Relationship 
values investigated the probability of failure is signifi-
cantly less than indicated by the asymptotic value of 
Equation (44) • 
Results for the loss functions f and pf are given in 
Figure 5. The rapid approach of pf to a limiting value is 
seen to be typical only for the lower values o£ the risk 
reserve factor, c. This visual evidence of inconsistent 
failure probabilities at finite times was the major reason 
for adopting the planning horizon at infinity. 
Th~ P~~iad P~ae~~~ 
The random walk solution of Equation (34) has been 
solved independently of the variation of the business, S , X 
because it was possible to standardize the characteristic 
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equation as indicated in {38) • It is necessary now, however, 
to determine the variation of the business caused by "m" 
projects of varying magnitudes, Ei' be£ore these results 
can be related to a particular firm. 
Returning to the definition of (31), the random process 
which is embedded between the test points is characterized 
by the equation 
The mean and variance of this process is 
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Remember that Y1 is related to project costs 
m 
Yl = E (E. -A. ) 
l. l. 
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where m, E and A are now random variables and Y2 and Y3 are 
concerned with general overhead and profit. 
m 
= E g.-H 
l. 
m 
Y = E p.-L 3 l. 
The constraints of these relationships, in order to make 
them conform with the larger random walk, are from (30) 
E{Yk} = 0 ; k = 1,2,3 
E{Egi} = mg = H 
E{Epi} = mp = L ( 46a-c) 
Since (46) does not impose any restrictions on the form 
of g and p, these may be established arbitrarily. Only two 
simple relationships will be investigated here and these are 
p,g = constant 
and 
p,g = kE 
Where p and g are taken as constant, from (46) 
g = H/m 
p = L/m 
When the relationship is proportional to the magnitude of the 
estimate then 
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E{g} = k E 
k = H/m E 
and therefore 
g = HE/m E (49) 
Similarly 
p = LE/m E (SO) 
Four combinations will be investigated and designated 
as Cases I through IV according to Table 4. 
As a preliminary assumption on behavior, the variance 
of (E-A) will be taken as proportional to the magnitude of 
the estimate. 
from which 
= m E{k 2E2 } 1 
= m kl2(E2+crE2) 
As an alternative to (51) it might be assumed that 




which has the reasonable feature of requiring that the rela-
tive error (coefficient of variation) decrease with increasing 
project size. 
Table 4 





H/m I II 
HE/mE III IV 
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s I /E = k' /IE 
. 1 
The variance of this assumption is 




On an a priori basis it is impossible to choose between these 
assumptions, but in order to get some idea of the order of 
magnitude of the difference between the two assumptions, let 
the values of nsn be equal at E. Then from Equations {51) 
and (53) 
(k ') 2 = k 2 E 1 1 
and from (52) and (55) 
m kl2(E2+ crE2) 
m kl2 E2 




Where vE is even as high as 0.3 the error involved in the 
choice of assumption is small. However, since {51) produces 
a larger variance and is the simpler of the two, it will be 
adopted and (52) will be used to calculate cr 1 in all cases. 
Proceeding on the basis of Case I, the form of g and 
p are 
g = H/m 
p = L/m 
and the variance of Y2 is 
2 V{mH H} (~) 2 V{m-m} 0"2 = - = m 
m 
(H) 2 2 
= (J m 
m 
(58) 
In a similar manner 
2 (L) 2 2 0"3 = (J m (59) 
m 
The covariance of Y2 and Y3 is obtained as follows: 
( 60) 
Since it is obvious that the Y2 and Y3 are independent of 
E-A 
= 0 ( 61) 
Results for all the cases are summarized in Table 5 
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under the assumption that the contractor tries to maintain 
a constant volume. The remaining derivations are shown in 
Appendix E. 
Ex.amp.te. PJz.ob.te.m 
As an illustration of the developments just completed, 
let us investigate a firm with the characteristics: project 
magnitude, E, is uniformly distributed between the limits 
of 70 and 130; the number of projects finished within a 
period typical varies between 4 and 8, and a uniform distri-
bution will be assumed for this also. In addition 
Case g p 
I• H/m L/m 
II H/m LE/mE 
III HE/mE L/m 
IV HE/mE LE/mE 
Table 5 
Formulas for General Overhead, 
Profit, and Variance 
2 2 2 
0'1 0'2 0'3 
2- -2 2 cr cr k1 m(E +crE ) H2(_m)2 L 2 (_ m) 2 
m m 
2- -2 2 cr L2 crE 2 k1 m(E +crE ) H2 (_m) 2 =-<::-) 
m m E 
2- -2 2 H2 crE 2 cr k1 m(E +crE ) =-'=-) L 2 (_ m) 2 
m E m 
2- -2 2 H2 crE 2 L2 crE 2 k1 m(E +crE ) =-<=-> =-(=-) 







cr ~L(_E)2 0 
m E 
H = 0.05 m E 
S = 0.06 E 
R = 100 0 
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The resulting statistics for the business are 
E = (70 + 130)/2 = 100 
aE 
2 
= (130 - 70} 2 /12 = 300 
m = (4 + 8}/2 = 6 
2 (8 4) 2/12 1.33 a = - = m 
H = 0.05 X 6 X 100 = 30 
An acceptable probability of failure is taken as 
pf = O.Ol 
As has been indicated earlier R<O is an obvious measure 
of failure, but it can be argued that it is not a reasonable 
measure. A more general definition of failure indicates 
failure has occurred when a design ceases to perform as ex-
pected. Since the business will have long since ceased to 
behave as having a risk reserve of 100 when R approaches zero, 
the measure of failure will be taken as R<75. This boundary 
will still allow the business to operate in a manner consis-
tent with the past. 
For Case I 
a 1 2 = 6 X .06 2 X (100 2 + 300) = 223 
= 33 
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At this time it is not possible to evaluate o 3 and o 23 since 
c is not known. However since Sx is little affected by these 
values, take 
Thus 
s 2 - 223 + 33 = 256 X 
sx = 16.1 
c = 100-75/16.1 = 1.55 
and from Figure 6, which was constructed from the data of 
Figure 3 
r = 1.1 
L = 1.1 X 16.1 = 17.7 
Now o 3 and o 23 can be calculated 
2o 23 = 2 X 30 :2 17~ X 1.33 = 39.2 
Thus S 2 = 307 and new values for c and r are X 
c = 25/17.6 = 1.42 
r = 1.18 
It can be seen that c and r are not sensitive to the cor-
rections of o 3 and o 23 , and the calculations will be carried 
no further. With r = 1.2 
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Figure 6. Risk Loading as a Function of Risk Reserve 
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From Table 5 
g = 30/6 = 5 
p = 21.2/6 = 3.5 
Similar results are calculated for the other cases and are 
shown in Table 6. From these results markup as a percentage 
of project field cost can be calculated and is shown in 
Table 7. 
Among the four cases presented it is apparent from 
Tables 6 and 7 that Case IV offers a very attractive solu-
tion. It seems worthwhile pointing out that Case IV is a 
predominant strategy adopted by construction firms. It 
might be concluded that a half-million years of human ex-
perience has produced a visceral wisdom which yields correct 
answers even when rational arguments cannot be formulated. 
Another significant point is contained in a comparison 
of the markup for contingency in the project model and the 
business model. Using 0.06 as the coefficient of variation 
of the project costs, the contingency for the project at a 
risk level of 0.1 is 
1.28 x 0.06E = 0.077E 
Although this results in a value of 7.7 percent on 
field costs also, this is purely coincidental and more signi-
ficantly this latter value does not include general overhead. 
In order to reconcile these results, general overhead was 
subtracted from the values of Table 7 to give the values 
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Table 6 
Results for the Example Problem 
Case 2 2 2 20 23 s L crl 0"2 0"3 c r X 
I 223 33 15.2 45 17.8 1.41 1.15 20.3 
II 223 33 1.5 0 16.0 1.56 1.08 17.4 
III 223 4.5 10.0 0 15.4 1.62 1.06 16.5 
IV 223 4.5 1.3 2.4 15.2 1.65 1.05 16.1 
Table 7 
Markup as a Percentage of 
Project Field Cost 
Project CASE 
Estimate I II III 
Low=70 12.0 10.0 8.9 
Mean=lOO 8.4 7.9 7.7 







for contingency shown in Table 8. In no case is the contin-
gency from the business model greater than the 7.7 percent 
from the project model. Case IV enjoys an advantage of al-
most 5 percent over project cost. 
Had the more conservative assumption of independence 
between m and E been made, the four cases investigated would 
have been almost indistinguishable in terms of the resulting 
L values. Contingency for Case IV would have been 3.4 per-
cent which is only slightly higher than found in Table 8. 
Accepting the business model as the preferable choice, 
contingency now emerges as the markup on tangible costs of 
the project which produces an acceptably small risk of 
failure for the business. Contingency is thus a minimum on 




Contingency as a Percentage 
of Project Field Costs 
Project CASE 
Estimate I II III IV 
Low=70 4.9 2.9 3.9 2.7 
Mean=lOO 3.4 2.9 2.7 2.7 
High=l30 2.6 2.9 2.1 2.7 
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DISCUSSION AND CONCLUSIONS 
In attempting to provide a rational basis for a 
quantitative determination for contingency in a lump-sum bid, 
two mathematical models have been presented. The first was 
based upon expected behavior in a single project and required 
subjective evaluation of the random behavior of the various 
elements of the estimate. The second model widened the scope 
of the system to include the fiscal behavior of the business 
as a whole and in practice would rely upon empirical fiscal 
data of the business operation. 
Although the choice of probabilities of failure and 
other assumptions made in order to demonstrate the models 
are not supported by empirical data, the values are consider-
ed to be not unrealistic. The resulting values obtained 
demonstrate the superiority of the business model over the 
project model as a vehicle for determining the contingency 
to be included in the bid price. In addition to smaller 
markups, the business model can be seen to qualitatively 
approach verisimilitude much more closely than the project 
model. 
In either model the choice of the probability of failure 
is the basic assumption and will have to be made on the 
basis of administrative judgment. Here again the superior-
ity of the business model is observed. Although the risks 
envisioned by the two systems are not comparable and thus 
there is no necessity that the risk levels be identical, 
the value of 0.1 chosen for the project model was not dic-
tated as much by a desirable risk of loss as by the reali-
zation that a lower risk would lead to a bid that would be 
competitively marginal. Thus when a strategy which was 
designed to provide an answer for the second question of 
the contractor's dilemma is limited by the first question 
then it cannot be considered entirely successful. 
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The business model, however, allows a risk of loss 
agreeably small without having the resulting value of con-
tingency limited by competitive factors. Thus the business 
model proposed here provides a lower bound on an acceptable 
fee. The value obtained is a function of the operating 
characteristics of the company and is thus independent of 
the competitive climate. Since previously developed theor-
ies of "bidding strategy" attempt to provide an answer to 
the first question of the contractor's dilemma, he is now 
able to theoretically define the range in which his fee 
should fall. 
Contingency, as it has been defined by this investiga-
tion, is always positive. This result is at variance with 
some who believe that a competent estimate does not require 
any contingency. There is no difficulty in reconciling 
these positions if contingency is taken as a portion of the 
total fee that must be handled in a fiscally responsible 
fashion. The proper fiscal policy amounts to never distri-
buting the monies attributable to contingency. These monies 
58 
are always retained in a manner that will augment the owners 
equity at the full value of the monies. It is suggested 
that responsible business behavior conforms to these con-
straints albeit in an informal fashion. However, this 
theory allows the establishment of a quantitative policy 
for retained earnings. 
Any fee obtained which is in excess of the contingency 
value is then, according to this theory, always available 
for distribution independent of the success or failure of 
a given project or even in the face of poor performance 
over an extended period. However, it is doubtful that the 
theory is sufficiently robust to justify the latter behav-
ior. 
Although the project model has been dismissed as in-
adequate in satisfying the primary objective of contingency 
determination, it has other useful applications. In judg-
ing the success or failure of a particular project, as 
managers are want to do, this model will provide a rational 
basis since the risks peculiar to that project are used to 
describe the ultimate variability. Where a project is 
unusually risky, the standard deviation obtained a priori 
from this approach should be adopted rather than from the 
business model. No extensive discussion of implementation 
will be made, but it should be recognized that the business 
model is based upon empirical data obtained from the opera-
tion of the business. As such, it is a posteriori and pro-
duces an average value for the variability of the business. 
While this value includes quantitative evaluation of in-
tangibles which cannot be evaluated in the project model, 
the business model cannot respond immediately to a high 
risk project as the project model does. 
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It is suggested that the next step in developing a 
rational estimating and control policy in construction will 
blend the two models developed in this investigation. 
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APPENDIX B 
NOTATION 
The following symbols are used in this paper: 
a,A = actual costs 
c = initial risk reserve in standardized process 
e,E = estimated costs 
E{•} = expected (mean) value 
f = probability of failure in a particular period 
g = general overhead 
H = home-office costs 
L = risk loading 
n,N = periods (years) in the stochastic 
p = profit 
P{•} = probability 
Pf = cumulative probability of 
R,R = risk reserve 
r = risk loading, standardized 
r .. = correlation coefficient 
J..] 
s,S,a = standard deviation 
a .. 
J..] = covariance of variables 
v,V = coefficient of variation 










REFINEMENTS ON THE BUSINESS MODEL 
The developments to this point have shown two possible 
quantitative solutions to the problem of determining contin-
gency in the guaranteed price bid. While the business model 
has been shown to be conceptually superior to the project 
model there remain elements which require unrealistic behavior. 
The assumption that the risk loading remains constant 
and independent of the magnitude of the risk reserve indi-
cates a business philosophy that is unacceptable. If a 
company has decided in year zero that a satisfactory pro-
bability of failure is 0.01, then it seems highly unlikely 
that it will accept a value of 0.2 in year four, yet this 
can happen with the simple business model. A much more accept-
able policy would be to maintain the probability of failure 
at a constant figure and adjust the risk loading according 
to the value of risk reserve at that instant. 
Other aspects which must be considered in order to 
produce verisimilitude include the effects of taxation, in-
flation, interest on the risk reserve, and real growth of 
the firm. 
It is not difficult to understand that, although the 
past is interesting and by extrapolation tells us something 
about the future, business decisions and strategy are based 
on present and future conditions. It is therefore necessary 
64 
to develop a model which can adjust to changing conditions 
and mirror the policy which will be used in adjusting to 
these conditions. Only then will we have a model which can 
be termed rational. 
The En6ee~ on Ineome Taxe~ 
So far our discussion has assumed that the entire pro-
fit {increase of risk reserve) is available to offset later 
losses. In fact this behavior cannot be obtained since 
Federal and State income taxes are levied on this gross pro-
fit and alter the probability of failure. 
Going back to the fundamental Equation (33) and adopt-
ing the simplifying assumption that any increase or decrease 
of the risk reserve (gross profit} is reduced by a factor 
kt where 
kt = 1-(tax rate expressed as a fraction) (C-1} 
then 
(C-2) 
The factor kt can be taken constant regardless of the size 
of gross profit. 
. k 2s 2 year 1s t x . 
The variance associated with a single 
Proceeding as earlier, the recurrence 
Equation (C-2) yields 
(C-3} 
and dividing by ktSx gives 
(C-4) 
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which is quite similar to (38) obtained previously. In 
fact, if the apparent standardized quantities are substituted 
R.' = 1L /k N "N t 
c' = c/k = R /k S t 0 t X 
the result is exactly the same form as in (38). Since 
R' < 0 is still the criterion for failure, the values of N 
Figures 3 and 6 are valid in the presence of income taxes 
when the apparent value, c', for initial risk reserve is 
used •. 
When kt is about 0.5 as at the present time (1971) the 
effect is rather marked. At a probability of failure of 
0.01 and actual c of 1.0 the risk loading would be 1.4 
(Figure 6) without taxes. When the effect of taxation is 
included, then c' is 2.0 and the risk loading is reduced to 
about 0.9. Alternately if risk loading is held constant at 
1.0, the probability of failure is found to be a little 
greater than 0.04 without taxes and less than 0.008 with 
taxation. Thus taxes reduce the probability of failure as 
compared to no taxation. 
It should be pointed out that tax laws do not operate 
in the simple fashion postulated, but the difference is not 
considered to be significant. Actually losses can be claim-
ed only to the extent that taxes are owed. Any excess of 
loss must be carried over to following years and offset 
gains in those following years. Thus the loss is eventually 
reduced by the factor indicated albeit at a later date. 
In~e~e~~ and In6~a~~on 
It is often stated that the funds of a company must 
bear interest as it would if they were invested elsewhere. 
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This is an economic philosophy but not an economic necessity. 
Since it is apparent that the inclusion of interest, j, 
increases the magnitude of the risk reserve, 
(C-5) 
the conservative case of zero interest will be adopted for 
the present. 
Inflation as an economic force will tend to be exhibit-
ed in the form of increasing prices for the same amount of 
construction with the passage of time. The increase of 
gross revenue will be observed with time even though the 
physical quantity of work does not increase. 
Having earlier made the assumption that the variance 
of the business is proportional to the amount of business, 
Equation (51), it can then be said that the standard devia-
tion in any year, SN, is 
SN = (l+Nk)S 0 (C-6) 
where k is the rate of inflation and S is the standard 0 
deviation at time zero. This equation assumes a linear 
growth of inflation whereas a geometrical growth given by 
(C-7) 
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could also be postulated. Geometrical growth will produce 
a higher value for SN, but linear growth is deemed to be more 
consistent with experience and will be assumed for the fol-
lowing discussion. 
By far the easiest way to develop the model to reflect 
the effects of inflation is to adjust the equation which in-
eludes inflation to give the same results as the equation 
without inflation. Then we will be able to use the results 
in Figures 3 and 6 to predict the probability of failure. 
Going back to the recurrence relationship (33), it is alter-
ed in the following fashion 
(C-8) 
= ~-1 + (xN-tr') SN-1 (l+k) 
Dividing by SN-l(l+k) 
Substituting (C-6) on the left side and using previous 
terminology for the standardized variables 
(C-9) 
This is not the same as the situation leading to (38), 
but this can be adjusted by requiring the realizations from 
each situation to be identical 
68 
1 
r' = r + R (1 ) N N-1 - l+k 
(C-10) 
Thus an adjusted value for the risk loading can be found when 
inflation is present by adding an amount RNk to the unadjust-
ed risk loading. The adjustment made here is dependent only 
on the present value RN-l rather than the initial value, R0 , 
of the risk reserve. This is desirable since it gives a 
response that is a function of_ the present circumstances of 
the individual company. 
Remember, however, that the absolute value of the risk 
loading is dependent upon the value of the standard deviation 
at that step 
(C-11) 
In a real situation historical data could be used to pro-
duce a value, SN, for this quantity and some disparity 
should be expected between SN and S'N. 
A convenient way to handle this situation is by means 
of the smoothing function where q is chosen between zero and 
one 
(1-q) (S I ) 2 N-1 (C-12) 
and where SN is the variance measured in the most recent period. 
The resulting value, SN, has the characteristics of a mean 
while reflecting changes that occur with time. 
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The perturbations of the value obtained as well as the 
sensitivity to change is related to the value of q chosen. 
A proper choice for this value would involve a trade-off 
between the magnitude of these perturb~tions and the sensi-
tivity to change and this would require actual data and 
even then would be a judgment; therefore a value of 0.2 
will be arbitrarily chosen. The sensitivity at two levels 
of inflation is shown in Figure Cl. 
Notice in Figure Cl that the ratio between SN and s•N 
has a maximum, T. This property gives a limiting value for 
S < S' X T N - N {C-13) 
Values for T at several levels of inflation are given in 
Table Cl. 
In order to determine the proper risk loading in the 
presence of inflation it is then necessary to estimate the 
rate of inflation, adjust the risk loading according to (C-10), 
and the standard deviation by (C-13) • These values are then 
used as if inflation did not exist. 
The previous development gives a conservative value 
since interest has been assumed to be zero. However by 
far the easiest solution to inflation is geometrical and 
the rates of interest and inflation are identical. Equation 







Figure Cl Ratio of Actual to Apparent Deviation 
70 
TABLE Cl 
Correction of Standard Deviation 
In the Presence of Inflation 
T = max (SN/S • N) 







• 0 8 1.18 
.10 1.21 
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~ = ~-1 (l+j) + ( ~N+r) SN 









and under these conditions there is no adjustment as in 
Equation C-10. However the adjustments of Table Cl are 
still applicable. 
It should be pointed out that the policy leading to 
the conclusions above does require that the interest must 
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be accumulated in the risk reserve fund and not distributed. 
Accepting as a rational criterion for establishing 
the magnitude of contingency, a requirement that the pro-
bability of failure should remain constant, then the simple 
model previously developed is inadequate. Basically this 
is due to the choice of risk loading as a function of the 
risk reserve in year zero only. For any year after that 
the risk reserve will vary and since the risk loading does 
not change then the probability must. 
A desirable policy must allow the risk loading to 
vary rather than the probability and since the exterior 
problems affecting the variance of the business have already 
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been discussed, it is only necessary to find 
The solution proposed here is empirical and does not result 
in a correct answer for the entire range, but any loss in 
elegance is more than balanced by the simplicity of the 
result. 
Dividing the field of behavior into two parts, the 
proposed relationship between ~and RN-l is shown in Figure 
C2. Notice that the slope RN-l of the line in Region 1 is 
unity. Thus any value of R in Region 1 will be returned to 
the value R at the beginning of the next step. 
a 
= R + X a N 
This property permits the determination of the probability 
that the point will be in a particular region from the pro-
perties of the normal distribution. 
Defining P .. as the probability of transition from 
~] 
Region i to j, the existing values for this process are 
taken as 
{C-16) 
and assume that any business that does not immediately go 
to Region 3 or 0 will eventually return to Region 2. Then 
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Region 2 
Figure C2 Proposed Stationary Policy 
the unit normal PDF for x gives 
(C-17) 
The equation for this process then is 
(C-18) 
The parenthesis contains an expression which is recognized 
as an expansion of the quantity (l/(l-P21 > so that 
From Figure 3 find pf* 
then 
p * = f = r = R a 
and P 21 must be by difference 
- R b 






Taking as an example a situation where the r value in 
Region 2 is 0.5 and pf is 0.01, then from Figure 3,pf* at 
c=r=O.S is 0.33, thus 
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p23 = 1- .33 = 0.67 
p20 = 0.67 X 0.01 = 0.0067 (C-17) 
Referring to the properties of the unit normal distribution 
R = 2.48 
a 
Rb = 2.48 - 0.5 = 1.98 
Several other values for pf = 0.01 have been solved 
and are shown in Figure C3. These curves were checked by 
means of a computed simulation (RISK14, Appendix F) and 
found to give adequate approximation to the desired pf=O.Ol 
(see Figure C3 for the values) • The probability of failure 
determined by this technique is correct only for businesses 
in Region 1. The probability for a business starting in 
Region 2 is less than the stipulated value. For the entire 
range pf ~ 0.01. 
Notice that a large variation in the constant r in 
Region 2 does not cause a corresponding large change in 
R and a lower limit exists at R = 2.3 when r is constant 
a a 
over the whole range of R, i.e. ~ = 0. It now becomes a 
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From an inspection of Table 2, it can be seen that the 
calculation of the mean will introduce a definite bias into 
the result once a choice of PDF has been made. In order to 
investigate the magnitude of this bias, put the equation for 
the mean in the following form 
(D-1) 
where k will increase as the data tends to bunch about 
the value e • This in turn can be converted to the follow-
m 
ing form 
1 [eu +el 
= 1 + -- - 2] k+2 em (D-2) 
The last term on the right hand side of the equation indicates 
both the skewness and the bunching tendency. Notice that if 
the distribution is not skewed there is no bias introduced 
into the mean. 
Since the primary quantity of unit labor is the only 
one which has been postulated as skewed, the sensitivity 
of ~ is tested at some reasonable values and the results 
em 
are shown in Table Dl. 
It can be readily seen that the choice of the k value 
is critical even when k is zero which corresponds to the 
unrealistically severe uniform distribution. Even when 
k=l, which corresponds to the symmetrical-triangular, is 
e1 
10 15 20 
10 14 20 
10 13 20 
10 12 20 
TABLE D1 
Sensitivity of eje . to k 
m 


















taken as a lower limit there is no certainty that k=4 
represents a reasonable upper limit. 
As an approach to resolving this last difficulty, an 
empirical distribution will be constructed. In addition 
to the previously described properties, it can be observed 
that if an estimator places a value of 12 for the mode, em' 
it would be very difficult to say with certainty that a 
value of 11 or 13 would occur with less frequency. This 
implies a uniform distribution in the central region. How-
ever beyond this central region, there are areas on either 
side where the estimator would be quite willing to say that 
the probability of occurrence decreases to zero at the extreme 
values. An empirical distribution which possesses all the 
characteristics discussed is shown in Figure Dl. 
Letting eu=l and e 1 =o and E=k(eu-el} some results 
for the empirical PDF are shown in Table D2. The results 




From these results k 1 will be taken as 1.0 and k 2 as 
4.5 which values are essentially the same as those given 
for the triangular distribution presented in Table 4. 
These values appear slightly non-conservative with respect to 
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f(e) A' / I , 
/ ' 
Figure Dl Proposed Empirical PDF 
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TABLE D2 
Properties of the Empirical PDF 
k e - s2 kl k2 m e 
o.o 0.5 0.5 0.0417 1.00 4.90 
0.2 0.5 0.5 0.0433 0.90 4.80 
0.4 0.5 0.5 0.0483 0.69 4.55 
0.0 0.4 0.467 0.0422 1.00 4.87 
0.2 0.4 0.469 0.0438 0.90 4.78 
0.4 0.4 0.474 0.0486 0.69 4.54 
0.0 0.3 0.433 0.0439 1.00 4.77 
0.2 0.3 0.438 0.0452 0.90 4.71 
0.4 0.3 0.449 0.0495 0.69 4.50 
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Although these formulas were derived primarily on a qualita-
tive basis, it should be noted from both Tables Dl and D2 
that results are not extremely sensitive to the assumption 
of the PDF. 
It should be emphasized that the upper and lower limits 
must be placed at extreme values with these formulas. If 
e were placed at a level where only 5 percent of the actual 
u 
results lay outside the bound, the correct value would have 
been underestimated by a significant amount. 
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Where the contractor operates to stabalize volume on a year-
ly basis 
m 
L:E. ~mE = constant 
~ 
The expectation in (E-3) can be expanded 
E. 
E { • } = E2 E { [ L: (_~ - l) ] (rn-rn) } 
E 
2 1 m -
= E E{(- L:E.-rn) (rn-rn)} 
E ~ 
Substituting (E-4) 



































{ [}:; (E. -A. ) ] [ }:E . -mE] } 
~ ~ ~ 
(E-6) 
(E-7) 
Since it is apparent that (E-A) is independent of E then 
cr 12 = 0 (E-8) 
and by similar reasoning 
(E-9) 
Ca.6 e. I I 
g = H/m (E-10) 
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p = LE/mE (E-ll} 
This case differs from Case III only in that H and L ex-
change roles in the derivations. 
L2 cr ( E) 2 (E-12) 
m E 
= 0 = 0 ; = 0 
Ca..6e. IV 






E{ (EE. -mE) (EE. -mE)} 
~ ~ 
= HL V{EE.-mE} 
(mE} 2 ~ 
From the derivation leading to (E-6) 







All programs are written in CPS-PLl language. 
PRJCTl 
This program gives a Monte Carlo simulation of the 
example project with uniform distributions on the input 
quantities e 1 , 2 , 4 , 6 . The coefficient of variation is 
0.05 for all of these except e 2 which is 0.15. 
PRJCT2 
This program is the same as PRJCTl except for lines 
340 and 350. These are rewritten as 
340. rv2 = (random*random-.25)/.20412 
350. LET rv = (random+random-1)/.40824 
This change produces a symmetrical triangular distribution 
for e 1 , 4 , 6 and a skewed right distribution for e 2 • 
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PRJCTl-2 were used to produce the values for Figure 1. 
RISK2 
This program produced the values for Figure 3. A 
standard random variable generation is used to determine 
the location of the point in the R-r field but the proper-
ties of the normal PDF are used to determine the probability 
of failure at each period. As a result the program is 
much more efficient than a pure Monte Carlo. 
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The precision of this solution is, where "repl" is the 
number of replications 
v cc 1/repl 
whereas for a Monte-Carlo 
v cc 1/lrepl 
At c = 2, r ~ .75, 4000 replications are required for a 
precision of 1% whereas 400,000 would be required with a 
pure Monte-Carlo simulation. 
RISK14 
A semi-Monte Carlo simulation as described above to 
give values for Figure C2. 
SMOTHl 



































prjct1: DO k=1 TO 20; 
GET LIST(i 1 j); 
PROGRAM PRJCT1 
GET LIST(e1 1 e2 1 e4 1 e6); 
x(i 1 j 1 1)=e1; 
x(i 1 j 1 d=e2; 
x(i 1 j,4)=e4; 
x(i 1 j 1 6)=e6; 
END ; 
PUT EDIT(x)((7) F(7) 1 SKIP); 
DECLARE x(6 1 6,7) , y(6,6 1 7) , Y8(100) ; 
GET LIST(rnge 1 rngel); 
DO i=1 TO 6; 
DO j =1 TO 5; 
x ( i, j , 3) =x ( i , j 1 1) * x ( i 1 j, 2); 
x( i 1 j,5)=x(i 1 j 1 3)*X(i 1 j 1 4); 
X ( j 1 j 1 /)=X ( j 1 j 11) *X ( j 1 j 16) i 
X ( j 1 6 1 .1) =X ( j 1615) *X ( j 1 j 1 5) i 





DO i=l TO 6; 
X 7 =x ( i 1 6, 7) +X 7; 
X 5 =x ( i 1 ti, 5 ) +X 5; 
END ; 
X8=X7+x5; 
PUT Ll s rc ' 1 abo r =I I X 5 I I materia 1 s =I I X 7 I I 
Y8 =0; 
DO k=l TO 100; 
ON ATTENTION PUT LIST(k); 
y=O; 
DO i =1 TO 6; 
rv2=(random-.5)/.28867; 








































DO j=1 TO 5; 
y( i,j,2)=x( i,j,2)•(1+rv2•rngel); 
y( i,j,l)=x( i,j,1)•(1+rv•rnge); 




DO i=1 TO 6; 
DO j =1 TO 5; 
y ( i 'j '3) =y ( i 'j '1) * y ( i 'j '2); 
y(i,j,S)=y(i,j,3)•y(i,j,4); 
y ( i 'j '7) =y ( i 'j '1) * y ( i 'j '6); 
y ( i ' 6' 5 ) =y ( i '6' 5 ) * y ( i 'j , 5) ; 





DO i=l TO 6; 






DO i=l TO 100; 
mx =-1; 
DO j=k TO 100; 
IF mx>YS(j) THEN GO TO end1; 
n .. x = j; 























PUT EDIT(Y8)((10) F(9),SKIP); 
mean=O; 
va r•O; 








PUT LIST('mean=',mean,' stand dev=',sio,' 
Y8=(Y8-mean)/sig; 




10. risk2: GET LIST(c,r,N,repl,step); 
20. PUT LIST('c=',c,' r=',r,' N=',N,' Replications=',repl); 
30. DECLARE nf(100) , p(O:~l) , n(200) ; 
40. sumpf=O; 





100. PUT LIST{' Period fn pf'); 
110. DO i=1 TO repl; 
120. R=c; 
130. X =0 j 
140. DO j al TO N; 
150. R=R+r; 
160. zn=lO•R; 




210. stpl: x=(random+random+random+random+random+random-3)/.70711; 
220. R=R+x; 
230. IF R>=O THEN GO TO end2; 
240. lp4: DO kaj TO N; 
250. I* n is the number of successful firms •/; 
260. n(k)=n(k)-1; 
270. end4: END lp4; 
280. GO TO endl; 
290. end2: END ; 
300. endl: END ; 





340. IF i/(step+m)<.999 THeN GO TO end3; 
350. PUT EDIT(i,pf,sumpf)(F(5),F(8,4),F(8,4)); 
360. m=m+step; 
370. end3: END ; 
380, STOP ; 
390. I* generate unit normal values for p •/; 
400. DECLARE P(0:41) ; 
410. e=2.71828; 
420. DO i=u TO 41; 
430. p(iJ=e••C-i•i/200)/sqrt(2•3.14159); 
440. END ; 
450. P(41)=.5; 
460. P(O)=O; 
470. DO i=1 TO 40; 
480. P(i)=(p(i)+p(i-1))/20+P(i-1); 
490. END ; 
500. p=.S-P; 
510. PUT EOIT(p)((10) F(8,5),SKIP); 
520. END risk2; 
Values for p are 
0.50000 0.46021 0.42081 0,38218 0.34470 0.30868 0.27442 0.24215 0.21205 0.18426 
0.15886 0.13587 0.11526 0.096~9 0.08093 0.06697 0.05495 0.04470 0.03605 0.02882 
o.02284 o.o1794 o.o1397 o.o1078 o.oos24 o.o0625 o.oo469 o.oo349 o.oozs7 o.vOI88 





































risk14: I* probability of loss with a stationary policy for r *I; 
GET LIST(c,r,N,rep1 1 step); 
GET LIST(Ra); 
PUT LJST( 1 tnitia1 reserve='~c1 ' Risk loading= 1 1 r); 
PUT LJSTC'Number of steps='~N 1 ' Replications=' 1 repl); DECLARE nf(100) 1 p{0:41) 1 n{200} ; 
sumpf =0; 
Rb=Ra- r; 





1p1: DO i=1 TO repl; 
R=c; 
x=O; 
1 p 2: DO j =1 TO N; 
IF R>Rb THEN GO TO stp2; 
R=Ra; 
GO TO stp3; 
s t p 2 : R= R + r; 
stp3: zn•10*R/sigma; 






IF R>O THEN GO TO end2; 
1p4: DO l=j TO N; 
n(l)•n(l)-1; 
x=(random+random+random+random+random+random-3)/.70711; 
e, d4: END 1p4; 














DO i•l TON; 
pf=nf( i )/repl; 
sumpf=sumpf+pf; 
IF i/(step+m)<.999 THEN GO TO end3; 
PUT IMAGE(i,pf,sumpf){iml); 
I MAGE; 
- ---- - ----• • 
430. m=m+step; 
440. end3: END ; 
450. STOP ; 
460. DECLARE P(0:41) ; 
470. e=2.71828; 
480. DO i=O TO 41; 
490. p(i)•e*•{-i*i/200)/sqrt{2•3.14159); 
500. END ; 
510. P(41)=.5; 
520. P(O)•O; 
530. DO i=l TO 40; 
540. P{ i )•{p{ i )+p{ i-l))/20+P{ i-1 ); 
550. END ; 
560. p•.S-P; 





















iml: I ;.iAGE; 
S' SIS' 







- --- - --- - ----• • • 
140. END ; 
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