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Abstract
We prove the equivalence of two online learning algorithms, mirror descent and natural gradient de-
scent. Both mirror descent and natural gradient descent are generalizations of online gradient descent
when the parameter of interest lies on a non-Euclidean manifold. Natural gradient descent selects the
steepest descent along a Riemannian manifold by multiplying the standard gradient by the inverse of the
metric tensor. Mirror descent induces non-Euclidean structure by solving iterative optimization problems
using different proximity functions. In this paper, we prove that mirror descent induced by a Bregman
divergence proximity functions is equivalent to the natural gradient descent algorithm on the dual Rie-
mannian manifold. We use use techniques from convex analysis and a connections between Riemannian
manifolds, Bregman divergences and convexity to prove this result. This equivalence between natural
gradient descent and mirror descent, implies that (1) mirror descent is the steepest descent direction
along the Riemannian manifold corresponding to the choice of Bregman divergence; (2) mirror descent
with log-likelihood loss applied to parameter estimation in exponential families asymptotically achieves
the classical Crame´r-Rao lower bound, and (3) natural gradient descent for manifolds corresponding to
exponential families can be implemented as a first-order method through mirror descent.
1 Introduction
Recently there has been great interest in online learning both in terms of algorithms as well as in terms of
convergence properties. Given a sequence {ft}∞t=1 of convex differentiable cost functions, ft : Θ → R,
with a parameters in a convex set, θ ∈ Θ ⊂ Rp, an online learning algorithm predicts a sequence of
parameters {θt}∞t=1 which incur a loss ft(θt) at each iterate t. The goal in online learning is to construct a
sequence that minimizes the regret at a time T ,
∑T
t=1 ft(θt).
The most common approach to construct a sequence {θt}∞t=1 is based on online or stochastic gradient
descent. The online gradient descent update is:
θt+1 = θt − αt∇ft(θt), (1)
where (αt)∞t=0 denotes a sequence of step-sizes. Gradient descent is the direction of steepest descent if the
parameters θt belong to a Euclidean space. However in many applications, parameters lie on non-Euclidean
manifolds (e.g. mean parameters for Poisson families, mean parameters for Bernoulli families and other
exponential families). In such scenarios gradient descent in the ambient space is not the direction of steepest
descent, since the parameter is restricted to a manifold. Consequently generalizations of gradient decent that
incorporate non-Euclidean structure have been developed.
1.1 Riemannian manifolds and natural gradient descent
One generalization of gradient descent is natural gradient descent developed by Amari [1]. Natural gradient
descent assumes the parameter of interest lies on a Riemannian manifold and selects the steepest descent
direction along that manifold. Let (M,H) be a p-dimensional Riemannian manifold with metric tensor
1
Family M I(µ)
N (θ, Ip×p) R
p Ip×p
Bernoulli(p) [0, 1] 1
p(1−p)
Poisson(λ) [0,∞) 1
λ
Table 1: Statistical manifold examples
H = (hjk) andM⊂ Rp. A well-known statistical example of Riemannian manifolds are manifolds induced
by the Fisher information of parametric families. In particular given a parametric family {p(x;µ)} where
µ ∈ M ⊂ Rp, let {I(µ)} for each θ ∈ Θ denote the p × p Fisher information matrices. Then (M,I(µ))
denotes a p-dimensional Riemannian manifold. Table 1 provides examples of statistical manifolds induced
by parametric families (see e.g. [3, 9, 13] for details).
When I(θ) = Ip×p, the Riemannian manifold corresponds to standard Euclidean space. For a thorough
introduction to Riemannian manifolds, see [8].
Given a sequence of functions {f˜t}∞t=0 on the Riemannian manifold f˜t : M→ R, the natural gradient
descent step is:
µt+1 = µt − αtH
−1(µt)∇f˜t(µt), (2)
where H−1 is the inverse of the Riemannian metric H = (hjk) and µ is the parameter of interest. If
(M,H) = (Rp, Ip×p), the natural gradient step corresponds to the standard gradient descent step (1).
Theorem 1 in [1] proves that the natural gradient algorithm steps in the direction of steepest descent along
the Riemannian manifold (M,H). Hence the name natural gradient descent.
1.2 Mirror descent with Bregman divergences
Another generalization of online gradient descent is mirror descent developed by Nemirovski and Yudin [12].
Mirror descent induces non-Euclidean geometry by re-writing the gradient descent update as an iterative ℓ2-
penalized optimization problem and selecting a proximity function different from squared ℓ2 error. Note
that the online gradient descent step (1) can alternatively be expressed as:
θt+1 = argmin
θ∈Θ
{
〈θ,∇ft(θt)〉+
1
2αt
‖θ − θt‖
2
2
}
,
where Θ ⊂ Rp. By re-expressing the stochastic gradient step in this way, [12] introduced a generalization
of gradient descent as follows: Denote the proximity function Ψ : Rp × Rp → R+, strictly convex in the
first argument, then define the mirror descent step as:
θt+1 = argmin
θ∈Θ
{
〈θ,∇ft(θt)〉+
1
αt
Ψ(θ, θt)
}
. (3)
Setting Ψ(θ, θ′) = 12‖θ − θ
′‖22 yields the standard gradient descent update, hence (3) is a generalization of
online gradient descent.
A standard choice for the proximity function Ψ is the so-called Bregman divergence since it corresponds
to the Kullback-Leibler divergence for different exponential families. In particular, let G : Θ→ R denote a
strictly convex twice-differentiable function, the divergence introduced by [7] BG : Θ×Θ→ R+ is:
BG(θ, θ
′) = G(θ)−G(θ′)− 〈∇G(θ′), θ − θ′〉.
2
Family G(θ) BG(θ, θ′)
N (θ, Ip×p)
1
2‖θ‖
2
2
1
2‖θ − θ
′‖22
Poisson(eθ) exp(θ) exp(θ)− exp(θ′)− 〈exp(θ′), θ − θ′〉
Bernoulli( 1
1+e−θ
) log(1 + exp(θ)) log
(
1+eθ
1+eθ′
)
− 〈 e
θ
′
1+eθ′
, θ − θ′〉
Table 2: Bregman divergence examples
Bregman divergences are widely used in statistical inference, optimization, machine learning, and informa-
tion geometry (see e.g. [2, 5]). Letting Ψ(·, ·) = BG(·, ·), the mirror descent step defined is:
θt+1 = argmin
θ
{
〈θ,∇ft(θt)〉+
1
αt
BG(θ, θt)
}
. (4)
There is a one-to-one correspondence between Bregman divergences and exponential families [5] which
we exploit later when we discuss estimation in exponential families. Examples of G, exponential families
and the induced Bregman divergences are listed in Table 2. For a more extensive list, see e.g. [5].
1.3 Our contribution
In this paper, we prove that the mirror descent update with Bregman divergence step (4) is equivalent to
the natural gradient step (2) along the dual Riemannian manifold which we introduce later. The proof of
equivalence uses concepts in convex analysis combined with connections between Bregman divergences and
Riemannian manifolds developed in [2]. Using the equivalence of the two algorithms, we can exploit the
desireable properties of both algorithms. In particular natural gradient descent is known to be the direction of
steepest descent along a Riemannian manifold and is Fisher efficient for parameter estimation in exponential
families, neither of which are known for mirror descent. From an algorithmic perspective, mirror descent
is a first-order method whereas natural gradient descent is a second-order method so implementing natural
gradient descent using mirror descent has potential algorithmic advantages.
2 Equivalence through dual co-ordinates
In this section we prove the equivalence of natural gradient descent (2) and mirror descent (4). The key to
the proof involves concepts in convex analysis, in particular the convex conjugate function and connections
between Bregman divergences, convex functions and Riemannian manifolds.
2.1 Bregman divergences and convex duality
The concept of convex conjugate functions is central to the main result in the paper. The convex conjugate
function for an function G is defined to be:
H(µ) := sup
θ∈Θ
{〈θ, µ〉 −G(θ)} .
If G is lower semi-continuous, G is the convex conjugate of H , implying a dual relationship between G
and H . Further, if we assume G is strictly convex and twice differentiable, then so is H . Note also that
3
G(θ) H(µ) BH(µ, µ
′)
1
2‖θ‖
2
2
1
2‖µ‖
2
2
1
2‖µ− µ
′‖22
exp(θ) 〈µ, log µ〉 − µ µ log µ
µ′
log(1 + exp(θ)) η log µ+ (1− µ) log(1− µ) (1− µ) log
(
1−µ
1−µ′
)
+ µ log µ
µ′
Table 3: Dual Bregman divergence examples
if g = ∇G and h = ∇H , g = h−1. For additional properties and motivation for the convex conjugate
function, see [15].
Let µ = g(θ) ∈ Φ be the point at which the supremum for the dual function is attained represent the
dual co-ordinate system to θ. The dual Bregman divergence BH : Φ × Φ → R+ induced by the strictly
convex differentiable function H is:
BH(µ, µ
′) = H(µ)−H(µ′)− 〈∇H(µ′), µ − µ′〉.
Using the dual co-ordinate relationship, it is straightforward to show that BH(µ, µ′) = BG(h(µ′), h(µ))
and BG(θ, θ′) = BH(g(θ′), g(θ)). Dual functions and Bregman divergences for examples in Table 2 are
presented in Table 3. For more examples see [5].
2.2 Bregman divergences and Riemannian manifolds
Now we explain how every Bregman divergence and its dual induces a pair of Riemannian manifolds as
described in [2]. For the Bregman divergence BG : Θ × Θ → R+ induced by the convex function G,
define the Riemannian metric on Θ, G = ∇2G (i.e. the Hessian matrix). Since G is a strictly convex
twice differentiable function, ∇2G(θ) is a positive definite matrix for all θ ∈ Θ. Hence BG(·, ·) induces
the Riemannian manifold (Θ,∇2G). Now let Φ be the image of Θ under the continuous map g = ∇G.
BH : Φ × Φ → R
+ induces a Riemannian manifold (Φ,H), where H = ∇2H . Let (Θ,∇2G) denote the
primal Riemannian manifold and (Φ,∇2H) denote the dual Riemannian manifold.
For example, for the Gaussian statistical family defined on Table 1, Θ = Φ = Rp and ∇2G = ∇2H =
Ip×p (i.e. the primal and dual manifolds are the same). On the other hand, for the Bernoulli(p) family in
Table 1, the mean parameter is p whereas the natural parameter is θ = log p − log(1 − p) and G(θ) =
log(1 + eθ). Consquently (Θ,∇2G) = (R, e−θ
(1+e−θ)2
) and (Φ,∇2H) = ([0, 1], 1
p(1−p)) which is consistent
with Table 1.
2.3 Main Result
In this section we present our main result, the equivalence of mirror descent and natural gradient descent.
We also discuss consequences and implications.
Theorem 1. The mirror descent step (4) with Bregman divergence defined by G applied to the sequence of
functions (ft)∞t=0 in the space Θ is equivalent to the natural gradient step (2) along the dual Riemannian
manifold (Φ,∇2H).
The proof follows by stating mirror descent in the dual Riemannian manifold and simple applications of
the chain rule.
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Proof. Recall that the mirror descent update is:
θt+1 = argmin
θ
{
〈θ,∇ft(θt)〉+
1
αt
BG(θ, θt)
}
.
Finding the minimum by differentiation yields the step:
g(θt+1) = g(θt)− αt∇θft(θt),
where g = ∇G. In terms of the dual variable µ = g(θ) and noting that θ = h(µ) = ∇H(µ),
µt+1 = µt − αt∇θft(h(µt)).
Applying the chain rule to ∇µft(h(µ)) = ∇µh(µ)∇θft(h(µ)) implies that
∇θft(h(µt)) = [∇µh(µt)]
−1∇µft(h(µt)).
Therefore
µt+1 = µt − αt[∇
2H(µt)]
−1∇µft(h(µt)),
which corresponds to the natural gadient descent step. This completes the proof.
3 Consequences
In this section, we discuss how this connection directly yields optimal efficiency results for mirror descent
and discuss connections to other online algorithm on Riemannian manifolds.
Firstly by Theorem 1 in Amari [1], natural gradient descent along the Riemannian manifold (Φ,∇2H)
follows the direction of steepest descent along that manifold. As an immediate consequence, mirror descent
with Bregman divergence induced by G follows the direction of steepest descent along the Riemannain
manifold (Φ,∇2H) where H is the convex conjugate for G. As far as we are aware, an interpretation in
terms of Riemannian manifolds had not been provided for mirror descent.
Secondly from an algorithmic perspective notice that natural gradient descent is a second-order method
since it requires computation of the metric tensor ∇2H whereas mirror descent is a first-order method since
it simply requires the derivative of f and G at each step. For many large-scale statistical inference problems
first-order methods are preferred since computation of the derivative is significantly less intensive compared
to computation of the hessian. Hence using the equivalence of natural gradient and mirror descent, the
natural gradient descent can be implemented as a first-order method which has potential computational
benefits.
Next we explain how using existing theoretical results in Amari [1], we can prove that mirror descent
achieves Fisher efficiency.
3.1 Efficient parameter estimation in exponential families
In this section we exploit the connection between mirror descent and natural gradient descent to study the
efficiency of mirror descent from a statistical perspective. Prior work on the statistical theory of mirror
descent has largely focussed on regret analysis and we are not aware of analysis of second-order properties
such as statistical efficiency. We will see that Fisher efficiency [10, 11, 14] which is an optimality criterion
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on the covariance of a parameter estimate is an immediate consequence of the equivalence between mirror
descent and natural gradient descent.
The statistical problem we consider is parameter estimation in exponential families. Consider a natural
parameter exponential family with density:
p(y | θ) = h(y) exp(〈θ, y〉 −G(θ)),
where θ ∈ Rp and G : Rp → R is a strictly convex differentiable function. The probability density function
can be re-expressed in terms of the Bregman divergence BG(·, ·) as follows:
p(y | θ) = h˜(y) exp(−BG(θ, h(y))),
where recall that h = ∇H and H is the conjugate dual function of G. The distribution can be expressed in
terms of the mean parameter µ = g(θ) and the dual Bregman divergence BH(·, ·):
p(y | η) = h˜(y) exp(−BH(y, µ)).
As mentioned earlier, there is a one-to-one correspondence between exponential families and Bregman
divergence [4, 5].
Consider the mirror descent update for the natural parameter θ with proximty function BG(·, ·) when
the function to be minimized is the standard log loss:
ft(θ; yt) = − log p(yt | θ) = BG(θ, h(yt)).
Then the mirror descent step is:
θt+1 = argmin
θ
{
〈θ,∇θBG(θ, h(yt))|θ=θt〉+
1
αt
BG(θ, θt)〉
}
. (5)
Now if we consider the natural gradient descent step for the mean parameter µ, the function to be minimized
is again the standard log-loss in the µ co-ordinates:
f˜t(µ; yt) = − log p(yt | µ) = BH(yt, µ).
Using Theorem 1 (or by showing it directly), the natrual gradient step is:
µt+1 = µt − αt[∇
2H]−1∇BH(yt, µt). (6)
A parallel argument holds if the mirror descent step was expressed in terms of the mean parameter and the
natural gradient step in terms of the natural parameter.
Now we use Theorem 2 in [1] to prove that mirror descent yields an asymptotically Fisher efficient for µ.
The Crame´r-Rao theorem states that any unbiased estimator based on T independent samples y1, y2, ..., yT
of µ, which we denote by µ̂T satisfies the following lower bound:
E[(µ̂T − µ)(µ̂T − µ)
T ] 
1
T
∇2H,
where  refers to the standard matrix inequality. A sequence of estimators (µ̂t)∞t=1 is asymptotically Fisher
efficient if:
lim
T→∞
TE[(µ̂T − µ)(µ̂T − µ)
T ]→ ∇2H.
Now by using Theorem 2 in [1] for natural gradient descent and the equivalence of natural gradient descent
and mirror descent (Theorem 1), it follows that mirror descent is Fisher efficient.
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Corollary 1. The mirror descent step applied to the log loss (5) with step-sizes αt = 1t asymptotically
achieves the Crame´r-Rao lower bound.
For a more detailed discussion on the statistical properties of natural gradient see [1]. Here we have
illustrated how the equivalence between mirror descent with Bregman divergences and natural gradient
descent gives second-order optimality properties of mirror descent.
3.2 Connection to other online methods on Riemannian manifolds
The point in using the natural gradient is to the parameter of interest in the direction of the gradient on the
manifold rather than the gradient in the ambient space. Note however that any non-infinitesimal step in the
direction of the gradient of the manifold will move one off the manifold, for any curved manifold. This
observation has motivated algorithms [6] in which the update step is constrained to remain on the manifold.
In this section, we discuss the relation between natural gradient descent, mirror descent, and gradient
based methods that along a Riemannian manifold [6]. To define the online steepest descent step used in
[6], we need to define the exponential map and differentiation in curved spaces.
The exponential map at a point µ ∈ M is a map expµ : TµM→M where TµM is the tangent space at
each point µ ∈ M (see e.g. [8]). The idea of an exponential map is starting at a point µ with tangent vector
v ∈ Tµ if one starts at point µ and “flows” along the manifold in direction v for a fixed (unit) time interval
at coinstant velocity one reaches a new point on the manifold expµ(v). This idea is usual stated in terms of
geodesic curves on the manifold, consider the geodesic curve γ : [0, 1] →M, with γ(0) = µ and γ˙(0) = v,
where v ∈ TµM then expµ(v) = γ(1). Again, in words, expµ(·) is the end-point of a curve that lies along
the manifold M that begins at µ with initial velocity v = γ˙(0) that travels one time unit.
Now we define differentiation along a manifold. Let f : M → R be a differentiable function on M.
The gradient vector field ▽Mf takes the form ▽Mf(µ) = ▽v(f(expµ(v)))|v=0 noting that f(expµ(v)) is
a smooth function on TµM.
For the sequence of functions {ft}∞t=0 where ft : M → R the online steepest descent step analyzed
in [6] is:
µt+1 = expµt(−αt∇Mft(µt)). (7)
The key reason why the update (7) is the standard gradient descent step instead of the natural gradient
descent step introduced by Amari is that µt+1 is always guaranteed to lie on the manifold M for (7), but not
for the natural gradient descent step. Unfortunately, the exponential map is extremely difficult to evaluate in
general since it is the solution of a system of second-order differential equations [8].
Consequently a standard strategy is to use a computable retraction Rµ : TµM→ Rp of the exponential
map which yields the approximate gradient descent step:
µt+1 = Rµt(−αt∇Mft(µt)). (8)
The retraction Rµ(v) = µ+v corresponds to the first-order Taylor approximation of the exponential map and
yields the natural gradient descent step in [1]. Therefore as pointed out in [6], natural gradient descent can
be cast as an approximation to gradient descent for Riemannian manifolds. Consequently mirror descent
can be viewed as an easily computable first-order approximation to steepest descent for any Riemannian
manifold induced by a Bregman divergence.
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4 Discussion
In this paper we prove that mirror descent with proximity function Ψ equal to a Bregman divergence is
equivalent to the natural gradint descent algorithm along the dual Riemannian manifold. Based on this
equivalence, we use results developed by [1] to conclude that mirror descent is the direction of steepest in the
corresponding Riemannian space and for parameter estimation in exponential families with the associated
Bregman divergence, mirror descent achieves the Crame´r-Rao lower bound. Furthermore, this connection
proves that the natural gradient step can be implemented as a first-order method using mirror descent which
has computational gains for larger datasets.
Following on from this connection, there are a number of interesting and open directions. Firstly, one of
the important issues for any online learning algorithm is choice of step-size. Using the connection between
mirror descent and natural gradient, it would be interesting to determine whether adaptive choices of step-
sizes proposed in [1] that exploit the Riemannian structure can improve performance of mirror descent.
It would also be useful to determine a precise characterization of the geometry of mirror descent for other
proximity functions such as ℓp-norms and explore links online algorithms such as projected gradient descent.
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