The output frequency response function (OFRF) of Volterra systems can be described as a polynomial function of model parameters. However, the analytical determination of the OFRF is very computationally intensive, especially for higher order OFRF. To circumvent this problem, a numerical method can be adopted, provided that a series of simulation or experimental data for this polynomial function are given. In this study, it is theoretically shown that the analytical parametric relationship of OFRF up to any order can be determined accurately by using a simple Least Square method and every specific component of the output spectrum can also be determined explicitly, based on the OFRF's parametric characteristics. Practical techniques to obtain a unique and accurate solution for the Least Square method are discussed. This study provides a fundamental result for the determination of the analytical parametric relationship for this kind of system polynomial functions by using numerical methods.
To solve this problem, the detailed polynomial structure of the OFRF for up to any order in terms of any interested parameters can be obtained by using the results in [16] . Then if a series simulation or experimental data can be collected, a numerical method can be adopted to determine the OFRF as partly discussed in [15, 16] . This can greatly reduce the computational complexity as mentioned above. However, the problem is, whether the analytical parametric relationship of the OFRF with respect to any model parameters can always be explicitly determined by using this numerical method with a possible specially-designed simulation or experimental data. To this aim, this study showed that, based on the parametric characteristics of the OFRF, the analytical parametric relationship of the OFRF up to any order and every specific order of the OFRF can all be determined accurately by using a simple Least Square method when there is no data noise and measurement error. Practical methods to generate a special series of values for the parametric characteristic vector are discussed such that a unique solution can be obtained. This study not only solves a fundamental problem for the OFRFbased method for Volterra systems, but also provides a theoretical basis for the determination of the analytical parametric relationship of interest in dynamic systems. Theoretical analysis and simulations demonstrate the results.
Problem formulation
The definition of the OFRF and its parametric characteristics are simply reviewed and the fundamental problem related to the determination of the OFRF is discussed.
The input output relationship of nonlinear systems can be approximated by a Volterra series up to a sufficient order N [3] . Consider these Volterra systems described by the following nonlinear differential equation model
where
, M is the maximum degree of nonlinearity in terms of y(t) and u(t), and K is the maximum order of the derivative. The parameters such as c 0,1 (·) and c 1,0 (·) are referred to as linear parameters, which correspond to the linear terms in the model, i.e., 
, y(t) p u(t) q . p + q is called the nonlinear degree of the nonlinear parameter c p,q (·).
The OFRF for system (1) can be expressed into a polynomial function of the model parameters as studied in [15] Y ( jω) = For this reason, the detailed parametric structure of this polynomial function can be revealed by using the method in [16] as
whereF n ( jω; U ( jω)) is a complex-valued function vector and has the same dimension with CE(H n ( jω 1 , . . . , jω n )). Note thatF n ( jω; U ( jω)) is dependent on the system linear parameters and input U ( jω), which is thereafter denoted byF n ( jω) for convenience. CE(H n ( jω 1 , . . . , jω n )) is referred to as the parametric characteristic of the nth-order GFRF for system (1), which is a vector whose elements are functions of model parameters, and can be recursively determined by
with terminating condition CE(H 1 ( jω i )) = 1 or 0. Note that CE is a new operator with two operations "⊗" and "⊕" defined in [16, 18] (the detailed definition of CE can be referred to Appendix A), and C p,q represents the (p + q)th degree nonlinear parameter vector, i.e.,
For convenience, Eqs. (3)- (4) can be written as
At this stage, in order to obtain the analytical parametric relationship of the OFRF described by (6) with the known polynomial structure in terms of any interested model parameters for system (1) under any specific input, the frequency function vector Φ( jω) should be determined. As mentioned, the analytical computation of Φ( jω) can be conducted by using the results in [13, 14] , but it is very computationally intensive. However, this can alternatively be achieved by using the following method with assumption that there is no data noise or measurement error (Algorithm A):
(A1) Choose ρ series of different values of the model parameters to form a series of vectors ψ 1 · · · ψ ρ . (A2) At a given frequency ω, actuate the system using the same input under the different values of the nonlinear parameters ψ 1 · · · ψ ρ , then collect the time domain output y(t) for each case. Finally, obtain a series of output frequency response
Hence,
From the algorithm above, it can be seen that ρ should at least be equal to the dimension of ψ i and Ψ = [ψ this does not guarantee the existence of the solution and will increase the simulation or experimental burden in step (A2). Therefore, the problems are, given the detailed polynomial structure in terms of any interested model parameters, whether the polynomial equation (6) can be solved by the algorithm above when ρ equals the dimension of ψ i , and whether the complex-valued function vectorsF n ( jω) for n = 1 to N can accurately be obtained and every specific component of the OFRF, i.e., Y n ( jω) for n = 1 to N, can also be determined from these complex-valued function vectors. This is the motivation of this study. It shall be noted that the accurate determination of the polynomial structure of the OFRF in terms of any interested model parameters can effectively reduce the computation and simulation (experimental) burden in the determination process for the OFRF. This will be further discussed in the following section. Regarding the parametric characteristics of the OFRF, consider a special but frequently encountered case in practice for system (1) as follows, which can further simplify the determination of the OFRF structure. (8) where · is to take the integer part.
Proof. See Appendix B. 2
In the practical analysis of a nonlinear system, a harmonic excitation like u(t) = F d sin(Ωt) is often adopted. In these cases, Proposition 1 provides a useful guidance for the accurate computation of the OFRF structure.
Solution existence theorem
In order to solve the problems mentioned in the last section, some preliminary results are discussed first, which are summarized in Lemmas 1-5 below and demonstrate some important properties for the parametric characteristics of the OFRF and Algorithm A. The following Lemma 1 is an important result about the parametric characteristics of the GFRFs, which is Proposition 2 in [16] . [16] .) The elements of CE(H n ( jω 1 , . . . , jω n )) include and only include the nonlinear parameters in C 0n and all the nonlinear parameter monomials in
Lemma 1. (See
where the subscripts satisfy
According to Lemma 1, for example, a parameter monomial like (c 1,
. . , jω n )) can be obtained directly from model parameters according to Lemma 1 without recursive computation. This can be carried out by counting k from 0 to n − 2, then write out all the monomials satisfying the corresponding conditions in Lemma 1 and remove all the repetitive terms (see Definition 1 below) [16] . Based on these results, the following results can be obtained.
Lemma 2.
(1) CE(H n ( jω 1 , . . . , jω n )) includes and only includes all the nonlinear parameters of degree from 2 to n.
Lemma 2 shows which degree of nonlinear parameters have contribution to H n ( jω 1 , . . . , jω n ). From Lemma 2, it can also be seen that for the case that only one parameter c pq (·) = 0 and all the other nonlinear parameters are zero for model (1), the parametric characteristic of the nth-order
This will be used later.
then the two monomials are repetitive, otherwise nonrepetitive. T required in Algorithm A can be generated.
Proof. See Appendix F. 2
Now consider Eqs. (6a)-(6c) and Algorithm A. Note that from [16] for n = 1,F 1 ( jω) in Eq. (6c) represents the frequency response of the linear part of the system, i.e.,F 1 
with zero error in S C , wherẽ
(11c)
Y ( jω)| C (i) is the output frequency response obtained by a simulation or experiment when the model parameter vector is C (i) and actuated by the specific input u(t). Considering the truncation error o(N
Proof. See Appendix G. 2
From Theorem 1, it can be seen that, det(Ψ | C (1···σ 2 ) ) is larger, the error of the algorithm will be smaller. Theorem 1 provides a fundamental result for the accurate numerical determination of the analytically parametric relationship for the OFRF and its every specific component. Given the model of a nonlinear system, to determine the analytically parametric relationship of the system OFRF based on Theorem 1, the following procedure can be followed (Algorithm B):
(B1) Determine the largest nonlinearity order N. Given the system model, the variation domain S C of the interested parameters, the largest nonlinearity order N needed for an accurate Volterra series approximation can be obtained by evaluating the truncation error of the series. This can be done by following the bound evaluation method in [22] . for i = 1 to σ 2 .
(B5) Then the analytical parametric relationship for the OFRF and its different components can all be determined according to (11) with respect to the specific input.
Remark 3. After the simulation (or experimental) data are collected according to the procedure above, the computation burden are only those in Eq. (11c). Compared with the analytical determination of the OFRF structure by using the recursive algorithm (Eqs. (3), (12)) in [15] , the parametric characteristic analysis facilitates the determination of the parametric relationship for the OFRF. Moreover, it can be seen that there are only σ 2 simulations needed for the collection of Y ( jω)| C (i) in this algorithm. Thus the simulation (or experimental) burden is also greatly reduced. For example, suppose the largest nonlinearity order N = 3 and only c p,q (1 · · · 1) is nonzero in C p,q , then according to Lemma 1 or Eq. (5), it can be obtained that
, that is, only 13 simulations are needed. According to the method in [15] , all the parameters from power 0 to 2 should be counted. Note that there are 7 different parameters, thus there are totally 3 7 cases, which means that there should be 3 7 simulations needed. Especially, based on the parametric characteristics, every specific component of the OFRF can be determined readily after the OFRF is obtained, while this cannot be obtained in [15] . Therefore, the results developed in this paper facilitate the application of the OFRF based method for the frequency domain analysis of nonlinear systems.
Remark 4.
To conduct the procedure in Algorithm B in order to determine the OFRF, a problem may be: how to find a proper series of the parameter vector in S C , i.e., C (1),
An improper series may result in the matrix to be ill-conditioned or even singular. To solve this problem, a simple stochastic searching method as given in the following or other searching methods such as GA can be used since the series of different values of the parameter vector exists from Lemma 5. For example (Algorithm C), (C1) C (1), C (2), . . . , C (σ 2 ) can be generated randomly in S C or a smaller subspaceS C (whereS C ⊆ S C ) according to a distribution function, or each parameter in C can be generated randomly in its own variation domain (or a sub-domain) according to a distribution function.
(C2) After a series of points are obtained, the determinate of the matrix [ψ|
] can then be computed. (C3) Repeat this process until find a series such that the determinate of [ψ|
This will be demonstrated in the next section.
Simulations
In this section, an example is provided to demonstrate the theoretical results above. Consider a nonlinear system (Fig. 1 )
where u(t) = 100 sin(8.1t), and f (x,ẋ) = 296 + c 1ẋ 2 + c 2ẋ x. The output is
(12a) represents the transmitted force from u(t) to the ground, and is a simple case of system (1) In system (12), only nonlinear parameters in C 30 are not zero, i.e.,
In this case, it can be shown from Eq. (5) that
This can also directly be obtained from Lemma 2. From Proposition 1,
That is
CE( X( jω)) can readily be computed according to (13a). For example, for N = 5, 
Therefore an explicit analytical expression for the OFRF X( jω) for up to the 5th order in terms of the system nonlinear parameters c 1 and c 2 are obtained as given by (13b)-(13c). It can be shown that CE(Y ( jω)) = CE( X( jω)) [18] . Therefore and Fig. 2 , which are generated according to a uniform distribution. In this case, the determinate of the matrix [ψ|
9321875125788. For clarity of illustration, consider a much simpler case of c 2 = 0, i.e., C 30 = c 1 (more complicated cases can be referred to [23] ). When N = 21, it can be obtained from (14) that CE(Y ( jω)) = [1 c 1 c 
Choose 11 different values of c 1 ,F i ( jω) can be obtained according to Theorem 1 as
It can be seen that the parameter matrix is a Vandermonde matrix. Thus if c 1 (i) = c 1 ( j) for i = j, it is nonsingular. In order to determineF i ( jω) in the above equation, simulation studies are carried out for 11 different values of c 1 as c 1 = 0.5, 50, 100, 500, 800, 1200, 1800, 2600, 3500, 4500, 5000, to produce 11 corresponding output responses. The FFT results of these responses at the system driving frequency ω 0 = 8.1 rad/s were obtained as (2.322782654921158e+002)
Then from (15),F ( jω 0 ) was determined as Consequently, the parametric relationship for the OFRF of system (12) subject to the input u(t) = 100 sin(8.1t) at frequency ω 0 = 8.1 was obtained as
For each order component of the OFRF, it can be obtained from Theorem 1 and Proposition 1 that for n = 1, 2, 3, . . . ,
From Eq. (16), the effect of the nonlinear parameter c 1 on the system output frequency response at frequency ω 0 can readily be analyzed. Fig. 3 shows a comparison of the magnitudes of the output spectrum evaluated by (16) and their real values under different values of the nonlinear parameter c 1 . Note that the error between the computed values and the real values is very small. Furthermore, the frequency domain analysis and design of system (12) to achieve a desired output response y(t) can now be conducted from (16) . Given a desired output spectrum Y * at frequency ω 0 , the nonlinear parameter c 1 can be optimized using (16) such that the difference |Y ( jω 0 ) − Y * | can be made as small as possible.
Conclusions
This study shows that, the analytically parametric relationship for the OFRF with any polynomial structure in terms of any interested model parameters for Volterra systems described by a nonlinear differential equation model can be determined explicitly up to any high order by using a simple Least Square method from some simulation or experimental data, and the every specific component of the OFRF can all be determined effectively. Moreover, it shall be noted that the main result established in Theorem 1 not only is established for the OFRF based method, but also has significance for the determination of the analytical parametric relationship for this kind of system polynomial functions by using numerical methods.
Appendix A. Coefficient extraction (CE) operator
Consider a series
where the coefficients c i (i = 1, . . . , σ ) are different monomial functions in a set P c of some parameters in a set C s which takes values in C, f i for i = 1, . . . ,n are some complex-valued scalar functions in a set P f which are independent of the parameters in C s , Ξ denote all the finite order series with coefficients in P c timing some
T . This series is said to be separable with respect to the parameters in C s . Define a Coefficient Extraction operator CE : Ξ → C σ for this series such that
where C σ is the σ -dimensional complex-valued vector space. This operator has the following properties, also acting as operation rules:
(1) Reduced vectorized sum "⊕."
vector consisting of all the elements in set (·).
C 2 is a vector including all the elements in C 2 except the same elements as those in C 1 .
(2) Reduced Kronecker product "⊗."
which implies that there are no repetitive elements in 
if the elements of C 1 are the same as those of C 2 , where "≈" means equivalence, i.e., both series are in fact the same result considering the order of c i f i in the series has no effect on the value of a function series H CF . This further implies that the CE operator is also commutative and associative, for instance, CE(
Hence, the results by the CE operator with respect to the same purpose may be different but all correspond to the same function series and are thus equivalent. (7) Separable and interested parameters only. A parameter in a series can only be extracted if the parameter is interested and the series is separable with respect to this interested parameter. Thus the operation result is different for different purposes.
Appendix B. Proof of Proposition 1
When the input function is u(t) = F d sin(Ωt), it can be obtained from Eq. (5) in [16] 
From the results in Section 3.3 of [16] , it can be obtained in this casē
Note that when i = 2n + 1, the condition ω k 1 + · · · + ω k 2n+1 = Ω means that there are n frequencies ω k l = −ω and n + 1 frequencies ω k l = ω. It is obvious that the matrix is nonsingular. Now consider the proof of the lemma. As mentioned, it is from Remark 1 and Lemma 3 that there are no repetitive elements in ψ . That is, each element in ψ is a nonrepetitive monomial of some nonlinear parameters in C . Choose different points C (i) in S C for i = 1 to σ 2 , then produce a matrix row by row. For the first two rows, it is Case 1 if only considering the first two columns. Thus by equivalent row transformation, the first two rows can be transformed into an upper triangle form as Case 1, i.e., the entries in the first two columns and below the diagonal line are zero, while the diagonal entries in the first two rows are nonzero. For the next two rows, it is Case 2 if only considering the next two columns. Then by equivalent row transformation, the next two rows can also be transformed into an upper triangle form as Case 2, i.e., the entries in the first four columns and below the diagonal line are zero, while the diagonal entries in the first four rows are nonzero. Proceed this process forward until the last two or one rows. Therefore, the matrix can be equivalently transformed into an upper triangle form with nonzero diagonal entries, which is obviously nonsingular. This shows that there exists a series of points C (i) in S C for i = 1 to σ 2 such that each rows of the generated matrix as mentioned above, i.e., ψ| C (i) for i = t to σ 2 are independent. This completes the proof. 
where Y | C (1···σ 2 This, together with Eq. (11d), leads to Eq. (11e). The proof is completed. 2
