Local regression or loess has become a popular method for smoothing scatterplots and for nonparametric regression in general. The nal result is a \smoothed" version of the data. In order to obtain the value of the smooth estimate associated with a given covariate, a polynomial, usually a line, is tted locally using weighted least squares. In general the weighted least square estimates of the parameters that de ne the tted polynomial are not used. In this paper we will present a version of local regression, that ts more general parametric functions. In certain cases, the tted parameters may be interpreted in some way and we call them meaningful parameters. Examples are presented showing how this procedure is useful for physiological, epidemiological, signal processing, and nancial data.
Introduction
Local regression estimation is a method for smoothing scatterplots, (x i ; y i ) for i = 1; : : : ; n, in which the tted value at, say, x 0 is the value of a polynomial t to the data using weighted least squares where the weight given to (x i ; y i ) is related to the distance between x i and x 0 (Cleveland 1979; Cleveland and Devlin 1988) . Some theoretical work exists, for example Stone (1977) shows that estimates obtained using the local regression methods have desirable asymptotic properties. Recently, Fan (1992 Fan ( ,1993 has studied minimax properties of local linear regression. In this paper we will concentrate on the conceptual aspects.
We present a version of local regression, which ts more general parametric functions where the parameters may be interpreted in some way. For example, for data that appears to be approximately periodic, we t harmonic functions instead of polynomials. The estimated harmonic parameters, frequencies and amplitudes, may have meaningful interpretations. The methodology is applied to data representing hourly measurements of physiological processes that are believed to be circadian (daily periodicity), sound signals produced by musical instruments, and measurements of pollution and mortality. Local estimates of the frequency related to the period and amplitudes of the harmonic components are obtained as well as smooth versions of the data. We also examine daily closing prices of the Dow Jones industrial average (DJIA) by locally tting exponential functions.
Local Regression
Local regression or loess is a smoothing technique designed to accommodate data for which we assume the observed y i 's are the outcome of a random process de ned by: Y i = f(x i ) + i ; i = 1; : : : ; n with f(x) a \smooth" function of the covariate x and i an independent identically distributed random error. uses W ( ; h) = f1 ? ( =h) 3 g 3 for < h (Chambers and Hastie 1993) .
The span or window size h controls the \smoothness" of the nal estimate (Cleveland 1979; Cleveland and Devlin 1988) . S-Plus uses a neighborhood parameter q that determines what percentage of the data will be given positive weight. For example if we order the i = jt i ? t 0 j we de ne h = (bqnc) , the bqncth biggest distance. Notice that here h depends on t 0 but q doesn't. This assures that every estimate gives positive weight to the same number of observations.
Once the weights have been de ned we nd the^ that minimizes n X i=1 w i (t 0 )fy i ? s(t i ; )g 2 (1) with s(t; ) some polynomial, usually a line (S-Plus has two options, a line or a parabola). We estimate f(t 0 ) withf 0 = s(x 0 ;^ ).
In Figure 1 we see an example taken from Diggle, Liang, and Zeger (1994) . The gure shows a scatter diagram of CD4 cell counts versus time since seroconversion for men with HIV. The rst plot shows the tted line when h = 1 year, for t 0 = ?2; 0; and 2 years. The second plot shows the smoothf i ; i = 1; : : : ; n, the nal result. Notice that this last plot shows a useful summary of the data: On average CD4 counts go down right after seroconversion and are close to being xed before and after, but the estimated slopes and intercepts, contained in the estimated^ s, are not used to convey this information.
for each time t i , so we compute a di erent^ for each i = 1; : : : ; n. We use the subscript^ i ; i = 1; : : : ; n to denote the di erent estimates. These estimates are usually not used, but in the examples that we present in this paper we show how the estimated parameters of the locally tted functions have useful interpretations.
When this is the case we will say they are meaningful parameters. Approximately periodic regular time series are of special interest and are discussed in some detail in the following section.
Local Harmonic Regression
Many time series data have trends that appear to be approximately periodic and one may argue that locally the behavior is periodic. For this type of data we propose using a local regression but using a harmonic function instead of a polynomial in equation (1). We call this procedure local harmonic regression or lohess.
Remember any periodic deterministic regular time series x 1 ; : : : ; x n with period p can be written as for i = 1; : : : ; n (Bloom eld 1976). Because the time series is regular without loss of generality we will assume that t i = i. We de ne = n=p as the fundamental frequency and its units are cycles per every n.
This suggests that for time series data that appears to be locally periodic we may use lohess, with and k = arctan(?b k =a k ) for k = 1; : : : ; K, and K n=(2 ) xed. In practice tting equation (2) is more convenient because is the only non-linear parameter and we can use minimization routines that take advantage of this, see Bates and Lindstrom (1986) . However, the parameters in are more useful for interpretation, they are meaningful parameters. Physiological measurements in humans that vary in a circadian pattern have been extensively studied (Greenhouse et al. 1987; Wang and Brown 1996) . Systolic blood pressure is an example of such measurement, it is lowest during sleep and early morning and rises after awakening. In some circumstances the pattern can change from day to day, for example, when the patient is not healthy, there can be bigger uctuations or the period can deviate slightly from 1 cycle per day. Figure 2 shows measurements for 15 days, starting on the 40th day, of systolic blood pressure measurements taken from a heart patient. Measurements where taken for 208 days and an average of about 48 measurements where taken per day. The plot suggests that these measurements follow a circadian pattern.
The instrument that was used to take these measurements is a bit inaccurate and measurement error may be present. A physician may be interested in looking at a smooth version of the data shown in Figure 2 . If we were to use loess as we did for the CD4 count data, we would have to use small window sizes in order to preserve the circadian trend in the smoothed version. We may not have enough data points to obtain a smooth enough estimate in this way. Instead we use lohess with K = 3 and h = 7 days to smooth the data.
In Figure 3 we see the smoothed version and residuals of the data shown in Figure 2 . The smooth version of the data shows clearly what could be considered to be the circadian pattern. In Figure 3 we also show the estimated meaningful parameters, frequency and total amplitude, for all data. Using (4) and (5) we construct approximate standard errors and include them in the gure. By looking at marginal 2 standard errors around the frequency of 1 cycle per day we see that the plot suggests that there is no evidence to assert that the period is not circadian. The total amplitude plot, however, shows some evidence that the amplitude is uctuating. This may be taken to be a sign that the patient is not healthy.
Musical Sound Signals
Sound can be represented as a real-valued function of time. This function can be sampled at a small enough rate so that the resulting discrete version is a good approximation of the continuous one. This permits one to study musical sounds as a discrete time series. Physical modeling suggests that many musical instruments' sounds may be characterized by a deterministic periodic and stochastic signal model. Sound researchers are interested in separating these two elements of the sound and nding parametric representations with musical meaning (Rodet 1997) . Lohess provides such a representation.
In Figure 4 we see spectrogram of a violin and an oboe playing a C note and a guitar playing a D note.
The dark horizontal lines at frequencies that are multiples of 260 Hz. (146 Hz. for the guitar) suggest that locally the signals are periodic with that frequency. We use lohess with K = 15 and h = 20 milliseconds and in Figure 5 we see the resulting smooth version of the oboe sound signal and the residuals. If we convert these data sets back into sound we are able to hear how the smooth version is a harmonic sound and the residuals have a noisy sound. The estimated fundamental frequency and amplitudes of the rst 5 sinusoidal components, the meaningful parameters, agree with what we hear, the instrumentalist is playing a vibrato and a tremolo. See Irizarry (1998) for more details.
Air Pollution and Mortality
A large number of studies have demonstrated an association between daily mortality and particle levels during the 1990s, (Zeger et al. 1999 ) a relationship which has been documented using statistical methods for time series data. When addressing the association between air pollution and mortality, there are several factors that need to be taken into account to obtain meaningful results. For example, if we simply look at the correlation between daily mortality counts and daily measurements of total suspended particles, we will nd a negative association, see the rst plot in Figure 6 . This is partly due to the fact that these time series have a large seasonal component, probably associated with temperature, that move in opposite directions to each other. In winter, there appears to be a high mortality rate and low levels of pollution. Hence, temperature is a confounder and possible e ect modi er of the particulate pollution e ect.
We use lohess on the daily mortality counts, pollution measurements, and temperature data to nd a smooth version of the seasonal trend. Figure 7 shows how the estimates obtained by the procedure provide a separation of the long term trend, the seasonal component, and the residual or noise component. The gure
shows how the seasonal components of air pollution and mortality counts are negatively correlated and how they seem to be determined by temperature.
The residual parts are supposed to be representative of how a particular day's measurements deviates from its \expected value", independently of the seasonal component. The association between the deviation obtained by the analysis for the mortality count measurements and total suspended particles, may be used as a way to assess the relationship between mortality and pollution. The second plot in Figure 6 shows the residuals for the mortality counts plotted against the residuals for the pollution measurements. We see that there appears to be an association between the two. Further insight may be obtained from studying the estimated systematic trends and periodic components. For example, it can be used to study long term e ects of pollution on mortality.
Dow Jones Industrial Average
Functions other than polynomial and harmonic function may be used for s(t; ) in equation (1). If we look at any 30 year period of the daily closing prices of the DJIA, the data appear to be exponentially growing.
However, di erent periods have di erent growth rates. By using local regression with a span of 30 years and
in equation (1) we may obtain a smooth version of this data. In this case the parameters are also meaningful. Figure 8 we show the smooth version of the data, the residuals, and the estimated meaningful parameters. By looking at the estimated growth rate plot we can clearly see the recessions of the 30's and 70's, the roaring 20's, and the booming 80's. Furthermore, notice that if we compute the average over time of the smooth yearly growth estimate we see that it is about 7%-8%, the number given by nancial
\experts" as what you should expect stocks to grow.
The estimated parameters can also be used to predict future prices. In Figure 9 we see the predicted growth using the local t (the solid line) and the \historical" t obtained by using~ = Ave j^ j instead of i (the dotted line). On July 19, 1999, the day this estimate was obtained, the closing price was 11187.
The local prediction for that day was 10090 and the \historical" prediction was 3750. Questions a nancial analyst may ask from looking at these plots are: Is there a 1000 point correction coming soon? Is there a recession coming that will take the Dow back to the 4000s? Today, September 24, 1999 the price is 10279.
The answer to the rst question was yes.
Concluding Remarks
In this paper we have seen how for certain data sets local regression can be modi ed in order to produce meaningful parameters. The resulting procedure may be used for smoothing data and for obtaining useful information about the local behavior of the data. In particular we introduced lohess and showed how it can be useful for smoothing time series data with approximately periodic trends. It is important to note that these procedures are intended as exploratory data analysis tools. We do not suggest that the tted parametric functions are models for the data. However, scientists have found the plots resulting from the procedure presented in this paper insightful and have led to more detailed analyses. The S-Plus functions written for this paper are available from http://biosun01.biostat.jhsph.edu/ ririzarr. 
