In [Ma] , Malle has associated to any spetsial imprimitive complex reflection group W a set of unipotent characters (which is in natural bijection with the set of unipotent characters of the associated finite reductive group whenever W is a Weyl group). In this generalization of Lusztig's work, he also obtained a partition of this set into families and, to each family, he associated a -fusion datum: by a -fusion datum, we mean that we have all the axioms of a classical fusion datum (which will be called a + -fusion datum in the present paper) except that the structure constants of the associated fusion ring might be negative.
It is a classical problem to find a categorification of a + -fusion datum by a tensor category with suitable extra-structures (pivot, twist). The aim of this paper is to provide an ad hoc categorification of the -fusion datum associated with the non-trivial family of the cyclic complex reflection group of order d : it is provided by the stable category of the Drinfeld double of the Taft algebra of dimension d 2 . It must be said that we have no theoretical explanation for this fact.
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The Drinfeld double of the Taft algebra
From now on, ⊗ will denote the tensor product ⊗ . We fix a natural number d 2 as well as a primitive d -th root of unity ζ ∈ × . We denote by µ d = 〈ζ〉 the group of d -th roots of unity. If i ∈ /d and α is an element of a group such that α d = 1, we will denote by α i the element α i ′ , where i ′ is any representative of i .
If n 1 is a natural number and ξ ∈ , we set
We also set (0)! ξ = 1.
1.A. The Taft algebra. -
We denote by B the -algebra admitting the following presentation:
• Generators: K , E .
• Relations:
It follows from [Ka, Proposition IX.6 .1] that: With ∆ as a coproduct, ǫ as a counit and S as an (invertible) antipode, B becomes a Hopf algebra, called the Taft algebra [EGNO, Example 5.5.6] . It is easily checked that (1.1)
. We will give explicit formulas for the coproduct, the counit and the antipode in the next subsection. We will in fact use the Hopf algebra (B 
is given for instance in [Ka, Proposition IX.6.4] . We shall slightly modify it by setting
Then [Ka, Proposition IX.6 .4] can we rewritten as follows: Proposition 1.3. -The -algebra D (B ) admits the following presentation:
The next corollary follows from an easy induction argument:
The algebra D (B ) is endowed with a structure of Hopf algebra, where the comultiplication, the counit and the antipode are still denoted by ∆, ǫ and S respectively (as they extend the corresponding objects for B ). We have [Ka, Proposition IX.6 .2]:
(1.5)
and using the formulas (1.5), we see that it is equal to 0 if (k 0 , l 0 ) = (0, 0). Therefore (k 0 , l 0 ) = (0, 0), and so g belongs to the linear span of the family (K i z j ) i , j ∈ . Now the result follows from the linear independence of group-like elements.
1.F. Braiding. -For
We then set
Then R is a universal R -matrix for D (B ) which endows D (B ) with a structure of braided Hopf algebra [Ka, Theorem IX.4.4] ). Using our generators E , F , K , z , we have:
Following [Ka, §VIII.4] , we set
Recall that u is called the Drinfeld element of D (B ). It satisfies several properties (see for instance [Ka, Proposition VIII.4.5] ). For instance, u is invertible and we will recall only three equalities:
(1.9)
. A straightforward computation shows that (1.10)
. We now set
Then it follows from (1.9) and (1.10) that: Proposition 1.11. -The element θ is central and invertible in D (B ) and satisfies
Let us give a formula for θ :
(1.12) [Ka, Theorems III.3.4 and VIII.2.4] , it follows from Proposition 1.11 that g is central and group-like. Hence, by Lemma 1.7, there exists l ∈ such that S (θ ) = θ z l . So, by (1.12), we have
by using directly (1.12). We get
Comparing with (♯), we get that z l = z .
D (B )-modules
Most of the result of this section are due to Chen [Ch1] or Edrmann, Green, Snashall and Taillefer [EGST1] , [EGST2] . By a D (B )-module, we mean a finite dimensional left D (B )-module. We denote by D (B )-mod the category of ) 1 i l and such that the action of z , K , E and F in the basis (l ,p ) are given by the following matrices:
It is readily checked from the relations given in Proposition 1.3 that this defines a D (B )-module of dimension l . The next result is proved in [Ch1, Theorem 2.5].
is bijective. Proof. -It is sufficient to compute the action of θ on e
2.B. Blocks. -We denote by
using the formula (1.12), only the terms corresponding to i = 0 remain. Consequently,
The term inside the big parenthesis is equal to d if p +l −1−k ≡ 0 mod d , and is equal to 0 otherwise. The result follows. Theorem 2.4 (Erdmann-Green-Snashall-Taillefer).
2.C. Projective modules. -
, Rad 3 (P λ ) = 0 and the Loewy structure of P λ is given by:
Tensor structure
We mainly refer here to the work of Erdmann, Green, Snashall and Taillefer [EGST1] , [EGST2] . Since D (B ) is a finite dimensional Hopf algebra, the category D (B )-mod inherits a structure of a tensor category. We will compute here some tensor products between simple modules. For simplifying, we will denote by M l the simple module M l ,0 .
3.A. Invertible modules. -We denote by
An immediate computation using the comultiplication ∆ shows that 
Theorem 3.3 (Edrmann-Green-Snashall-Taillefer
). -Let λ ∈ Λ(d ) and let (l , p ) be a representative of λ in {1, 2, . . ., d } × /d . Then: (a) If l d − 1 (i.e. if λ ∈ Λ # (d )), then M 2 ⊗ M l ,p ≃ M l +1,p ⊕ M l −1,p +1 . (b) M 2 ⊗ M d ,p ≃ P d −1,p .
Grothendieck rings
We denote by Gr (D (B ) ) the Grothendieck ring of the category of (left) D (B )-modules.
4.A. Structure. -Since D (B ) is a braided Hopf algebra (with universal
Recall that v ζ p = m 1,p .Then it follows from (3.2) and Theorem 3.3 that
) is generated by v ζ and m 2 .
Proof. -We will prove by induction on l that
, this is true for l = 1. Since m 2,p = (v ζ ) p m 2 , this is also true for l = 2. Now the induction proceeds easily by using (4.2).
4.B. Some characters. -
is a morphism of rings. Here, Tr denotes the usual trace (not the quantum trace) of an endomorphism of a finite dimensional vector space. Recall from Lemma 1.7 that the only group-like elements of
An easy computation yields (4.4)
Note that the χ Proof. -Let us write λ = (i , j ) and λ
The "if" part follows directly from (4.4). Conversely, assume that χ i , j = χ i ′ , j ′ . By applying these two characters to v ζ and m 2 , we get:
So the result follows by applying exactly the same argument as in the proof of Theorem 2.2. 
On the other hand, I (M ) is a projective D (B )-module since D (B ) so it is a projective B -module and so it is an injective B -module. So, again,
Since D (B )-STAB is triangulated, we can define its Grothendieck group, which will be denoted by Gr ST (D (B ) ). 
4.E.
Complements. -If is a monoidal category, we denote by Z( ) its Drinfeld center (see [Ka, §XIII.4 ]) and we denote by For : Z( ) → the forgetful functor.
It turns out that the category Z(B -mod) is naturally equivalent to D (B )-mod and that, through this equivalence, the forgetful functor just becomes the restriction functor Res
. We will denote by can 
D (B )-mod
Res 
But any D (B )-module which is projective as a B -module is sent to the zero object of Z(B -stab) through , so factors through D (B )-PROJ and we get a commutative diagram of functors

D (B )-mod Res
For each i ∈ , we have S 
and
Recall that Tr denotes the "classical" trace for endomorphisms of a finite dimensional vector space. So the pivotal structure depends on the choice of i (modulo d ). The corresponding twist is θ i = z i θ , which endows D (B )-mod with a structure of balanced braided category (depending on i ).
Hypothesis and notation.
From now on, and until the end of this paper, we assume that the Hopf algebra D (B ) is endowed with the pivotal structure whose pivot is z −1 K . The structure of balanced braided category is given by θ 1 = z θ and the associated quantum traces Tr
.
This follows easily from the fact that Gr(D (B ) ) via the pivotal structure. -As in Section A, these structures (braiding, pivot) allow to define characters of Gr (D (B ) ) associated with (endo)simple modules. So, if λ ∈ Λ(d ), then we set
5.B. Characters of
These are morphism of rings (see Proposition A.4). The main result of this section is the following:
Proof. -Write λ = (l , p ). For simplification, we set
We need to compute the endomorphism of M l ,p equal to
Since M l ,p is simple, this endomorphism is the multiplication by a scalar ̟, and so it is sufficient to compute the action on e (l ,p ) 1 ∈ M l ,p . Therefore, all the terms (in the big sum giving τ(R )R ) corresponding to i = 0 disappear (because E e (l ,p ) 1 = 0). Also, since we are only interested in the coefficient on e (l ,p ) 1 of the result (because the coefficients on other vectors will be zero), all the terms corresponding to i ′ = 0 also disappear. Therefore,
So it remains to compute the element
So, only the terms corresponding to k = l + p − 1 and j ′ = −p remain and so
as expected. The other formula is obtained through a similar computation.
We denote by ± = (
Similary, we define ± to be the diagonal matrix (whose rows and columns are indexed by λ ∈ Λ(d )) and whose λ-entry is
Let us first give a formula for
Proof. -This follows immediately from (2.3), (5.3), (4.4) and Theorem 5.4.
5.C. Fusion datum associated with
We have no theoretical justification for this definition... Then
is a positive real number and we denote by dim ST D (B ) its positive square root. Since
We denote by ST = ( λ,λ ′ ) λ,λ ′ ∈ the square matrix defined by
Then it follows from Corollary 5.5 that
Comparison with Malle -fusion datum
We refer to [Ma] and [Cu] for most of the material of this section. We denote by (d ) the set of pairs (i , j ) of natural numbers such that 0 i < j d −1. 
We denote by
v i a vector space of dimension d endowed with a basis (v i ) 0 i d −1 and we denote by the square matrix (ζ i j ) 0 i , j d −1 , which will be viewed as an automorphism of V . Note that is the character stable of the cyclic group µ d . We set δ(d ) = (−1)
In other words, ,π) is the matrix of the automorphism
Proof. -The computation of the action of 2 is easy, and gives the term
So it remains to show that the determinant of the matrix
by removing the k -th row and the k ′ -th column is equal to (−1)
′ (k ) denote the matrix whose kth row is equal to (1, t , t 2 , . . ., t d −1 ) (where t is an indeterminate) and whose other rows coincide with those of . Then (−1)
belongs to .
The pair ( , ) is called the Malle -fusion datum. 
res . Consequently, the map
and the result follows.
Proof. -The second equality follows immediately from Lemmas 6.2 and 6.4. Let us prove the first one. By definition, Fr( f i , j ) = ζ α * , where
The construction of f i , j shows that
Write i + j = (i + j ) res + ηd , with η ∈ {0, 1}. Then η 2 = η and so
Therefore,
The π( (d )) is a set of representatives of ι-orbits in Λ # (d ) and the pairs of matrices ( ST , ST ) and ( , ) are related by the following equality (which follows immediately from Corollary 5.5, (6.5) and (6.6)): Michel have associated to a class of exceptional reflection groups (the spetsial ones) a set of "unipotent characters" and a partition of these unipotent characters into families. To each family, they have also associated a -fusion datum (S , T ). It turns out that some of these -fusion data can by categorified by Hopf quotients of the algebra D (B ) (this is investigated by A. Lacabanne in his Ph.D. Thesis).
A. Appendix. Recollection of S -matrices
We follow closely [EGNO, Chapters 4 and 8] . Let be a tensor category over , as defined in [EGNO, Definition 4.1.1]: is a locally finite -linear rigid monoidal category (whose unit object is denoted by 1) such that the bifunctor ⊗ : × → is -bilinear on morphisms and End (1) = . If X is an object in , its left (respectively right) dual is denoted by X * (respectively * X ) and we denote by
the coevealuation and evaluation morphisms respectively. We assume that is braided, namely that it is endowed with a bifunctorial family of isomorphisms c X ,Y : (we have omitted the associativity constraints).
Finally, we also assume that is pivotal [EGNO, Definition 4.7.8], i.e. that it is equipped with a family of functorial isomorphisms a X : X → X * * (for X running over the objects of ) such that a X ⊗Y = a X ⊗ a Y . If f ∈ End (X ), the pivotal structure allows to define two traces:
Tr + ( f ) = ev X * •(a X f ⊗ Id X * ) • coev X ∈ End (1) = and Tr − ( f ) = ev X •(Id X * ⊗ f a −1 X ) • coev X * ∈ End (1) = .
We will sometimes write Tr X + ( f ) or Tr X − ( f ) for Tr + ( f ) and Tr − ( f ). We define two dimensions dim + (X ) = Tr + (Id X ) and dim − (X ) = Tr − (Id X ).
To summarize, we will work under the following hypothesis:
Hypothesis and notation. We fix in this section a braided pivotal tensor category as above. We denote by Gr( ) its Grothendieck ring. If X is an object in , we denote by [ X ] its class in Gr( ). The set of isomorphism classes of simple objects in will be denoted by Irr( ). If X ∈ Irr( ) and Y is any object in , we denote by For instance, a simple object is endominimal (and 1 is also endominimal, but 1 is simple in a tensor category [EGNO, Theorem 4.3 .1]). Note also that an endominimal module is indecomposable. So if is moreover semisimple, then an object is endominimal if and only if it is simple. If X is endominimal, then we will view s Proof. -Assume that X is endominimal. We will only prove the result for 
