Abstract-The thermal resistance of the attachment between a die and its carrier contributes strongly to the total temperature rise in an electronic system. The die attach resistance often differs substantially from the value predicted using the bulk thermal conductivity of the attachment material because of partial voiding and delamination. These defects can be introduced during the attachment process or during subsequent exposure to humidity or temperature fluctuations. This manuscript develops a technique for precisely measuring the spatially-averaged die-attach thermal resistance and for mapping spatial variations of the resistance in the plane of the die. The spatially-averaged resistance measurements use transient electrical heating and thermometry at frequencies up to 1 kHz to achieve a value of the uncertainty near 10 06 m 2 K/W, which is a substantial improvement over existing steady-state methods. Spatial variations are captured using scanning laser-reflectance thermometry and a deconvolution method detailed here. The data in this manuscript show the impact of the adhesive material, the adhesive thickness, and the attachment pressure on the thermal resistance, as well as the spatial variation of the resistance resulting from incomplete contact.
I. INTRODUCTION
T HERMAL conduction in an electronic system is strongly impeded by the thermal resistance at the die-carrier attachment. This resistance causes a large temperature rise in transistors and interconnects and leads to a shorter chip lifetime [1] . The growing dimensions of chips used in electronic systems are increasing the problems of voiding and partial delamination in the attachment [2] . These defects augment the die-attach thermal resistance and make the packaging less reliable. The die-attach thermal resistance depends strongly on the materials used for adhesion and the temperature history experienced by the electronic assembly, as well as the manner in which adhesive is applied. Bulk data for the thermal properties of adhesive materials are usually not appropriate for predicting the die-attach thermal resistance because they do not account for voiding, partial delamination, and stoichiometric changes that occur during the processing and lifetime of an attachment. For polymer attachments that are filled with metal particles, such as silver-filled epoxy, the bulk thermal conductivity data do not account for the change in volume fraction that can occur during the attachment process. For these reasons, precise measurements of the die-attach thermal resistance are needed to support accurate thermal simulations of electronic packages. There have been several important studies on thermal conduction through die-carrier interfaces. Pfannschmidt [3] studied the thermal resistance in die attachments of varying quality using diode thermometers and steady-state heating. The thermal resistance data were interpreted with the help of scanning acoustic microscopy (SAM), which imaged local voids and regions of incomplete contact in the plane of the die. The data were particularly sensitive to defects directly between the diode temperature sensors. Beyfuss et al. [4] used photothermal microscopy to observe variations in the local thermal resistance for a silicon chip, which was partially bonded on a sapphire substrate such that an air gap remained over a fraction of the interface area. The air-gap thickness was altered using a piezoelectric actuator and measured using laser interferometry. Beyfuss et al. [4] measured the phase shift of the photothermal data for the silicon die temperature as a function of the air gap thickness, which allowed the thermal resistance resulting from the gap thickness to be qualitatively determined. Both of these studies provided qualitative information about the impact of delamination on the thermal resistance. However, there remains a need for a technique that precisely measures both the spatially-averaged thermal resistance and its variations within the plane of the die. Such a technique is needed to assess the quality of new attachment materials and procedures and would yield data that could be directly imported into finite-element simulations of packages.
The present work develops an experimental technique that meets these demands. The measurement approach uses: 1) frequency-domain electrical heating/thermometry; 2) scanning photothermal imaging. The technique 1) is used to extract the spatially-averaged die-attach thermal resistance from the temperature-rise response at the die surface during transient heating. The technique 2) yields photothermal images showing variations in the temperature-rise magnitude due to spatial variations in the die attach thermal resistance. In contrast to previous photothermal studies, the present work uses the data for the spatiallyaveraged die-attach thermal resistance to extract quantitative values of thermal resistance variation from the images. Data are reported for a variety of dielectric attachments and are compared with x-ray images, which provide information about the mechanical quality of the attachment. 
II. MEASUREMENT OF THE SPATIALLY-AVERAGED DIE-ATTACH THERMAL RESISTANCE
This measurement uses periodic electrical heating and thermometry in metal lines on the die surface at frequencies between 10 and 1000 Hz to measure thermal resistance at the interfaces of the silicon die and the carrier. A layer of silicon dioxide is thermally grown on the silicon die, and gold bridges are patterned onto the oxide layer using photolithography, yielding the structures shown in Fig. 1 . A large periodic current sustained in the wide bridge heats the die surface and the narrow bridge, which carries a low current and induces negligible Joule heating, is used for simultaneous electricalresistance thermometry. The die is attached to an aluminumoxide carrier using one of several different adhesives and attachment pressures, which are discussed in greater detail in this section. Fig. 2 shows the configuration of the apparatus used for this measurement. The periodic current at frequency in the heating line yields transient heating at the frequency which is well approximated by The electrical resistance is the time-averaged value for the heating line, which is very nearly equal to its electrical resistance at the time-averaged temperature during the measurement. The electrical resistance of the narrow bridge fluctuates in response to the heating and is measured using the lock-in amplifier and a steady-state bias current of 1 mA, which yields a current density of 8 10 A m
The lock-in amplifier provides the amplitude and phase of the temperature fluctuations, which are used together with the analysis provided later in this section to extract the spatially-averaged die-carrier thermal resistance.
The primary benefit of using a transient approach results from the fact that the volume of interrogated material can be confined to the die and a portion of the carrier, such that the boundary conditions for the carrier exert negligible influence. These boundary conditions, which are difficult to predict and reproduce, strongly influence the temperature rises measured in a steady-state experiment. Although steady-state measurements can compensate for this difficulty through the use of a second thermometer in the carrier, the unknown boundary conditions continue to influence both thermometry signals and the measurement uncertainty. The maximum extent of heat penetration for the present study occurs at 10 Hz, for which the Fourier number defined using the silicon die thickness and the heating period is much larger than unity. However, the penetration depth in the carrier for 10 Hz is about 0.7 mm, which is less than the half of the total carrier thickness. This means that the boundary condition at the bottom surface of the carrier does not influence the temperature amplitude and phase data at the top surface of the die. When the heating frequency is near 200 Hz, the penetration depth in the silicon is comparable with the silicon die thickness of 500 m. Fig. 3 shows the geometry and the boundary conditions used for simulating thermal conduction in the sample structure. The sides of the simulation domain are modeled as adiabatic to describe the spatial periodicity of the heating. Although the heating is volumetric within the metal, it is well approximated as a heat flux boundary condition at the top surface of the silicon die when:
1) the heat capacity of metal is negligible compared to that of the heated domain within the die and carrier;
2) lateral spreading of heat in the oxide layer between the line and the die is negligible; 3) lateral spreading of heat in the metal is negligible. Condition 1) is satisfied at even the highest frequencies used in the present work, since the volume heated in the silicon is much larger than the volume of the metal. Condition 2) is satisfied because the ratio of the width of the heating bridge is larger than the thickness of the silicon dioxide by more than three orders of magnitude. Condition 3) is satisfied because the lateral thermal healing length in the metal, which describes the length over which lateral conduction spreads the generated heat, is approximately two orders of magnitude smaller than the total width of the metal bridge.
Heat transfer from the top surface of the die to the ambient air is neglected. This is justified by the large value of the dieto-carrier thermal conductance compared to the die-to-ambient thermal conductance accounting for natural convection and radiation. By considering the maximum extent of heat penetration and assuming one-dimensional heat conduction in the carrier, a lower bound for the die-to-carrier conductance is estimated to be W K where 10 m is the total die surface area, W K m is the thermal conductivity of the carrier material, 0.7 mm is the maximum heat penetration depth in the carrier at 10 Hz, 9 10 m K W is the upper bound for the dieattach thermal resistance measured in this study. The thermal conductance contributed by the air convection at the top surface of the die is estimated based on a numerical study of natural convection above a uniformly heated horizontal plate [5] . Using room-temperature properties and the die geometries yields the Rayleigh number, 85, where is the acceleration due to gravity, 363 K is the largest temperature at the top surface of the die during the measurement, 293 K is room temperature, and is the approximate thermal expansion coefficient of the air, is the characteristic lateral length of the die, which is given by where is the perimeter of the total die surface area, is the kinematic viscosity of the air, and is the thermal diffusivity of the air. The average Nusselt number, is approximately 2 for 85 [5] , which yields a conductance due to natural convection 2.1 10 W K where is the thermal conductivity of the air at room temperature. The thermal conductance due to radiation is on the order of where is the emissivity, is the Stefan-Boltzmann constant, and is the area of the emitting surface. Using 1 for an upper bound and yields 2.7 10 W K at room temperature. The conductances from the top surface of the die due to natural convection and radiation are both much smaller than that for conduction into the carrier.
The dimensions, 1.25 mm and 1 mm, are respectively the center-to-center distance between the adjacent heating stripes and the heating-line width. The governing heat conduction equations are (1) (2) and the boundary conditions are (3) (4) (5) (6) (7) where are temperature, thermal diffusivity, thermal conductivity in material and the amplitude of the heat flux density at the die-surface, respectively. The resistance, is that at the interface, which is the parameter to be determined by the measurement. The thickness of material is given by The periodic heating applied to the die surface is given by (7) . For the present study, materials 1 and 2 are aluminum oxide (alumina) and silicon, respectively. Taking and solving from (1)- (7), one can determine the amplitude of the surface temperature rise and its phase shift with respect to the heating rate as a function of the heating angular frequency, The solutions, are
where (10) 
The amplitude, and the phase shift, of the surface temperature rise at the thermometry point are determined using (16) and (17) where is the measurement position of the thermometry line when the middle of the heating stripe is taken as 0. Figs. 4 and 5 show the predicted amplitude and phase data for the sample structure for varying values of the attachment thermal resistance. At high frequencies above 300 Hz, these curves become identical because the thermal penetration depth in the silicon is smaller than its thickness. At these frequencies, the temperature amplitude and phase are determined only by the thermal properties of the silicon die. In contrast, the predictions differ strongly for frequencies lower than 200 Hz, and it is by means of comparison at these frequencies that the attachment thermal resistance data can be extracted. Figs. 4 and 5 also illustrate this comparison for the case of an epoxy attachment that is not filled with silver particles. The experimental data and the calculated curve are in good agreement except for the phase data at high frequency as seen in Fig. 5 . This is caused by the fact that the thermal diffusion length is on the order of the spacing between the heating and thermometry bridges and the thermometry line width for frequencies higher than 500 Hz. In this case, the cross section of the thermometry line cannot be modeled as a point because the phase-shift variation across the line becomes significant. The deviation of the calculation at the high frequency is less clear for the case of the amplitude responses in Fig. 4 , considering the measurement uncertainty. A theoretical phaseshift prediction accounting for the line width can be calculated by integrating (9) to obtain a spatially-averaged solution over the thermometry line and using this solution in (17). At the frequencies lower than 200 Hz, this prediction yields less than 0.5% relative difference from to the prediction that ignores the line width, which supports the conclusion that the finite bridge width can be neglected below 200 Hz.
The phase-shift data at low frequencies help reduce the experimental uncertainty in the determination of the attachment resistance. The phase-shift response is most sensitive to thermal resistances between 10 and 10 m K/W values that span the range of resistances of typical polymer-based adhesives. The experimental uncertainty is governed by the phase resolution of the lock-in amplifier, which is about 0.01 degrees and yields a relative uncertainty for the resistance measurement that is always less than 2%. The geometrical approximations and the thermal properties for the silicon die and the alumina carrier used for the heat conduction model incur no more than 2% relative error. This yields a total relative uncertainty, determined using the sum-of-squares technique [6] , of less than 3%.
It is useful to contrast this value of the uncertainty with the value obtained using a conventional steady-state technique. For the case of a simple one-dimensional steady-state measurement, the thermal resistance of the attachment is (18) where and are the temperatures at the top surface of the die and at the bottom surface of the carrier, respectively. The heat flux is given by and are the thickness and thermal conductivity of the die, and and are the thickness and thermal conductivity of the carrier. Because most thermometers, including thermocouples and electricalresistance thermometers, are most precise for measurements of temperature changes, the major problem with this approach is that it is often difficult to ensure that the difference between the temperature rises of the die and carrier is large compared to the temperature rise in the carrier. If this is not the case, the experimenter is faced with the difficulty of having to take the difference of two relatively large numbers in the numerator of the first term on the right of (18), a problem that dramatically augments the experimental uncertainty. Another problem with the steady-state measurement is that the time required to reach steady conditions can be quite large, due to the large volume of material that must be heated and the relatively large resistance for heat removal to the environment. Table I provides the die-attach thermal resistances extracted for several different samples using the technique developed here, as well as the void fraction values for the attachment estimated from X-ray images. The values of the resistance vary strongly depending on the attachment process and the adhesive material. The results of lines 1 and 2 in the table show that the technique measures the increase of the thermal resistance due to the existence of voids at the die-attach interface when the samples are prepared using the same adhesive material. The thermoplastic polymer adhesive promises to yield a more uniform attachment than that provided by thermosetting materials for a given set of processing conditions [7] , [8] . The data in lines 1 and 4 of the table show that the thermoplastic adhesive yields a lower die-attach resistance than the thermosetting adhesive when no voids are present. This difference may result either from a difference in the intrinsic thermal conductivities of the materials or from the possibility that the thermosetting material formed a thicker layer. The results for the samples of lines 3 and 4 show that the silver-filled adhesive yields a smaller thermal resistance than the unfilled material when the die attachments are fabricated using the same conditions. Table I also provides in line 5 data for a sample with incomplete contact, resulting from several voids that occurred during reworking. The data in line 6 indicate the impact of pressure on the thermal resistance, which is a relevant parameter because it influences both the quality of the contact between the adhesive and the carrier and the die, as well as the thickness of the adhesive.
A lower bound for the die-attach thermal resistance can be estimated by assuming that the volume resistance of the adhesive dominates and that the adhesive thermal conductivity is well approximated by the bulk value. Based on this assumption, the die-attach resistance is given by where and are, respectively, the thickness and the thermal conductivity of the adhesive layer. For the thermoplastic adhesives used for the samples of lines 3 and 4 of Table I , data provided by the vendor [9] indicate that the materials and process used for the samples in lines 3 and 4 of Table I , respectively, form thicknesses of approximately 75 and 125 m and that the thermal conductivities of the materials are on the order of 0.3 and 3.0 W K m respectively. Thus, the lower bound of the resistance is 2.5 10 m K W for line 3 and 4.2 10 m K W for line 4. The measured values are substantially larger, in particular for the case of the silver-filled epoxy. This difference results from uncertainty in the thickness and thermal conductivity of the adhesive, as well as the impedance at the interfaces. While more research is needed to determine which of these problems is most important, the data clearly show that the use of resistance values based on information provided by the vendor companies yield to large errors in the die boundary condition.
III. PHOTOTHERMAL INTERFACE MICROSCOPY (PIM)
While the electrical heating and thermometry discussed in Section II offers exceptional precision in die-attach resistance measurements, it does not provide information about the spatial variation of the resistance in the plane of the die. The local resistance may vary by orders of magnitude within a single die attachment due to voids and partial delamination. These variations yield local hotspots on the die surface, which limit the reliability of the chip. While it is possible to spatially map attachment nonhomogeneity by means of nonthermal methods, such as x-ray and acoustic imaging, these techniques provide no quantitative information about the attachment thermal resistance. The industrial community needs a method that can provide attachment thermal resistance values for direct application in finite-element analysis.
To measure the spatial variation of the thermal resistance, we augment the electrical method described in Section II with photothermal interface microscopy (PIM), which is a calibrated and quantitative extension of more conventional photothermal imaging [10] . Fig. 6 shows a schematic of the experimental facility used for the PIM. While the electrical line experiences heating, as in Section II, the sample is scanned beneath the focus of a diode laser at 640 nm with a spot size near 50 micrometers. The sample surface heating is modulated at 10 Hz in the photothermal scanning. Based on the calculation in Section II, this modulation frequency is chosen such that the surface temperature responses are most sensitive to the local die-attach thermal resistance. Since the surface reflectivity of the sample depends on temperature, the amplitude and phase of local temperature fluctuations can be extracted from the photodetector signal using the lock-in amplifier. The signals for the local temperature fluctuations are calibrated by requiring that the spatial average of these signals is identical with the temperature amplitude measured by means of electrical resistance thermometry in the thermometry bridge described in Section II. The relative uncertainty of the temperature amplitude measurement results primarily from uncertainty in the calibration of the thermometry line and is approximately 8 percent.
As the first step of the local thermal resistance extraction process, the die-surface is divided into square area elements, as shown in Fig. 7 , whose side length is the same as that of the scanning step, 0.5 mm. The interpretation of the PIM data is complicated by the nonuniformity of the heat generation rate on the top surface of the chip. For this reason, the local heating rate at the die-surface is evaluated using data taken at the relatively high frequency of 1.6 kHz. The thermal penetration depth at that frequency within the silicon is smaller than the scanning step size, 0.5 mm, which indicates that the data provide a measure of the intensity of local heating. The thermal penetration depth at 1.6 kHz, 0.25 mm, is also less than the silicon die thickness, which indicates that the thermal resistance is not significantly influencing the signal. The purpose of these high-frequency measurements is therefore to map out the spatial variations of heating intensity at the die surface.
The temperature rise at the point is affected by the heating rates of the surrounding points as well as that of its own point and is given by (19) Fig. 7 . Geometry used for extracting the local die-attach thermal resistance. The data extraction uses the principle of superposition and assumes that the die-surface heating is composed of multiple heat sources. where is a solution to the heat equation that describes the impact of the heating rate at the point on the temperature rise at the point The parameter is the local thermal interfacial resistance at the point To derive the heat conduction from the local heating at the die-surface is modeled as shown in Fig. 8 . This model assumes:
1) uniform heat-flux source at each surface measurement point has a circular disk shape whose radius is the same as ; 2) temperature is uniform in the carrier; 3) lateral dimension of the chip is infinite; 4) radiative and convective heat losses at the die surface can be neglected. The governing equation is (20) The boundary conditions are (21) (22) where is the heat source radius, and is the temperature of the chip carrier. The temperature-rise amplitude, is obtained in the frequency domain using a Hankel transform [11] 
Secondly, the PIM data at 1.6 kHz are examined to determine the average surface-heat-flux density, where and are the total power applied to the heating line on the die surface and the surface area of the die, respectively. The data taken at 1.6 kHz are then examined to determine the local rates of heating, These values and the local values for the temperature-rise amplitude, which is taken from the calibrated low-frequency PIM data, are inserted into (19). Finally, (19) is numerically solved with respect to for each of the 20 20 locations on the surface grid. The thermal resistance data are extracted using this procedure are then recorded as a function of position on the die surface.
Figs. 9 and 10 show x-ray and PIM images of two die attachments of varying quality. Part (a) of each figure shows data for a high-quality complete attachment, while (b) shows data for an attachment that is intentionally made incomplete through the use of insufficient epoxy. Figs. 9(a) and 10(a) do not show any distinct local contrast for the entire attachment area. The darker regions in Fig. 9 (b) represent local adhesive contacts in a relatively poor attachment. The PIM images are taken for a die-surface area of about 10 10 mm excluding the portions uncovered with the heating metal line. The data on the intermediate surface points are extracted by interpolating those at the surrounding measurement points. This evaluation data process may fail to detect a highly localized variation of the thermal resistance beneath these intermediate points.
While the x-ray and PIM images for the case of complete contact are uniform, the images for the incomplete case show a strong spatial variation of the attachment quality. The PIM data indicate that the diagonal attachment line, visible in the xray image, reduces the thermal resistance and that the interface areas near the die edges, which have less contacts, yield larger thermal resistance. The lateral thermal healing length in the silicon for the PIM measurement is approximately 2 mm. This means that the current technique has difficulty in detecting a large thermal resistance nonhomogeneity within an area of 2 mm radius since the temperature-rise signal at a data extraction point is affected by the heat spreading from its surrounding points. However, this averaging is important information for design of attachment processes, because it shows that local imperfections of dimension less than about 1 mm will not yield local hotspots at the chip surface. These localized imperfections serve rather to increase the total average temperature rise for a given rate of heating intensity, which is detected using the technique described in Section II. A better mapping resolution can be achieved for a thinner die, in which heat conduction in the normal direction dominates.
IV. CONCLUSION
The thermal resistance measurement technology described here provides precise, quantitative thermal-property information of direct relevance for finite-element modeling. The uncertainty in the data is exceptionally low because of the comparison of predictions with data over a broad frequency range, and because of the restriction of the heated region to several hundreds of micrometers into the chip carrier. The technology demonstrates the dimensions of attachment imperfections which yield significant temperature variations at the die surface and can be used to provide guidelines for attachment procedures. Because the techniques developed here are nondestructive and noncontact, they are especially well suited for measuring the evolution of the die-attach thermal resistance when the attachment is subjected to repeated heator moisture-induced stress. This possibility is a target of ongoing research, which aims to interrogate thermal resistance changes induced by thermal cycling and moisture-induced volume expansion of the attachment. When combined with scanning acoustic microscopy (SAM), the thermal resistance measurement technology described here will facilitate quantitative studies of the relationship of interfacial flaw dimensions and local thermal resistances, particularly if thin die samples can be employed. 
