In this paper we prove Riesz transform characterizations for Hardy spaces associated with certain systems of Laguerre functions.
Introduction and statement of the results
Denote the Laguerre polynomials of order α > −1 by In this paper we consider the following two systems of Laguerre functions on (0, ∞) Moreover, these functions are eigenvectors, respectively, of the differential operators As in [6, 7] , the operators L α and L α can be factored as
where
and where D * α and δ * α denote, respectively, the formal adjoint operators to D α and δ α in L 2 ((0, ∞), dx). Corresponding Riesz transforms are defined in L 2 ((0, ∞), dx) by
that is, they act on the basis elements by
There exist kernels R α (x, y) and R α (x, y) such that One can easily deduce from (1), (2) and (3) that these kernels are related by (4) R α (x, y) = 2 −3/2 (xy) −1/4 R α ( √ x, √ y), x, y ∈ (0, ∞).
Riesz tranforms for Laguerre systems were defined and studied by Nowak and Stempak [7] , and by Harboure, Torrea and Viviani [6] , who proved that R α for α ≥ −1/2 and R α for α ≥ 0 extend as bounded linear operators on L p (0, ∞) when 1 < p < ∞ and are of weak type (1,1). Our goal in the present paper is to characterize the spaces
In [3] , the second-named author considered Hardy spaces H 1 max (L α ) and H 1 max (L α ) defined by means of the maximal functions associated with the semigroups generated by −L α and −L α , respectively. To be more precise, if
denote the integral kernels of the semigroups {e −tLα } t>0 and {e −tLα } t>0 , we say that a 
The notion of atom for these spaces depends on the following auxiliary functions
where the infimum is taken over all decompositions f =
atoms and λ j ∈ C. Similarly we define the space H 1 at (L α ) and the norm
at (Lα) , the only difference being that the function ρ Lα replaces the function ρ Lα in the definition of
The main result in [3] was to show that
with equivalence of the corresponding norms. Our goal in this paper is to characterize these spaces by means of the Riesz transforms R α and R α . More precisely, we shall prove the following theorems.
In the present section, we shall prove Theorem 1.1. To do this, we recall the equivalence between Riesz and atomic definitions for the Hardy space associated with the Hermite operator,
which were established in [4] . First we let
It is easily seen that there exist constants C, c > 0 such that 
motivated by the factorization of the Hermite operator
To obtain a kernel expression for 
1 − e −2t (x 2 + y 2 ) + 2xy e −t
1 − e −2t (9) when t > 0 and x, y ∈ R. Using the formula 
with the kernel given by
It is not difficult to prove using (9) and (10) that (11) sup
(see also [2, Theorem 4.5]). It was proved by Thangavelu [9] that the operator R H is bounded on L p (R) for 1 < p < ∞. Moreover, Theorem 1.2 of Zhong [11] asserts that the operator R
is a Calderón-Zygmund operator, hence it is of weak type (1,1) (see also [8] for a proof based on analysis of the Melher kernel). The above facts could also be deduced from the following lemma.
exists a constant c 0 = 0 and a kernel h(x, y) such that
sup
This lemma is known, but a self-contained proof based on analysis of the Mehler kernel will be presented in Section 4. We set
In view of (12), an
. From this remark and the results in [4] , it follows that
and there exists a constant C > 0 such that
Having established the Riesz and atomic characterizations of the Hardy space associated with the Hermite operator, we continue our preparation for the proof of Theorem 1.1.
Proof. Set r = r(t) = e −t ∈ (0, 1). According to (9) and (10), we have
Further,
It suffices to show that the operators T j , j = 1, 2, 3, are bounded on L 1 ((0, ∞), dx). To deal with T 1 and T 2 , we estimate the difference
6
Applying the mean value theorem in the first integral, we can assert that
It is now not difficult to verify using (19) that
for x > 2y,
for 2x < y.
Hence T 3 is a bounded operator from L 1 (0, ∞) into itself.
and f o be the odd extension of f to R.
Proof. According to [1, Lemma 2.13], we have
for 0 < y < x/2, and (21)
|x − y| 1/2 for 0 < x/2 < y < 2x.
Each of the Hardy operators
is also bounded in L 1 (0, ∞). Hence, by (21), (11) and Proposition 2.2, we obtain
The next elementary lemma will be used below. 
To prove the converse, assume that f is in H 
Hence f o (x) = j c j a j (x), where a j are H 1 (H)-atoms and j |c j | ∼ f o H 1 at (H) . Letting b j = a j (0,∞) , one easily verifies the inequality 
In this section we prove Theorem 1.2. The proof is based on the following estimates for the kernel R α (x, y).
Proposition 3.1. Let ψ be as in Lemma 2.1. Then, for every α > 0, there exists a kernel K(x, y) such that
where c 0 is the constant from (13).
If x < y/4 or y < x/4, then K(x, y) = R α (x, y). From (4) and (21), we conclude |K(x, y)| dx < ∞.
In order to deal with the kernel K(x, y) in the local part y/4 ≤ x ≤ 4y, we set
Then, by (4) and Lemma 2.1, we have
According to (21), we get (28) |E(x, y)| ≤ C (xy)
for y/4 ≤ x ≤ 4y. Trivially, using (28) and (14), we obtain
The proof will be complete if we show the inequality
|G(x, y)| dx ≤ C.
Let us note that
If y > 10, y/4 ≤ x ≤ 4y and |x − y| > 1, then G(x, y) = 0. If y > 10, y/4 < x < 4y and |x − y| ≤ 1, then, by the mean value theorem, |G(x, y)| ≤ C. Thus (30) is satisfied for y > 10. If 0 < y ≤ 10 and y/4 ≤ x ≤ 4y, then applying the mean value theorem we deduce |G(x, y)| ≤ Cy −1 and, consequently, (30) holds.
Before we turn to the proof of Theorem 1.2, we state some results from the theory of local Hardy spaces [5] . Fix l > 0 . We say that a function b is an atom for the local Hardy space h l -atoms and λ j ∈ C with j |λ j | < ∞ such that
The atomic norm in h 1 l is defined in a standard way, that is, f h 1 l = inf j |λ j |, where the infimum is taken over all decompositions (32). Moreover, if f ∈ h 1 l and supp f ⊂ B(y 0 , l ), then there exists decomposition (32) of f such that supp b j ⊂ B(y 0 , 10l /9 ) and
We define a local Hilbert transform
where c 0 and ψ are as in Lemma 2.1. The following result was actually proved in [5] .
There exists a constant C > 0 independent of l such that
Proof of Theorem 1.2. Since R α maps continuously L 1 (0, ∞) into the space of distributions, to prove the second inequality in (6) , it suffices to verify that there exists a constant C > 0 such that, for every 
The kernel
as a function of (x, y), is supported by
which implies sup y>0 |U (x, y)|dx < ∞. Therefore, (34) holds by applying (23) and (33). We now turn to prove the first inequality in (6) . We define the intervals {I j } j∈Z , I j = (β j , β j+1 ), β j = (9/8) j for j ≤ 1, and β j = 1 + j/8 for j ≥ 1. Set l j = ρ Lα (β j ). Let η j be a family of smooth functions such that
with a constant C > 0 independent of f . To this end, note that
Observe that the kernel
as a function of (x, y), is supported by I * * j × I * * j and bounded by Cl −1 j . Since each y > 0 belongs to at most 5 intervals I * * j , and |I * * j | ∼ l j , we can easily obtain (39)
Now we shall deal with
The integral kernel
as a function of (x, y), is supported by I * j × I * * j and bounded by Cl
Using (40), (41), we obtain
which combined with (38), (39) and (36) gives (37). Having (37) already proved, we are in a position to complete the proof of the first inequality in (6) . Applying (37) together with the results from the theory of local Hardy spaces stated in this section, we have
where a ij are h 1 l j -atoms supported by I * * j , and
. The proof will be complete once we observe that each of these atoms is either an H 1 (L α )-atom, or can be written as a sum of at most 20 such atoms. Indeed, fix an h 1 l j -atom a supported in I * * j . Then, for some 0 < R 0 < l j and y 0 ∈ I * * j we have supp a ⊂ B(y 0 , R 0 ) ⊂ I * * j , a ∞ ≤ (2R 0 ) −1 , and if R 0 ≤ l j /2 then also a(x)dx = 0. Notice that, by construction,
If R 0 ≤ l j /2 = ρ Lα (β j )/2 then a = 0 and R 0 ≤ ρ Lα (y 0 ), and therefore a is also an
and using again ρ Lα (β j+2 ) ≤ 2ρ Lα (β j ) we see that
Hence, each piece aχ I j−2+k /4 is an H 1 (L α )-atom for the ball B(β j−2+k , ρ Lα (β j−2+k )) and,
4 Proof of (11) and Lemma 2.1
During the proof we set r = e −t ∈ (0, 1). We can rewrite (9) as
for all x, y ∈ R. A simple computation using (44) or (9) gives
Let us note that, for every N > 0, there exists a constant C N such that
If |x − y| ≤ |x|/2, then xy ∼ x 2 and, using (44), we get
Observe that x 2 ≤ Cρ H (y) −2 for |x − y| ≤ Cρ H (y). Substituting this inequality inside the above integral and then integrating with respect to dx and dz, we conclude
Proceeding as in (55), we also get
and consequently, |Q(x, y)|dy ≤ C.
Finally, our analysis of the kernel R 
On the other hand, ρ H (x) ∼ ρ H (y) when (x, y) ∈ B (again by (8)), so we have
which together with (68) implies the first inequality in (66). From (8) we also see that A ⊂ A = {(x, y) ∈ R 2 ; |x − y| > ερ H (y)} and B ⊂ B = {(x, y) ∈ R 2 ; |x − y| ≤ ρ H (y)/ε} for some ε > 0. Using this fact, the second inequality in (66) follows by similar arguments. This completes the proof of Lemma 2.1.
