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• - what I’ m doing. Translate human languages via 
Machine.

• Natural Language Processing









• Machine Translation: Rule to Neural

• - rule, example-based, statistical, phrase-based, hierarchical 
structure, tree-best, forest, neural models

• Neural MT, sequence to sequence, attention, coverage

• - word embeddings, sequence to sequence encoding-decoding, 
attention, coverage, document/discourse level

• Chinese NLP, radical applications






• Apply Chinese Radical into Translation

• - how to apply radicals into MT

• - how to split character into radicals

• Combine radical-level MT with Neural Model

• - attention-based Neural MT

• - radical combination into input data
Combinations
Experiments












• Training: 1.25 million parallel Chinese-English sentences / 80.9 millions Chinese 
words and 86.4 millions English





• Broader Evaluation Metrics





• - in-depth analysis
MT evaluation metric LEPOR  








• Improve parameter optimisation/tuning models

• Include more testing data

• Include different domain data

• Reduce training data and test low-resource scenario

• This paper pre-print: https://arxiv.org/pdf/1805.01565.pdf 
Follow the project 
• LEPOR: https://github.com/poethan/LEPOR/ 






• The ADAPT Centre for Digital Content Technology is 
funded under the SFI Research Centres Programme 
(Grant 13/RC/2106) and is co-funded under the 
European Regional Development Fund.
Selected references
• ALF Han, DF Wong, LS Chao. 2013. Chinese named entity recognition with conditional 
random fields in the light of Chinese characteristics. Intelligent Information Systems 
Symposium, 57-68. 

• ALF Han, DF Wong, LS Chao. 2013. LEPOR: A Robust Evaluation Metric for Machine 
Translation with Augmented Factors Proceedings of the 24th International Conference 
on Computational Linguistics. 

• ALF Han, DF Wong, LS Chao, L He, Y Lu, J Xing, X Zeng . 2013. Language-independent 
Model for Machine Translation Evaluation with Reinforced Factors. Machine Translation 
Summit XIV, 215-222. 

• L Han. 2018.  Machine Translation Evaluation Resources and Methods: A Survey. IPRC: 
Ireland Postgraduate Research Conference. http://doras.dcu.ie/24493/ 

• Lifeng Han and Shaohui Kuang. 2018. Apply Chinese radicals into neural machine 
translation: Deeper than character level. ArXiv pre-print https://arxiv.org/abs/
1805.01565v1 
