There has recently been a great deal of interest in employing immiscible solutes to stabilize nanocrystalline microstructures. Existing modeling efforts largely rely on mesoscale Monte Carlo approaches that employ a simplified model of the microstructure and result in highly homogeneous segregation to grain boundaries. However, there is ample evidence from experimental and modeling studies that demonstrates segregation to grain boundaries is highly non-uniform and sensitive to boundary character. This work employs a realistic nanocrystalline microstructure with experimentally relevant global solute concentrations to illustrate inhomogeneous boundary segregation. Experiments quantifying segregation in thin films are reported that corroborate the prediction that grain boundary segregation is highly inhomogeneous. In addition to grain boundary structure modifying the degree of segregation, the existence of a phase transformation between low and high solute content grain boundaries is predicted. In order to conduct this study, new embedded atom method interatomic potentials are developed for Pt, Au, and the PtAu binary alloy.
Introduction
Grain boundaries are a ubiquitous feature of polycrystalline materials that increase in volume fraction as grain size decreases into the nanocrystalline regime. Further, alloy additions are a common, long standing method for tailoring the microstructure and resultant properties of materials. For these reasons, there is a long history of the study of grain boundaries and the interaction of alloy additions and impurities with these interfaces. The current work was motivated by a desire to understand the role of alloying on the stability of nanocrystalline metals. The results presented here, though, have relevance to the thermodynamics of grain boundary alloying at all scales.
Nanocrystalline materials are of great interest due their ability to combine strength and toughness [1] , but often suffer from poor thermal stability of the nanocrystalline grain structure. Much interest has been generated recently in the ability to choose an alloy and composition that can dramatically increase the thermal stability of the microstructure to coarsening as has been observed in a number of alloys such as: W-Ti [2] , W-Cr [3] , Cu-Ta [4] , Fe-Mg, Ni-W [5] , Cu-Zr [6] , and Fe-Zr [7, 8] . Such alloys are stabilized by either thermodynamic (meta)stability of grains by solute segregation [9, 10] , kinetic effects including solute drag and Zener pinning, or a combination of thermodynamic and kinetic mechanisms [11] . Recently, there has been increasing recognition that the topology of the grain boundary structure can dominate thermodynamic stability considerations [12] . Even though thermodynamic stability is likely not the entire reason for the increased thermal stability of particular nanocrystalline alloys, the effect is significant and cannot be discounted.
Current models of the thermodynamic stabilization of nanocrystalline materials [13, 14] rely on Monte Carlo (MC) approaches employing enthalpies of mixing calculated via thermodynamic databases [15] . However, most of the existing MC models assume uniform grain boundary segregation [10, 15] or a simplification of the complexities of the boundary geometry [14, 16] . Such models tend to form a soluterich phase at the grain boundaries and may even exhibit temperature dependent phase transformations [17] . Antecedents to phase formation on the boundary are found in models of grain boundaries in nanocrystalline materials that suggest a disordered region exists at the grain boundary [18] . The formation of grain boundary phases (called complexions [19] ) is a related idea that has been also shown to increase the thermal stability of nanocrystalline materials in alloys such as CuZr [6] .
The structure and resulting range of properties of grain boundaries are much more complex than often appreciated, likely due to their characterization with metrics such as coincident site lattice (CSL) R value and misorientation. Recent investigations have demonstrated that a given macroscopic planar grain boundary can exist in one of multiple metastable states due to the presence of microscopic structures with nearly degenerate energies [20] . The variability of planar boundary properties is highlighted in recent computational studies [21] that have concentrated on the variability of grain boundary energy [22, 23] and mobility [24] over the 5-dimensional geometric space of grain boundaries.
There has been increasing evidence for and recognition of the substantial variability of grain boundary segregation in a given alloy with the degree of segregation depending on the grain boundary character. Barr and coworkers [25, 26] have observed the variation of radiation induced segregation with grain boundary character. Atom-probe tomography has been employed to examine the variation of local boundary composition at grain boundaries in Nbdoped ceria [27] , carbon segregation at grain boundaries in ferrite [28] , and tungsten and chromium segregation in a ferritic alloy [29] . Change in grain boundary structure due to segregation has been observed in Fe-Au twist grain boundaries by [30] .
The possibility of multiple phases associated with alloy grain boundaries has also been discussed. Wynblatt and Chatain [31] developed a model of phase separation in grain boundaries in analogy with surface miscibility gaps [32] . In addition, abrupt changes in boundary composition with temperature have been observed experimentally [33] and seen in MC models [17] . Phase field models of grain boundaries in multi-component systems [34] [35] [36] predict the existence of transitions between solutepoor and solute-rich grain boundary phases possibly associated with transitions between ordered and disordered states of the boundary.
In this work, the PtAu noble metal system is studied as a model system to aid in elucidating the effects of kinetic versus thermodynamic stabilization of nanocrystalline materials. This system was chosen because it has a large miscibility gap consistent with the conditions expected to produce alloy stabilization of grain boundaries and should avoid the formation of second phase and oxide particles which could result in Zener pinning. The latter considerations are particularly important in the choice of this alloy for concurrent experimental work as prior experimental studies have been complicated by the presence of oxides [37] . The Au is a substitutional solute with 4.3% size mismatch (with the current potential) making chemical interaction, rather than strain, the dominant mechanism for segregation. Plus, PtAu alloys are predicted by previous models [15] to stabilize nanocrystalline microstructures, partially due to the immiscibility of the system that encourages solute segregation.
Existing potentials for noble metal alloys such as that of [38, 39] , included only minimal alloy data during parameterization. This weakness originates from a lack of data regarding the noble metal intermetallics that makes it difficult to fit in the traditional scheme where specific experimental properties are used to fit embedded atom method (EAM) potentials. Due to the dearth of measured properties for noble metal intermetallics, we instead rely on density functional theory to provide forces and energies of the intermetallics and disordered configurations with which new interatomic potentials for PtAu will be parameterized. This strategy is referred to as force matching [40] .
This work focuses on the applying the newly developed potential to generate an equilibrium solute-segregated microstructure. The observation of nonuniform segregation in the microstructure spurred further investigation into what factors may affect such dramatic differences in the degree of segregation. More detailed examinations were made of individual grain boundaries in bicrystals that demonstrated that there exists a phase transition between states with a high and low degree of segregation that occurs for bulk concentrations well within the solid solubility limit of Au in Pt.
Methodology
One of the challenges in atomistic-scale simulations of alloy systems is how to place the atoms and, further, how to assign the chemical species to the atoms. Historically, one approach is to perform MC simulations which include thermal displacements in addition to compositional changes [41] [42] [43] . While this approach in principle samples the positional phase space, experience has shown that it does not efficiently find significant structural changes. Two different hybrid schemes were employed in this study to obtain equilibrium atomic distributions. Both of these approaches alternated between molecular dynamics (MD) simulations at temperature to equilibrate the structural aspects and MC simulations to equilibrate the compositional degrees of freedom. The techniques differed in the thermodynamic ensemble of the MC simulations. The MD component in each case was performed by the LAMMPS package [44] . Both approaches were conducted with the embedded atom method potential for PtAu developed for this study (See ''Appendix 1'' section for details).
Approach (a) proceeded by first randomly populating sites in the boundary to a predetermined concentration. A MC simulation phase was then performed whereby two atoms are selected. If they were different chemical species, their chemical identities were swapped and the energy difference was computed. This swap was retained with a probability based on the Boltzman factor for the energy change and the assumed temperature. Note that this MC process maintained the number of atoms of each species. Thus approach (a) is sampling the equilibrium canonical ensemble with fixed total numbers of each species. This MC phase was followed by a short constant number of atoms, volume, and temperature (NVT) MD simulation at the desired temperature. The cycle of MC and MD simulations was repeated until an equilibrium configuration is reached.
Approach (b) performs the MC simulations in a semi-grand canonical ensemble where the chemical potential difference is fixed and the relative number of each species is allowed to vary [41, 45] . It is initiated by first randomly populating the boundary with the concentration of Au expected for a given chemical potential and thermally equilibrating for 10 ps with NVT MD. After every 25 time steps (or 0.025 ps) the algorithm randomly selects a number of atoms, equal to the initial number of Au atoms, and attempts to swap the species (Pt-Au, or Au-Pt) of each atom individually with the swap success probability governed by the difference in energy adjusted by the difference in chemical potential between the species. The swapping procedure occurred 100000 times attempting to equilibrate the composition, whereupon an additional 50000 cycles were performed over which the composition is averaged. The bulk concentrations are calibrated to the chemical potential difference in separate simulations on bulk lattices.
Note that both approaches (a) and (b) sample the thermal distribution of the two species. However, they do so in different statistical ensembles and as such show different signatures at two phase coexistence. In approach (b), semi-grand canonical ensemble, the composition will ideally change discontinuously as the chemical potential difference changes past the transition point. In approach (a), canonical ensemble, for an arbitrarily large sample it will separate into regions with the two coexisting concentrations. Overall concentrations between the coexisting concentrations are thermodynamically unstable. It should also be noted that the MC simulation methods employed here are designed to sample equilibrium, but by the non-diffusional nature of the composition changes they do not provide information on the kinetics of the segregation process.
Two types of microstructure will be modeled in this study, a representative nanocrystalline polycrystal as well as select planar boundaries in simple bicrystal geometries. A realistic nanocrystalline microstructure was generated using the technique of [46] , that generates initial microstructures via a phase-field approach that are then populated with atoms. The resultant microstructure reproduces properties such as triple-junction angles much better than may be achieved by the Voronoi construction. Figure 1 illustrates the initial microstructure after equilibrating to 775 K. The solute was distributed throughout the sample using method (a) with a global composition of 15% at Au. The microstructure is intended to be representative of the temperature, composition and grain-size of the experimental microstructure employed in this study. This microstructure is used to provide representative Au concentrations present in the bulk grains.
In order to isolate the segregation behavior of individual grain boundaries, four planar bicrystals are examined. Boundary excess concentration is defined, such that the excess gold concentration is consistent with Cahn's definition [47] , as
where C Au ð Þ bulk is the concentration of Au in the bulk (as the Au:N ratio where N is the total number of Pt and Au atoms), N Au ð Þ gb is the number of Au in a region containing N ð Þ gb total atoms in the neighborhood of the grain boundary, and A is the grain boundary area.
To provide experimental support for the model, nominally 40 nm-thick nanocrystalline films were produced by magnetron sputtering Pt-10% at Au onto a polished NaCl substrates. The Pt-10% at Au film was then floated off onto transmission electron microscopy (TEM) Mo mesh grids and annealed in a custom vacuum furnace at 5 Â 10 À6 Torr and 775 AE 10 K for 30 min. The local grain boundary character was determined using precession enhanced automated crystallographic orientation maps and were collected with a 3 nm step size in a JEOL 2100 TEM [48] . Similarly, the elemental segregation behavior was collected using four energy disperse X-ray spectroscopy (EDS) detectors in a probe corrected FEI Titan [49] and analyzed for grain boundaries that were edge-on to the incident electron beam using the Cliff-Lorimer k-factor methodology [50] .
Results
Upon constructing a bicrystal to determine the propensity for solute segregation, modelers typically assume that the global solute concentration, as would be measured experimentally, is present in the grains surrounding a given grain boundary. In a real microstructure, where many boundaries with potentially large differences in tendency to segregate solute exist, there will be competition for the same finite supply of solute. This means that boundaries will not all be surrounded by grain interiors with the global concentration. Thus, representing individual grain Figure 1 Equilibrium state of a nanocrystalline PtAu alloy with 10% at Au overall composition. Atoms are classified by a combination of common neighbor analysis (CNA) [51, 52] and the Centro-symmetry parameter (CSP) [53] . Atoms are colored such that Pt atoms in a local FCC environment are colored gray and Au atoms in a local FCC environment are colored yellow. Pt and Au in a disordered environment (e.g. grain boundaries) are shifted from gray to cyan or yellow to orange, respectively, with increasing disorder as quantified by their CSP.
boundaries as bicrystal systems with the global solute concentration is not realistic.
Once it is acknowledged that a better estimate of the local solute concentration is needed we ask: what constitutes a representative solute concentration at a grain boundary? To account for the presence of multiple boundaries with varying tendencies to segregate solute, a nanocrystalline Pt microstructure with nominal grain diameter of 5 nm is generated as previously described. After equilibration to 775 K, approach (a) is employed to determine the equilibrium distribution of Au solute with a global concentration of 5, 10, and 15% at Au. To obtain a realistic representative solute concentration at a grain boundary for use in MD models of individual GBs, the microstructure illustrated in Fig. 1 is examined to obtain the average amount of solute in the bulk crystalline (gray colored) region for a variety of global Au compositions. The concentration of solute in the bulk is calculated by determining the number of Au that are characterized by common neighbor analysis (CNA) [51, 52] as having a local face centered cubic (FCC) neighborhood, meaning that they are in the Pt grains. It is found that at 775 K only a few atomic layers near the grain boundary are not considered FCC, meaning that there are few defects that could change the number of Au considered to be in the bulk. A representative bulk concentration is calculated for various experimentally relevant global solute concentrations: a value of 15% at Au yielded 0:9% at Au, 10% at Au yielded 0:6% at Au, and 5% at Au yielded 0:36% at Au in the bulk Pt grains. Note that the bulk composition for a given overall composition will depend on the grain size with larger grains yielding larger bulk compositions. To relate the concentration in the bulk of the grains to a chemical potential for use in the semi-grand canonical MC model of approach (b), a series of Au chemical potentials were applied to bulk crystalline Pt to determine the relationship to bulk Au concentrations up to the solubility limit (see ''Appendix 2'' section). In this way, the segregation to the grain boundaries can be represented as a function of equivalent bulk concentration in the surrounding grains.
The concentration of Au in the bulk region of the grains contained in the microstructure of Fig. 1 is reasonable as the values are below the solubility limit according to the bulk phase diagram arising from the potential (see Fig. 11 ). The solubility limit is approximately 1% at Au at 775 K. Knowing a representative value for solute concentration in the bulk region of the grains, a more detailed examination is conducted for a number of planar bicrystal grain boundaries to generate representative levels of segregation. Employing approach (b) to populate the boundaries specified in Table 1 , it is noted that the boundaries exhibit a sudden increase in excess Au with increasing chemical potential. This occurred for each of the boundaries in Table 1 , but at varying critical chemical potentials (bulk concentrations) of Au as illustrated in Fig. 2 . In addition, it is found that running the semi-grand canonical MC model of method (b) with the same chemical potential, but different random number seeds, can result in the Au excess converging to an alternate value. While ideally there would be a unique value of the excess for any chemical potential, the finite sampling of the MC simulations may not reach the true equilibrium configuration due to the need to nucleate and grow the other phase. This hysteresis-like behavior is indicative of a first-order phase transition. The phase transition occurs at bulk concentrations well below the bulk solubility limit of Au in Pt at 775 K. This fact demonstrates that the clustering of Au is not due to the nucleation of a bulk second phase particle, but rather to the effect of the grain boundary. The stochastic nature of the transition reflects the hysteresis associated with forming the high interfacial excess using method (b). To be assured that a separate phase is indeed formed at the boundary, the chemical potential of the Au at the grain boundary must be equal to that in the bulk.
To be sure that phase change behavior is not an artifact of the simulation conditions and ensure that the chemical potential of Au in the bulk is equal to that at the grain boundary, approach (a) is employed in an attempt to verify the conclusion that there is a Table 1 The orientation of the crystal is specified by listing the planes forming the boundary of left and right crystal CSL PubID Zone-axis Planes
The publication identification number (PubID) refers to that used in the supplemental material of Ref. [24] . The R5 boundary is that defined in Ref. [54] . Plane indices are given in units of half of the lattice constant first-order phase transition. In these simulations, Au atoms are initially placed at random in the bicrystal cell at varying overall concentrations. The hybrid MD/MC procedure is then employed to redistribute the fixed number of Au according to thermal equilibrium. After equilibration, the average bulk concentration and interfacial excess are computed. To obtain the bulk Au concentration, the average Au concentration in bulk-like regions on either side of the boundary is computed. The interfacial excess is obtained by determining the total Au content in the region of the boundary and subtracting the number of Au atoms expected based on the bulk concentration just determined. The plot of interfacial excess in Fig. 3 appears sigmoidal; characteristic of a firstorder transition. The line connects simulated conditions in order of increasing global Au concentration and is meant as a guide to the eye to show the similarity with isotherms that exhibit a first-order phase transition where the thermodynamically metastable region is indicated by a dashed line. In the multi-valued regime, the interfacial excess corresponds to a thermodynamically metastable configuration which is stabilized in the current simulations by the fixed overall Au concentration. The possibility of this multi-valued behavior has been recently predicted in a diffuse interface model of interfacial segregation [34] . As with the results generated using approach (b), one sees that the bulk concentration at which the high interfacial excess occurs depends on the specific boundary and that the order of this dependence appears to be the same. Boundary 219 transitions at the lowest bulk concentration and boundary 220 transitions at the highest using either approach. The nature of the the phase change at the grain boundaries is illustrated by the R5 (Mendelev reference) boundary and boundary 208 in Figs. 4 and 5, respectively. In each case the Au is seen to be present both in the bulk and segregated to the grain boundary as expected. The nominal bulk concentration of 0:15% at Au, as determined by the chemical potential, is identical in each case. In the low concentration phase (Figs. 4a, 5a ) Au is observed to form Au-rich clusters on the grain boundary. In the high concentration phase (Figs. 4b, 5b ) Au is supersaturated at the grain boundary according to the bulk solubility limit. This is not surprising due to Au being immiscible in Pt above about 1% at Au at this temperature. However, the grain boundary phase appears to have a much lower solubility limit than bulk Pt in order to favor segregation well below the bulk solubility limit.
The formation of the Au-rich phase at the boundary may also result in defaceting of a grain boundary. In the case of the boundary 208, the minimum energy structure of the boundary is planar, but at higher temperatures, the boundary spontaneously facets. The faceting illustrated in Fig. 5c is retained in the low Au segregation phase and is effectively eliminated in the high Au concentration phase illustrated in Fig. 5d .
The segregation behavior generated by approach (a) in the two-phase coexistence region is shown in Fig. 6 . For all four of the boundaries shown, there is a clear separation within the boundary into dilute and highly concentrated Au. These regions correspond to the dilute and concentrated states of the boundary found in the semi-grand canonical MC/MD simulations generated by approach (b). The figures shown Figure 4 Illustration of the GB at a low, b high Au concentration segregation states for the R5 boundary. The color scheme is that used in Fig. 1 with FCC Pt atoms deleted for clarity. The location of Au was emphasized by decreasing the size of spheres representing Pt atoms. These figures were generated using approach (b). a Low segregation state, b High segregation state. are snapshots of the various boundaries. Note that the qualitative behavior of separation into two-phases is seen in all such snapshots, the regions of dilute and high Au concentration vary between snapshots indicating that the simulations are not frozen into a unique configuration.
Discussion and conclusions
The possibility of grain boundary phase transformations was proposed by [55] and has been considered by multiple authors over the years as discussed above. This work presents an explicit computational demonstration of such a grain boundary phase transformation for grain boundaries in the Pt-Au alloy system. In particular, this work demonstrates a phase transition between low and high levels of solute (Au) segregation to the boundary. We have examined in detail the segregation to four specific grain boundaries. The existence of the phase transformation for all of these boundaries suggests that this is the general behavior in this alloy system. This is not a surprising result. The bulk alloy thermodynamics of Pt-Au also shows a miscibility gap over most of the temperature range indicating an energetic preference for same-species neighbors. It is reasonable that this tendency would persist at grain Figure 6 Illustration of the grain boundaries obtained in the canonical ensemble simulations (approach a) constrained to the two-phase region at a temperature of 775 K. The color scheme is that used in Fig. 1 with FCC Pt atoms deleted for clarity and the remaining Pt decreased in size relative to Au. a Mendelev R5 boundary, b #208, c #219, d #220.
boundaries and so lead to the two phase behavior. The other qualitative observation is that while all of the boundaries studied exhibit the two phase behavior, the bulk concentration (chemical potential) at which the transition occurs varies somewhat between boundaries.
The examination of the individual boundaries was motivated by the observation in Fig. 1 of significant inhomogeneity in the degree of segregation to grain boundaries in a nanocrystalline polycrystal. While one would expect different boundaries in a polycrystal to have somewhat different segregation tendencies, this result was surprising in that different boundaries appeared to either be only slightly segregated or very strongly segregated. This level of difference between boundaries is not consistent with a reasonable variation in heats of segregation between boundaries. Furthermore, large differences in segregation were also found in the experimental microstructure of Fig. 7 . The resolution of this is clear given the above observation of phase transformations in the boundaries. In the polycrystal, the bulk concentration is such that some of the boundaries equilibrate in their low segregation phase while others equilibrate in their high segregation phase consistent with the strong variation between the different boundaries in the polycrystal. The results of MC models and experimental evidence from Pt-10% at Au films demonstrate that the segregation to nanocrystal grain boundaries is highly heterogeneous and is a potentially relevant factor in modeling the influence of segregation on nanocrystalline stability. Models of nanocrystalline stability typically simplify the theoretical treatment by treating all grain boundaries equivalently [2, 12, 14, 15] . This is a very reasonable first approximation, but the current results indicate that it can be a coarse simplification of the actual behavior. It should be noted that the current results are not inconsistent with the possible high stability of such alloy systems. As shown by [56] , the pinning of a fraction of the grain boundaries can stop grain growth of the entire grain boundary network. In this case, it is reasonable to assume that the highly segregated boundaries may be pinned.
Qualitative validation of the MD simulation can be seen in Fig. 7 that shows experimental evidence of Au segregation in the Pt-10% at Au system even after a brief anneal for 30 min at 775 K (approximately 0.4 of the alloy's solidus temperature). Figure 7a , b correspond to a high angular annular dark field (HAADF) image and EDS map of the same spatial location, respectively. Though not a fully equilibrated microstructure, there is notable segregation anisotropy in a number of grain boundaries in Fig. 7b . Evidence for the sample not being fully equilibrated is in the composition of Au in the bulk-like region of the Pt grains. At the quoted annealing temperature, there should be less than 1% at Au in the grains according to the bulk alloy phase diagram. Two specific edge-on grain boundaries, which were fully characterized by precession enhanced automated crystallographic orientation and EDS maps, are shown in Fig. 7c, d . The distinctly different segregation line profiles which correspond to a random high angle grain boundary (misoriented 50:8 about the h4 16 21i zone axis) and low angle grain boundary (misoriented 13:0 about the h4 8 1i zone axis)
validates the highly anisotropic nature of Au segregation as a function of grain boundary character found in the MD model. This work points to multiple future lines of research. The results presented here are for a single temperature and so an exploration of the temperature dependence of these grain boundary phase transitions would be of interest. The current results only point to the equilibrium solute distribution and do not fully explore the kinetics of grain evolution in the presence of this heterogeneous alloy segregation. To this end, studies of the influence on both low and high levels of solute on boundary mobility and possible pinning are needed. Finally, the preliminary evidence for a segregation-induced defaceting transition in boundary 208 (Fig. 5c, d ) is observed. However, it is not clear if the boundary spontaneously defaceted or if it was driven to do so by the solute. The possibility of solute induced defaceting was previously observed in grand canonical MC/MD models of inclined twin boundaries in the case of H in Ni [57] . The influence of solute segregation on faceting transitions is another important direction for future research.
matching [40] . In force matching, two databases are generated, one for parameterization and one for validation. The databases consist of a wide variety of configurations that represent a range of conditions at which the potential might be applied. Using the force-matching approach, individual properties are not reproduced, but rather the goal is to fit the interatomic forces and energies of a wide variety of systems. Since the fit must be applicable to grain boundaries that contain disordered regions at the boundary, it is necessary to fit the potentials for disordered solids in addition to crystalline phases. The actual structures do not need to be equilibrium ones, or even thermodynamically stable states as the DFT calculations only provide energies and forces with which to fit the potential.
Single element potentials are fit to a small range of lattice constants about equilibrium for the FCC, BCC, HCP, diamond, and disordered FCC structures. The disordered FCC structures included random displacements up to 0. 
Functional form of the potential
The cutoff function N is applied to both the density and pair potential and takes the form
The function H is the Heaviside step function switching at the inner cutoff r c , and the global cutoff for the potential is r cut . The pair and density functions each have their own inner cutoff radius defined as r p and r d , respectively. The functional form of the pair potential employed is that of Morse [58] ,
where D e and a m are fitting parameters, and r 0 is the equilibrium bond distance as determined from DFT calculations. The electron density function is a simple exponential,
where q 0 and k 0 are fitting parameters. The embedding function is derived as done by Foiles [38] starting with the expression for the total energy of the EAM potential
/ ij r ij À Á where
Foiles replaced the total energy function E tot with the function from the Rose equation of state for metals [59] and solved Eq. 5 for the embedding functional. The Rose equation of state takes the form
where E 0 is the cohesive energy and
The a 0 term is the DFT calculated lattice constant and
. This term contains the cohesive energy ðE 0 Þ, bulk modulus (B), and atomic volume ðXÞ, which are obtained from experiments or, in this case, first-principles calculations. With the Rose equation of state incorporated into the potential, the k R term is guaranteed to be reproduced by the fit.
Procedure for fitting the potential
The actual fitting of the nine parameters was carried out using the Dakota [60] software package developed at Sandia National Laboratories. The optimization utilized the gradient and hessian free Collony pattern search algorithm. After each optimization step, Dakota called LAMMPS [44] that was used to determine the error between the energies and forces calculated with the EAM potential to the reference data. DAKOTA optimized the parameters until the change in the error (root of the sum of squares of the differences) was less than 1 Â 10 À3 . The Rose equation of state is used to constrain the energy versus lattice constant relationship, the k R term is fixed using the DFT calculated values for each element. Consequently, there is some deviation in the parameters for binding energy E 0 , lattice constant a 0 , and bulk modulus B, due to the k R quantity being constrained, rather than the constituent properties being restricted individually.
The maximum electron density is 50Å À3 , and the cutoff for the potentials are 5.50 Å for Pt, and 5.75 Å for Au and PtAu. Since the cutoff parameter must be fixed initially in this scheme, a range of values were used and fits were attempted for each.
Results and validation of fits
Plots of the electron densities, embedding functional, and pair potentials obtained by the fitting procedure are provided in Figs. 8, 9 and 10. Validation of the elemental potentials is carried out for a number of cases, many are found in Table 2 , in addition to comparisons to independent data of the elemental liquid at 2000 K and the FCC structure with random displacements. Specific geometries of interest are also included such as the intrinsic stacking fault, the R3ð111Þh110i (coherent twin) boundary, self-interstitial, vacancy, and the (111), (100), and (110) surfaces. The force matching approach relies on the accuracy of the first principles calculations used to obtain forces and energies. However, there are inherent weaknesses in the GGA approach that result in deviation from experiment. For instance, GGA is known to calculate smaller cohesive energies than measured, and larger lattice constants. It is well known that the vacancy formation energy is poorly matched by GGA [61] . Consequently, the vacancy configuration was excluded from the fitting database, but is included in the validation database. Interestingly, the value of the vacancy formation energies calculated by the potential, reported in Table 2 , are in general agreement with experimental values.
The validation database for the alloy potential includes independent data for the PtAu liquid and random PtAu FCC alloy. The overall error of the alloy fit to the parameterization database for energies and forces are 2:1796 Â 10 À2 and 5:3216 Â 10 À1 , respectively; Compare these error values to those obtained from applying the potential to the validation database of 9:2593 Â 10 À3 and 7:0764 Â 10 À1 . After validation of the binary fit, a number of tests were conducted to study the range of applicability of the potential for a number of relevant cases designed to represent grain boundary and surface segregation. The results of these tests are reported in Table 3 . Although the absolute errors are rather large for segregation, it was deemed to be acceptable as the sign of the segregation energy and the relative magnitudes are similar. The largest errors present in the table occur for the test of site segregation energies to the R5 grain boundary. The large errors in the smallest segregation energies is to be expected as the small energy change makes it more difficult to obtain an accurate measure of the small change in system energy. The preference for surface segregation of Au on to Pt surfaces predicted by the potential is Reassuringly, the bulk site-substitution energies are in excellent agreement. A further test of the behavior of the potential was made by constructing a phase diagram for the alloy as illustrated in Fig. 11 . The solubility values are in very good agreement with experimental phase diagrams reported in the literature. b Ref. [63] c Ref. [64] d Ref. [65] e Ref. [66] f Ref. [67] and references therein g Ref. [68] Coefficients of fits to analytical functions
The coefficients of the parameters in Eqs. 2-4 need to generate the elemental potentials are found in Table 4 , and the parameters need for the Pt-Au pair potential are found in Table 5 . where c 0:01, the solubility limit. Polynomial fit of the lattice constant a(T) with respect to temperature is reported in Table 6 using the fitting function: The parameters are used in Eqs. 2, 3, and 4 The R5 substitution test compares the energy differences for DFT and MD calculations for the energy difference (in eV) between a reference site away from the R5ð310Þ tilt grain boundary and an atom in one of four non-equivalent positions at the boundary. The surface site substitution test examines the difference in energy for the substitution of layers of Pd atoms at different depths in (111) Pt surface slabs. Errors are reported in percent difference from the value calculated with DFT. 
