Using the fact that continuous piecewise affine systems can be written as special inverse optimization models, we present continuous stationarity conditions for constrained optimal control problems for hybrid dynamical systems. The modeling approach is based on the fact that piecewise affine functions can be written as the difference of two convex functions and has been described in previous publications. An optimal control problem for the resulting inverse optimization model is an instance of a mathematical program with complementarity constraints for which classical Karush-Kuhn-Tucker optimality conditions may not hold. Exploiting the regularity properties of the inverse optimization model, we show why for the class of control problems under consideration this is not the case and the classical optimality conditions also characterize optimal input trajectories. We also provide a sufficient condition for a candidate solution of the control problem to be globally optimal.
This paper is concerned with optimality conditions for finite time-horizon optimal control problems for discrete-time hybrid systems as typically encountered in Model Predictive Control (MPC). An important class of hybrid systems to consider is that of piecewise affine (PWA) systems [30] . While being an easy to understand generalization of linear system models, it has also been shown that many different hybrid system models are in fact equivalent to PWA models [15] , unifying the treatment of a large number of systems. Throughout this paper, we assume all PWA systems to be continuous with corresponding implications on all equivalent models, e.g. well-posedness of the equivalent mixed-logical dynamical (MLD) model [1] and equivalence with max-min-plus-scaling systems [7] and linear complementarity models [14] .
We consider hybrid dynamical systems in continuous piecewise affine (PWA) form. Their state dynamics are given as
where x ∈ R nx is the system state and u ∈ R nu the control input. The n r regions Ω i ⊆ R nx ×R nu form a partition of the domain Ω of the PWA system (1), i.e. int(Ω i )∩int(Ω j ) = ∅ for i = j and nr i=1 = Ω. We assume the system dynamics to be continuous across region boundaries, i.e.
A i x + B i u + c i = A j x + B j u + c j for all x ∈ Ω i ∩ Ω j .
For systems of PWA form (1) we consider finite time-horizon optimal control problems as typically encountered in model predictive control (MPC):
s.t. ∀k = 0, . . . , N − 1 :
Here, U := (u 0 , . . . , u N −1 ) is the collection of the control inputs to be chosen and X := (x 1 , . . . , x N ) the resulting state trajectory from the initial state x 0 . We assume the typical case of convex stage l k : R n × R m → R and terminal cost l N : R n → R. We leave any potential state-input constraints over the horizon out of the problem definition to avoid clutter. All results in this paper hold also in the presence of arbitrary constraints (x k , u k ) ∈ Γ k where Γ k are polytopes.
Constrained optimal control problems for PWA systems such as (2) are usually solved as Mixed-Integer Programs (MIPs) by using an MLD reformulation of the dynamics [1] . Other solution approaches based on nonlinear programming [29] or the solution of a series of linear programs [7] have been suggested in the past.
The results in this paper are based on the remodeling of PWA systems as optimizing processes or inverse optimization models [18] . By exploiting the fact that continuous PWA functions can be written as the difference of two convex PWA functions [16, 22] we can represent PWA system dynamics as the solution to a convex parametric quadratic program (PQP). The resulting formulation can be seen as an equivalent linear complementarity model [14] of the PWA dynamics. While it has been shown in [15] that the two system classes are equivalent, our approach based on the difference of convex functions [20] provides a direct link between the system classes, is provably more compact in most cases of interest [18, Lem. 4] , and introduces additional structure in the resulting complementarity formulation of the PWA dynamics.
Using the equivalent inverse optimization model we derive from the PWA dynamics (1) in the constraints (2b), the optimal control problem (2) can be posed as a special nonlinear optimization problem, a so-called mathematical program with complementarity constraints (MPCC) [23] .
Due to its structure we can prove certain regularity properties of the inverse optimization model of (1) . The resulting MPCC formulation of (2) inherits the regularity structure of the inverse optimization model of the dynamics. Exploiting this we prove how the classical Karush-Kuhn-Tucker (KKT) conditions can be used to characterize locally optimal solutions to the optimal control problem. We also provide sufficient conditions for a locally optimal point to be globally optimal which can be checked a posteriori.
The convex decomposition introduces spurious auxiliary variables that can lead to the existence of optima for the MPCC formulation of (2) that are not optimal from a control point of view. We provide an illustrating example together with necessary and sufficient conditions to identify optimal control inputs.
Notation: We use superscripts in square brackets to indicate elements of vectors and vector valued functions and matrices, e.g. f [j] is the j th element of f and M [j,:] is the j th row of M . We use the symbols ∧ and ∨ to denote the logical operations "and" and "or", respectively. A bold 1 denotes a vector (or matrix) of ones and I an identity matrix. In case the dimensions are not clear from context we indicate them using subscripts, e.g. 1 n×m ∈ R n×m is an n-by-m matrix of ones. The Kronecker product between two matrices A and B is denoted A ⊗ B. A positive definiteness condition on a symmetric matrix M is denoted M 0. While · denotes an arbitrary norm on the respective space, we denote a weighted Euclidean norm using a symmetric matrix Q 0 as x Q := x Qx. We use [x] + and [x] − for the nonnegative and nonpositive part of x, respectively, such that
The interior of a set Ω ⊆ R n is denoted int(Ω) and the cardinality of a set γ ⊆ N is given by |γ|. We use ∧ and ∨ for the logical conjunction and disjunction, respectively. All vector-valued inequalities are to be understood component-wise.
In Section IV we consider a reformulation of (2) as a mathematical program with complementarity constraints (MPCC). The term mathematical program with equilibrium constraints (MPEC) is also used regularly in the literature, although the two problem classes are not entirely equivalent [6] . We will stick to the MPCC-moniker throughout the paper, except for some technical terms, e.g. MPEC-Abadie constraint qualification, which have been established in the literature using the MPEC-acronym.
I. BACKGROUND : MATHEMATICAL PROGRAMS WITH COMPLEMENTARITY CONSTRAINTS
The optimality conditions for the constrained optimal control problem we will derive later are based on stationarity conditions for MPCCs. We first summarise the pertinent theory in this section. We will consider instances of the following MPCC for which all constraint functions are affine in the decision variable v:
Here, v ∈ R n is the decision variable in (3), a ∈ R p , b ∈ R q , g, h ∈ R m , and all other quantities have matching dimensions. Apart from being sufficiently smooth, e.g. being C 2 , we make no further assumptions on the objective function J : R n → R. Although all constraint functions in (3) are affine in the decision variable v, the overall optimization problem is nonlinear and, in fact, nonconvex due to the complementarity constraint (3d).
Note that there are many slightly different but equivalent formulations of (3), in particular regarding the complementarity constraint. We will use the formulation (3) throughout the paper, which is without loss of generality (see [23] ).
MPCCs are difficult optimization problems, even for the "simplest" case (3) where all constraint functions are affine functions of the decision variable and the cost function J is convex.
As an illustration of this fact, consider a constraint that a variable be binary, i.e. v ∈ {0, 1}, which can be modeled as the complementarity constraint
While (3) is a nonlinear programming problem (NLP), it is well-known that the standard Mangasarian-Fromovitz constraint qualification is violated at every feasible v [3] . This complicates solving (3) since it is equivalent to the set of Lagrange-multipliers being either empty or unbounded [31] . This in turn means that the typical KKT conditions of nonlinear programming cannot be used to characterize local optima of (3) since feasible Lagrange multipliers may not exist at a local optimum of (3).
Hence, a number of alternative stationarity conditions to the classical KKT conditions have been introduced for (3). We will limit the discussion to the concepts necessary for our control context, for a comprehensive discussion of weaker stationarity notions that are applicable for more general MPCCs see [10, 32] .
A. Stationarity conditions for MPCCs
We introduce a number of index sets relating to the active complementarity constraints for a given feasible v * :
Note that we omit the dependence of these sets on the feasible v * in the interest of a simpler notation. Complementarity constraints for which i ∈ β are called biactive and β is the biactive set. In case no such biactive constraints exist, we say strict complementarity holds [23] .
The most important types of stationary points for the MPCC (3) are the M(ordukhovich)-and S(trong)-stationary points:
(ν
Note that the quantities η, ν G , and ν H are commonly referred to as Lagrange-multipliers, although they are distinct from the classical Lagrange-multipliers appearing in the KKTconditions for (3) . In particular, the constraints on the signs of these MPCC-multipliers are different, i.e. the multipliers for the singularly active complementarity constraints, ν
G for i ∈ α and ν
[i]
H for i ∈ γ, are allowed to be negative. The same holds for one of the multipliers corresponding to the biactive complementarity constraints, ν
H for i ∈ β, as long as the other one is equal to zero. While it can be shown that the M-stationarity conditions correspond to non-smooth KKT conditions for an equivalent formulation of (3), cf. [32] , an M-stationary local minimum v * of (3) might not admit a primal-dual solution to the classical KKT conditions of (3) [28, Ex. 3] .
The so-called strong stationarity conditions are stronger than those of M-stationarity and have a close relation to the KKT conditions of (3).
Definition 2 (S-stationarity).
A feasible point v * of (3) is strongly (or S-)stationary if there exist η ∈ R p , µ ∈ R q , ν G ∈ R m , and ν H ∈ R m such that
The only difference between M-and S-stationarity lies in the conditions on the biactive multipliers. Hence, the two stationarity concepts (and in fact most other MPCC stationarity conditions) collapse into S-stationarity in the case of strict complementarity (β = ∅). To avoid confusion as much as possible we will call the classical Lagrange-multipliers from the KKT conditions of (3) KKT-multipliers while we call the stationarity certificates η, µ, ν G , and ν H from Definitions 1 and 2 MPCC-multipliers.
A feasible point v * of (3) is an S-stationary point if and only if there exist KKT-multipliers satisfying the classical KKT conditions for (3) at the same point [8, Prop. 4.2] . However, the classical KKT-multipliers are distinct from the MPCC-multipliers certifying S-stationarity in (6), e.g. the multipliers characterizing an S-stationary point do not include a multiplier for the orthogonality constraint (3d). To relate the KKT-and the MPCC-multipliers, let ξ ∈ R be the KKT-multiplier for the orthogonality constraint (3d) andλ G andλ H the KKTmultipliers for the positivity constraints (3c). The MPCC-multipliers ν G and ν H certifying strong stationarity of v * are then given as
Whileλ G andλ H have to be nonnegative because they originate from the classical KKT conditions, individual components of ν G and ν H might be negative as indicated in Definition 2.
To present the regularity results in Section IV we introduce the linearized tangent cone T lin (v * ) to the constraints of (3) at a feasible v * , cf. [11] :
Additionally, we require the related MPEC-linearized tangent cone T lin M P EC (v * ), cf. [8, 32] :
where C * is the dual cone of C. Also note that T lin (v * ) is a convex polyhedral cone while T lin M P EC (v * ) is generally nonconvex. In addition to these stationarity concepts, we will need second-order conditions for the MPCC (3) in Section IV. These pose conditions on the critical directions at a stationary point v * of (3) to ensure that no feasible descent direction exists. To this end, we introduce the so-called MPEC critical cone
from [13] . With this we introduce the following second-order sufficient condition:
Definition 3 (strong second-order sufficient condition). Given an M-stationary v * ∈ R n for (3) we say that the M-multiplier strong second-order sufficient condition (M-SSOSC) holds at v * if and only if
Note that for (3) M-SSOSC does not depend on the values of any MPCC-multipliers but only on the critical directions and is automatically satisfied for a strictly convex cost function J.
For a comprehensive discussion of this and other second-order conditions for general MPCCs we refer to [13] . Note that we could substantially simplify the definitions from [13] since we are only considering the affine MPCC (3).
M-stationarity is a necessary optimality condition for the affine MPCC (3), cf. [32] , and is generally the strongest necessary optimality condition that can be expected to hold at a local optimum [19] . Additional conditions on the MPCC-multipliers are required to make Mstationarity a sufficient condition for local optimality, e.g. [32, Thm. 2.3] . S-stationarity, on the other hand, is a sufficient optimality condition for the affine MPCC (3), but is not a necessary optimality condition in general [28, Ex. 3] . Satisfaction of M-SSOSC at an S-stationary v * implies an isolated optimizer [13, Cor. 4.3] .
II. BACKGROUND : PARAMETRIC QUADRATIC PROGRAMMING
We will later make use of the results in [18] to represent the PWA system (1) as an optimizing process. To exploit the resulting structure, we first derive some properties of the KKTmultipliers of parametric quadratic programs (PQPs):
Here, z ∈ Rn is the decision variable, p ∈ Rm the parameter, h ∈ R nc , and Q = Q 0, i.e. the cost function (8a) is strictly convex. All other problem data is of compatible dimension.
For the PQP (8) the classical KKT conditions are necessary and sufficient for a feasible z * to be the (unique) optimizer. By exploiting Q 0 and introducing KKT-multipliers λ ∈ R nc for (8b) we obtain the following complementarity conditions characterizing the optimal z * for a fixed parameter p:
where M = M ∈ R nc×nc and q : Rm → R nc are given as
The complementarity constraint (9b) requires the nonnegative vectors λ ∈ R nc and M λ + q(p) ∈ R nc to be orthogonal with respect to each other. This means that for every i ∈ {1, . . . , n c } either
(p) = 0, or both. In case no biactive complementarity constraints exist, we call the multiplier λ nondegenerate [4] .
In contrast to general linear complementarity problems, those obtained as part of the KKT conditions of a convex PQP (8) possess certain regularity properties for the complementarity variables λ. We formalize this in the following lemma.
Lemma 1 (polyhedral set of feasible multipliers). Let the parameter p ∈ Rm in (8) be fixed arbitrarily such that the constraints (8b) are feasible. Then the following statements hold:
• The set
of feasible KKT-multipliers for (8) is a convex polytope.
• The set Λ(p) is compact, i.e. closed and bounded, for fixed p.
• The optimizer z * (p) is unique and compatible with any multiplier λ ∈ Λ(p).
Proof: Because M = F Q −1 F is symmetric positive semidefinite, the first statement is a direct result of [4, Thm. 3.1.7(c)].
Since (8) has only affine constraints it satisfies Slater's condition and, hence, the MangasarianFromovitz constraint qualification. The second statement follows from [12] .
The third statement follows directly from the fact that (8) has a strictly convex quadratic cost function for any fixed p and, hence, has a unique optimizer [2] .
We will require the following result on the representation of a continuous PWA function ψ : Rm → Rn with only convex component functions ψ [i] : Rm → R as the optimal solution to a PQP (8):
Lemma 2 (convex PWA function as solution to PQP). Let ψ : Rm → Rn be continuous PWA and such that ψ [i] : Rm → R is convex for all i ∈ {1, . . . ,n}. Then
for any diagonal matrix Q 0 and an affine functionψ : Rm → Rn with
Furthermore, the arg min is a singleton, i.e. ψ(p) is the unique optimizer for (11a).
Proof: Since Q 0 is diagonal (11a) decouples into scalar optimization problems in y [i] as follows:
It is easy to see that this is simply the projection ofψ 
III. INVERSE OPTIMIZATION MODELING OF PIECEWISE AFFINE SYSTEMS
We will adapt the procedure outlined in [18] to derive a so-called inverse optimization model for a given PWA system (1) . To this end we use the fact that scalar-valued continuous PWA functions can be written as the difference of two convex PWA functions [16, 22] . For the PWA dynamics (1) this means f (x, u) = ψ(x, u) − φ(x, u) where
are continuous PWA functions over the domain Ω of the PWA system and the component functions
Note that this convex decomposition of f is not unique. The regions Ω y j and Ω z k also form partitions of the domain for j ∈ {1, . . . , n y r } and k ∈ {1, . . . , n z r }. They may differ from the original regions Ω i , unless the original regions form a so-called regular partition [18, Lem. 2] . The reader is referred to [5] for a comprehensive treatment of regular partitions, typical examples are Delaunay triangulations, Voronoi diagrams, and similar partitions.
We can apply Lemma 2 to the PWA functions ψ and φ in (12) that make up the PWA dynamics (1) to obtain the following inverse optimization model of (1):
From Lemma 2 it follows that Q y , Q z ∈ R n×n are arbitrary positive definite diagonal matrices. The affine functionsψ in (13b) andφ in (13d) are given as
and have to satisfy (11b) with respect to ψ and φ, respectively.
It follows directly from the construction that the inverse optimization model usesn = 2n x decision variables and a strictly convex cost function. For alternative, possibly more compact, constructions of an inverse optimization model of (1) see [17, 18, 25] . An immediately obvious simplification can be performed in case a component function f [i] of the original PWA dynamics is already convex or concave.
To facilitate the MPC problem formulation, we will represent the strictly convex optimization problems in (13) equivalently by their KKT conditions, yielding the following linear complementarity model:
To avoid confusion with the KKT-multipliers and MPCC-multipliers introduced in Section I we will call the λ i and θ j in (14) internal multipliers. Note that (14b) together with (14d) (and (14c) together with (14e), analogously) form the KKT system of the strictly convex PQP (13b)-(13c). Hence, Lemma 1 establishes that any feasible choice for the internal multipliers will lead to the same successor state x + .
A. Regularity Properties of Inverse Optimization Models
Exploiting the convex decomposition representation of the PWA dynamics we can state strong regularity properties of the inverse optimization model (14) . To that end, we make the following non-restrictive standing assumption for the rest of the paper:
Assumption 1 (inverse optimization model of PWA system). For a given PWA system (1) we obtain the inverse optimization model (14) from a convex decomposition. Furthermore, the affine functionsψ in (13b) andφ in (13d) satisfy the following strict inequalities:
While (15) is stronger than (11b), it can always be satisfied for a given PWA system, e.g. by choosing any indexĵ ∈ {1, . . . , n y r } andî ∈ {1, . . . , n z r } and settinḡ
with arbitrary η, ζ > 0.
Using Assumption 1 we can show that for every x and u nondegenerate internal multipliers λ i and θ j exist such that none of the complementarity constraints (14d) and (14e) are biactive:
Lemma 3 (existence of nondegenerate multipliers). Consider the inverse optimization model in (14) satisfying Assumption 1 obtained from PWA system (1). Let (x, u) ∈ Ω be given arbitrarily with corresponding successor state x + = f (x, u). Assume y and z have appropriate values to make the set of constraints (14) feasible. Then there exist multipliers λ i for all i ∈ {1, . . . , n y r } and θ j for all j ∈ {1, . . . , n z r } such that strict complementarity holds for the complementarity constraints (14d) and (14e), i.e. all λ i and θ j are nondegenerate.
Proof: We will first consider the multipliers λ i . Rearranging (14b) yields
where the strict inequality follows from (15a) and the left inequality in (14d).
For every component i ∈ {1, . . . , n}, let
y,j = 0 .
Using d and γ i we can choose
It is easy to see that multipliers λ j chosen in this way satisfy the complementarity constraints (14d) with strict complementarity, i.e. are nondegenerate, and are also valid choices for (14b). An analogous argument holds for θ j , (14c), and (14e).
The existence of a nondegenerate solution for the complementarity problems in (14) is both atypical for LCPs and incredibly helpful. It is important to note that many results that follow hinge on the simple existence of such nondegenerate solutions, not on actually finding such solutions. This means the following regularity results are valid also for solutions to (14d) and (14e) that are not degenerate themselves.
We can eliminate the auxiliary variables y and z from the linear complementarity model (14) and obtain an equivalent, more compact complementarity representation:
It is important to note that for a fixed state x ∈ R nx and u ∈ R nu the complementarity constraints in (16) are a classical linear complementarity problem (LCP), i.e. are of the form
In the special case of the inverse optimization model (16) we have M = M 0, which provides strong results on the solution set for this LCP, cf. Lemma 1.
For a given current state x ∈ R nx and control input u ∈ R nu we define the set of feasible internal multipliers Λ := (λ 1 , . . . , λ n y r ) that solve the linear complementarity problem (16b) and (16c) as
is feasible for (16b) and (16c) .
We can show that this set M y (x, u) has a simplicial structure. To this end, we define the vectors q y,i (x, u) ∈ R nx as y,j (x, u).
Theorem 1 (feasible internal multiplier set is simplicial). Given an inverse optimization model (16) satisfying Assumption 1 and a state x ∈ R nx and control input u ∈ R nu with (x, u) ∈ Ω the set M y (x, u) of feasible internal multipliers Λ := (λ 1 , . . . , λ n y r ) for the LCP (16c) is given as
Proof: Obviously, any Λ ∈ M y (x, u) satisfies the right-hand positivity constraint in (16c). Additionally, we have
which means it satisfies also the left-hand positivity constraint in (16c). The orthogonality constraint
is satisfied for all components l ∈ {1, . . . , n x } and any j ∈ {1, . . . , n y r } due to the last condition in the definition of M y (x, u). Hence, any Λ ∈ M y (x, u) satisfies the LCP (16c).
It remains to be shown that there are no other solutions to (16c) that are not contained in M y (x, u). Assume there exists a Λ that solves (16c) and for which there exists an l ∈ {1, . . . , n x } such that
y (x, u).
But there exists a j ∈ {1, . . . , n y r } such that
y (x, u) < 0, which contradicts our assumption that Λ solves (16b). Now assume that Λ solves (16c) and there exists an l ∈ {1, . . . , n x } such that
For any j ∈ {1, . . . , n y r } it follows that 1
y,j (x, u) > 0, which necessitates λ
[l] j = 0 for all j ∈ {1, . . . , n y r } to satisfy the orthogonality constraint. But a consequence of Assumption 1 is thatq y (x, u) > 0. We arrive at the contradiction
Finally, any Λ for which there exists an l ∈ {1, . . . , n x } and i ∈ {1, . . . , n y r } such that λ
y (x, u) will obviously not satisfy the corresponding orthogonality constraint in (16c), completing the proof.
An analogous result holds for the set of feasible internal multipliers Θ ∈ M z (x, u). Since Q y is a diagonal matrix the constraints in M y (x, u) all decouple such that for a given component l ∈ {1, . . . , n x } we have the λ 
. This is also reflected in Theorem 1 since n y r i=1 λ i is constant for any admissible Λ. Accordingly, the set
indicates a complementarity constraint that can be biactive for some admissible Λ ∈ M y (x, u). Analogous sets A l z (x, u) can be defined for the complementarity constraints in Θ. Using Theorem 1 we can actually prove that either all of these constraints will be biactive for some Λ ∈ M y (x, u) or none of them will be.
Lemma 4 (biactive complementarity constraints). For an inverse optimization model (16)
satisfying Assumption 1, a (x, u) ∈ Ω, and an arbitrary l ∈ {1, . . . , n x } exactly one of the two statements is true:
i = 0 i.e. none of the complementarity constraints indexed by component l is biactive. 2) |A l y (x, u)| > 1 and for everyĵ ∈ A l y (x, u) there exists a Λ ∈ M y (x, u) such that
i.e. all complementarity constraintsĵ ∈ A l y (x, u) are biactive for some Λ ∈ M y (x, u).
Proof: From the definition ofq y (x, u) it is clear that |A l y (x, u)| ≥ 1. First, consider the case where |A l y (x, u)| = 1. The first statement then directly follows from Theorem 1.
Now consider the case |A l y (x, u)| > 1 and an arbitraryĵ ∈ A l y (x, u). From Theorem 1 it follows that there exists a Λ ∈ M y (x, u) with λ
y (x, u) such that the complementarity constraint (l,ĵ) is biactive. This arguments holds for anyĵ ∈ A l y (x, u), completing the proof.
B. Error Bounds for Inverse Optimization Models
An immediate consequence of the existence of the nondegenerate internal multipliers is that we can derive an error bound for the complementarity problems in (14) . The idea is that even if we solve the complementarity problems only approximately the successor statex + that would follow from these wrong internal multipliersλ i andθ j is not too far from the true successor state x + that is associated with the current x and u.
With respect to the auxiliary complementarity problem (16b)-(16c) we have the following error bound:
Lemma 5 (error bound for internal complementarity problems). Given a state x ∈ R nx , an input u ∈ R nu , and an arbitraryΛ := (λ 1 , . . . , λ n y r ) ∈ R n y r nx , define r λ ∈ R, r w ∈ R, and r c ∈ R such that r λ := max With this let rΛ := max {r λ , r w , r c } (18a)
be the residual ofΛ with respect to the complementarity problem (16b)-(16c) for the given x and u. There exists a Λ * ∈ M y (x, u) and a constant µ y depending only on the problem data and x and u such that
Proof: As pointed out above, (17) is a compact representation of (16b) and (16c) with a symmetric positive semidefinite matrix M Λ since Q y = Q y 0. Additionally, Lemma 3 states that there always exists a nondegenerate solution to the complementarity problem (16b)-(16c). The result follows from [4, Cor. 5.10.18].
Obviously, an analogous result holds for the complementarity problem (16d)-(16e) in Θ. While the respective constants µ y and µ z can be computed, for example using results in [21, 24] , the main implication of Lemma 5 is that approximate solutions to the internal complementarity problems, i.e.Λ andΘ with small residuals (18a), are close to true solutions Λ * and Θ * .
An immediate consequence is the following bound on "approximate" successor states:
Lemma 6 (approximate evaluation of inverse optimization model). For a given state x ∈ R nx and input u ∈ R nu let x + ∈ R nx be the corresponding successor state andx + ∈ R nx result from evaluating (16a) for arbitraryΛ := (λ 1 , . . . , λ n y r ) ∈ R n y r nx andΘ := (θ 1 , . . . , θ n z r ) ∈ R n z r nx . In particular,Λ andΘ do not necessarily satisfy their respective complementarity constraints (16c) and (16e).
With rΛ and rΘ as defined by (18a) and µ y , µ z ∈ R from (18b) we obtain the following error bound:
Proof: From (16a) it follows that
Exploiting that Q y is a positive definite diagonal matrix, we note that
The same transformation can be done for Q −1 z . Applying the triangular inequality to (20) and using these transformations we obtain the bound in (19) .
The main implication of Lemma 6 is that even for approximate solutions to the internal complementarity problems in (16) the resulting successor state will not be too far from the true successor state. At first glance this does not seem surprising since we are considering continuous PWA dynamics and we should expect their Lipschitz continuity to imply similarly "nice" behavior in an equivalent complementarity description. But from the theory on linear complementarity problems it is clear that this will not be the case for general linear complementarity models as described in [14] while we can indeed capture the Lipschitz continuity of the PWA dynamics by using the convex decomposition approach.
The dynamic constraints (2b) will be replaced by the inverse optimization model (14) to obtain an MPCC formulation of (2) in the next section. Lemma 6 states that even an approximate solution to the complementarity problems in (14) does not lead to wildly different successor states. But in the control problem (2) such errors would be propagated over the prediction horizon, potentially leading to significant divergence from the intended trajectory. The following result indicates that this will not be the case.
Lemma 7 (Lipschitz continuity of inverse optimization models). Define ∆A y ∈ R n y r nx×nx and ∆B y ∈ R n y r nx×nu as
. . .
and let Λ ∈ M y (x, u) for a given (x, u) ∈ Ω. Then there exists a constant L y ∈ R and a neighborhood V ⊆ Ω of (x, u) such that for all (x,ū) ∈ V there exists a corresponding
Furthermore, there exists another constant L y such that for any (x,ū) ∈ V andΛ(x,ū) it holds that Λ (x,ū) ≤ L y .
Proof: In the parlance of [4] , M Λ in (17) Again, an analogous result holds for the complementarity problem (16d)-(16e) in Θ. In terms of the original PWA dynamics, Lemma 7 mirrors the Lipschitz continuity of the dynamics and proves that it is captured by the inverse optimization model. Furthermore, the second part of Lemma 7 shows that for variations in x and u the set of all feasible internal multipliers Λ is uniformly bounded.
IV. OPTIMAL CONTROL PROBLEMS FOR HYBRID SYSTEMS
The goal of this section is to present strong continuous stationarity conditions for (2) . To this end, we replace the PWA dynamics (2b) by the compact representation (16) to obtain an MPCC formulation of the optimal control problem (2):
∀i ∈ {1, . . . , n y r } :
∀j ∈ {1, . . . , n z r } :
Here X := (x 1 , . . . , x N ) and U := (u 0 , . . . , u N −1 ) are the same state and input trajectories as in (2) while Λ := (Λ 0 , . . . , Λ N −1 ) and Θ := (Θ 0 , . . . , Θ N −1 ) are the internal multipliers for (16c) and (16e).
Using the formulation given in (3d), the orthogonality constraints in (22c) and (22d) can be combined into
together with the inequalities of (22c) and (22d).
A. Optimality Conditions for the PWA Optimal Control Problem
We can exploit the structure of the optimal control problem (22) to pose optimality conditions for solutions v * = (X * , U * , Λ * , Θ * ) to (22) and optimal control trajectories U * . The distinction is important as we will illustrate with an example later.
To present our strong stationarity results we will first have to establish certain regularity results for the feasible set of (22) . To this end, we define g
Note that g
is the inner product between the gradient of the left-hand side inequality of (22c) indexed by l and i for an arbitrary time step k and some (d x , d u , d Λ ), suitably extended by arbitrary, inconsequential values corresponding to the remaining decision variables in (22) . Using these functions we can subdivide the index sets α, β, and γ from (4) into
and analogously for the complementarity constraints (22d) in Θ k .
To state our regularity result for the feasible set of (22) we use the notion of the intersection property from [9] .
Lemma 8. The feasible set of (22) for an inverse optimization model satisfying Assumption 1 satisfies the intersection property at every feasible v := (X, U, Λ, Θ), i.e.
Proof: Without loss of generality we will only consider the complementarity constraints (22c) in λk ,i for an arbitrary fixedk. Analogous arguments hold for the constraints (22d) in θ k,j .
For an arbitrary fixedl consider anyî ∈ β y k ,l and the vectors d x ∈ R nx , d u ∈ R nu , d λi ∈ R nx , and d θi ∈ R nx with
where Lemma 4 ensures that this definition is valid, i.e. |α y (k,l)| ≥ 1.
We will now show that these vectors form a feasible tangent direction d to the feasible set at v such that a small step along this tangent will move the constraintî from β y (k,l) to α y (k,l).
To this end, we have to show that
where we have used to notation from (3) for simplicity. From our definition of d it is clear that we only have to consider those constraints that involve λ
for some i. For the inner product between the gradients of the equality constraint (22b) and d we require
which again is satisfied by our definition of d Λ . Furthermore, we require for all l and ∀i ∈ γ y k , l ∪ β y k , l \ {î} that
which corresponds to the feasible tangential directions of the right-hand side inequality in (22c) and also follows from the definition of d. Finally, we need
which is also given by definition of d.
We have shown now that for an arbitrary time stepk and componentl we can construct for any biactive complementarity constraintî ∈ β y k ,l a tangential direction that points into the feasible set and would move the complementarity constraintî from β y k ,l to α y k ,l . Correspondingly, we have shown that the feasible set of (22) satisfies Assumptions (A G ) and (A H ) of part (iii) in Lemma 1 of [26] where we chose, in the notation of that paper, β GH1 = ∅ and β GH2 = β. From the same Lemma it follows that the feasible set also satisfies Assumption (A) in [9] and, therefore, also the intersection property [9, Lem. 20] .
To provide context for the following derivations, we introduce MPCC-multipliers t k ∈ R nx for (22b), ν λk,i ∈ R nx and ξ Λk ∈ R nx for (22c), and ν θk,i ∈ R nx and ξ θk,i ∈ R nx for (22d) to present the S-stationarity conditions for (22) :
In addition, we have the following conditions for the MPCC-multipliers corresponding to the complementarity constraints (22c) and (22d):
We can state our main result on the optimality conditions for (22) Proof: Because all constraint functions in (22) are affine, i.e. the MPC problem is an instance of (3), the MPEC-Abadie constraint qualification is satisfied at any feasible point v and in particular at v * [8, Thm. 3.2] . Additionally, the intersection property holds at every feasible v, including v * , by Lemma 8. If v * is locally optimal, it follows from [9, Cor. 22] that v * is strongly stationary.
On the other hand, if v * is S-stationary for (22) then it is also a local optimum [28, Thm. 4] . As pointed out in Section I, S-stationarity is equivalent to the existence of KKT-multipliers [8, Prop. 4.2] .
Note that Theorem 2 presents a very strong result. Even for the affine MPCC (3), S-stationarity is not generally a necessary condition for optimality, cf. [28, Ex. 3] . Additional linear constraints on the states and inputs will note change the result because the tangential direction d constructed in the proof of Lemma 8 has no components in the x and u directions, i.e. the intersection property will still hold.
We can also state the following sufficient conditions for an S-stationary solution of (22) to be globally optimal.
Theorem 3 (sufficient global optimality condition). Let v * = (X * , U * , Λ * , Θ * ) be an Sstationary point for (22) , i.e. there exist MPCC-multipliers t k ∈ R nx , ν λk,i ∈ R nx , ξ λk,i ∈ R nx , ν θk,i ∈ R nx , and ξ θk,i ∈ R nx such that (25) holds. If for all l ∈ {1, . . . , n x } and k ∈ {0, . . . , N − 1}
then v * is a globally optimal solution to (22) .
Proof: Since all constraint functions in (22) are affine and we assumed convex stageand terminal cost functions l k the result follows from [32, Thm. 2.3] .
In addition to the first-order optimality conditions from Theorems 2 and 3 we can use the M-SSOSC from Definition 3 to identify an isolated minimizer v * , i.e. the only minimizer within a neighborhood around v * .
Theorem 4 (isolated minimizer, Cor. 4.3 in [13] ). Let v * = (U * , X * , Λ * , Θ * ) be an Sstationary point for (22) and let M-SSOSC hold at v * . Then v * is the only local minimizer within a neighborhood around it.
B. Necessary and Sufficient Conditions for Optimal Control Trajectories
When solving the optimal control problem (22) we are interested in finding optimal solutions to the original control problem (2) . Unfortunately, the two formulations of the optimal control problem in terms of the PWA dynamics (1) and the inverse optimization model (16) are not equivalent in the sense that a locally optimal solution of one exactly corresponds to a locally optimal solution of the other. The following example illustrates this point.
Example: non-optimal control trajectories can be S-stationary Consider the continuous PWA system given as
The dynamics are shown in Figure 1 and easily confirmed to be convex. Hence, the inverse optimization representation (16) can be simplified by removing (16d) and (16e). In Figure 1 we choseψ(x, u) := −2 which satisfies Assumption 1.
x + u Convex dynamics ψ(x, u) = −2 Choosing Q y = 1, we obtain the inverse optimization model
Consider the optimal control problem (22) 
Note that we omit the time index k from the internal multipliers since N = 1. For this example A y (0, −1) = {1, 2} and statement 2 in Lemma 4 will hold.
For the purpose of illustration, we will ignore for now our result from Theorem 2 that Sstationarity is a necessary condition for optimality. Because (22) is an affine MPCC, Mstationarity is a necessary optimality condition without any further constraint qualification [32, Thm. 2.2]. For any choice of (λ 1 , λ 2 ) ∈ M y (0, −1), the M-stationarity conditions (5) can be solved to obtain the following unique MPCC-multipliers:
To analyze optimality we have to distinguish three distinct cases:
Case 1:
Case 2 is the easiest to analyze since the biactive set β is empty in this case. Hence, for any λ 1 > 0 and λ 2 > 0, the point v = (x 1 , u 0 , λ 1 , λ 2 ) is S-stationary and, therefore, a local optimum. For case 1, we see that the MPCC-multipliers corresponding to the biactive complementarity constraint 2 are both zero, hence, in this case we are also at an S-stationary local optimum. Case 3, on the other hand, does not satisfy the conditions for S-stationarity (or alternative sufficient optimality conditions, e.g. from [13, 32] ) since ν [1] G < 0. Without Theorem 2 we cannot draw any conclusions about its local optimality, but since v * = (−1, −1, 0, 1) is only M-stationary and not S-stationary, Theorem 2 tells us that it cannot be a local minimum. From the value function J : R nu → R in Figure 2 it is clear that a control input of u 0 = −1 should not be considered locally optimal from a control perspective. At the same time, it illustrates how the local minima for the MPCC (22) in cases 1 and 2 come about: in a small neighborhood around either of these points, a control input u 0 > −1 is not feasible because this would require a significant change in λ 1 . Hence, there exist local optima for (22) This example highlights the necessity for adapting Theorems 2 and 4 to the control setting. In a control environment, we only really care about the values of U * and X * and can disregard the actual values of Λ * and Θ * (provided they are primal feasible). To that end, we introduce the notion of a locally optimal control trajectory.
Definition 4 (locally optimal control trajectory).
A trajectory of control inputs U * := (u * 0 , u * 1 , . . . , u * N −1 ) is called locally optimal with respect to (22) if there exists an > 0 such that
Obviously, a locally optimal control trajectory corresponds to a local optimum of (22) . The example above illustrates that the reverse does not hold: there exist local optima for (22) that do not represent a locally optimal control trajectory. This issue is due to possibly infinitely many feasible internal multipliers for a given control trajectory. From Theorem 1 we immediately obtain a description of the set of admissible internal multipliers in the optimal control problem for a fixed input trajectory U ∈ R N nu and corresponding state trajectory X ∈ R N nx :
To simplify notation in the following, we introduce the product set
We can now present necessary and sufficient conditions for an input trajectory U to be locally optimal.
Theorem 5 (optimality conditions for input trajectories). Given an inverse optimization model (16) satisfying Assumption 1, an input trajectory U * ∈ R N nu , and its corresponding state trajectory X * ∈ R N nx then U * is locally optimal per Definition 4 if and only if v * := (X * , U * , Λ, Θ) is S-stationary for all (Λ, Θ) ∈ M(X * , U * ).
Proof: The input trajectory U * being locally optimal is equivalent to v being a local optimum of (22) for all (Λ, Θ) ∈ M(X * , U * ). The result follows from Theorem 2.
The sufficiency part of Theorem 5 can be hard to verify if biactive complementarity constraints can exist, i.e. when |A l y (x k , u k )| > 1 or |A l z (x k , u k )| > 1 for some l ∈ {1, . . . , n x } and k ∈ {0, . . . , N − 1}. In this case, verifying local optimality of U * corresponds to solving linear programs. A number of sufficient conditions for an input trajectory U * to be locally optimal can be derived which are very easy to check.
Theorem 6 (sufficient conditions for optimal control input trajectory). Let the control input trajectory U * ∈ R N nu be given with corresponding state trajectory X * ∈ R N nx such that there exist Λ * ∈ R N nxn y r and Θ * ∈ R N nxn y r such that v * = (X * , U * , Λ * , Θ * ) satisfies the S-stationarity conditions (25) for the optimal control problem (22) with corresponding MPCCmultipliers t k ∈ R nx , ν λk,i ∈ R nx , ξ λk,i ∈ R nx , ν θk,i ∈ R nx , and ξ θk,i ∈ R nx . If ∀k ∈ {1, . . . , N − 1}, l ∈ {1, . . . , n x } with |A θk,i ≥ 0 ∀i ∈ A l z (x k , u k ), then U * is a locally optimal control input trajectory.
Proof: We will proof that the conditions posed in the theorem imply that v := (X * , U * , Λ, Θ) is S-stationary for any (Λ, Θ) ∈ M(X * , U * ) with the same MPCC-multipliers and, hence, satisfies the conditions in Theorem 5. By assumption v * satisfies the S-stationarity conditions (25) and the values of Λ and Θ only enter the conditions (25f)-(25i), so we only have to verify that these are satisfied by the given MPCC-multipliers for any (Λ, Θ) ∈ M(X * , U * ).
From Assumption 1 it follows that for every l ∈ {1, . . . , n x } there exists aĵ ∈ {1, . . . , n y r } such thatĵ ∈ α y (k, l) and therefore ξ λk,j = 0. An analogous result holds for ξ θk,j . It follows from the positivity constraints in the Theorem that the same MPCC-multipliers certify S-stationarity of v = (X * , U * , Λ, Θ) for any (Λ, Θ) ∈ M(X * , U * ).
In addition to the conditions in Theorem 6, there are other situations where a locally optimal input trajectory can easily be identified. The proofs of the next few results are straightforward.
Corollary 9 (globally optimal control trajectories). Let v * = (U * , X * , Λ * , Θ * ) be an Sstationary point for (22) and let the MPCC-multipliers satisfy (26) . Then U * is a globally optimal input trajectory.
Corollary 10 (isolated control trajectories are optimal). Let v * = (U * , X * , Λ * , Θ * ) be an S-stationary point for (22) and let M-SSOSC hold at v * . Then U * is the only locally optimal input trajectory within a neighborhood around it.
Corollary 11 (unique internal multipliers imply optimality). Let v * = (U * , X * , Λ * , Θ * ) be an S-stationary solution to (22) and let M(X * , U * ) be a singleton, i.e. Λ * and Θ * are the unique internal multiplier trajectories consistent with U * and X * . Equivalently, |A l y (x * k , u * k )| = 1 and |A l z (x * k , u * k )| = 1 for any k ∈ {1, . . . , N − 1} and l ∈ {1, . . . , n x }. Then U * is a locally optimal input trajectory.
In addition to Lemma 4, Theorem 3.6.5 in [4] provides easily verifiable conditions to check whether given internal multiplier trajectories Λ and Θ are unique.
V. CONCLUSION
This paper provides a new nonlinear programming approach to solving constrained optimal control problems, e.g. for use in MPC, for hybrid dynamical systems. Despite the fact that the problem (22) is an MPCC for which typical optimality conditions from nonlinear programming may fail, the structure of the inverse optimization model (16) ensures that classical KKT theory can be used to characterize optimality. This also provides an explanation for the positive simulation results obtained in [17] where a general-purpose nonlinear programming solver was used to solve (22) and globally optimal solutions were found for a large majority of the problem instances.
It should be investigated how much can be gained from using a solution method tailored to MPCCs. A number of relaxation and penalization methods have been suggested in the literature, cf. [19] for a recent overview, but they have to accommodate the fact that Mstationarity is the strongest optimality condition available for most MPCCs. A straightforward nonlinear programming approach to (22) can prove successful due to the strong stationarity results in this paper.
