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Preface
The great technological development experienced by our society is, to a large
extent, caused by the excellent progress in the miniaturization techniques of
electronic devices. This brought the transistor, building block of electronics
and ubiquitous in all integrated circuits, to the nanoscale regime, thereby im-
proving information processing. However this miniaturization process can
not be performed indefinitely and the technological progress, as we know
it, will see the end when microchips reach a scale where quantum mechan-
ics emerges. In such microscopic scales, electrons propagating in a waveg-
uide could tunnel out of it (quantum tunneling effect), hence destroying the
transmission of information that was taking place. It thus becomes crucial
to progress towards a new theory that allows to bring together technological
development and quantum mechanics.
That progress arose during the last decade with the advent of quantum
information science [NC00]. It is an emerging and multidisciplinary field
whose ultimate goal is to take advantage of quantum phenomena, such as
superposition and entanglement, in order to improve the information stor-
age, communication and computation. With it, a new paradigmatic frame-
work arises, in which the information is stored and transported via quantum
bits (qubits), and processed in a new prototype of processor, the quantum
computer [Deu85]. This revolutionary idea would not only solve the problem
of miniaturization, but also would solve problems which are simply inac-
cessible with a classical computer, such as the factorization problem [Sho97]
or the dynamics of many-body quantum systems [AL97]. For these quan-
tum computers to exceed their classical counterparts capabilities, it becomes
essential that many qubits interact with each other, without losing their quan-
tum properties. So far only few-qubit systems have been shown to preserve
their quantum properties, which is not enough to talk about the breakthroug
we pursue. However it is not all bad news, and until a universal quantum
computer is developed, there is an alternative that allows for the simulation of
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a smaller set of problems, as the dynamics of many-body quantum systems.
This is the field of quantum simulation[Fey82, Llo96]: A quantum simulator
[BN09] is a highly controllable experimental device, where we can control the
quantum state of the system and the interactions between particles, to make
the system behave as a particular model of interest.
There are several proposals for implementing both quantum computers
and quantum simulators, all of them based on different physical systems.
Trapped ions [CZ95, FSG+08], ultracold atoms [JZ05], NMR systems [VC05],
quantum dots [BKKY08] or superconducting circuits [HTK12] are some ex-
amples of quantum simulators. Each of these platforms has different advan-
tages and drawbacks with respect to the others, such as the ability of trapping
particles and isolate them, control of the interactions between particles, im-
provement of decoherence, or the economic cost itself. However, all them
share a common feature: the excellent control over individual quantum par-
ticles such as atoms, electrons and photons. Pioneering work in the field of
trapped ions and quantum optics during the past decade has made this pos-
sible, and as such it has been recognised by the scientific community with the
2012 Nobel Prize to Dave Wineland and Serge Haroche for their "for ground-
breaking experimental methods that enable measuring and manipulation of
individual quantum systems". It is thus not surprising that researchers have
focused their atention on the control and scalability of qunatum systems, to-
wards a new revolution that allows for solving problems that are nowadays
simply impossible. This thesis also pursues this goal, and we study the con-
trol of quantum systems on a particular platform: superconducting quantum
circuits.
Quantum circuits [CW08] are integrated circuits whose degrees of free-
dom exhibit a quantum behaviour. In contrast to classical electrical circuits,
where the degrees of freedom can take continuous values, the degrees of
freedom of a quantum circuit can only take discrete values. The fundamen-
tal requirement for a quantum circuit to bahave quantum-mechanically is the
absence of dissipation on it. Hence, quantum circuits are built with super-
conducting materials, since they have no resistance to the current flow. If the
superconducting circuit is cooled down to cryogenic temperatures –typically
on the order of millikelvins– where thermal fluctuations are negligible, we
will finally observe its quantum nature.
In particular, superconducting circuits made out of linear elements such
as inductors and capacitors, exhibit their quantum nature as excitations of the
electromagnetic field on it, i.e, microwave photons. If instead we add non-
linear elements to the circuit, such as Josephson junctions, we can build artifi-
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cial atoms or superconducting qubits, systems with only a few energy levels.
These artificial atoms interact with the photons in the same way that real
atoms and photons do, this is, ruled by the laws of quantum electrodynam-
ics, giving rise to the field known as circuit quantum electrodynamics (circuit
QED from now on). Circuit QED [BHW+04] is widely considered the on-chip
realization of its optical counterpart cavity QED, since it studies the interac-
tion between light and matter at the most fundamental level with quantum
electrical circuits in one dimension. As we will see throughout this Thesis,
this one-dimensional nature makes of circuit QED an advantageous platform,
as the interaction between light and matter takes place in a more efficient way.
In particular, it is possible to reach an interaction regime where the coupling
strength “g′′ is comparable to the bare energies of superconducting qubits ωq,
and microwave photons ωk. Under this condition, light and matter interact
in the so-called ultrastrong coupling regime [BGA+09, NDH+10, FLM+10], un-
achievable in an optical system. In this rather unexplored regime, one can
tailor strong photon-photon interactions [HBP06, PZW+12], generate strong
correlations between light and matter [CRL+10, NC10b], or study the Kondo
physics in the spin-boson model [LH12]. Along the lines of quantum tech-
nologies, the ultrastrong coupling regime has found application in the de-
velopment of ultrafast quantum gates [RBW+12] and quantum memories
[SPdRMM12] for quantum computing in circuit QED [NC11]. For all these
reasons, circuit QED has become a unique platform for studying new regimes
of interaction, as well as a strong candidate to be the first system that imple-
ments a quantum computer.
In this Thesis we will focus on the study of light-matter interaction in a
quantum circuit, and the control of their interaction in the ultrastrong regime.
In addittion to this, we propose different designs that allows for a switchable
coupling, both statically and dynamically, and we show their potential appli-
cation for quantum information science. This Thesis is written in the “article
format”, where the original publications that the realization of this Thesis has
produced are presented after a brief summary and discussion of their main
results. It is organized as follows: The first two chapters are devoted to a
brief description of the basic concepts and tools used in this Thesis. In chap-
ter 1 we show the general procedure to quantize electrical circuits, and show
how these circuits behave as microwave photons and artificial atoms. More
precisely, we will focus on those quantum circuits that have been relevant in
the development of this Thesis. In chapter 2, we introduce the field of circuit
QED, with special emphasis in the setups that lead to the strong and ultra-
strong regimes of interaction. We also introduce the novel field of circuit QED
in open space, and present the general treatment of open quantum systems
for studying this novel framework. Then, in chapter 3 we present the origi-
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nal publications, together with a brief motivation and summary of the main
results. Our results can be dividied into two different approaches, namely
• Control of the interaction between photons and qubits, either confined
in a resonator or an open line, via an engineered switchable coupling g.
• Control of propagating microwave photons moving in an open trans-
mission line, by means of the scattering properties with an artificial
atom.
In the first part of this Thesis, we will show how one can dynamically
control the coupling g between qubits and microwave photons by using su-
perconducting quantum interference devices (SQUID’s), connecting and dis-
connecting the interaction in times that are on the nanosecond scale. The
designs proposed in this Thesis can be used as quantum switches that allow
for the implementation of ultrafast quantum gates, the generation of single
photons on demand, as well as the simulation of relativistic quantum in-
formation problems, such as the extraction of quantum entanglement from
the vacuum. These designs not only allow for a complete deactivation of the
light-matter interaction, but also for coherent rotations of it, going from trans-
verse to longitudinal interactions. Besides these applications, mostly focused
in the development of quantum gates for quantum computing, our designs
allow for the simulation of Kerr-type nonlinear media, and the generation
of entangled pair of photons. Moreover, we propose different setups of cou-
pled superconducting resonators whose interaction can be dynamically con-
trolled by means of SQUID’s. Using this devices, we it becomes possible to
study and quantum simulate diverse interesting models in condensed matter
physics, such as families of Bose-Hubbard models.
In the second part of the Thesis, we adopt a different approach for tuning
the coupling. Motivated by the recent experiments which shows that light
and matter can interact strongly even in the absence of confining cavities, we
study the control of propagating photons in an open tranmission line through
their scattering upon artificial atoms. We observe that the scattering of prop-
agating photons by a two-level system results in a perfect reflection of the
photon. By contrast, the photon scattering by a three-level artificial atom can
result in perfect transmission of the photon. Hence, by playing with the in-
ternal structure of the artificial atom, we can control whether the photons
are reflected or transmitted at will. We propose a practical application to ad-
dress photons to different channels of a quantum network. Finally, we study
the photodetection problem of propagating microwaves in circuit QED. Given
the low cross section of microwave photons, it has not been possible to design
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efficient single-photon detectors without introducing noise the detection pro-
cess. Based on the scattering theory, we propose a simple design with a single
phase qubit placed in a semi-infinite transmission line that works as a perfect
absorber of the microwave photon. Below we present the most outstanding
results derived from this thesis.

1Quantum electrical circuits
In this chapter we present the minimal theoretical background to the field of
superconducting circuits, to help the reader to understand the content of this
Thesis. We introduce the standard quantization approach of electrical circuits,
and the wide variety of quantum systems that result from it. In particular, we
show those that have been of central importance in the development of this
Thesis: microwave photons, superconducting qubits, and tunable couplers.
1.1 Classical & quantum circuits
For most purposes in physics, electrical circuits can be regarded as networks
where electromagnetic fields propagate from one point to another. These elec-
tromagnetic fields are fully described by their classical degrees of freedom,
the intensity I(t) and voltage V(t) defined at each point of the network, and
their dynamics is governed by the Maxwell equations. Under this viewpoint
we usually refer to these devices as classical circuits.
Nonetheless, electrical circuits can behave quantum mechanically under cer-
tain conditions. If we cool them down to very low temperatures (T ' 20mK),
the circuit operates in the superconducting regime [OD91], opposing no re-
sistance to the current flow1. Besides this absence of dissipation, at those
cryogenic temperatures the typical energy of thermal fluctuations KBT is neg-
ligible, so the discreteness in the energy levels of the circuit and the quantum
nature of the circuit degrees of freedom emerge. We refer to these microfabri-
cated devices as superconducting or quantum circuits: macroscopic circuits that
1Superconductivity is a crucial requirement for a circuit to behave quantum mechanically,
since dissipative elements such as resistances, induce energy relaxation and decoherence.
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obey the laws of quantum mechanics [Leg80].
Under these conditions, the quantum circuit will be described by a macro-
scopic wavefunction Ψ(r, t) =
√
n(r, t)eiθ(r,t), where n(r, t) accounts for the
density of Cooper pairs in the circuit, and θ(r, t) represents the phase of the
superconducting condensate. The dynamics of the quantum circuit is ruled
by the Schrödinger equation:
ih¯
∂Ψ(r, t)
∂t
= HΨ(r, t), (1.1)
where H is the Hamiltonian operator associated to the quantum degrees of
freedoms of the circuit.
In the reminder of this chapter we will show that it is possible to build
a wide variety of circuits whose corresponding Hamiltonian and quantum
degrees of freedoms resemble those of individual quantum systems, such as
atoms and photons. This will be our testbed for building up devices that
successfully reproduce the interaction between atoms and photons, or the
dynamics of many-body quantum systems in a controllable way. Along our
way to build up these systems, we first present the general procedure for
obtaining the Hamiltonian H of any superconducting circuit.
1.1.1 Quantum Network Theory
In this section we show the general formalism that allows us to compute
the Hamiltonian H of a superconducting circuit: it is based on the so-called
Quantum Network Theory [YD84, Dev95]. This is an effective theory, which is
formally similar to the classical description of electrical circuits [Pau94], with
the only difference that we will impose canonical quantization rules to the
circuit degrees of freedom.
Following the classical network analysis, we can divide any electrical cir-
cuit, typically made out of capacitors and inductors2, into lumped elements3,
and identify the node points of the resulting network with the degrees of
freedom of the circuit (see Fig. 1.1.1). Without loss of generality, these de-
grees of freedom will be the flux Φ(t) and the charge Q(t) on each node of
2Since we have neglected dissipative elements like resistors R, the only passive elements
we consider in an electrical circuit are capacitors C and inductors L. They are non-dissipative
elements which store energy in the electric and magnetic field respectively.
3The lumped element approximation is valid when the size of a circuit is much smaller
that the typical wavelength of the electric fields contained on it. When it is not this way, as in
the case of transmission lines, an equivalent circuit based on lumped dements can always be
found.
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Figure 1.1: Lumped element description of an electrical circuit. The passive
elements (typically capacitors and inductors) are represented by blue boxes.
Kirchoff’s laws at each node gives the equation of motion for the variables
ΦN .
the circuit. Notice that it is completely equivalent to describe the degrees
of freedom either with flux-charge variables or voltage-intensity variables4 ,
since the former variables are defined as the time integral of the latters
Φ(t) =
∫ t
−∞
V(t′)dt′, Q(t) =
∫ t
−∞
I(t′)dt′. (1.2)
This description is particularly suitable for superconducting circuits, because
flux and charge variables are closely related to the superconducting phase
θ(r, t) of the circuit and the number of Cooper pairs n(r, t). Applying Kir-
choff’s laws at each node of the network5, we find the equations of motion
for the flux Φ(t), which correspond to the Euler-Lagrange equations
d
dt
(
∂L
∂Φ˙k
)
− ∂L
∂Φk
= 0, k = 1, ..., n (1.3)
associated to a certain Lagrangian L. Unsurprisingly, this Lagrangian L is
nothing but the energy difference between the capacitive and inductive ener-
gies stored in the electromagnetic fields of the circuit6:
L(Φ˙k,Φk) =
1
2
~˙Φ
†
C ~˙Φ− 1
2
~Φ†L~Φ, (1.4)
4Like V and I, Φ and Q are canonically conjugated variables in the language of Hamiltonian
mechanics, and therefore satisfy that their Poisson bracket is equal to one.
5In particular, we apply the Kirchoff’s law for the current: the sum of all electrical currents
arriving at a given node equals zero.
6In analogy with Hamiltonian mechanics, this Lagrangian describes the dynamics of a set
of particles with mass matrix ”C” moving in a potential ”L”.
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where C and L accounts for the capacitance and inductance matrices of the
circuit. Finally, the associated classical Hamiltonian H can be obtained by
applying a Legendre transformation of the form
H(Qk,Φk) =∑
k
QkΦ˙k − L, (1.5)
being the charge Qk = ∂L/∂Φ˙k the canonically conjugated momentum of the
flux Φk, fulfilling {Φk, Qk′} = δkk′ .
The above discussion corresponds to the classical description of an elec-
trical circuit. If we now assume that the circuit is effectively cooled down to
the absolute zero, its degrees of freedom Φk and Qk become quantum, and
we can apply canonical quantization rules7 to them, rendering the following
quantum Hamiltonian
H =
1
2
~ˆQ
†
C−1 ~ˆQ +
1
2
~ˆΦ
†
L~ˆΦ, (1.6)
where Φ and Q satisfy the canonical commutation ralation [Φ, Q] = ih¯. No-
tice that any superconducting circuit is fully characterized by its capacitance
and inductance matrices C and L. So, knowing the particular form of those
matrices we can determine the Hamiltonian H, and therefore the dynamics
of any quantum circuit.
We will apply this formalism to different superconducting circuits of para-
mount importance, as they are the cornerstone of microwave photons and
artificial two-level atoms. We start by analyzing the simplest superconducting
circuit: the quantum LC resonator
1.2 Superconducting resonators: Microwave photons
1.2.1 Quantum LC resonator
A quantum LC resonator is a superconducting wire containing a capacitor
C in parallel with an inductor L, as illustrated in Fig. 1.2a. The Kirchoff
equation for the circulating current8 implies that IL = IC, which yields a
second-order differential equation for the flux variables
Φ2 −Φ1
L
= C(Φ¨2 − Φ¨1) (1.7)
7The classical variables Φk and Qk will turn into quantum operators Φˆk and Qˆk, satisfying
the canonical commutation relations
[
Φˆk, Qˆk′
]
= ih¯{Φk, Qk′} = ih¯δkk′
8The total current coming from inductive elements IL = Φ/L equals the current going to
capacitive elements IC = C dVc/dt.
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Figure 1.2: a) Lumped element model of an LC resonator. b) Discrete energy
spectrum of the quantum LC resonator. It is identical to that of a quantum
harmonic oscillator, with energy gap given by h¯ω = 1/
√
LC.
where we used eq. (1.2) to express the currents as a function of fluxes. With-
out loss of generality, we can always take the variable Φ1 = 0, by properly
assigning the reference node9. In doing so, we can relabel the flux Φ2 = Φ,
and the equation (1.7) can be written as
Φ¨− 1
LC
Φ = 0. (1.8)
In other words, the LC resonator behaves as a harmonic oscillator with fre-
quency ω = 1/
√
LC10. The above equation of motion yields the Lagrangian
L and Hamiltonian H of the circuit, namely
L =
CΦ˙2
2
− Φ
2
2L
−→ H = Q
2
2C
+
Φ2
2L
, (1.9)
where Q = CΦ˙ is the canonically conjugate momentum of Φ. Finally, and
provided that the circuit is at zero temperature, we can promote the classical
variables to their quantum counterparts, obeying
[
Φˆ, Qˆ
]
= ih¯. If we now
express these quantum operators in terms of the annihilation and creation
9The reference node is the node connected to the ground V = 0.
10Typical values of the inductance and capacitance are L ∼ 10 nH and C ∼ 1 pF, yielding a
resonant frequency that is in the microwave regime (ω/2pi ∼ 1− 5 GHz).
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operators a and a†
a =
1√
2h¯Lω
Φˆ+ i
1√
2h¯Cω
Qˆ, (1.10)
a† =
1√
2h¯Lω
Φˆ− i 1√
2h¯Cω
Qˆ, (1.11)
the Hamiltonian of the LC resonator can be eventually written as
H = h¯ω(a†a +
1
2
), (1.12)
where the operators a, a† fulfill [a, a†] = 1. The eigenstates of (1.12) are
Fock states |n〉 with equally spaced energy levels en = h¯ω(n + 1/2), where
n is the number of excitations (see Fig. 1.2b). We can interpret these quanta
excitations as microwave photons with frequency ω, that have arisen from the
quantization of the electromagnetic field in the resonator. Therefore, the LC
resonator can be seen as a microwave cavity where photons get trapped.
However, the LC resonator is not the most suitable microwave cavity for
practical purposes, as it can only support a single mode of the electromag-
netic field –for this reason it is usually called zero-mode resonator. Neverthe-
less, understanding the physics of this simple quantum circuit is crucial for
describing more complex devices. Coplanar waveguides such as microstrips,
strip-lines and transmission line resonators are examples of distributed ele-
ments that admit a lumped element description in terms of LC oscillators.
Particularly, in this Thesis we have mostly considered transmission line res-
onators for storing microwave photons.
1.2.2 Transmission line resonator
A transmission line is the two-dimensional analogue of a coaxial cable: it con-
sists of two ground planes and one center conductor, where electromagnetic
fields can propagate between two different points.
A transmission line resonator is a finite section of a transmission line, which
can support standing modes of the electromagnetic field, as the one depicted
in Fig. 1.3a. Such a resonator can be easily built by inserting a gap in the cen-
ter conductor of the transmission line, where the “mirrors” are the resulting
capacitors on the edges11. The capacitors create a node in the intensity field
Iˆ(x, t), so that the current cannot flow out of the resonator.
11Alternatively, a transmission line resonator can be built by connecting the center conductor
to the ground planes. This way, the shorted circuit creates a node in the voltage field Vˆ. We
will use this boundary condition in publication P8 for building up a semi-infinite cavity.
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Figure 1.3: a) Full-wavelength transmission line resonator with standing elec-
tric and magnetic fields. b)Lumped equivalent circuit of the resonator de-
picted in a).
It is possible to describe these devices with a discretized equivalent cir-
cuit, by dividing the transmission line into infinitesimally small segments of
length ∆x, as shown in Fig. 1.3b. Each of these segments is a lumped LC os-
cillator, with characteristic inductance L0 and capacitance C0 per unit length.
In this lumped approximation, current conservation renders the following
Euler-Lagrange equations and associated Lagrangian:
C0∆x Φ¨k +
Φk+1 − 2Φk +Φk−1
L0∆x
= 0, (1.13)
L =
1
2∑k
C0∆x Φ˙2k −
1
L0∆x
(Φk+1 −Φk)2, (1.14)
which in the continuum limit ∆x → 0 reads:
v2p∂
2
xΦ(x, t)− ∂2tΦ(x, t) = 0, (1.15)
L =
1
2
∫ d
0
dx
[
Φ˙(x, t)2 +
1
L0
(∂xΦ(x, t))
2
]
. (1.16)
Equation (1.15) is the well-known wave equation for the flux field Φ(x, t)
with propagation velocity vp = 1/
√
L0C0. It can be solved by decomposing
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the field over normal modes in the form Φ(x, t) = ∑
n
= φn(t)un(x). Using
open boundary conditions12, we obtain that
Φ(x, t) =
√
2
d ∑no=1
φno(t) cos
nopix
d
+
√
2
d ∑ne=2
φne(t) sin
nepix
d
, (1.17)
where ne,o respectively stands for the even and odd modes in the line. Sub-
stituting this normal mode expansion into (1.16), we obtain the diagonalized
Lagrangian: a set of n independent harmonic oscillators:
L =
∞
∑
n=1
Cr
2
φ˙2n −
Cr
2
ω2nφ
2
n, (1.18)
where Cr = dC0 is the total capacitance of the transmission line resonator, and
ωn = npi/d
√
L0C0 is the frequency of the n-th oscillator. The corresponding
Hamiltonian follows from a Legendre transformation, yielding:
H =
∞
∑
n=1
1
2Cr
q2n +
Cr
2
ω2nφ
2
n, (1.19)
where qn = Crφ˙n is the conjugate charge. We can now quantize this Hamil-
tonian in the usual form. In particular, if we express the quantum operators
φˆn, qˆn in terms of the annihilation and creation operators an, a†n
φˆn =
√
h¯
2Crωn
(a†n + an), qˆn = i
√
h¯Crωn
2
(a†n − an), (1.20)
the transmission line Hamiltonian reduces to a discrete sum of infinite un-
coupled harmonic oscillators:
H =
∞
∑
n=1
h¯ωn(a†nan +
1
2
). (1.21)
The transmission line resonator can thus trap microwave photonic modes of
frequency ωn, exactly in the same way as an optical cavity does. For most of
the purposes of this Thesis, it will be sufficient to restrict ourselves to the first
(half-wavelength) or to the second mode (full-wavelength) of the resonator,
so henceforth the resonator Hamiltonian will be written as
H = h¯ωr(a†a +
1
2
), (1.22)
being ωr = 1/
√
LrCr the frequency of the resonator.
12 Open boundary conditions, or zero current conditions yields ∂xΦ(0, t) = ∂xΦ(d, t) = 0.
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Zero-point energy of the resonator
The ground state of the above Hamiltonian is the Fock state with zero photons
in the resonator |0〉. However, even in the absence of photons the resonator
contains some zero-point energy h¯ωr/2, due to the quantum fluctuations of
the voltage and intensity fields Vˆ, Iˆ:
V(x, t) =
∂Φ(x, t)
∂t
= iVrms(a− a†) cos(kx), (1.23)
I(x, t) =
1
L0
∂Φ(x, t)
∂x
= Irms(a + a†) sin(kx), (1.24)
where the zero-point voltage Vrms and intensity Irms are given by13
Vrms =
√
h¯ωr
Cr
, Irms =
√
h¯ωr
Lr
. (1.25)
The corresponding zero-point electric and magnetic field can be written as
Erms =
Vrms
δ
=
√
h¯ωr
C0V
, Brms =
µ0 Irms
piδ
=
µ0
pi
√
h¯ωr
L0V
, (1.26)
where V is the effective volume in which the photons are confined14. Due
to the one dimensional nature of the resonator, the confining volume V is
very small, and thus the vacuum fluctuations of the electric and magnetic
fields can be very large15. We will take advantage of these large vacuum
fluctuations for increasing the light-matter interaction, which in the dipole
approximation is given by
Hel = −dˆ · Eˆ, Hmag = −µˆ · Bˆ, (1.27)
where d and µ are respectively the electric and magnetic dipole moments of
the atom. Moreover, in the next section we will show that it is possible to
build artificial two-level atoms with very large dipole moments, which can
boost the light-matter interaction to the strong and ultrastrong regime.
To this end, it will be necessary to introduce a add a new ingredient: the
anharmonicity. In contrast to photons, where all the energy transitions are de-
generate, two-level atoms are highly anharmonic systems whose energy tran-
sitions are well-separated from all the others. We introduce a new element in
13The root mean square intensity Irms is equal to the uncertainty in the intensity field ∆I =√〈0|I2|0〉 − 〈0|I|0〉2, and analogously the root mean square voltage Vrms.
14The volume of the photonic mode V = d · δ2 ∼ 10−6λ3, being d the length of the cavity,
and δ the distance between the ground plane and the central pin.
15 For a 1D resonator, Erms is 103 times larger the typical zero-point fields in an optical
cavity.
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the circuit architecture that provides us with the required non-linearity: the
Josephson junction [Jos62].
1.3 Josephson-based qubits: Artificial atoms
1.3.1 Josephson junction & Josephson effect
A Josephson junction is the weak link between two superconductors, sepa-
rated by a thin insulating layer (see Fig.1.4a). As we mentioned in the in-
troduction of the chapter, the two superconductors are characterized by a
macroscopic wavefunction of the form Ψi =
√
nieiθi . In 1962 Brian Joseph-
son [Jos62] demonstrated that these two wavefunctions can overlap with each
other, resulting in a tunneling of Cooper pairs between the two superconduc-
tors. The solution to the Schrödinger equation for this system shows that the
flowing current through the junction can be related to the phase difference of
the wavefunctions through
I = Ic sin(θ2 − θ1) = Ic sin ϕJ , (1.28)
where Ic is the critical current of the junction16, and ϕJ is the so-called gauge-
invariant phase (see Fig.1.4b). The relation (1.28) is usually known as the
dc-Josephson relation, as it shows a continuously flowing dc-current in the
absence of any externally applied voltage bias V. For a non-zero applied volt-
age V between the two superconducting electrodes, Josephson demonstrated
that it is related to the gauge invariant phase ϕJ according to:
V =
Φ0
2pi
dϕJ
dt
, (1.29)
where Φ0 = 2e/h is the magnetic flux quantum17. This equation is known
as the ac-Josephson relation, and together with (1.28), yields the non-linear
oscillating current in the junction I = Ic sin(2piVt/Φ0). According to the
relation18 L = V/ I˙, we can derive the associated inductance to the Josephson
junction,
LJ =
Φ0
2Ic cos ϕJ
, (1.30)
so the junction is regarded as a non-linear inductor.
16The critical current of the junction depends on microscopic details, such as the area and
the thickness of the junction.
17The quantity Φ0 is known as the magnetic flux quantum, since the magnetic flux passing
through a superconducting loop is quantize on units of Φ0. This is shown in Appendix ??.
18LJ =
(
dI
dφ
)−1
=
(
dI
dt
dt
dφ
)−1
= V/ I˙
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Figure 1.4: a) Pictorial view of a Josephson Junction; two superconducting
electrodes (blue) are separated by a thin oxide layer (red). The overlap of the
wavefunctions Ψ1 and Ψ2 yields the tunneling of Cooper pairs. b) Current-
phase relation of the junction. c) Lumped equivalent circuit of the Josephson
junction subject to an external bias V. d) Energy level comparison between
the Josephson junction (solid black) and a harmonic oscillator (dashed blue).
In the equivalent circuit representation, the Josephson junction can be de-
scribed by a capacitively shunted19 non-linear inductance, and is usually rep-
resented with a cross in parallel with a capacitance, as shown in Fig.1.4c.
It is worth noting that the time derivative of the flux drop across the
junction equals the external bias V:
V =
d(Φ2 −Φ1)
dt
=
dΦ
dt
, (1.31)
which combined with the ac-Josephson equation (1.29), reflects the intimate
relation between the flux and the gauge invariant phase: ϕJ = 2piΦ/Φ0. So
each time the flux changes in one flux quantum, the superconducting phase
winds by 2pi.
In our way to derive the Josephson junction Hamiltonian, we apply the
19Apart from assisting the tunneling of Cooper pairs, the insulating barrier acts as a capaci-
tor, since it behaves as two parallel plates facing each other.
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Kirchoff equation for the current in the circuit of Fig.1.4c, getting the equa-
tion CJΦ¨ = Ic sin(2piΦ/Φ0), with Φ = Φ2 − Φ1, that corresponds to the
Lagrangian
L =
CJ
2
Φ˙2 − IcΦ0
2pi
[
1− cos
(
2piΦ
Φ0
)]
. (1.32)
Finally, the Josephson junction Hamiltonian readily follows from a Legendre
transformation, yielding
HJ =
Qˆ2
2CJ
− IcΦ0
2pi
cos
(
2piΦˆ
Φ0
)
, (1.33)
or equivalently in terms of the number and phase operators,
HJ = 4ECnˆ2 − EJ cos ϕˆJ , (1.34)
where we expressed the charge as a function of the the number of Cooper
pairs in the junction Qˆ = 2enˆ, and where EC = e2/2CJ and EJ = IcΦ0/2pi are
respectively the charging energy and the Josephson energy of the junction.
The cosine dependence of H in Eq. (1.33) endows the system with a highly
non-linear potential, which in turn yields an anharmonic spectrum for the
energy levels of the junction, as illustrated in Fig. 1.4d. In the next section
we will use this feature for building up quantum circuits whose energy spec-
tra are those of a few level systems, like two-level atoms, or qubits20 in the
language of quantum information.
1.3.2 Superconducting qubits
Quantum bits, or qubits [NC00], are quantum mechanical two-level systems
in which we can codify quantum information in the internal states of the
system, |0〉 and |1〉. In contrast to classical bits, which can only take ei-
ther the logical value 0 or 1, quantum bits can hold arbitrary superpositions
|ψ〉 = α|0〉+ β|1〉, with complex probability amplitudes satisfying |α|2 + |β|2.
Together with quantum entanglement, this striking property has made of
qubits a cornerstone in quantum information technologies, as they could per-
form computations much faster than a classical computer does21. One of the
most promising platforms for developing these fascinating tasks are quantum
circuits with superconducting qubits.
20A quantum bit is the minimal unit of quantum information.
21Besides this long-term goal, and among other applications, quantum bits have been used
for unconditionally secure quantum communications, so it is not surprising that qubits are
subject of large research and development.
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Superconducting qubits are Josephson-junction based circuits that behave
as quantum two-level systems. For this reason they are also called artificial
atoms. During the past decade a number of Josephson-based qubits have been
proposed [DWM, CW08]. They can be classified according to the different
working regimes of the Josephson junction. These regimes are defined by
the ratio of the charging and Josephson energy EJ/EC, and basically tells us
which term dominates the Hamiltonian (1.34):
• If the ratio EJ/EC  1, then the junction is said to be in the charge regime,
and the number of Cooper pairs n on the junction is a good quantum
number22. To this family of qubits belongs the charge qubit [BVJ+98].
• If on the other hand, the ratio EJ/EC  1, the junction is said to be in
the flux (or phase) regime, and the flux (or phase) across the junction is
well defined, while the number of Cooper pairs is not. This is the case
of the flux qubit [OMT+99] and the phase qubit [MDC85].
In a nutshell, the charge qubit is a superconducting island connected to a
superconducting reservoir through a junction. Since the number of Cooper-
pairs on the island is a good quantum number, the logical states |0〉 and
|1〉 will be the discrete number of charges in the island. The flux qubit is
a superconducting ring interrupted by three Josephson junctions. Since it
operates in the flux regime, the flux in the loop is well-defined, and the log-
ical states will be superconducting persistent currents flowing clockwise and
counterclockwise in the loop. The phase qubit is a current biased Josephson
junction operating in the phase regime and therefore, two different values of
ϕJ define our quantum logic states. These three quantum circuits are con-
sidered the building blocks of superconductor based quantum information,
since charge, flux and phase qubits, were the first to be developed and all
the subsequent superconducting qubits are pretty much based on them. In
particular, other Josephson-based superconducting qubits are the quantron-
ium [VAC+02], fluxonium [MKGD09] or the transmon qubit [KYG+07]. They
are essentially “improved” versions of the charge and flux qubits, which aim
to extend the qubit lifetimes by reducing the flux and charge noise by their
coupling to the environment.
Of paramount importance in this Thesis have been the flux, the transmon,
and the phase qubits. In particular, in publications P1 and P2 we focus on
the control of light-matter interaction with flux qubits. In publications P5,
22This in an immediate consequence of the Heisenberg uncertainty relation for the number
and phase operators, ∆n∆ϕJ ≥ 1, by which if one variable doesn’t fluctuate, the other one is
smeared out.
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Figure 1.5: a) Superconducting ring interrupted by three-Josephson junctions.
This quantum circuit is the so-called flux qubit. b) Equivalent circuit of the
qubit.
P6 and P7 we put our attention in the scattering of photons with a transmon
qubit. Lastly, publication P8 we have devoted to the study of phase qubits
as candidates to quantum photon detectors. The next section is devoted to a
thorough description of these qubits.
1.3.3 Flux qubit
The flux qubit or persistent current qubit [OMT+99, MOL+99], consists of a
superconducting ring interrupted by three Josephson junctions, being one of
the junctions smaller than the others by a factor α (this is schematically shown
in Fig.1.5a&b). The flux qubit is threaded by an externally applied magnetic
flux23 Φext, which eventually will control the state of our qubit. Neglecting
the self-inductance of the loop24, the Lagrangian of the circuit can be written
as
L =
1
2
3
∑
i=1
(
Φ0
2pi
)2
Ci ϕ˙2i + EJi cos ϕi, (1.35)
where ϕi is the phase drop across the i-th junction. In principle it could
seem that there are three independent variables, ϕ1, ϕ2 and ϕ3, but we can
eliminate one of them because the macroscopic wave function of the quantum
circuit must be single valued around the closed loop. This imposes the phase
23The external magnetic flux can be generated by placing close to the qubit a small coil
carrying that generates a magnetic field.
24For sufficiently large loops, the contribution of the self-inductance Φ2/2Lloop might be
important. This can be the case of the rf-SQUID’s, but given the small size of the flux qubit
we can safely neglect this term.
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quantization condition:
ϕ1 − ϕ2 + ϕ3 + 2piΦextΦ0 = 2pin, n ∈ Z. (1.36)
Eq. (1.36) is also know as fluxoid quantization, and we will thoroughly discuss
its derivation in Appendix 4. Under this condition, the Lagrangian (1.35) is
reduced to:
L =
CJ
2
(
Φ0
2pi
)2 [
(ϕ˙21 + ϕ˙
2
2) +
α
2
(ϕ˙1 + ϕ˙2)
2
]
−U(ϕ1, ϕ2), (1.37)
where U(ϕ1, ϕ2) is the energy potential of the system, and is given by:
U(ϕ1, ϕ2) = −EJ
[
cos ϕ1 + cos ϕ2 + α cos
(
2piΦext
Φ0
− (ϕ2 − ϕ1)
)]
. (1.38)
For an externally applied magnetic flux Φext = Φ0/2, and α > 1/2, the po-
tential U shows a periodic double-well structure with two degenerate minima
25, as depicted in Fig.1.6a. The classical two degenerate minima correspond
to clockwise and counterclockwise dc-persistent currents circulating in the
superconducting ring. A particle subject to this potential could in principle
tunnel either between intra-cell (white solid line) or inter-cell double wells
(white dashed line), but it turns out that the inter-cell tunneling is strongly
25This point is usually called the symmetry point of the system, or "sweet spot”.
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suppressed due to its high tunnel barrier –this is clearly reflected in the com-
panion from Fig.1.6b. This implies that the dynamics takes place along the
orbit ϕ1 = ϕ2, and therefore U can be reduced to a one-dimensional potential,
expressed in the basis ϕ± = (ϕ2 ± ϕ1)/2
U(ϕ+, ϕ−) = −EJ [2 cos ϕ− + α cos (2piΦext/Φ0 − 2ϕ−)] , (1.39)
which corresponds to the black solid line depicted in Fig.1.6b.
Finally, the quantum Hamiltonian describing the dynamics of the flux
qubit can be written as:
H =
Qˆ2−
2CJ(1+ α)
− EJ [2 cos(ϕˆ−) + α cos(2piΦext/Φ0 − 2ϕˆ−)], (1.40)
where Qˆ− = −ih¯(2pi/Φ0)∂/∂ϕˆ−. We diagonalize (1.40) numerically, and get
the first energy levels of the system, shown in Fig. 1.7a. In particular, we
notice that for values of Φext/Φ0 close to symmetry point 1/2, the two lowest
energy levels approach each other, and the Hamiltonian (1.40) can be reduced
to a two-level system:
H =
1
2
(e(Φext)σz + ∆σx) (1.41)
∆ accounts for the tunneling between the two persistent current states |〉
and |	〉, e(Φext) = 2Ip(Φext −Φ0/2) is the magnetic energy of the qubit due
to the circulating current Ip, and σz, σx are the Pauli matrices expressed in
the current state basis. Acting on (1.41) with the unitary rotation U = e−iθσy ,
θ = arctan (∆/e), we arrive at the diagonal form of the Hamiltonian:
H =
h¯ωq
2
σz, (1.42)
where ωq =
√
∆2 + e(Φext)2, and where σz is the Pauli matrix now expressed
in the eigenbasis {|g〉, |e〉}, given by
|g〉 = cos(θ/2)|〉+ sin(θ/2)|	〉, |e〉 = sin(θ/2)|〉 − cos(θ/2)|	〉. (1.43)
Far away the symmetry point, θ → 0 or pi, and the ground and excited states
of the qubit |g〉, |e〉, are essentially equal to the classical circulating currents
|〉 and |	〉 –see the dashed lines of Fig. 1.7b. On the other hand, if we move
towards the degeneracy point, where θ = pi/2, then the ground and excited
states are in a quantum superposition of macroscopic circulating currents26.
Given the large values that can be achieved for the circulating current Ip, the
flux qubit can be regarded as a huge magnetic dipole with magnetic moment
m = Ip A. This will in turn make possible the achievement of the strong and
ultrastrong regimes of interaction between qubits and microwave photons.
26This happens because the degeneracy is lifted by the tunneling matrix element ∆ between
the two states.
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1.3.4 Charge qubit & Transmon qubit
The transmon qubit is essentially a charge qubit operating in the regime
where EJ/EC  1. In this regime, the transmon qubit is insensitive to the
charge noise, and therefore its lifetime is orders of magnitudes larger than
the charge qubit one. The underlying physics of both transmon and charge
qubit is the same, so we will describe the original charge qubit, and then we
will go through the novel features that the transmon qubit introduces.
Charge qubit
The charge qubit or Cooper-pair Box [BVJ+98], consists of a superconducting
island connected to a superconducting reservoir of Cooper pairs by a tunnel
junction, and capacitively coupled to a “gate voltage”, which eventually will
control the state of our charge qubit. A pictorial representation of the charge
qubit is shown in Fig. 1.8a. Typically charge qubits operate in the charge
regime, where EC  EJ , so the quantum states describing the charge qubit
are states with a well-defined number of Cooper pairs on the island.
We can readily compute the Lagrangian of the charge qubit as the energy
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Figure 1.8: a) Schematic view of a voltage-biased Cooper pair box. Cooper
pairs can tunnel from the reservoir to the island, to compensate the voltage
Vg b) Equivalent circuit of the Cooper pair box represented in a).
difference of capacitive and inductive terms in the equivalent circuit model
of Fig. 1.8b,
L =
CJ
2
(Φ˙)2 +
Cc
2
(Φ˙−Vg)2 + EJ cos
(
2piΦ
Φ0
)
, (1.44)
where Vg is the voltage bias, and Cc is the coupling or gate capacitor. Notice
that there is only one degree of freedom Φ = Φ2, since one of the nodes
is connected to the ground Φ1 = 0, and the other one is connected to the
constant gate voltage, and therefore Φ˙g = Vg. A Legendre transformation
H = QΦ˙ − L, and canonical quantization rules brings us the charge qubit
Hamiltonian:
H =
2e2
2CΣ
(nˆ− ng)2 − EJ cos
(
2piΦ
Φ0
)
, (1.45)
where CΣ = Cc + CJ is the total capacitance of the island, and the constant
ng = CcVg/2e is the dimensionless gate charge, and works as a charge offset
that changes the “zero charge” point. It is convenient to rewrite the above
Hamiltonian in the Cooper-pair number basis |n〉, defined by nˆ|n〉 = n|n〉:
H = 4EC∑
n
(n− ng)2|n〉〈n| − EJ2 ∑n
|n + 1〉〈n|+ |n〉〈n + 1|. (1.46)
We introduced the charging energy EC = e2/2CΣ, and the number state rep-
resentation for the ϕˆ operator27.
27The representation of ϕˆ in the |n〉 basis can be computed using the following relations:
eiϕˆ|n〉 = 1
2pi
∫ 2pi
0
dϕ′eiϕ′ |ϕ′〉〈ϕ′|n〉 = 1
2pi
∫ 2pi
0
dϕ′eϕ′ einϕ′ = 1
2pi
∫ 2pi
0
dϕ′ei(n+1)ϕ′ = |n + 1〉,
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Figure 1.9: a) Energy spectrum of the Cooper pair box as a function of an
offset charge. b)Closeup of the dashed box in a), showing the qubit structure
of the Cooper pair box around ng = 1/2. Dashed lines represent the classical
solutions.
The energy spectrum associated to the Cooper pair box can be obtained
numerically. The first three energy levels are represented in Fig. 1.9a. We
observe that the energy spectrum is periodic as a function of the offset charge
ng28. Moreover, around the degeneracy point ng = 1/2 the two lowest energy
levels |0〉 and |1〉 are well-separated from higher energy levels29, so (1.46) can
be reduced to a two-level Hamiltonian
H = 2EC(1− 2ng)σz − EJ2 σx, (1.47)
with σz = |1〉〈1| − |0〉〈0| and σx = |0〉〈1| + |1〉〈0|. As in the case of the
flux qubit, we arrive at the diagonal form of (1.47) by rotating H an angle
θ = − arctan(EJ/Eel). In doing so, we obtain
H =
h¯ωq
2
σz (1.48)
which is valid for all states |n〉, and therefore eiϕˆ = ∑n |n + 1〉〈n|. This finally leads to:
cos
(
2piΦ
Φ0
)
= cos ϕˆ =
1
2
(eiϕˆ + e−iϕˆ) = 1
2 ∑n
|n + 1〉〈n|+ |n〉〈n + 1|
28This is because the integer part of the offset charge ng can be cancelled out by transferring
Cooper pairs from the reservoir to the superconducting island.
29At the degeneracy point ng = 1/2, the adjacent charge states |0〉, |1〉 have the same
charging energy EC, and its energy difference is only due to the Josephson energy EJ . Higher
states |k〉, k ≥ 2, are separated from the previous states by an energy k× EC, so in the charge
regime EC  EJ we can safely truncate the Hamiltonian to the charge states |0〉 and |1〉.
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where ωq =
√
[EC(1− 2ng)]2 + E2J is the energy of the charge qubit, and the
Pauli matrix σz is expressed in the eigenbasis {|g〉, |e〉}:
|g〉 = cos(θ/2)|0〉+ sin(θ/2)|1〉, |e〉 = sin(θ/2)|0〉 − cos(θ/2)|1〉, (1.49)
being θ the mixing angle given by θ = arctan[EJ/4EC(1− 2ng)]. For small val-
ues of EJ , and far away the degeneracy point, θ → (0,pi), and the solutions
are similar to the classical ones (dashed lines in Fig. 1.9b), and the eigenstates
are given by the classical charge states |0〉 and |1〉. By contrast, at the de-
generacy point Eel = 0, θ = pi/2 and the eigenstates of (1.47) are quantum
superpositions of the charge states |0〉 and |1〉, as shown in Fig. 1.9b.
In summary, the excess number of charges on the island defines the state
of the charge qubit. This generates a charge imbalance with the reservoir,
and thus a dipole moment d = 2e · |rˆ| between island and reservoir, where
|rˆ| is approximately the size of the Cooper pair box30, typically around mi-
crometers. If we compare this distance with the dipole moment in real atoms
(nanometers), we realize that the charge qubit acts as a huge electrical dipole.
Charge qubit insensitive to charge noise: the transmon qubit
One of the major problems of the charge qubit is that it severely suffers from
charge noise. In a charge qubit, the typical size of the superconducting is-
land is very small on purpose, so that adding or subtracting a single Cooper
pair significantly changes the energy of the system. This is a problem in-
deed, if we consider that the charge qubit is exposed to noisy sources, such
as the presence of quasiparticles (electrons) in the environment. This effect of
charge noise can be partially attenuated by preparing the charge qubit at the
sweet spot, where the charge-noise contributions are of second order. While
this has led to better qubit lifetimes, it does not represent a significant im-
provement in the qubit coherence, since still small perturbation can take the
qubit out of the sweet spot. In 2007, J. Koch and co-workers came up with an
elegant solution to the charge noise problem, presenting a charge-insensitive
qubit which possesses a sweet spot everywhere: it is the so-called transmon
qubit [KYG+07]. A transmon qubit is a charge qubit operating in the regime
EJ  EC. To reach this regime, rather than increasing the Josephson energy of
the junction EJ , it is much more convenient to decrease EC by increasing the
junction capacitance CJ (using for instance the interdigitated finger-like struc-
ture depicted in Fig. 1.10). Under this condition, the Cooper pairs can tunnel
30Since the extra Cooper pair es completely delocalized in the condensate, we can safely say
that the norm of the position operator rˆ is approximately the size of the charge qubit.
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Figure 1.10: Energy spectrum of the first three energy levels for different
values of EJ/EC. In the charge regime EJ/EC  1, small changes in the
charge offset ng produces large variations in the energy levels e, leading to
decoherence. For the Cooper pair box operating in the transmon regime
EJ/EC  1, the energy levels are practically flat, so they are insensitive to
variations in ng.
easily across the junction, increasing the coupling between charge states, and
thus the level repulsion between energy levels. This effect has two important
implications: firstly, the sweet spot spreads out on the energy band, thus re-
ducing the noise sensitivity and increasing the coherence time of the qubit31.
Secondly, the system starts losing anharmonicity, and resembles a harmonic
oscillator, which in principle could be a drawback for quantum information
purposes.
However, it turns out that while the noise decreases exponentially with
the ratio EJ/EC, the anharmonicity of the energy levels only decreases in a
polynomial manner. It is thus possible to enhance the qubit coherence time
(up to 100 microseconds) while preserving some degree of anharmonicity.
As an example, for the transmon shown in Fig.1.10, the first three energy
31An alternative explanation for the reduced charge noise is the following: In the regime
EJ  EC, the number of charges on the island is no longer good a quantum number, and the
ground and excited states of the transmon will be combination of multiple charge states. This
makes the transmon less sensitive to changes in the charge, and therefore also to fluctuations
in the charge induced by the environment.
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Figure 1.11: a) Schematic view of the current biased Josephson junction qubit
b) Tilted washboard potential associated to the phase qubit. Due to the strong
bias, the minima can only trap a few energy levels.
levels are fully flat with anharmonicity32 α = 10%, which is sufficient for
addressing individual qubit transitions. The transmon indeed works pretty
well as a three-level ladder-system, feature that we will exploit in publications
P5, P6 and P7 for controlling the state of propagating microwave photons by
means of electromagnetically induced transparency.
1.3.5 Phase qubit
The phase qubit [MDC85] is a current biased Josephson junction operating
in the very large regime EJ  EC. A schematic view of the qubit is show in
Fig. 1.11a. Due to the presence of the externally applied bias I, the usual pe-
riodic Josephson potential U(ϕ) gets tilted, and the local minima in Fig. 1.11b
can only trap a support a few metastable states. Particularly, for current bias
I close to the critical current of the junction Ic, the potential is sufficiently
anharmonic to observe a well-defined two level system with states |0〉 and |1〉
contained on it. Let us derive the phase qubit dynamics close to this working
point:
The Kirchoff equation for the current applied to the the phase qubit gives
us the Euler-Lagrange equation
CΦ¨+ Ic sin(2piΦ/Φ0) = I, (1.50)
32We define the anharmonicity “α” as α = (E12 − E01)/E01, being Eij = Ej − Ei.
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Figure 1.12: Current bias JJ potential around the local minimum ϕmin. For
bias I ' 0.95Ic, the minimum only traps a few energy levels, and the two
lowest metastable levels |0〉 and |1〉 define the phase qubit. The state |1〉
can decay into a mesoscopically distinguishable state |g〉, that will serve as a
photodetection method.
being Φ = Φ2 −Φ1. The associated Lagrangian L = T −U follows immedi-
ately from (1.50):
L =
CJ
2
Φ˙2 − IcΦ0
2pi
[
1− cos
(
2piΦ
Φ0
)]
+ IΦ. (1.51)
Remembering that the Josephson energy EJ = IcΦ0/2pi, and the phase flux
relation ϕ = 2piΦ/Φ0, the potential U(Φ) can be rewritten as:
U(ϕ) = EJ
[
1− cos ϕ+ I
Ic
ϕ
]
. (1.52)
Let us focus on the solutions around the minimum ϕmin = arcsin(I/Ic) of one
of the wells of U(ϕ). We expand the potential up to first anharmonic order,
yielding:
U(ϕ) ' U0 + EJ
√
1−
(
I
Ic
)2 (δϕ)2
2
− EJ (δϕ)
3
6
. (1.53)
Neglecting the phase-independent terms of the potential, we can finally find
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the quantum Hamiltonian of the phase qubit:
H = −EC ∂
2
∂(δϕ)2
+ EJ
√1−( I
Ic
)2 (δϕ)2
2
− (δϕ)
3
6
 . (1.54)
From the above expression we can readily find the plasma frequency of the
small phase oscillations around minimum
ωp =
2pi
Φ0
√
EJ
CJ
[
1− (I/Ic)2
]1/4
, (1.55)
and the height of the potential barrier:
∆U =
25/2
3
EJ
[
1− (I/Ic)2
]3/2
. (1.56)
It is possible to show that the number of metastable states Ns trapped in the
potential is Ns = ∆U/h¯ωp, which in the typical conditions of an experiment
is usually Ns ≈ 4, with a significant anharmonicity α = 10%. Moreover, the
tunneling rates out of the local well potential are given by the expression
ΓN = ωp
(432Ns)n+1/2√
2pin!
E−35Ns/5. (1.57)
For typical values of actual experiments, the decay rate between consecu-
tive levels fulfills Γn+1 = 1000Γn, and together with the large anharmonicity,
it is sufficient to keep the two lowest states |0〉 and |1〉. Truncating (1.54) to
the effective two-dimensional Hilbert subspace spanned by the qubit states,
we obtain the phase qubit Hamiltonian
H = − h¯ω01(I)
2
σz, (1.58)
with ω01(I) ≈ ωp. In contrast to the previous flux and transmon qubits, there
is no direct external parameter that allows for a qubit state control. Instead,
we can introduce a time-dependent modulation ∆I(t) in the current bias I. In
doing so, the Hamiltonian (1.58) becomes
H =
( −h¯ω01 0
0 h¯ω01
)
+ EJ
∆I(t)
Ic
( 〈0|ϕ|0〉 〈0|ϕ|1〉
〈1|ϕ|0〉 〈1|ϕ|1〉
)
. (1.59)
For a modulation of the form ∆I(t) = Ix(t) cos(ω01) + Iy(t) sin(ω01) + Iz(t),
where the amplitudes Ix,y,z(t) are slow-varying functions of time, the Hamil-
tonian can be expressed in the interaction picture with respect to the free
Hamiltonian as:
H =
√
h¯
2Cω01
(
Ix(t)
2
σx +
Iy(t)
2
σy
)
+ h¯
∂ω01
∂I
Iz(t)
2
σz. (1.60)
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Thus, by controlling the amplitudes, it becomes possible to perform qubit
rotations.
Apart from working as two-level system, the phase qubit can be used for
photodetection tasks, a problem thoroughly studied in publication P8. The
underlying physics behind this idea is the following: If we manage to tailor
a decay rate Γ1 of the first excited state |1〉 large enough, while keeping Γ0
negligible33, then a photon absorbed by the qubit will excite it to the |1〉 state,
and it might decay to the state |g〉, generating a current that we can detect.
33In general, this is always true, because of the relation Γ1 = 1000Γ0.
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1.4 Superconducting Quantum Interference Devices
In this section we show two Josephson-based devices of central importance
in the development of this Thesis: the Superconducting Quantum Interference
Devices or SQUID’s [Cla89] . They are superconducting loops containing one
or two Josephson junctions, and are famous for being very sensitive mag-
netometers, although they present much more applications: depending on
their design, SQUID’s can be used as quantum two-level systems, tunable
Josephson-junctions, and very good coupling elements. In this Thesis we ex-
ploit the last property, and use SQUID’s as couplers between other quantum
circuits, such as superconducting resonators and qubits. Let us describe the
two types of SQUID devices that we have considered: the rf-SQUID, and the
dc-SQUID34:
1.4.1 rf-SQUID
The radio-frequency SQUID is a superconducting loop of inductance L inter-
rupted by a Josephson junction, and threaded by a total magnetic flux Φtot as
shown in Fig.1.13a35. It was firstly proposed to work as a superconducting
qubit in Ref. [Leg80], using as qubit states the clockwise and counterclock-
wise supercurrents –for this reason, it is sometimes called one-junction flux
qubit. The Lagrangian of the rf-SQUID follows from the equivalent circuit of
Fig. 1.13b
L =
CJ
2
Φ˙2 + EJ cos
(
2piΦ
Φ0
)
− 1
2L
(Φext −Φ)2. (1.61)
As we did for the qubits, we study the SQUID dynamics around the mini-
mum, given by ∂ΦU = 0:
ϕ =
2piΦext
Φ0
− β sin ϕ. (1.62)
β = 2piLIc/Φ0 is the screening parameter, that accounts for the generated
magnetic flux due to the circulating current in the loop. For Φext ≈ Φ0/2,
the potential U(Φ) shows a symmetric double-well around the minimum
(Fig. 1.13c), that may trap only a few energy levels. For the energy levels
of these states to form a qubit, it is necessary that the screening parameter
β > 1, which implies that the size of the loop must be large as well. This is
34The prefix “rf” and “dc” for the SQUID’s attend to their functioning nature: the rf-SQUID
is based on ac-Josephson effect, while the dc-SQUID is based on the dc-Josephson effect.
35The total flux Φtot results from adding to the external flux Φext the one generated by the
circulating current LIc.
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Figure 1.13: a) rf-SQUID: superconducting loop interrupted by one
Josephson-Junction. b) Equivalent circuit of the setup shown in a). c) Poten-
tial energy of the SQUID (solid line), resulting from the periodic modulation
of the harmonic potential (dashed gray).
a big inconvenient though, since large loops implies large sensitivity to flux
noise, and therefore very low coherence times. For this reason, the rf-SQUID
is hardly used as a quantum two-level system, and are usually fabricated in
the limit of β < 1, where the contribution due to the self-inductance can be
neglected.
As we mentioned at the beginning of this section, rf-SQUID’s are very
sensitive magnetometers and hence are widely used for the read-out of super-
conducting flux qubits [ref]. According to the fluxoid quantization condition
in the SQUID loop
ϕ+ 2pi
Φext
Φ0
= 2pin, (1.63)
small variations of the external magnetic flux Φext will shift the value of
the phase ϕ, dramatically changing the Josephson inductance LJ , given by
eq.(1.30). Coupling the SQUID to a resonant circuit, this change in the Joseph-
son inductance LJ can be detected.
Aside from these interesting applications, in publications P1, P2 and P3
we show that rf-SQUID’s can act as powerful couplers between other quan-
tum circuits. The idea relies on the fluxoid quantization, and galvanic cou-
pling36 between elements: we connect the SQUID in between the two circuits,
and due to the fluxoid quantization we can get rid of the SQUID degree of
freedom ϕ, ending up in a strongly coupled state between the two quantum
circuits of interest.
36Galvanic coupling implies a direct contact between the superconducting leads of the cir-
cuits. Then, the dominant coupling mechanism is due to kinetic inductance, which boosts the
circuit to the ultrastrong-coupling regime.
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Figure 1.14: a) a) Pictorial view of the two-junction SQUID. b) Equivalent
circuit in the limit β  1. c) Tunable Josephson energy of the SQUID as a
function of the external magnetic flux Φext.
1.4.2 dc-SQUID
The dc-SQUID is a superconducting loop containing two Josephson junctions,
like the one illustrated in Fig. 1.14a. We will work in the regime β  1, so
the self-inductance of the loop can be safely neglected. As we demonstrate
below, the dc-SQUID is widely considered as a tunable Josephson junction,
since the effective model that describes the SQUID yields a flux dependent
Josephson energy EJ .
From the equivalent circuit of Fig. 1.14b, we derive the Lagrangian of the
SQUID in the usual way,
L =
CJ1
2
(Φ˙1)2 +
CJ2
2
(Φ˙2)2 + EJ1 cos
(
2piΦ1
Φ0
)
+ EJ2 cos
(
2piΦ2
Φ0
)
. (1.64)
For the sake of simplicity, we consider a symmetric37 dc-SQUID, this is EJ1 =
EJ2 = EJ and CJ1 = CJ2 = CJ . It will be useful to write the above Lagrangian
in the basis Φ± = (Φ1 ±Φ2)/2:
L =
2CJ
2
(Φ˙2+ + Φ˙
2−) + 2EJ cos
(
2piΦ+
Φ0
)
cos
(
2piΦ−
Φ0
)
. (1.65)
We can eliminate one of the SQUID variables by applying the fluxoid quanti-
zation condition:
Φ1 +Φ2 +Φext = nΦ0, (1.66)
which in the new basis turns into 2Φ++Φext = nΦ0. Inserting this expression
into (1.65), we finally arrive at the reduced form of the dc-SQUID Lagrangian:
37In most practical cases it is not possible to build a perfectly symmetric SQUID, but this
doesn’t affect the functioning of the SQUID as a tunable device.
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L =
1
2
CeffΦ˙2− + Eeff cos
(
2piΦ−
Φ0
)
, (1.67)
where Ceff = 2CJ and Eeff = 2EJ cos(piΦext/Φ0) are the effective Josephson ca-
pacitance and Josephson energy respectively. Equation (1.67) reveals that the
SQUID works as a single junction with a tunable Josephson energy Eeff(Φext).
In Fig.1.14c we represent its behavior; for values of the external flux equal
to half flux quanta, the Josephson energy equals zero, whereas for integer
values of Φ0 the Josephson energy acquires a maximum value of 2EJ . We can
the use these quantum interference devices to dynamically tune the energy
of a single junction. For instance, by replacing the Josephson junction in a
transmon [KYG+07], or flux qubit [PFHM09] by a SQUID, it becomes pos-
sible to change the qubit energy gap just by varying the external magnetic
flux through the SQUID. From the experimental viewpoint this is of great
importance, since with a unique sample it is possible to prepare qubits with
arbitrary energy gaps. Moreover, the use of SQUID’s as tunable Josephson
junctions allows for the correction of qubit parameters that might undergo
imperfections during the fabrication process.
As we thoroughly discuss in chapter 3 (publications P1-P3), dc-SQUID’s
can also be used for coupling purposes. Along these lines, the dc-SQUID can
act as a tunable coupler in two different ways, either detuning qubits from
some the resonant frequency (by changing the qubit energy gap), or acting as
a coupler between quantum circuits (since the interaction strength depends
on Eeff).
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2Circuit Quantum
Electrodynamics
So far we have seen how quantum electrical circuits can behave, under cer-
tain conditions, as microwave photons and “artificial” atoms. In this section
we introduce the field of circuit QED[BHW+04, SG08, Zag11], which studies
the light-matter interactions from a quantum mechanical perspective, using
microware photons and Superconducting qubits to mimic visible light and
atoms. But let us firstly recall the main features of light and matter interac-
tion:
2.1 Light-matter interaction: cavity QED
The field of Quantum Optics [SZ97, WM08] studies the light-matter inter-
action at the most fundamental level, using the well established theory of
quantum electrodynamics (QED) [Dir27]. Interactions in free space between
light and individual photons are particularly weak. However, when atoms
and molecules are placed in resonant cavities, light-matter interactions are
dramatically enhanced in what is called the Purcell effect [PTP46]. This en-
hancement opened the door to a new field of research, called cavity-QED
[HK89, WVEB06] , which results of particular interest for practical applica-
tions in quantum information [HR06, RBH01].
Consider a single mode of the electromagnetic field interacting with a
two-level atom passing through it, as shown in Fig. 2.1a. The Hamiltonian of
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ate a pair of particular energy levels of the LC-circuit 
as a qubit. Therefore, we need Josephson junctions to 
introduce anharmonicity into the circuit. It is well 
known that the energy of the Josephson junction can 
be written as E = − EJ cos, where  is the phase dif-
ference of the superconducting order parameter 
across the Josephson junction. Introducing the anhar-
monicity of the cos potential changes the energy 
level spacing to unequally spaced, as shown in Fig. 
1(b). Here, we can manipulate the lowest two levels 
(qubit) by the resonant microwave pulses. The super-
conducting qubits can be classified into three charac-
teristic groups, i.e., the phase qubit (EJ>>EC), the flux 
qubit (EJ>EC), and the charge qubit (EJ<EC), where 
EJ is the Josephson energy of the junction and Ec is 
the charging energy of the junction [5]. Below, I 
introduce the superconducting flux qubit in detail 
because we are now doing research on flux qubits in 
NTT Basic Research Laboratories. 
The superconducting flux qubit is a superconduct-
ing loop that incorporates sub-micrometer scale mul-
tiple (typically three) Josephson junctions on the 
sub-micrometer scale. Just like the macroscopic ana-
log of the quantization of angular momentum in an 
atomic system, the fluxoid associated with each hole 
in the multiply connected superconductor should be 
quantized to be an integer multiple of the flux quan-
tum (0 .=. 2 × 10−15 Wb). Taking advantage of this 
property, we can tune the magnetic field strength so 
that the amount of magnetic flux that penetrates the 
qubit loop is nearly 0.50. Then, a clockwise or 
counterclockwise supercurrent flows on the surface 
of the loop, making the fluxoid be 0 or 0, respec-
tively. In general, a linear combination of these states 
will be the energy eigenstate of the system, so we can 
use these states as a quantum two-level system 
(qubit).
3.   Cavity QED
In order to study the entangled state of atom and 
light at the single photon level, we first prepare a 
small cavity resonator to reduce spontaneous emis-
sion by decreasing the number of electromagnetic 
modes to effectively only one that interacts with the 
atom inside the cavity. By using an extremely high-Q 
cavity and keeping it at a very low temperature, we 
can reduce the number of photons inside the cavity to 
as small as 1 or 0.
Let us consider the two-level approximated atom 
interacting with a single electromagnetic mode in the 
cavity shown in Fig. 2. We assume that the electro-
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ate a pair of particular energy levels of the LC-circuit 
as a qubit. Therefore, we need Josephson junctions to 
introduce anharmonicity into the circuit. It is well 
known that the energy of the Josephson junction can 
be written as E = − EJ cos, where  is the phase dif-
ference of the superconducting order parameter 
across the Josephson junction. Introducing the anhar-
monicity of the c s potential ch ng  the ener y
level spacing to unequally spaced, as shown in Fig. 
1(b). Here, we can manipulate the lowest two levels 
(qubit) by the resonant microwave pulses. The super-
conducting qubits can be classified into three charac-
teristic groups, i.e., the phase qubit (EJ>>EC), the flux 
qubit (EJ>EC), and the charge qubit (EJ<EC), where 
EJ is the Josephson energy of the junction and Ec is 
the charging energy of the junction [5]. Below, I 
introduce the superconducting flux qubit in detail 
because we are now doing research on flux qubits in 
NTT Basic Research Laboratori s. 
The superconducting flux qubit is a superconduct-
ing loop that incorporates sub-micrometer scale mul-
tiple (typically three) Josephson junctions on the 
sub-micrometer scale. Just like the macroscopic ana-
log of the quantization of angular momentum in an 
atomic system, the fluxoid associated with each hole 
in the multiply connected superconductor should be 
quantized to be an integer multiple of the flux quan-
tum (0 .=. 2 × 10−15 Wb). Taking advantage of this 
property, we can tune the magnetic field strength so 
that the amount of magnetic flux that penetrates the 
qubit loop is nearly 0.50. Then, a clockwise or 
counterclockwise supercurrent flows on the surface 
of the loop, making the fluxoid be 0 or 0, respec-
tively. In general, a linear combination of these states 
will be the energy eigenstate of the system, so we can 
use these states as a quantum two-level system 
(qubit).
3.   Cavity QED
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small cavity resonator to reduce spontaneous emis-
sion by decreasing the number of electromagnetic 
modes to effectively only one that interacts with the 
atom inside the cavity. By using an extremely high-Q 
cavity and keeping it at a very low temperature, we 
can reduce the number of photons inside the cavity to 
as small as 1 or 0.
Let us consider the two-level approximated atom 
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Figure 2.1: a) Schematic representation of a cavity QED system. A fi ld mode
interacts with an atom in a high-Q cavity. Due to the Purcell effect, they can
strongly interact at ra e g. b) First energy levels of th free and coupl d
system, when the photon and the atom are on resonance.
this model can be written as:
H = h¯ω0
(
a†a +
1
2
)
+
h¯ωq
2
σz + h¯g(a† + a)σx, (2.1)
where is the first two terms account for the Hamiltonian of the bare systems,
and the third term is the interaction Hamiltonian in the dipole approxima-
tion1. The coupling constant
g = h¯−1d · Erms sin(kx) (2.2)
represents the atom-field coupling at the position x of the atom, and in most
cases we can be taken g ω0,ωq, so we can apply the Rotating Wave Approx-
imation (RWA)2. In doing so, we end up in the celebrated Jaynes-Cummings
model [JC63], whose Hamiltonian reads
H = h¯ω0
(
a†a +
1
2
)
+
h¯ωq
2
σz + h¯g(a†σ− + aσ+). (2.3)
The Hamiltonian (2.3) is analytically solvable; its diagonalizati yields the
1The dipole approximation assumes the size of the atom to be much smaller than the
avelength of the cavity mode, so the interaction Hamiltonian can be written as: Hint = −dˆ · Eˆ,
where dˆ = degσx is the dipole moment of the atom, and
Eˆ(x, t) = Erms(a + a†) sin kx,
the quantized electric field in the cavity, being Erms =
√
h¯ω0
e0V the zero-point electric field.
2The RWA consists in neglecting the fast oscillating terms of (2.1), like a†σ+.
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following eigenenergies
Eg,0 =
h¯∆
2
, (2.4)
E±,n = (n + 1)h¯ω0 ± h¯2
√
4g2(n + 1) + ∆2, (2.5)
associated to the eigenstates |g, 0〉, and
|+, n〉 = cos(θn)|g, n + 1〉+ sin(θn)|e, n〉, (2.6)
|−, n〉 = − sin(θn)|g, n + 1〉+ cos(θn)|e, n〉. (2.7)
In the previous equations, ∆ = ωq − ωr is the atom-cavity detuning, and θn
the mixing angle given by the expression
θn =
1
2
arctan
(
2g
√
n
∆
)
. (2.8)
If we consider the case where a single photon and the atom are on resonance
(∆ = 0), then the eigenstates of (2.3) are 3
|±, 0〉 = 1√
2
(|g, 1〉 ± |e, 0〉), (2.9)
with energy splitting ∆E±,0 = 2g, also known as vacuum Rabi splitting. In
Fig.2.1b we sketch the energy spectrum for the bare and dressed states, which
can be interpreted as follows: if we prepare the initial state in |e, 0〉 (atom ex-
cited and cavity with zero photons), the atom will coherently emit the photon
into the cavity (|g, 1〉) and absorb it back to the initial state (|e, 0〉), with a fre-
quency g/pi. These oscillations are called vacuum Rabi oscillations, and last
until the system dissipates the energy (in a time scale given by the atom and
cavity losses, γ+ κ).
In the so-called strong coupling regime where g  κ,γ, the vacuum Rabi
splitting and many Rabi oscillations can be observed4. However, in order to
achieve this regime, we need of large dipole moments d for the atoms and
small cavity volumes for the confined photons, which is challenging in the
usual cavity QED setups [RBH01]. By contrast, we have seen that this can be
done with Josephson-based artificial atoms, and superconducting resonators,
so we can consider the realization of cavity QED with superconducting cir-
cuits.
3This maximally entangled states |±, n〉 are excitations known as polaritons.
4Observing the strong coupling regime is a major breakthrough for various reasons: on
the fundamental side, it unveils the quantum nature of light-matter interaction, and from a
practical viewpoint, it would allow for the realization of quantum information processing.
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2.2 Circuit QED: solid-state cavity QED
While the implementation of cavity QED systems was initially conceived with
optical cavities and real atoms, its realization is not restricted to this setup.
Whenever we can trap photons in a resonant cavity and make them inter-
act with localized two-level systems, we will be implementing a cavity QED
setup. This is the case of cavity QED with superconducting circuits, or circuit
QED.
Circuit QED [BHW+04, Zag11] is the on-chip realization of cavity QED,
where superconducting qubits interact with microwave photons trapped in
superconducting resonators. It was the first solid-state system in achieving
the strong coupling regime, and nowadays is a well established platform for
studying microwave quantum optics, as it presents a number of advantages
with respect to its optical counterpart, namely:
• In optical cavity QED, the system parameters such as the the frequency
ωq of the atoms or the coupling strength g, are characterized by “God-
given” constants. On the other hand, in circuit QED these parameters
can be design at will: in Josephson-based atoms the qubit frequencies
can be tailored by changing the Josephson energy (using for instance
dc-SQUID’s), and the coupling constant depends on external capacitors,
inductors, and the geometry design.
• In cavity QED, the interaction is limited by the time that the atom passes
in the cavity (transit time), since the atoms are flying through the res-
onator5. Conversely, in circuit QED the transit time can be considered
infinite, since the “atoms” are built in a fixed position in the supercon-
ducting resonator. This makes the coupling constant throughout the
interaction time. Moreover, since we can choose the position of the
qubit in the resonator, we can maximize or minimize the coupling to a
particular field mode. Additionally, it is possible to put many qubits
in the same resonator, and study their effective interaction through the
photonic mode, and entanglement between qubits.
• The one dimensional nature of circuit QED inherently implies stronger
interactions, since the coupling g varies with the inverse of volume of
the photonic mode. Thus, when bounded to a 1D cavity rather than
a 3D one, it is possible to reach smaller effective volumes, and there-
fore larger couplings. If we combine this idea with a proper resonator
5Additionally, since the atom moves across the cavity, the coupling with the field might not
be constant throughout the transit time ttransit.
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geometry, it becomes possible to boost the light-matter interaction the
ultrastrong regime, which is unachievable in any other quantum optical
system.
2.2.1 Strong coupling in circuit QED
In this section we describe some outstanding circuit QED implementations
that have led to the strong and ultrastrong coupling regime of interaction.
Due to the different regimes of superconducting qubits (like the charge and
flux regime), we can couple them to the microwave photons in two different
ways. For charge-based qubits, like the charge and the transmon qubits, we
will couple them to the photon mode via capacitive coupling. This means, by
an electric dipole interaction of the qubit with the electric field. On the other
hand, for a flux qubit, we will couple it to the field via inductive coupling. That
is, by a magnetic dipole interaction of the qubit with the magnetic field.
2.2.2 Charge qubit in a transmission line resonator:
capacitive coupling
Let us consider the system depicted in Fig.2.2, where a charge qubit is fab-
ricated inside a full-wave length transmission line resonator. In particular,
it is placed between the center conductor and a ground plane, in a position
where the electric field of the resonator is maximum. Since the charge qubit
behaves as a large electric dipole d, we expect a strong dipole interaction with
the electric field.
The typical size of the qubit is much smaller than the relevant wavelengths
of the transmission line6, so we can describe the circuit QED system with
the equivalent model depicted at the bottom of Fig.2.2: a split Cooper-pair
box capacitively coupled7 to a transmission line resonator, via the coupling
capacitor Cg[BHW+04, WSB+04]. We derive the full Hamiltonian from the
equivalent circuit in the usual way, yielding
H = h¯ωr
(
a†a +
1
2
)
+ 4EC(1− 2nˆg)σz − Eeff2 σx, (2.10)
where ωr is the frequency of the transmission line resonator, and Eeff =
6The size of the charge qubit is ∆x = 10−6m, or 104 times smaller than the relevant mi-
crowaves.
7The center conductor and the charge qubit define an effective capacitance Cg = e0 A/z,
where A is the area of the transmon, and z the distance between the conductor and the qubit.
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Figure 2.2: Circuit QED implementation with a transmon qubit, capacitively
coupled to a transmission line resonator. We place the transmon close to the
center conductor, in an antinode of the electric field. The equivalent circuit of
this layout is displayed below.
2EJ cos(piΦext) the effective Josephson energy. The above expression resem-
bles pretty much to the bare Hamiltonians of the transmission line resonator
(1.22) and the charge qubit (1.47). There is however a subtle difference: the
dimensionless gate charge, defined as nˆg = CgVˆg/2e, now possesses two
contributions due to the voltage in the transmission line
Vˆg = Vdcg +Vrms(a + a
†), (2.11)
i.e, a classical dc-bias Vdcg that adds up to the qubit Hamiltonian, and a zero-
point voltage Vrms due to the quantum field in the resonator. Inserting this
expression in (2.10), we finally end up with the Hamiltonian of the interacting
system
H = h¯ωr
(
a†a +
1
2
)
+ EC(1− 2ndcg )σz −
EJ
2
σx + h¯g(a + a†)σz, (2.12)
or in the qubit eigenbasis:
H = h¯ωr
(
a†a +
1
2
)
+
h¯ωq
2
σz + h¯g(a + a†)(sin θσx − cos θσz), (2.13)
where ωq and θ are the qubit frequency and the mixing angle, and whose
expressions were derived in the charge qubit section. Finally, the coupling
constant g is given by the expression
h¯g = e
Cg
CΣ
Vrms. (2.14)
2.2. Circuit QED: solid-state cavity QED 37
Applying the RWA, we can neglect the fast oscillating terms8 in (2.13), ob-
taining the Hamiltonian that describes the qubit-resonator interaction
H = h¯ωr
(
a†a +
1
2
)
+
h¯ωq
2
σz + h¯g sin θ(a†σ− + aσ+). (2.15)
When the qubit is at the degeneracy point, sin θ = 1 and the coupling g with
the field is maximum9. In particular, using realistic experimental values,Vrms '
1µV, and the ratio Cg/CΣ ∼ 0.1, so the coupling (2.14) g ∼ 100MHz, value
that is much greater than the typical cavity and qubit decay rates κ,γ ∼
5MHz. It is sometimes useful to give the coupling constant relative to the
qubit or photon frequencies, g/ωr ∼ 2 − 5 · 10−3. However, the coupling
cannot be much larger than that, since it is upper-bounded by the ratio
Cg/CΣ ≤ 1 [DGS07]. In order to reach greater couplings that can go beyond
the strong coupling regime, we should look for other proposals.
2.2.3 Flux qubit in a transmission line resonator:
inductive coupling
Another circuit QED implementation that achieves the strong coupling regime
is the one shown in Fig. 2.3. A superconducting flux qubit inductively cou-
pled to a transmission line resonator [LWH+07], via magnetic dipole interac-
tion Hint = −µˆ · Bˆ. The large magnetic moment µ of the qubit and the large
zero-point magnetic field of the resonator provides the strong coupling Brms
provides the necessary ingredients for the strong coupling regime.
From the equivalent circuit of Fig.(2.3) we readily derive the Hamiltonian
of the circuit QED system
H = h¯ωr(a†a + 1/2) +
1
2
(eˆσz + ∆σx), (2.16)
where eˆ = 2Ip(Φˆext −Φ/2). The above expression resembles again the bare
Hamiltonians of the resonator and the flux qubit. The difference lies now in
the total magnetic flux threading the loop, which is given by Φˆext = Φdcext + δΦˆ,
i.e a dc-external control bias Φdcext, and a small modulation δΦˆ due to quantum
fluctuations of the resonator field
δΦˆ = M · Iˆr = M
√
h¯ωr
2Lr
(a + a†), (2.17)
8As in the cavity QED case, we neglect the counterrotating terms of the Hamiltonian,
a†σ+ei(ωr+ωq) + H.c. Additionally, we can neglect the fast oscillating terms a†σzeiωr + H.c
9On the other hand, notice that when the qubit is off resonance sin θ → 0, and then the
coupling term disappears. That means that we can protect the qubit from decoherence by far
detuning the qubit from the cavity [PTP46].
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Figure 2.3: Circuit QED realization with a flux qubit inductively coupled to a
transmission line resonator, and its equivalent circuit.
where M is the mutual inductance coefficient between the flux qubit and the
resonator. Using this expression we can rewrite the Hamiltonian (2.16) as
H = h¯ωr
(
a†a +
1
2
)
+
1
2
(eσz + ∆σx) + h¯g(a + a†)σz, (2.18)
with coupling constant
h¯g = MIp Irms. (2.19)
Provided that g  ωq,ωr, we can invoke the RWA, and the above Hamilto-
nian can be written in the qubit eigenbasis as
H = h¯ωr
(
a†a +
1
2
)
+
h¯ωq
2
σz + h¯g sin θ(a†σ− + aσ+), (2.20)
with the mixing angle given by θ = arctan(∆/e). Working at the degener-
acy point, qubit and resonator are on resonance and the coupling between
is maximum. A rough estimation of the coupling using realistic experimen-
tal values10, yields a coupling constant g ' 10 − 100MHz, of equivalently
g/ωr ∼ 1− 5 · 10−3, in any case much greater than the qubit and resonator
decay rates κ, γ ∼ 1MHz. The coupled system is then able to undergo many
vacuum Rabi oscillations before the system decays.
The coupling g can be enhanced by increasing the qubit area A, since
the mutual inductance M depends on it. However, as we discussed for the
rf-SQUID, this fact limits the coherence time of the qubit and thus the time
operation for developing quantum gates.
10The zero-point current in a transmission line resonator is Irms ∼ 40nA, the critical current
of a flux qubit Ip = 400nA, and the mutual inductance can be estimated by for a square loop
as M = Aµ0/piδ, where A is the qubit area, and δ the distance between ground plate and
center conductor.
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Figure 1: (Color online) Schematics of a 3-junction flux qubit
directly connected to the center conductor of an inhomoge-
neous superconducting transmission-line resonator.
Lagrangian density reads
Ltl = C
0(x)ψ˙2(x, t)
2
− 1
2L0(x)
(
∂ψ(x, t)
∂x
)2
, (2.1)
with ψ(x, t) =
∫ t
−∞ dt
′V (x, t′), C0(x) the position-
dependent capacitance per unit length and L0(x) =
L0geo(x) + L
0
kinetic(x) the position-dependent inductance
per unit length including both geometrical and kinetic
contributions.
The corresponding Euler-Lagrange equation of motion
d
dx
[
1
L0(x)
∂ψ(x, t)
∂x
]
= C0(x)ψ¨(x, t) (2.2)
is solved by first decomposing ψ(x, t) over (unitless) nor-
mal modes un(x),
ψ(x, t) =
∑
n
ψn(t)un(x). (2.3)
Here ψn is the flux amplitude of eigenmode n, of fre-
quency ωn and eigenfunction un(x) and is given by
ψn(t) =
1
N
∫ +!
−!
C0(x)ψ(x, t)un(x)dx, (2.4)
where N is a normalization constant. Assuming a large
quality factor Q, the current at the two ends of the res-
onator vanish; the eigenmodes must satisfy the boundary
conditions ∂xun(x = ±2) = 0. Spectral decomposition of
the flux ψ(x, t) in Eq. (2.2) leads to a Sturm-Liouville
differential equation of the form
d
dx
[
1
L0(x)
∂un(x)
∂x
]
= −ω2nC0(x)un(x), (2.5)
whose solutions {un(x),ωn} form an orthogonal basis.
The eigenfunctions un(x) respect a weighted orthogonal-
ity relation∫ +!
−!
C0(x)un(x)um(x)dx = Crδnm, (2.6)
where the normalization constant is chosen to be the total
capacitance of the transmission-line, Cr =
∫ !
−! C
0(x)dx.
By using the spectral decomposition (2.3) in the La-
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Figure 2: (Color online) First mode (normalized to 1) for
aluminum transmission-line resonators with the different con-
striction parameters listed in Table I. As the central line is
reduced in cross section, the slope of the flux field increases
inside the constriction. The inset shows the geometry of the
constriction in the center conductor of the resonator.
grangian density (2.1) and using the orthogonality re-
lations (2.6) along with the Sturm-Liouville differential
equation (2.5), the total Lagrangian simplifies to a sum
over eigenmodes:
L =
∑
n
Cr
2
ψ˙2n −
Cr
2
ω2nψ
2
n. (2.7)
Defining the charge θn = Crψ˙n as the conjugate momen-
tum to the flux ψn, the corresponding Hamiltonian is
H =
∑
n
θ2n
2Cr
+
Cr
2
ω2nψ
2
n. (2.8)
By quantifying and introducing the operators
ψˆn =
√
!
2ωnCr
(a†n + an),
θˆn =i
√
!ωnCr
2
(a†n − an),
(2.9)
with [an, a
†
m] = δnm, we arrive at the standard form
Htl =
∑
n
!ωn
(
a†nan + 1/2
)
, (2.10)
completing the mapping of the inhomogeneous resonator
to a sum of harmonic oscillators. Unlike the homoge-
neous case, the mode frequencies can be inharmonically
distributed such that the equality ωn = nω0 is not sat-
isfied in general. Like most Sturm-Liouville problems,
the eigenmodes un(x) and eigenfrequencies ωn are found
numerically by exact diagonalization [9]. As discussed
in Appendix A, details of the transmission-line geometry
are important in determining these quantities.
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Figure 2.4: a) Schematic view of the ultrastrong coupling setup. A flux qubit
is galvanic lly connect d to the center con ctor of an inhomogeneous trans-
missio line resonator, and coupled to the field via kinetic inductance. b)
Spatial dependence of the photon mode eigenfunction for different degrees
of constrictions.
2.3 Ultrastrong coupling regime
In the previous section we have demonstrated that capacitive a d inductively
coupled circuit QED setups can reach the strong-coupling regim, by taking
advantage of the large dipole moments of the charge and flux qubits, and the
high vacuum fluctuations in the transmission line resonator. By contrast, both
systems are bounded to that regime due to the nature of the coupling Cg and
M. In this section we introduce a new setup that can bring the light-matter
interaction to the ultrastrong regime [CBC05, GAH+09, BGA+09], where g '
ωq,ωr, and the ubiquitous RWA, and the celebrated Jaynes-Cummings model
no longer apply.
The setup we co sider is depicted in Fig. 2.4a. A superconducting flux
qubit is directly connected to the central line of a transmission line resonator
[BGA+09, AAAN+08]. By changing the width of the center conductor in the
coupling region, it becomes possible to locally increase the inductance of the
resonator11, and hence the coupling with the qubit. We compute the Hamil-
tonian of this circuit QED setup using the standard approach12, obtaining
11The total inductance of the central line L = Lg + Lk has an additional contribution, the
so-called kinetic inductance term, that can be dominant in the constriction.
12For the sake of simplicity, we only write the dominant contributions to the Hamiltonian,
given by the Josephson energies. This is well justified, since in the flux regime EJ  EC.
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H = h¯ωr
(
a†a +
1
2
)
−
3
∑
n=1
EJn cos ϕn, (2.21)
where EJn and ϕn are the energy and the phase drop across the n-th junction.
From now on, we will assume the standard flux qubit configuration for the
Josephson junctions13. The fluxoid quantization on the closed loop imposes
the following condition,
ϕ1 + ϕ2 − ϕ3 + ∆ψˆ = 2piΦextΦ0 , (2.22)
where we have taken into account the phase slip ∆ψˆ in the shared branch due
to the photon eigenmode in the resonator14. Using this expression one can
get rid of one of the Junctions variables, so the total Hamiltonian reads
H = h¯ωr
(
a†a +
1
2
)
(2.23)
− EJ
[
cos ϕ1 + cos ϕ1 + α cos
(
ϕ1 + ϕ2 + ∆ψˆ− 2piΦextΦ0
)]
.
For most practical cases |∆ψˆ|  1, so we can expand the above Hamiltonian
up to first order in ∆ψˆ, yielding
H = Hr + Hqb + Hint, (2.24)
being Hr and Hqb the usual resonator and flux qubit Hamiltonians, and the
interaction term Hint is given by
Hint = αEJ∆ψˆ sin
(
ϕ1 + ϕ2 − 2piΦextΦ0
)
, (2.25)
where the field operator ∆ψˆ = |∆ψ|(a + a†), and the qubit operator can be
projected onto the qubit eigenbasis {|g〉, |e〉}:
∑
k,k′=e,g
|k〉〈k| sin
(
ϕ1 + ϕ2 − 2piΦextΦ0
)
|k′〉〈k′|. (2.26)
At the sweet spot Φext = Φ0/2, this operator is antisymmetric, and only cou-
ples states with different parity. This finally yields the following interaction
Hamiltonian
Hint = h¯g(a + a†)σx, (2.27)
with a coupling constant g given by
h¯g = αEJ |∆ψ|〈g| sin (ϕ1 + ϕ2) |e〉. (2.28)
13For a typical flux qubit EJ1 = EJ2 = EJ , and EJ3 = αEJ , where EJ ∼ 250GHz, and the
relative size of the junctions α ∼ 0.8.
14Specifically, the photon generates a flux ∆Φ across the common branch, that is propor-
tional to the phase slip ∆ψ according to the Josephson relation ˙∆Φ = (h¯/2e)∆˙ψ.
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Estimation of the coupling strength
From the above expression we notice that the coupling g mainly depends on
the value of the Josephson energy EJ , and the phase slip |∆ψ| of the resonator.
In particular, for a flux qubit sharing a branch of length ∆x with the resonator,
the phase slip can be written as:
|∆ψ| = |ψ(x0 + ∆x)− ψ(x0)| = |∂xψ(x)|x0∆x, (2.29)
where ∂xψ is the slope of the photon mode eigenfunction at the qubit position
x0 = 0 in the resonator15. In Fig. 2.4b we show the profiles of ψ(x) for differ-
ent constrictions in the central line. We have considered three cases: a homo-
geneous resonator (solid line), an inhomogeneous resonator (dotted line), and
finally an inhomogeneous resonator interrupted by a Josephson junction16
(dashed line). We observe that as long as we make the central line narrower,
the slope of the photon mode increases and hence the phase slip. In particu-
lar, for the three proposed geometries we have numerically obtained the fol-
lowing phase slips: |∆ψ| = 2 · (10−4, 10−3, 10−2)µm−1. Using typical junction
parameters for the flux qubit17, and substituting everything in (2.28), we ob-
tain the corresponding coupling constants: g = (50 MHz, 500 MHz, 5 GHz).
While the galvanic coupling to a homogeneous resonator doesn’t improve the
previous circuit QED setups, the direct coupling to resonators with constric-
tions in the line can boost the coupling to the ultrastrong regime. Moreover,
ratios g/ωr ∼ 12% has been already measured [NDH+10, FLM+10], open-
ing the door to novel and interesting phenomena, such as the observation of
the superradiant phase in cavity QED [NC10a], the degeneracy of the vacuum
state [NC10b] and qubit protection [NC11], or the generation of photons from
the vacuum [RLSH12, SRDS+13, RSH13].
This Thesis is extensively focused on this fascinating regime. In particular,
in publications P1, P2 , P3 and P4 we will be interested in the development
of an ultrastrong switchable interaction, either between light-and matter, or
between photons themselves. This would allow for a countless number of
applications, ranging from applications in quantum optics [RVDS+10], quan-
tum computing [RBW+12], or relativistic quantum information [SDRGRL11,
SGRSL10, SPdRMM12].
15A major advantage of this setup is that the coupling constant g scales with the length of the
shared branch ∆x, and not with the qubit area A as in the case of mutual inductance coupling.
This allows for larger couplings without increasing the qubit sensitivity to flux noise.
16Adding a large Josephson junction to the central line can enhance even more the induc-
tance of the wire:.In the considered case, the total inductance is given by L = LJ + Lk + Lg,
where the Josephson inductance in the line LJ  Lk, Lg is the dominant contribution.
17αEJ = 200GHz, ∆x = 5µm, and matrix element 〈g| sin 2ϕ+|e〉 ∼ 0.78.
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2.4 Circuit QED in 1D open space
2.4.1 Propagating microwave photons
Aside from the remarkable achievements in intracavity light-matter coupling,
circuit QED has started to focus on the strong interaction between propagat-
ing microwave photons and superconducting qubits, giving rise to a new area
of research: propagating quantum microwave technologies [AAZ+10, HWJ+11,
HPL+12, SF05b, SF05a]. This promising field aims to generate, control, and
detect propagating microwave photons for the development of scalable quan-
tum information processing and communications with quantum microwaves,
in the same spirit of all-optical QIP. Along these lines we put our attention in
the second part of this Thesis. In particular, we demonstrate a high degree of
control of propagating photons in publications P5, P6 and P7. Additionally,
in publication P8 we exploit this large control over the photons to propose a
single-shot single-photon detector in the microwave regime.
In this section we present the mathematical tools needed for the study of
light-matter interaction in 1D open space [Pur01], which we will eventually
use for the control and manipulation of individual photons: this is the so-
called scattering theory. We will introduce the so-called “input-output” theory
[GZ91]. This formalism allows us to express the outgoing scattered fields
as a function of the incoming fields and some interaction with a localized
quantum system, which can be a harmonic oscillator, atoms in cavities, etc. In
this Thesis, the localized systems will be the transmon and the phase qubits.
We will see that their dynamics cannot be fully determined by analytical
means, so we we will derive a master equation, which is an approximate
equation for the qubit dynamics. With this toolkit, we will be able to describe
the interaction of propagating quantum microwaves with the artificial atoms.
2.4.2 Scattering theory: Input-Output formalism
Let us consider a two-level system interacting with an electromagnetic field
environment in an open transmission line. The total Hamiltonian H = Hsys +
Hres + Hint can be written as
H = h¯
ωq
2
σz +
∫ ∞
−∞
h¯ωa†ωaωdω+
∫ ∞
−∞
h¯g(ω)σx(aω + a†ω)dω, (2.30)
where the field operators aω obey the bosonic canonical commutation rela-
tions [aω, a†ω′ ] = δ(ω − ω′) and [aω, aω′ ] = 0. We are interested in obtaining
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the equations of motion of the system. To this end, it is convenient to work
in the the Heisenberg picture, where the time evolution of any operator Oˆ is
given by
dOˆ
dt
=
i
h¯
[H, Oˆ]. (2.31)
We will be working in the weak and strong coupling regimes of interaction
in an open line18, so we can simplify the Hamiltonian (2.30) by performing a
rotating wave approximation:
H = h¯
ωq
2
σz +
∫ ∞
−∞
h¯ωa†ωaωdω+
∫ ∞
−∞
h¯g(ω)(σ+aω + σ−a†ω)dω. (2.32)
Let us focus on the Heisenberg equations for the field operators. Using the
bosonic commutation relations for the field, we can compute the equations of
motion for aω
daω
dt
= −iωaω − ig(ω)σ−, (2.33)
and the corresponding Hermitian conjugate equations for a†ω.
1. Input field
The field equation (2.33) can be formally integrated as follows
aω(t) = e−iω(t−t0)aω(t0)− ig(ω)
∫ t
t0
e−iω(t−τ)σ−(τ)dτ, (2.34)
where t0 < t is an initial time, and is taken to be the remote past. For reasons
that will be clear later, it is convenient to integrate the above expression over
the frequency range. In doing so, we obtain that
1√
2pi
∫ ∞
−∞
aω(t)dω = bin(t)− i√
2pi
∫ ∞
−∞
∫ t
t0
g(ω)e−iω(t−τ)σ−(τ)dτdω, (2.35)
where we have defined the “input” field bin(t) as
bin(t) =
1√
2pi
∫ ∞
−∞
e−iω(t−t0)aω(t0)dω. (2.36)
Since we are in the weak or strong coupling regimes, we can perform the first
Markov approximation, which assumes that the coupling with environment
18 This is well justified, since the spin-boson Hamiltonian (2.30) in the ultrastrong regime is
practically intractable, and hardly unachievable in an open quantum system.
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is approximately constant, g(ω) =
√
γ/2pi. In doing this and after some
algebra19, one can rewrite eq. (2.35) as
1√
2pi
∫ ∞
−∞
aω(t)dω = bin(t)−
√
γ
2
σ−(t). (2.37)
2. Output field
The solution to the field equation (2.33) can be also specified in terms of a
final condition t1 > t, which can be assumed to be in the remote future:
aω(t) = e−iω(t−t1)aω(t1) + ig(ω)
∫ t1
t
e−iω(t−τ)σ−(τ)dτ, (2.38)
where the plus sign in the second term arises from the presence of the time
t in the lower limit of integration. Proceeding in the same way as before, we
integrate over frequencies, obtaining
1√
2pi
∫ ∞
−∞
aω(t)dω = bout(t) +
√
γ
2
σ−(t), (2.39)
where the solution is now given in terms of the “output” field
bout(t) =
1
2pi
∫ ∞
−∞
e−iω(t−t1)aω(t1)dω. (2.40)
We finally combine eqs. (2.37) and (2.39) to arrive at the input-output relation
bout(t) = bin(t)−√γ σ−(t). (2.41)
This important equation tells us that we can completely determine the
state of any output field after the interaction with the atom, by knowing the
input state and the dynamics of the atom operator σ−(t). To find this dynam-
ics, we have to solve the equations of motion for the qubit operators σ±, σz,
given by its Heisenberg equations. Using the commutation relations for the
19 For the ease of understanding, the second term in (2.35) can be written as
−
√
γ
2pi
∫ ∞
−∞
σ−(τ)
∫ t
t0
e−iω(t−τ)dτdω = −γ
∫ t
t0
σ−(τ)δ(t− τ)dτ = −γ
2
σ−(t),
where the factor 1/2 is because the peak of the delta function is at the end of the interval of
integration. This result corresponds with a delta-correlated noise or memory-less interaction.
2.4. Circuit QED in 1D open space 45
Pauli operators [σz, σ±] = ±2σ±, [σ+, σ−] = σz, and the derived expression
for the input field bin(t), these equations read
σ˙− = −(iωq + γ2 )σ
− +
√
γ σzbin(t), (2.42)
σ˙+ = (iωq − γ2 )σ
+ +
√
γ σzb†in(t), (2.43)
σ˙z = −γ(1+ σz)− 2√γ (σ+bin(t) + b†in(t)σ−). (2.44)
These set of equations are formally equivalent to quantum Langevin equa-
tions20, where the input field bin(t) is the quantum noise term. These equa-
tions are not exactly solvable though, so in principle it could seem that one
cannot fully determine the state of the outgoing fields bout(t). However, for
our purposes it is not necessary to know the detailed correlation between
the noise bin(t) and the system. We rather can average the system over all
possible states bin, using the statistics given by bin(t). To this end, we derive
a master equation ρsys(t) for the system, and obtain the expectation value
〈σ−(t)〉, which we will finally introduce in (2.41) to get the outgoing fields.
2.4.3 Master equation
A master equation [BP07, Car91] is an approximate equation for the time
evolution of the density operator of a quantum system coupled to a noisy
reservoir. It is an extremely powerful tool in describing the dynamics of open
quantum systems, since it accounts for the irreversible processes of dissipa-
tion and decoherence in the system (usually called relaxation and dephasing).
In this section we present a detailed derivation of the master equation, with
special emphasis on the case of a two-level artificial atom coupled to an open
transmission line, which has been of central importance in publications P5-
P8.
Consider a quantum system described by Hsys coupled to a large reservoir
described by Hres. The total Hamiltonian can be decomposed into free and
interaction terms
H = Hsys + Hres + Hint = H0 + Hint. (2.45)
20A quantum Langevin equation for a system operator Y,
Y˙ =
i
h¯
[Hsys, Y] +
i
2h¯
[γX˙− 2√γc b˙in, [X, Y+]]
is a stochastic differential equation that accounts for the exact dynamics of a quantum system
interacting with a quantum noisy environment bin(t).
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Let χtot be the total density operator of the system plus reservoir. The equa-
tion of motion in the Schrödinger picture is given by the von Neumann equa-
tion 21
χ˙tot = − ih¯ [H,χtot]. (2.46)
It is convenient to write this equation in the interaction picture, defined by
the transformation
ρtot = UχtotU†, U = eiH0t/h¯. (2.47)
In taking the time derivative of ρtot, we obtain
ρ˙tot = − ih¯ [Hint(t), ρtot], (2.48)
where Hint(t) = UHintU†. The equation above can be formally integrated,
yielding the following integro-differential equation
ρtot(t) = ρtot(0)− ih¯
∫ t
0
dτ[Hint(τ), ρtot(τ)]. (2.49)
We now insert this expression into the right-hand side of (2.48) and get22
ρ˙tot(t) = − ih¯ [Hint(t), ρtot(0)]−
1
h¯2
∫ t
0
dτ[Hint(t), [Hint(τ), ρtot(τ)]. (2.50)
We will be interested in the system dynamics, so we can trace over the reser-
voir degrees of freedom. In doing so, we obtain the reduced density matrix
of the system ρsys(t) = Trres{ρtot(t)} which follows the equation
ρ˙sys(t) = − ih¯Trres[Hint(t), ρtot(0)]
− 1
h¯2
∫ t
0
dτTrres[Hint(t), [Hint(τ), ρtot(τ)]]. (2.51)
The above expression is an exact equation for the reduced density matrix of
the system. Our aim is to transform this integro-differential equation into a
first-order differential equation, for which we assume the following approxi-
mations:
• First, we consider that the system and reservoir at time t = 0 are uncor-
related, so that ρtot(0) = ρsys(0)⊗ ρres(0).
21The von Neumann equation can be straightforwardly obtained, by taking the derivative
of ρ = |Ψ〉〈Ψ| and applying the Schrödinger equation ih¯∂t|Ψ〉 = H|Ψ〉.
22Since the system-reservoir coupling is typically small, we can drop terms higher than
second order in the iterative solution of ρtot.
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• Second, we can assume without loss of generality that
Trres[Hint(t), ρtot(0)] = 0. (2.52)
If this condition is not satisfied, we can always redefine Hsys and Hres,
while keeping H constant, in such a way that (2.52) is fulfilled.
• Born approximation: We assume that the coupling is so weak and the
reservoir so large, that the reservoir density operator is not affected due
to the interaction with the system. Then, ρtot(τ) ' ρsys(τ)⊗ ρres(0) and
(2.51) can be written as
ρ˙sys(t) = − 1
h¯2
∫ t
0
dτTrres[Hint(t), [Hint(τ), ρsys(τ)⊗ ρres(0)]]. (2.53)
• Markov approximation: The memory of the reservoir is short-lived, and
therefore the system does not depend on its past history. We can then
drop the τ-dependence on the system density operator by replacing
ρsys(τ) by ρsys(t) in (2.54). In doing this, we can finally write down the
celebrated master equation in the Born-Markov approximation:
ρ˙sys(t) = − 1
h¯2
∫ t
0
dτTrres[Hint(t), [Hint(τ), ρsys(t)⊗ ρres(0)]]. (2.54)
To understand this better, let us consider a particular interaction Hamiltonian
of the form (in the interaction picture):
Hint(t) = h¯∑
i
σi(t)bi(t), (2.55)
where σi(t), bi(t) are the system and reservoir operators respectively. The
master equation in the Born approximation is now
ρ˙sys(t) = −∑
i,j
∫ t
0
dτTrres[σi(t)bi(t), [σj(τ)bj(τ), ρsys(τ)⊗ ρres(0)]]. (2.56)
Expanding the commutators, and using the cyclic property of the trace Tr[AB] =
Tr[BA], we end up with:
ρ˙sys(t) = − ∑
i,j
∫ t
0
dτ
{
[σi(t)σj(τ)ρsys(τ)− σj(τ)ρsys(τ)σi(t)]
〈
bi(t)bj(τ)
〉
+ [ρsys(τ)σj(τ)σi(t)− σi(t)ρsys(τ)σj(τ)]
〈
bj(τ)bi(t)
〉}
, (2.57)
where the two-time correlation functions are given by〈
bi(t)bj(τ)
〉
= Trres[bi(t)bj(τ)ρres(0)],〈
bj(τ)bi(t)
〉
= Trres[bj(τ)bi(t)ρres(0)]. (2.58)
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The large size of the reservoir and the weak interaction with the system,
makes that any change in the reservoir caused by the system will die down
very fast, so that reservoir correlations can be considered delta-correlated〈
bi(t)bj(τ)
〉
∝ δ(t− τ), (2.59)
and thus ρsys(τ) = ρsys(t), leading to the master equation (2.56).
1. Decay of a two-level atom
Let us solve the master equation for the specific case we have considered
in this Thesis: an artificial two-level system coupled to a electromagnetic
reservoir. The Hamiltonian of this system is given by (2.32). In particular, the
interaction Hamiltonian in the interaction picture
Hint(t) = h¯
∫ ∞
−∞
g(ω)
(
σ+aωei(ωq−ω)t + σ−a†ωe−i(ωq−ω)t
)
dω (2.60)
can be written in the form of (2.55)
Hint(t) = h¯
(
σ+(t)b(t) + σ−(t)b†(t)
)
, (2.61)
where
σ+(t) = σ+eiωqt, b(t) =
∫ ∞
−∞
g(ω)aωe−iωtdω. (2.62)
Assuming that the reservoir is initially in a thermal state23 at temperature T,
we find the following correlation functions:
〈b(t)b(τ)〉 = 〈b†(t)b†(τ)〉 = 0, (2.63)
〈b†(t)b(τ)〉=
∫
dω|g(ω)|2nωeiω(t−τ), (2.64)
〈b(t)b†(τ)〉=
∫
dω|g(ω)|2(nω + 1)eiω(t−τ). (2.65)
Substituting these expressions in (2.57) and performing the time integrals of
the reservoir correlation functions24, we finally obtain the quantum optical
23The statistics of a thermal state ρth yields the following expectation values:〈
aωa′ω
〉
= 〈a†ωa†‘ ω′〉 = 0, 〈a†ωaω′ 〉 = nω · δ(ω−ω′), where nω = (eh¯ω/KT − 1)−1.
24We use the relation
∫ ∞
∞ dω f (ω)
∫ ∞
0 dτe
−iωτ =
∫ [
piδ(ω)− iPV
(
1
ω
)]
f (ω)dω, where PV
stands for the Cauchy principal value. This term accounts for the radiative corrections that
are known as the Lamb shift of the atom.
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master equation:
ρ˙sys(t) =
Γ↓
2
(2σ−ρsysσ+ − σ+σ−ρsys − ρsysσ+σ−) (2.66)
− Γ↑
2
(2σ+ρsysσ− − σ−σ+ρsys − ρsysσ−σ+). (2.67)
where Γ↑↓ are the relaxation and excitation rates
Γ↓ = 2pig(ωq)2|nωq + 1|2, Γ↑ = 2pig(ωq)2|nωq |2. (2.68)
The coupling g(ω) straightforwardly follows from the tools presented in the
previous chapter:
g(ω) =
2e
h¯
Cc
CΣ
√
h¯Z0ω
4pi
〈1|nˆ|0〉. (2.69)
Projecting the master equation on the qubit eigenbasis, we arrive at the fol-
lowing equation for the time evolution of the qubit populations:
ρ˙00 = −Γρ00, ρ˙11 = −ρ˙00, (2.70)
where Γ = Γ↑ + Γ↓ is the total decay rate, and T1 = 1/Γ is the relaxation
time of the qubit. In quantum optics, it is common that the two-level atom
couples to a reservoir at T = 0, Γ↑ = 0, so the decay rate that accounts for the
relaxation of the atom becomes Γ = Γ↓ = 2pig(ωq)2ωq.
2. Pure dephasing
Relaxation of the qubit is not the only decoherence mechanism. Another
important channel of decoherence in the system is due to pure dephasing. This
happens when weak fluctuations in the system parameters such as the gate
voltage, induce small oscillations in the qubit energies – this is for instance
the so-called charge noise in charge-based qubits.
Formally, a qubit Hamiltonian subject to a perturbation δng in the gate
voltage can be written as
Hsys =
h¯
2
(
ωq(ng)σz +
∂ωq(ng)
∂ng
δngσz
)
. (2.71)
It can be shown that the last contribution in (2.71) adds up to the interaction
Hamiltonian due to the coupling with a heat bath, as
Hint(t) = h¯σz(t)
(
b(t) + b†(t)
)
. (2.72)
50 2. Circuit Quantum Electrodynamics
Proceeding as before, we can derive a master equation that accounts for the
pure dephasing
ρ˙sys = Γφ(σzρsysσz − ρsys), (2.73)
where the pure dephasing decay rate is
Γφ =
e2
8E2C
Cc
CΣ
KT
h¯
∣∣∣∣∣∂ωq(ng)∂ng
∣∣∣∣∣
2
. (2.74)
Including the dephasing due to relaxation processes, the off-diagonal ele-
ments of the density matrix evolve as
ρ˙01 = −γ01 ρ01 = (Γφ + Γ↓2 )ρ01, (2.75)
where the total dephasing time is defined as
1
T2
=
1
2T1
+
1
Tφ
. (2.76)
With this results, we have fully determined the master equation, and one can
compute any qubit operator expectation value. In particular, we were inter-
ested in computing 〈σ−〉, which straightforwardly follows from the solution
of
d
dt
〈σ−〉 = Tr(ρ˙sysσ−) = Tr(σ−Lρsys), (2.77)
provided that we know the expression of the Lindblad operator.
3Results
3.1 Switchable ultrastrong coupling in circuit QED
As we have shown in chapter 2, the large dipole moments of artificial atoms
combined with the strong vacuum fields attainable in superconducting res-
onators have made possible the achievement of the strong and ultrastrong
coupling regimes in circuit QED. In this latter regime, the coupling “g” is
comparable to the qubit and photon frequencies (g ' ω0,Ω), and the renowned
Jaynes-Cummings model does not properly describe the dynamics of the sys-
tem, opening the door to a wide variety of studies around the rather un-
explored physics beyond the rotating wave approximation. However, this
regime lacks an important ingredient, namely, the ability to tune or switch
the coupling strength. Only in the case of a qubit confined in a resonator, the
coupling might be adjusted by detuning the qubit from the cavity, but at the
price of moving the qubit away from its symmetry point, with the subsequent
reduction of qubit lifetime. For a qubit placed in an open transmission line
this argument is not even valid, since the qubit is coupled to a continuum of
field modes, regardless it is detuned or not.
3.1.1 Summary and discussion of results
In the first work of this Thesis we show how different circuit QED designs
can fully control the interaction between light and matter in the ultrastrong
coupling regime, either in an open or a closed transmission line. By adding
superconducting ring couplers to the standard circuit QED architecture (like
the one shown in Fig.3.1a), we manage to effectively rotate the interaction ba-
sis, or completely suppress all the couplings. A thorough description of these
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Figure 3.1: a) Schematic layout for the ultrastrong coupling in circuit QED
b) By adding a second superconducting loop (a rf-SQUID), the coupling can
be modulated. c) A three-loop design allows for a selective tunability of the
coupling, such as the enhancement of non-linear photon-photon interactions.
proposals, together with diverse applications in Quantum Information Pro-
cessing and Relativistic Quantum Information, are the topics of publication
P1, whose main results can be summarized as follows:
• We have proposed a tunable coupling design, consisting of two super-
conducting loops galvanically coupled to a transmission line (see Fig-
ure 3.1b). The top loop stands for the 3JJ-flux qubit, while the loop
in between (an rf-SQUID) acts as a coupling element. It introduces
a control parameter, the external magnetic flux Φ2 passing through
the SQUID, whose effect is to induce a quantum interference between
the flux qubit and the photons passing through the transmission line1.
By controlling this additional magnetic flux, we can rotate the light-
matter interaction basis,2 going from transversal interactions of the form
Hint = gxσx(a + a†) to longitudinal Hamiltonians Hint = gzσz(a + a†).
This rotation can be performed in times that are within the subnanosec-
ond scale –much faster than the qubit and photon dynamics, while pre-
serving the ultrastrong nature of the interaction.
• By means of an additional loop (Figure 3.1c), we propose a more ver-
1Such a quantum interference arises from the fluxoid quantization on the loops, which
merges qubit and field operators with classical control parameters.
2It is worth pointing out that this can be done while keeping the qubit at its symmetry
point, where the noise contributions appear at second order.
3.1. Switchable ultrastrong coupling in circuit QED 53
satile design that allows us to switch on and off different orders of the
interaction Hamiltonian. Thus, it becomes possible to enhance the rel-
evance of non-linear contributions of the form Hint = g
(2)
x σx(a + a†)2,
by switching off only the light-matter interaction at first order. This
second-order process becomes an appreciable process, for it can reach
significant couplings g(2)x ∼ 25− 250 GHz , provided that we remain in
the ultrastrong regime of interaction.
• Finally, we present a device that could disconnect all the couplings present
in the system at a time, both linear, non-linear and possible spurious
couplings that might arise from capacitive channels. This can be done
by replacing the fourth Josephson junction in Fig3.1b by a dc-SQUID.
Controlling the magnetic flux over this quantum interference device,
we can dynamically tune the Josephson energy of the Junction and ul-
timately the coupling.
We envision numerous applications for all these proposals. The immediate
one would concern the field of Quantum Information Processing, with the
creation of ultrafast quantum gates [RBW+12] between two arbitrary pair of
qubits in a row coupled to a transmission line. This is possible by decoupling
all qubits from the line, except those who have to implement two-qubit gate.
The second application would be the qubit protection from decoherence. By
switching off all the couplings we can isolate the qubit from the environment
[GHB11]. Moreover, this can be used for measuring the qubit once its ultra-
fast dynamics is frozen. Another application is the generation of propagating
single-photons (two-photons) on demand. This is accomplished by the fol-
lowing protocol: we prepare the qubit in its ground state. We drive the qubit
the qubit to the excited state, and immediately connect an ultrastrong linear
(nonlinear) interaction to the line, as described above. Finally, the qubit will
decay by emitting a propagating single-photon (two-photons). Last but not
least, a tunable coupling with propagating photons can be of paramount im-
portance in the field of relativistic quantum information. With these designs,
it becomes possible to measure the light-cone of photons, as well as the prop-
agation of quantum correlations between qubits in a common transmission
line.
In summary, we have proposed several devices that allows for a precise
control of the ultrastrong light-matter interaction, both in resonators and open
lines. We have proposed a plethora of applications that would be of interest
in the fields of microwave quantum optics and quantum information science.
A more fundamental and striking application in relativistic quantum infor-
mation is presented in publication P2.
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3.1.2 Publication 1: Switchable ultrastrong coupling in circuit QED.
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We propose different designs of switchable coupling between a superconducting flux qubit and a
microwave transmission line. They are based on two or more loops of Josephson junctions which are
directly connected to a closed (cavity) or open transmission line. In both cases the circuit induces a
coupling that can be modulated in strength, reaching the so-called ultrastrong coupling regime in which
the coupling is comparable to the qubit and photon frequencies. Furthermore, we suggest a wide set of
applications for the introduced architectures.
DOI: 10.1103/PhysRevLett.105.023601 PACS numbers: 42.50.p, 03.67.Lx, 85.25.j
Superconducting quantum circuits [1] possess ingre-
dients for quantum information processing and for devel-
oping on-chip microwave quantum optics [2]. After the
first manipulations of few-level superconducting systems
(qubits) [3–5], the real boost came with the achievement of
the strong coupling regime between qubits and confined
microwave photons [6–8]. The initial qubit-cavity cou-
plings of 10–100 MHz exceeded by orders of magnitude
the rate at which photons leak out of the resonator, but the
use of the transmon qubit [9] improved those numbers by a
factor of 2–3 reaching a strength that is comparable only to
the state of the art in microwave quantum optics [10,11].
More recently, proof-of-principle theoretical and experi-
mental studies have paved the way to the ultrastrong cou-
pling regime [12–14], where the coupling approaches the
qubit transition frequency and the Jaynes-Cummings
model of cavity QED [10,14] breaks down [15,16], and a
door opens to the rather unexplored physics beyond the
rotating-wave approximation [17,18].
The strong coupling regime in circuit QED has made
possible an incredible variety of experiments, such as
dispersive readouts of qubits [19], resolving the photon
numbers in cavity [20], multiphoton excitations of the
Jaynes-Cummings model [21], preparing nonclassical
states of a resonator [22], full quantum tomography of
the microwave radiation field [23], or the Tavis-
Cummings model [24], etc. However, all those experi-
ments have something in common: The microwave field
is confined inside a resonator. In other words, the trans-
mission line spectrum is discrete and the coupling between
qubits and photons could be switched on and off by tuning
the qubit [25] or cavity frequency [26]. While the switch-
ability of the coupling has been proposed for open lines
[27,28], this has not been achieved in the ultrastrong
coupling regimes.
In this work, we will introduce a novel circuit QED
design where the qubit is ultrastrongly coupled to a trans-
mission line, open or not, with a coupling that can be tuned
in strength and kind by applying an external flux bias. Our
proposal uses the type of designs shown in Fig. 1, where
the qubit is built in direct contact with the transmission
line. It has been shown theoretically [14], and demon-
strated experimentally [13], that the system admits an
effective description based on a two-level system—the
current in the loop—ultrastrongly coupled to the photons
in the line. We will boost these ideas and show that, by
means of induced quantum interference, one is capable of
cancelling the ultrastrong coupling, effectively rotating the
qubit basis, or activating higher-order nonlinearities. This
fully controllable coupling tunability opens the path for
new experimental results and nontrivial applications. A
very important one is switching on and off the interaction
in order to control the qubit evolution with subnanosecond
resolution, allowing one to resolve the emission and propa-
gation of single photons, measuring their light cone, and
studying the propagation of entanglement between qubits
coupled to the same transmission line [29]. Straightforward
FIG. 1 (color online). Schemes for ultrastrong coupling be-
tween a qubit and a transmission line. (a) Basic setup of a qubit
coupled directly to the line. c is the phase difference between
the nodes in which the qubit and line intersect. (b) With a second
loop, the coupling can be modulated. (c) A slightly improved
setup in which the qubit is better decoupled from the flux f2.
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extensions of this work will also allow the implementation
of ultrafast quantum switches between cavities and remote
qubits or the design of qutrits with tunable couplings.
The basic design of the switchable coupling can be
understood by using a few rules that focus on the inductive
terms of the Hamiltonian. More precisely, we will concen-
trate on the dominant contributions to the energy, which
are given by the Josephson junctions as VðnÞ ¼
EJn cosðnÞ. Here, EJn denotes the Josephson energy
of the nth junction, andn is the phase difference between
both sides of the junction. These phases are by the
Josephson relation proportional to the flux across the de-
vice,  ¼ ’=’0 with the reduced flux quantum ’0 ¼
@=2e. The next rule is that around close loops the total
flux is quantized in a multiple of h=2e. This quantization
imposes relations between the flux jumps on different
junctions, reducing the complexity of the problem,P
nn ¼ fþ 2n, but it also introduces a control parame-
ter which is the externally applied magnetic flux inside the
loop, f’0. Finally, we will include an additional flux
difference c along the segment that is shared with the
transmission line [see Fig. 1(a)] and which is the source of
the coupling.
With these rules, one can analyze the setup from
Fig. 1(a) and impose the usual flux qubit configuration,
with two equal junctions EJ1 ¼ EJ3 ¼ EJ, and a smaller
one EJ2 ¼ EJð< 1Þ, and the quantization 1 þ2 þ
3 c ¼ fþ 2n. The result is an effective
Hamiltonian that, for f ¼ , reads
HJ ¼ EJ cosð1Þ  EJ cosð2Þ  EJ cosð3Þ
¼ EJ½ cosðþÞ  2 cosð=2Þ cosðþ=2Þ
þ EJc sinðþÞ þOðc 2Þ: (1)
Note how this model combines a flux qubit term [4], where
the most important variable is the linear combination
þ ¼ 3 þ1, with a coupling between the qubit degrees
of freedom and the transmission line. When we introduce
the capacitive terms, the qubit can be diagonalized and the
model becomes
H  12z þ EJcx: (2)
It is noteworthy to mention that the qubit-line coupling can
remain in the ultrastrong regime [14], because it is propor-
tional to the Josephson energy EJ. However, the coupling
always has the form xc , and there are no parameters to
tune the interaction.
A more versatile design, shown in Fig. 1(b), separates
the three qubit junctions and the transmission line by a
loop. The new Josephson junction adds a contribution to
the energy, which is of the form EJ4 cosð4Þ ¼
4EJ cosðf2 2 c Þ, while keeping the flux qubit
quantization independent of the transmission line flux,
c . The result is now
H ¼ EJ½ cosðf1 þÞ  2 cosð=2Þ cosðþ=2Þ
þ 4EJ cosðf1 þ f2  c þþÞ; (3)
with two independently adjustable parameters f1 and f1 þ
f2. A numerical evaluation of the Hamiltonian in the qubit
basis reveals that for f2 ¼  the effective coupling
H  1
2
z þ 4EJc
X
r¼x;y;z
c1rð;4; f1Þr (4)
is linear in the field and has a tunable orientation
c1rð;4; f1Þ.
Moreover, since the coupling term is strictly indepen-
dent of the qubit Hamiltonian, it now becomes possible to
switch on and off the interaction. The simplest way is to
replace the fourth junction EJ4 with a SQUID, so that a
control flux over this loop will allow us to dynamically
tune the coupling strength 4. By using this technique, the
mutual influence between the qubit and the transmission
line can be completely suppressed in times of about 0.1 ns,
which is much faster than the qubit-resonator dynamics
[30]. Remark that in the ultrastrong coupling regime the
rotating-wave approximation cannot be made, and the
physics of Rabi oscillations does not apply.
A different setup which we consider in this work is
shown in Fig. 1(c). We now included two equal junctions
EJ5 ¼ EJ4 ¼ 4EJ, and we add a new loop above the qubit
with a control flux f3. Working at f3 ¼  f2  f1 we
cancel a contribution cosðf1 þ f2 þþÞ that appears in
Eq. (3) when we move away from f2 ¼ . The effective
Hamiltonian now reads
H ¼ 1
2
z þ 4EJ
X
n¼1;2...
c n
X
r¼x;y;z
cnr ð;4; f1; f2Þr:
(5)
With the two free parameters ff1; f2g we can (i) switch on
and off the interaction, (ii) change the orientation, and
(iii) increase the relevance of higher-order couplings.
We have analyzed these setups numerically, confirming
that the coupling is ultrastrong and can be arbitrarily tuned.
In order to do so, we first completed the theoretical model
to include the capacitive terms which appear in the junc-
tions and the line itself. We then diagonalized the
Hamiltonian of what we identify as the qubit degrees of
freedom and verified that they can still be treated under a
two-level approximation. Finally, we expanded the inter-
action between the qubit and the transmission line in
powers of the flux c and computed the matrix elements
of the interaction in the qubit basis.
The main results are shown in Figs. 2 and 3, correspond-
ing to setups in Fig. 1(b) and 1(c). In the first figurewe have
explored the simplest switchable setup for various configu-
rations of the qubit  and of the externally applied flux f1.
It is important to remark that we have a very good qubit for
values of  well above the 0.8 which is normally consid-
ered. Furthermore, when f1 ¼  for both < 1 and
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> 1, the ground states are superpositions of left- and
right-moving currents, and the interaction is proportional
to x, transversely to the qubit basis. When we apply a
small flux difference increasing or decreasing f1, we un-
balance the populations of the two current states, the
ground state acquires an effective magnetic dipole, and
the interaction rotates from z to x;y.
The second set of plots is shown in Fig. 3 and corre-
sponds to the three-loops setup [Fig. 1(c)]. We have chosen
 ¼ 2 because it allows for a finer control in the rotation of
the interaction x to z, but it is not essential. The tuna-
bility of the qubit manifests as follows: When f1 is in-
creased, the strength of c1;2x decreases, causing an increase
of c1;2z , much like in Fig. 2. But in addition to this, we now
have complete freedom to change the value of f2. Changes
in this second flux result in a simultaneous deactivation of
all couplings cx;y;z, which become zero as seen in the dark
horizontal stripes for f2 ¼ ð2nþ 1Þ=2 in Fig. 3(a) and in
the zeros of cx in Fig. 3(b). The switching capability,
measured as mincx=cz, is rather strong, 6 104 in this
example, and improves by increasing .
We may now address the absolute strength of the qubit-
line coupling. For clarity, we will restrict to the case in
which the line forms a single-mode resonator, which ad-
mits a trivial generalization to the continuum by summing
over modes. The phase slip then becomes approximately
[14]
c ¼ @xuðxÞx
’0
ffiffiffiffiffiffiffiffi
@
!C
s
ðaþ ayÞ
¼ 2@xðxÞx
0
ðaþ ayÞ:
Here uðxÞ is the photon mode eigenfunction in the cavity,
x is the separation between the two qubit-line intersec-
tions, ! is the cavity mode frequency, and C the resonator
total capacitance. The dependence is thus similar to pre-
vious works meaning that we can achieve comparable
ultrastrong couplings. Assuming a flux gradient j@xj ¼
65 1060=m and a qubit size x ¼ 5 m, we reach
a coupling g ¼ 2 103EJ, which for a typical junction
with EJ ¼ 250 GHz implies a very strong 500 MHz cou-
pling. The previous numbers are, however, pessimistic. An
aluminum thin film penetration depth L ¼ 150 nm allows
a larger flux gradient, of 1:7 1030=m or 25 times
the previous coupling strength, that is up to 10 GHz. Either
with these values, or by enhancing the phase slip with the
use of an auxiliary junction [14], the fact is one can take the
coupling strength deep in the ultrastrong regime with an
interesting consequence, namely, the possibility of induc-
ing nonlinearities in the transmission line [Fig. 3]. In the
crudest approximation, the second-order coupling strength
is proportional to 4EJð2x@xc =0Þ2. For a phase slip
FIG. 3 (color online). (a) Following Eq. (5), normalized trans-
verse coupling c1x as a function of external fluxes f1 and f2 for
the setup in Fig. 1(c), using  ¼ 2:0 and 4 ¼ 0:1. (b) Cut at
f1 ¼ 0:5 shows first-order (solid line) and second-order cou-
plings (dashed line) of longitudinal (cz, blue line) and transverse
(cx, red line).
FIG. 2 (color online). For the Fig. 1(b) setup, coupling
strengths as a function of the external flux f1 and the qubit
junction size  ¼ EJ2=EJ1, for f2 ¼ . We plot (a) the normal-
ized first-order coupling along the Z direction, c1zzc , and
(b) across the XY plane.
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of 0.01–0.03, that means a coupling EJ  ð104–103Þ, or
25 to 250 MHz, according to the values mentioned before.
Throughout this work we neglected the coupling be-
tween the qubit and photons induced by the capacitive
energy of the junctions, that is, terms of the form
Hcap ¼ 41þ 2þ 44 2@!
@xc
0
xiða ayÞqþ; (6)
where qþ ¼ ði@=@þÞ is the conjugate operator to the
flux qubit variableþ. This term, and a similar one for EJ5
[Fig. 1(c)], gives a negligible coupling strength103@!.
We envision several applications of the switchable cou-
pling introduced before. The first one would be to perform
quantum gates between arbitrary qubit pairs of a row
coupled to a transmission line. By decoupling all qubits
except those chosen to perform a two-qubit gate, it should
be possible to perform operations as the swap of quantum
information between the qubit and the line modes or
between both qubits. This scheme has an important advan-
tage, namely, that the qubit switching happens for precise
flux values, depending only on geometric properties and
not on the precise eigenenergies or fabricated junction
properties. A second application would be decoupling a
qubit from the transmission line and coupling it to slower
measurement devices, especially after having performed
an ultrastrong coupling evolution [31]. Furthermore, since
the coupling may be switched on and off in about 0.1 ns,
this enhanced resolution can also be used for the measure-
ment of quantum microwaves. More precisely, given that
one qubit may act as a perfect mirror for individual pho-
tons, a combination of one or more may be used as streak
camera for stroboscopic measurements of wave packets. A
fourth application is the deterministic generation of prop-
agating single- and two-photon pulses. This would work by
decoupling the qubit, exciting it, and then activating an
ultrastrong coupling dynamics. The qubit would decay in a
few nanoseconds, emitting either a single photon (linear
coupling) or two of them (nonlinear one) in a wave packet
whose shape can be tailored with a second qubit.
In conclusion, we believe that the future access to the
physics of switchable ultrastrong coupling will pave the
way to novel and otherwise inaccessible physics, including
key applications to quantum microwave technologies.
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3.1.3 Application to Relativistic Quantum Information
One of the most striking properties of quantum field theory is that the vac-
uum of a quantum field is an entangled state. This fascinating result, while
demonstrated time ago, didn’t capture a great deal of attention since it hardly
found practical applications. Astonishingly, in 2005 B. Reznik and coworkers
[RRS05] showed that it is possible to exploit this property of the vacuum, and
transfer the entanglement contained on it to a pair of qubits. This made that
vacuum entanglement acquired a prominent interest, for it can be used as a
resource of entanglement for quantum information [RCR05, SGRSL10].
In their original proposal, a pair of space-like separated qubits in a separable
state, interact strongly with the vacuum of a quantum field for a finite time T.
After the interaction, the qubits can get entangled with each other, even if they
are causally disconnected. This result has been recently extended by J. Olson
and T. Ralph [OR11] to scenarios where the qubits are time-like separated, i.e,
the qubits extract quantum correlations from the vacuum, by interacting with
it at different times3. Unfortunately, the realization of these proposals relies
on quite unrealistic physical parameters4 [OR12], and therefore seems to be
unfeasible from the experimental viewpoint. In this regard, circuit QED pops
up as an actual alternative, since it is endowed with the unique properties
of large vacuum fluctuations, ultrastrong light-matter interaction and high
degree of control in the coupling constant.
3.1.4 Summary and discussion of results
In publication P2, we exploit all these features with a circuit QED proposal
that would allow for the extraction of past-future quantum correlations from
the vacuum to a pair of flux qubits. The extraction protocol that we pro-
pose is the following (which is shown in Fig.3.2a for the sake of clarity): two
superconducting flux qubits P (for the past) and F (for the future), initially
prepared in the separable state |eg〉PF and separated a fixed distance d, are
directly attached to an open transmission line, that supports the vacuum of
a quantum field |0〉f. By means of a tunable coupling device, like the one
schematically shown in Fig.3.2b, we connect an ultrastrong interaction be-
tween the qubit P and the field for a time Ton, while keeping the qubit F
disconnected from the line. After this time we switch off the coupling for
3We will refer to this kind of correlations as past-future quantum correlations.
4In order to amplify the weak vacuum correlations, the existing proposals rely on super-
oscillatory coupling constants and time-dependent qubit energy gaps which suffer from in-
frared and ultraviolet divergences.
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We propose a realistic circuit QED experiment to test the extraction of past-future vacuum entangle-
ment to a pair of superconducting qubits. The qubit P interacts with the quantum field along an open
transmission line for an interval Ton and then, after a time-lapse Toff , the qubit F starts interacting for a
time Ton in a symmetric fashion. After that, past-future quantum correlations will have transferred to the
qubits, even if the qubits do not coexist at the same time. We show that this experiment can be realized
with current technology and discuss its utility as a possible implementation of a quantum memory.
DOI: 10.1103/PhysRevLett.109.033602 PACS numbers: 42.50.!p, 03.65.Ud, 03.67.Lx, 85.25.!j
Introduction.—The fact that the vacuumof a quantum
field presents quantum entanglement was discovered long
ago [1–3], but it was considered a mere formal result until
it was addressed from an applied perspective in [4]. Since
then, this intriguing property has attracted a great deal of
attention as a possible new resource for quantum-
information tasks [5–8].
As shown in [4], the entanglement contained in the
vacuum of a scalar field can be transferred to a pair of
two-level spacelike separated detectors interacting with
the field at the same time. Unfortunately, this theoretical
result seems to be very difficult to translate into an experi-
ment, even in the context of a trapped-ion simulation [5].
Recently, it has also been proven [9] that the vacuum of a
massless scalar field contains quantum correlations [10]
between the future and the past light cones. A theoretical
method of extraction by transfer to detectors interacting
with the field at different times has also been proposed
[11], but the particular time dependence of the energy
gaps seems extremely challenging from the experimental
viewpoint. Another ideal proposal was provided in [12]
with a setting that seems even more difficult to tackle
experimentally.
On the other hand, circuit QED [13] provides a frame-
work in which the interaction of two-level systems with a
quantum field can be naturally considered. The combina-
tion of superconducting qubits with transmission lines
implement an artificial 1D matter-radiation interaction,
with the advantage of a large experimental accessibility
and tunability of the physical parameters. Using these
features, fundamental problems in quantum field theory
hitherto considered as ideal are now accessible to experi-
ment [14]. In particular, the possibility of achieving an
ultrastrong coupling regime [15–17] has already been ex-
ploited to propose a feasible experimental test of the
extraction of vacuum entanglement to a pair of spacelike
separated qubits [7].
In this work, we will take advantage of the aforemen-
tioned features of circuit QED in the ultrastrong coupling
regime in order to propose a realistic experiment for the
extraction of past-future correlations [18] contained in the
vacuum of a quantum field. We will consider a setup
consisting of a pair of superconducting qubits P and F
with constant energy gaps in a common open transmission
line [Fig. 1(a)]. First, the interaction of P with the vacuum
of the field is on for a time interval Ton (we call this interval
‘‘the past’’). Then, P is disconnected from the field during
a time Toff . Finally, the interaction of F is switched on
during Ton (’’future’’) while keeping P disconnected. After
this procedure, we will show that the qubits can end up in a
strongly correlated quantum state, in spite of not having
interacted with the field at the same time. We will consider
three different spacetime configurations: that the qubits are
spacelike or timelike separated and, in the latter case, with
or without photon exchange allowed. Perhaps the most
surprising result is that, even if photon exchange is forbid-
den, the qubits can get entangled by a transference of
vacuum correlations, as we will show. However, this is
not the only interesting aspect of our scheme. If there is
FIG. 1 (color online). Experimental proposal for past-future
entanglement extraction. (a) Time evolution of our protocol: the
qubit P interacts with the vacuum field (!c ) for a time Ton.
After a certain time Toff with no interaction, a second qubit F
interacts with the field getting entangled with the qubit P.
(b) Switchable coupling design: a flux qubit (top ring) is coupled
to the field !c by ways of two loops. Varying the magnetic
fluxes "2 and "3, we deactivate the qubit-field coupling.
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Figure 3.2: a) Protocol for the extraction of past-future quantum correlations
from the vacuum. b) Flux qubit ultrastrongly coupled to a quantum field ∆ψ
with a switchable interaction mediated by the flux Φ3 through the SQUID.
a time Toff, time in which the system freely evolves. Lastly, we switch on
the interaction of the qubit F with the field for a time Ton, while keeping P
disconnected. After this protocol, the system ends up in a highly entangled
state. Since we are interested only in the entanglement between the qubits, we
trace over the field degrees of freedom and compute the concurrence5 for the
reduced density matrix of the qubits P and F. We have thoroughly studied
this entanglement measure as a function of the distance d, and the interaction
times Ton and Toff. These parameters basically tell us whether the qubits are
inside or outside their mutual light-cone. In what follows, we summarize the
main results we have obtained:
• When the separation between the qubits d is much smaller than the typ-
ical wavelength of the qubit energy gap λ, we observe that the qubits get
entangled outside their mutual light cone. This means, even when the
exchange of real photons is not allowed, qubits P and F exhibit strong
quantum correlations. This is possible as the qubits have extracted the
entanglement from the genuine vacuum correlations contained in the
field.
• As the distance between the qubits increases, past-future quantum cor-
relations die down. In particular, for distances d > λ, there is no en-
tanglement in causally disconnected regions, but rather inside the light-
cone of the qubits, and assisted by real photon exchange. However, we
observe a high degree of entanglement concentrated in the vicinity of
5We use the concurrence as entanglement measure, since it is more suitable in measuring
the degree of entanglement between non-pure two-qubit states. Nevertheless, other entangle-
ment measures as the negativity can be used, yielding the same results.
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the light-cone, even in the absence of projective measurements. This
non-trivial correlations can only be explained by the one dimensional
nature of circuit QED, which allows for a much more efficient interac-
tion.
• We discuss the possibility of using our setup for developing quantum
teleportation in time. Based on the extraction of past-future quantum cor-
relations, we can generate entangled states P− F in time, and therefore
a third qubit P′ could be teleported to the future following the next pro-
tocol: we let the joint system PP′ interact with the quantum field for the
time Ton. During the time of no interaction Toff, we Bell-measure the
state PP′ and write down the result. We finally connect a qubit F to the
field, and given that it is entangled with P we can retrieve the state P′,
by properly using the classical information stored before, and locally
acting on F6.
• The previous teleportation protocol can be seen as a rudimentary quan-
tum memory, where the state of a qubit P′ is codified in the vacuum for
a time Toff, and recovered in the future. Interestingly enough, this can
be done regardless of whatever happened P after the Bell measurement.
Summing up, based on switchable ultrastrong interactions, in this pub-
lication we propose an experimentally feasible circuit QED setup to test the
extraction of quantum correlations between different times contained in the
vacuum of a quantum field. We have shown in particular that sizable past-
future vacuum correlations can be transferred to a pair of qubits P and F,
which only interact with the field in the past or the future respectively, and
do not coexist at the same time. Moreover, we discuss the potential technologi-
cal applications of that entanglement extraction and the particular use of our
scheme to work as a novel kind of quantum memory.
6The fidelity of the teleportation protocol will depend on the amount of entanglement
shared by P and F. For the numbers show in this work, the corresponding fidelity is well above
the classical limit, and therefore can be used to distille some pure past-future entanglement.
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3.1.5 Publication 2: Extracting past-future vacuum correlations us-
ing circuit QED. C. Sabin, B. Peropadre, M. del Rey, E. Martín-
Martínez. Phys. Rev. Lett. 109 033602 (2012)
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We propose a realistic circuit QED experiment to test the extraction of past-future vacuum entangle-
ment to a pair of superconducting qubits. The qubit P interacts with the quantum field along an open
transmission line for an interval Ton and then, after a time-lapse Toff , the qubit F starts interacting for a
time Ton in a symmetric fashion. After that, past-future quantum correlations will have transferred to the
qubits, even if the qubits do not coexist at the same time. We show that this experiment can be realized
with current technology and discuss its utility as a possible implementation of a quantum memory.
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Introduction.—The fact that the vacuumof a quantum
field presents quantum entanglement was discovered long
ago [1–3], but it was considered a mere formal result until
it was addressed from an applied perspective in [4]. Since
then, this intriguing property has attracted a great deal of
attention as a possible new resource for quantum-
information tasks [5–8].
As shown in [4], the entanglement contained in the
vacuum of a scalar field can be transferred to a pair of
two-level spacelike separated detectors interacting with
the field at the same time. Unfortunately, this theoretical
result seems to be very difficult to translate into an experi-
ment, even in the context of a trapped-ion simulation [5].
Recently, it has also been proven [9] that the vacuum of a
massless scalar field contains quantum correlations [10]
between the future and the past light cones. A theoretical
method of extraction by transfer to detectors interacting
with the field at different times has also been proposed
[11], but the particular time dependence of the energy
gaps seems extremely challenging from the experimental
viewpoint. Another ideal proposal was provided in [12]
with a setting that seems even more difficult to tackle
experimentally.
On the other hand, circuit QED [13] provides a frame-
work in which the interaction of two-level systems with a
quantum field can be naturally considered. The combina-
tion of superconducting qubits with transmission lines
implement an artificial 1D matter-radiation interaction,
with the advantage of a large experimental accessibility
and tunability of the physical parameters. Using these
features, fundamental problems in quantum field theory
hitherto considered as ideal are now accessible to experi-
ment [14]. In particular, the possibility of achieving an
ultrastrong coupling regime [15–17] has already been ex-
ploited to propose a feasible experimental test of the
extraction of vacuum entanglement to a pair of spacelike
separated qubits [7].
In this work, we will take advantage of the aforemen-
tioned features of circuit QED in the ultrastrong coupling
regime in order to propose a realistic experiment for the
extraction of past-future correlations [18] contained in the
vacuum of a quantum field. We will consider a setup
consisting of a pair of superconducting qubits P and F
with constant energy gaps in a common open transmission
line [Fig. 1(a)]. First, the interaction of P with the vacuum
of the field is on for a time interval Ton (we call this interval
‘‘the past’’). Then, P is disconnected from the field during
a time Toff . Finally, the interaction of F is switched on
during Ton (’’future’’) while keeping P disconnected. After
this procedure, we will show that the qubits can end up in a
strongly correlated quantum state, in spite of not having
interacted with the field at the same time. We will consider
three different spacetime configurations: that the qubits are
spacelike or timelike separated and, in the latter case, with
or without photon exchange allowed. Perhaps the most
surprising result is that, even if photon exchange is forbid-
den, the qubits can get entangled by a transference of
vacuum correlations, as we will show. However, this is
not the only interesting aspect of our scheme. If there is
FIG. 1 (color online). Experimental proposal for past-future
entanglement extraction. (a) Time evolution of our protocol: the
qubit P interacts with the vacuum field (c ) for a time Ton.
After a certain time Toff with no interaction, a second qubit F
interacts with the field getting entangled with the qubit P.
(b) Switchable coupling design: a flux qubit (top ring) is coupled
to the field c by ways of two loops. Varying the magnetic
fluxes 2 and 3, we deactivate the qubit-field coupling.
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a certain probability of photon exchange, some classical
correlations between the qubits are obviously expected.
But it is also remarkable that, due to the peculiarities of
our circuit QED setup, these correlations are quantum and
attain a high degree without the need of a projective
measurement of the field. We stress that our proposal is
free of idealized requirements such as gaps with unfeasible
time dependences. Our switching scheme is fully within
reach of current circuit QED technologies, as shown below.
Our protocol also has an important applied counterpart.
As suggested in [11], the extraction of past-future quantum
correlations enables its use as a quantum channel for
quantum teleportation ‘‘in time.’’ We will show how this
opens the door to a novel kind of quantum memory in
which the information of the quantum state of some ancil-
lary qubit P0 is codified in the field during Toff and then
recovered in F using classical information stored in the
past—regardless or whatever happens to P after its inter-
action with the field.
Theoretical model.—We focus on a setup of circuit-QED
with two superconducting qubits P and F interacting via a
quantum field. The states jei and jgi are separated by a
constant energy @. The 1-D field, c ðxÞ, propagates
along an open microwave guide or transmission line that
connects them
c ðxÞ ¼ i
Z 1
1
dk
ffiffiffiffiffiffiffiffiffiffi
N!k
p
eikxak þ H:c: (1)
This field has a continuum of Fock operators ½ak; ayk0  ¼
ðk k0Þ and a linear spectrum !k ¼ vjkj, where v is
the propagation velocity of the field. The normalization
N and the speed of photons, v ¼ ðclÞ1=2. depend on the
microscopic details such as the capacitance and inductance
per unit length, c and l. We will assume qubits that
are much smaller than the relevant wavelengths,  ¼
2v=J, (J ¼ P, F) and the fixed distance r. Thus, the
Hamiltonian, H ¼ H0 þHI splits into a free part H0 ¼
1
2 @ðPzP þFzFÞ þ
R1
1 dk@!ka
y
k ak and a pointlike
qubit-field interaction:
HI ¼ 
X
J¼P;F
dJc ðxJÞxJ ¼ HIP þHIF: (2)
Here xJ are the fixed positions of the atoms, and dJ
x
J
comes from a dimensional reduction of the matter—
radiation interaction Hamiltonian with two-level atoms
and the electromagnetic field analogous—but not fully
equivalent—to the Unruh–de Witt model [19].
We choose the following initial state jðt2Þi ¼ jeg0i,
where only P has been excited, in order to analyze the
interplay between photon exchange and vacuum correla-
tion effects in the generation of entanglement. According
to our past-future scheme [Fig. 1(a)], the system evolves in
the interaction picture into the state
jðt2Þi ¼ T ei
R
t2
t2
dt0=@½ðt0t1ÞHðt
0Þ
IP þðt0t1ÞHðt
0Þ
IF jeg0i;
(3)
T being the time ordering operator.
We use the formalism of perturbation theory up to the
second order and beyond rotating-wave approximation [7]
and trace over the field degrees of freedom to obtain the
corresponding two-qubit reduced density matrix PF eval-
uated at t2. The degree of entanglement of this X-state can
be characterized with the concurrence, which is given by
CðPFÞ ¼ 2½jXj  ðPkjA1;kj2PkjB1;kj2Þ1=2, X standing for
the amplitude of photon—real and virtual—exchange andP
kjA1;kj2,
P
kjB1;kj2 for the probability of single-photon
emission by P and F, respectively. These terms can be
computed—following similar techniques as in [7]—as a
function of four dimensionless parameters, on, off , KP,
and KF. The first two, on ¼ vTon=r, off ¼ vToff=r allow
us to discriminate the different spacetime regions. The
remaining ones are dimensionless coupling strengths for
qubits P and F: KJ ¼ 4d2JN=ð@2vÞ ¼ 2ðgJ=JÞ2. We will
restrict to 2KJJt2  1 where our perturbative approach
remains valid.
Three different regions emerge from the parameters
above [see Fig. 2(a)]. If Toff < r=v, we discriminate be-
tween two possibilities. First, if 2Ton þ Toff < r=v
(region I), there cannot be real photon exchange, but
vacuum correlations—or virtual photon exchange—are
allowed at any time. If 2Ton þ Toff > r=v (region II), F
may start to absorb radiation emitted by P in the past
sometime in the future after an interval with no possible
absorption (if Ton þ Toff < r=v, region IIa) or start to
absorb radiation at t ¼ t1 and stop to receive radiation
sometime in the future while the interaction is still on
(Ton þ Toff > r=v, region IIb). Finally, if Toff > r=v
(region III) F cannot absorb radiation at all, as in
region I. The difference between these two regions is that
the qubits are spacelike separated in region I and timelike
separated in region III. Only in regions I and III are we
dealing with a pure effect of transference of the past-future
quantum correlations contained in the vacuum. In region II,
these correlations may be assisted by a certain probability
of photon exchange during a given time interval.
In Figs. 2(b) and 2(c), we show numerical results for the
behavior of the concurrence as a function of Ton and Toff ,
for coupling strengths gJ=J ’ 0:1, such as in cutting-
edge experiments of ultrastrong coupling in circuit QED
[16,17] and accessible values of the qubit’s gaps and
distance. We note that qubit-qubit entanglement is sizable
in region II. However, the existence or not of entanglement
in regions I and III depends much on the distance r, as
expected. Figures 2(b) and 2(c) show a certain amount of
entanglement in regions I and III, entailing a pure trans-
ference of vacuum correlations. Remarkably, Fig. 2(c)
displays an interesting symmetry between regions I and
III: for a given interaction time the entanglement that can
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be generated only by transference of vacuum correlations
is the same regardless of whether the qubits are spacelike
or timelike separated. This kind of entanglement vanishes
as the distance grows (see Fig. 3). In general, entanglement
is concentrated around JTon ’ JToff ’ 1 and on ’
off ’ 1. Thus, for qubit distances of the order of  as in
Fig. 3, entanglement shows up in the ns regime but drifts
towards shorter times as the distance diminishes, as can be
seen in Fig. 2(b).
From the experimental viewpoint, our protocol is equally
interesting—and probably more amenable—if the qubits
are in region II, although the origin of entanglement gen-
eration may seem, at first glance, less theoretically tantaliz-
ing. Notice however that even if photon exchange is
allowed, our scheme does not include a projective measure-
ment of the field state but a trace over all the field degrees of
freedom instead. Then the generation of entanglement im-
mediately after the light-cone crossing is not trivial. For
instance, in the standard 3-Dmatter-radiation Hamiltonian,
the atoms would only get classical correlations until
much longer times [20]. Indeed, the relationship of the light
cone with entanglement without measurements is a pecu-
liarity of circuit QED in the ultrastrong coupling regime,
together with the very high degree of entanglement that can
be achieved. Thus, even in region II, what we are introduc-
ing here is a novel way of entanglement generation, re-
markably different from the standard ones, including
quantum buses in superconducting cavities [21].
We note that in our scheme, concurrence is 0 for r ¼ 0.
This could seem at variance with the results in [11], where
extraction of vacuum correlations to a pair of timelike
separated qubits in the same space point is reported. But
notice that in [11], a tailor-made time-dependence for the
qubit gap (/ 1=t) is introduced, while in our scheme the
gap is constant and we just switch on and off the interac-
tion. As a matter of fact, the proposal in [11] exploits a
formal analogy [9]—only fulfilled for massless fields—
between the past and the future light cones and the left-
right Rindler wedges. However, one must be very careful
about the extent to which this analogy is valid: while it is
possible to think of the vacuum state as entangled in the
modes observed by causally disconnected observers in the
spacetime left-right wedges [22], it is not clear whether this
way of thinking can be transported to the past-future light
cones [23]. This was the reason for the singular—and
arguably difficult to implement experimentally—energy
gap in [11]. However, we have shown that if the qubits
are separated by a given distance r and the interaction can
be switched on and off fast enough to have finite interac-
tion times, past-future entanglement can be generated be-
tween qubits with constant energy gaps.
Circuit QED realization.—We will, thus, focus on the
following setting, aiming to test the results shown in Fig. 2.
As mentioned in the introduction, it consists of a circuit
QED design, where two superconducting qubits interact
with the vacuum field in such a way that the interaction is
on during a finite time [24] and not at the same time for
each qubit [see Fig. 1(a)]. After that, entanglement can be
FIG. 3 (color online). Same as in Fig. 2(b) except for r= ¼ 2
and g= ¼ 0:09. Entanglement is restricted to region II for long
distances.
FIG. 2 (color online). (a) Diagram of the different spacetime regions. (b) Concurrence vs. Ton and Toff for g ¼ gP ¼ gF,
 ¼ P ¼ F ¼ 2 1 GHz, g= ¼ 0:19, r= ¼ 0:125. Significant entanglement is generated at both sides of the lines that
discriminate between regions. (c) Concurrence vs. Ton with Toff fixed and vice versa along the blue lines shown in b. The peaks match
the position of the region edges. Entanglement is generated in region I and III for three different values of the coupling strength
g= ¼ 0:09 (blue, solid), 0.15 (red, dashed), and 0.19 (black, dotted) and Toff ¼ 0. Toff with Ton ¼ 0:02 ns. and r are the same as in
b. The generated entanglement displays a remarkable symmetry for regions I and III.
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quantified with quantum state tomography [25]. This quali-
tative scheme is based on switchable ultrastrong interac-
tions that can be engineered using the design depicted in
Fig. 1(b). A superconducting flux qubit—upper three-
junction loop—is galvanically coupled to a quantum field
c transmission line by means of two additional loops.
These extra loops are essential since they will allow us to
decouple the qubit from the field in an extremely fast way.
We assume the Josephson energy EJi of each junction to be
much greater than its charging energy ECi . Thus the three-
loop Hamiltonian can be reduced to a sum of the inductive
energies, HJ ¼ 
P
5
j¼1 EJj cos’j, where ’i is the super-
conducting phase of the i-th junction.
We can simplify the expression of HJ due to the flux
quantization around each closed loop, that imposes:P
j’j ¼ 2fi, (i ¼ 1, 2, 3), where the magnetic frustration
parameters fi ¼ i=0 depend on the external magnetic
fluxes i. Assuming the standard flux qubit configuration,
EJ1 ¼ EJ2 ¼ EJ3, together with EJ4 ¼ EJ5 ¼ 4EJ1, the
Hamiltonian is
HJ ¼EJ½cosð’1Þ þ cosð’2Þ þ cosð2f1 þ’1 þ’2Þ
effEJ cosð2feff c þ’1 þ’2Þ; (4)
where eff ¼ 24 cosðf3Þ and feff ¼ f1  f2 þ f3=2 is
an effective magnetic frustration. After a proper diagonal-
ization, the first line of (4) can be identified with the flux
qubit Hamiltonian, whereas the second line represents the
qubit-field interaction. The shape of this interaction de-
pends on f1 and f2, and the interaction strength given by
eff can be adjusted through f3. A numerical evaluation of
HJ for ðf1; f2; f3Þ ¼ ð0:5; 0:75; 1Þ yields the following ef-
fective Hamiltonian in the qubit basis: H ¼ Rdk!kayaþ
@

2 z þ 4EJxc , where c is given by (1), and we
have included the free Hamiltonian of the field. On the
other hand, if we vary the SQUID magnetic flux up to
f3 ¼ 0:5, the interaction is switched off, and the
Hamiltonian is H ¼ Rdk!kayaþ @2 z. Therefore,
with a fast change of f3 the model given by Eqs. (2) and
(3) can be realized in the laboratory. Current technology
with Al qubits [14] allows us to vary f3 in times of less than
0.1 ns and this value can be further improved while remain-
ing below the plasma frequency of the junctions.
Discussion.—The extraction of past-future entangle-
ment from the field to a pair of qubits could be used to
implement a device which teleports a quantum state in
time—as first suggested in [11]. In other words, we could
use the field in the transmission line for building up a novel
kind of quantum memory. To achieve this goal, an ob-
server—say, Paula—in possession of P and another qubit
P0 that she wants to teleport, carries out measurements on
her qubits once the interaction is off at t1. After t2, an
observer—say, Frank—would use the results of Paula’s
measurements stored as classical information and manipu-
late F in order to transfer the state of P0 to F. The fidelity
will be a function of the amount of quantum correlations
between P and F. Note that during Tof;f the information of
the state of P0 is codified in the field, regardless of what
happened to P after its interaction and measurement. The
information is recovered and embodied in F after its Ton
and the use of the stored classical bits.
The experimental realization of quantum teleportation
has already been achieved in cQED [26] and teleportation
with mixed states is considered in [27,28]. As shown in
Fig. 3, entanglement is strong enough to consider high-
fidelity teleportation for Toff of nanoseconds. This interval
might, in principle, be even similar to the coherence times
of the qubit and the scheme might be used as a quantum
memory, provided that the coherence of the field is long
enough. In our setting, that time-lapse grows with the qubit
spatial separation and the inverse of the qubit gap.
Conclusions.—We have proposed a circuit QED setup in
which past-future correlations can be transferred from a
quantum field to a pair of qubits P and F, which only
interact with the field in the past or the future, respectively.
We discuss the possible technological uses of that entan-
glement extraction and the potential of our scheme to work
as a quantum memory.
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68 3. Results
3.2 Tunable coupling in arrays of superconducting res-
onators
In the early works of this Thesis, we have introduced the field of circuit QED
as a suitable framework for studying light-matter interaction in the ultra-
strong coupling regime. Moreover, we have demonstrated the tunability of
the coupling parameter and proposed diverse potential applications to the
fields of Quantum Optics and QIP. In this work, we now focus on circuit
QED as a testbed for studying the many-body dynamics of low-dimensional
quantum systems, as it could be the quantum simulation of Bose-Hubbard
model [LH10], extending the ideas of tunable coupling to diverse scenarios.
3.2.1 Summary and discussion of results
In publication P3 we revisit the architecture of coupled superconducting cav-
ities, designing a tunable coupling beween nearest-neighbor resonators. We
will see that this can represent a breakthrough for this type of systems, be-
cause the dynamical tunability of the resonator coupling makes it possible
to engineer a huge variety of photon-photon interactions, or simply cancel
the unavoidable cross-talk between neighboring resonators. The main results
derived from publication P3 can be summarized as follows:
• We consider the case that usually takes place in a real experiment: two
superconducting resonators approach each other in a small region of
the space, and get coupled due to an inductive and capacitive crosstalk.
Using the tools presented in Chapter 1, we derive a microscopic model
for the two coupled resonators and their coupling gi,c. The coupling is
static and weak, and yields a permanent beam-splitter type interaction
Hint = (gc + gi)(a†b + ab†) between the resonators –which eventually
can be used for QIP purposes, as we show in publication P4.
• Based on simple quantum circuits such as rf- and dc- SQUID’s, we
propose two designs that allows for a tunable coupling between res-
onators (see Fig. 3.3a&b). In the first proposal, the coupling is controlled
through the effective Josephson energy of the SQUID, that can be mod-
ulated with an external magnetic field. In the second one, the tunability
relies on the flux quantization over the SQUID loop, that merges the
photon operators ∆ψ1, ∆ψ2 in a linear or non-linear way, depending on
the value of the external flux Φ. With both setups, we manage to com-
pletely suppress the geometric crosstalk of the previous configuration.
3.2. Tunable coupling in arrays of superconducting resonators 69
TUNABLE COUPLING ENGINEERING BETWEEN . . . PHYSICAL REVIEW B 87, 134504 (2013)
For the sake of simplicity, we will consider the capacitance
and inductance per unit length of each line, c0(x) and l0(x),
to be constant, and use piecewise-constant functions for the
mutual inductance and capacitance:
cm(x) =
{
cm, |x| < lc,
0 otherwise,
lm(x) =
{
lm, |x| < lc,
0 otherwise.
(4)
We derive a normal-mode expansion for the flux φj (x,t) =∑
n qj,n(t)un(x) in each resonator j = 1,2. In what follows we
restrict ourselves to the fundamental mode of each resonator
with frequency ω0 and total capacitance Cr =
∫ l
−l c0(x)dx.
This is always true if we remain in the strong-coupling limit,
where g " ω1 − ω0, or we work with zero-mode resonators,
like the ones used in Ref. 4. Within this subspace and mode
expansion, the interaction term gives rise to off-diagonal terms,
as expected from an interaction between two cavities, but also
diagonal terms that induce a renormalization (dressing) of the
oscillator frequencies. This dressed resonance frequency is
ω = ω0
√
1 + C
1 + 2C
(
1 + 1
ν
L2
1− L2
)
, (5)
expressed in terms of two overlap integrals
$1 =
∫ lc
−lc
[u0(x)]2 dx, $2 =
∫ lc
−lc
[∂xu0(x)]2dx, (6)
where C = cm$1/Cr , L = lm/ l0, and ν = ω20Crl0/$2 is a
geometric factor.
We finally proceed with the quantization of
this model, introducing the oscillator length a0 =√
h¯(1 + C)/Crω(1 + 2C). We express the phase-space
operators in terms of the Fock operators qj = a0(aj + a†j )/
√
2
and pj = ih¯(a†j − aj )/
√
2a0. This leads to
H = h¯ω
∑
j=1,2
a
†
j aj − h¯gc(a†1 − a1)(a†2 − a2)
− h¯gi(a†1 + a1)(a†2 + a2). (7)
The coupling constants gc and gi account for the static capac-
itive and inductive contributions to the coupling, respectively,
gc = ω02
√
C2
(1 + C)(1 + 2C)
(
1 + 1
ν
C2
1− C2
)
, (8)
gi = ω02
1
ν
L
1− L2
√
1 + C
1 + 2C
1
1 + 1
ν
L2
1−L2
. (9)
The usual limits in quantum optics correspond to the
weak-coupling and strong-coupling regimes. In both of them
gc,i/ω0 " 1, so that the frequency renormalization becomes
negligible (provided that C,L" 1). We can then invoke the
rotating-wave approximation (RWA) and transform (7) to the
beam-splitter model,
H $ h¯ω0
∑
j=1,2
a
†
j aj − h¯(gi − gc)(a†1a2 + a†2a1). (10)
Note how the resulting Hamiltonian can be interpreted as an
exchange or hopping of excitations between modes, similar to
optical lattice and tight-binding models.
This type of static geometric coupling is implicit in the
experimental configurations of coupled-cavity models,20,21
although previous designs have inclined to consider a capac-
itive coupling taking place at the electric field nodes (current
antinodes) of the resonator,22,25,38 sometimes enhanced by an
additional JJ circuit.25,38
III. TUNABLE COUPLING
In this section we study alternative mechanisms for cou-
pling two or more linear resonators. On the one hand we
aim at a larger coupling strength, and on the other hand we
wish to achieve real-time tunability of the couplings. For both
goals it will be advantageous to rely on inductive rather than
capacitive coupling. First of all, the inductive coupling realized
by JJs and loops intersected by JJs (e.g., SQUIDs) can be
tuned by an applied magnetic field varying the magnetic flux
threading the JJs or loops. Second, and equally important,
inductive interactions can be enhanced, profiting both from
the kinetic inductance of thin superconducting films and from
embedded junctions working in the linear regime.32 Based on
the two previous ideas, we envision the two coupling elements
sketched in Fig. 2. We will study these designs analytically,
deriving expressions for the effective interactions and coupling
strengths.
A. The SQUID as a coupler
Given the large inductance provided by the Josephson
junctions, one could naively think of connecting both cavities
with a superconducting wire interrupted by a Josephson
junction. In doing so one would achieve a static ultrastrong
coupling. However, for tuning the Josephson inductance of a
single junction we have to generate a magnetic flux of the
order of a flux quantum threading the junction area. Due to
the small junction area unpractically large magnetic fields
would be required. Fortunately, we can design a much better
tunability by using a SQUID configuration, as depicted in
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FIG. 2. (Color online) Architectures leading to a tunable mi-
crowave beam splitter. (a) A dc SQUID (superconducting loop inter-
sected by two Josephson junctions) mediates the coupling between
two stripline resonators (ground planes not shown). The established
pointlike contact between the resonators takes the coupling to the
ultrastrong domain. (b) A superconducting ring intersected by a
Josephson junction now partially shares its branches with the cavities,
improving the switching capability.
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For the sake of simplicity, we will consider the capacitance
and inductance per unit length of each line, c0(x) and l0(x),
to be constant, and use piecewise-constant functions for the
mutual inductance and capacitance:
cm(x) =
{
cm, |x| < lc,
0 otherwise,
lm(x) =
{
lm, |x| < lc,
0 otherwise.
(4)
e derive a nor al- ode expansion for the flux φj (x,t)
n qj,n(t) n(x) in each resonator j 1,2. In hat follo s e
r stri t r l t t f t l f r t r
it fr 0 t t l it r
l
l 0( ) .
is is l tr if r i i t tr - li li it,
r 1 0, r r it r - r t r ,
li t i f. . it i t i
si , t i t r ti t r i ri t ff- i l t r ,
s t fr i t r ti t t iti , t l
ia al ter s t at i ce a re r alizati ( ressi ) f t e
oscillator frequencies. his dressed resonance frequency is
ω = ω0 1 + C1 + 2C
(
1 + 1
ν
L2
1− L2
)
, (5)
expressed in terms of two overlap integrals
$1 =
∫ lc
−lc
[u0(x)]2 dx, $2 =
∫ lc
−lc
[∂xu0(x)]2dx, (6)
where C = cm$1/Cr , L = lm/ l0, and ν = ω20Crl0/$2 is a
geometric factor.
We finally proceed with the quantization of
this model, introducing the oscillator length a0 =√
h¯(1 + C)/Crω(1 + 2C). We express the phase-space
operators in terms of the Fock operators qj = a0(aj + a†j )/
√
2
and pj = ih¯(a†j − aj )/
√
2a0. This leads to
H = h¯ω
∑
j=1,2
a
†
j aj − h¯gc(a†1 − a1)(a†2 − a2)
− h¯gi(a†1 + a1)(a†2 + a2). (7)
The coupling onstants gc and gi account for the static apac-
itive and inductive contributions to the coupling, respectively,
gc = ω02
√
C2
(1 + C)(1 + 2C)
(
1 + 1
ν
C2
1− C2
)
, (8)
gi = ω02
1
ν
L
1− L2
√
C
1 + 2C
1
1 + 1
ν
L2
1−L2
. (9)
The usual limits in quantum optics correspond to the
weak-coupling and strong-coupling regimes. In both of them
gc,i/ω0 " 1, so that the frequency renormalization becomes
negligible (provided that C,L" 1). We can then invoke the
rotating-wave approximation (RWA) and transform (7) to the
beam-splitter model,
H $ h¯ω0
∑
j=1,2
a
†
j aj − h¯(gi − gc)(a†1a2 + a†2a1). (10)
Note how the resulting Hamiltonian can be interpreted as an
exchange or hopping of excitations between modes, similar to
optical lattice and tight-binding models.
This type of static geometric coupling is implicit in the
experimental configurations of coupled-cavity models,20,21
although previous designs have inclined to consider a capac-
itive coupling taking place at the electric field nodes (current
antinodes) of the resonator,22,25,38 sometimes enhanced by an
additional JJ circuit.25,38
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inductive interactions can be enhanced, profiting both fro
the kinetic inductance of thin superconducting fil s and fro
embedded junctions working in the linear regime.32 Based on
the two previous ideas, we envision the two coupling elements
sketched in Fig. 2. We will study these designs analytically,
deriving expressions for the effective interactions and coupling
strengths.
A. The SQUID as a coupler
Given the large inductance provided by the Josephson
junctions, one could naively think of connecting both cavities
with a superconducting wire interrupted by a Josephson
junction. In doing so one would achieve a static ultrastrong
coupling. However, for tuning the Josephson inductance of a
single junction we have to generate a magnetic flux of the
order of a flux quantum threading the junction area. Due to
the small junction area unpractically large magnetic fields
would be required. Fortunately, we can design a much better
tunability by using a SQUID configuration, as depicted in
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FIG. 2. (Color online) Architectures leading to a tunable mi-
crowave beam splitter. (a) A dc SQUID (superconducting loop inter-
sected by two Josephson junctions) mediates the coupling between
two stripline resonators (ground planes not shown). The established
pointlike contact between the resonators takes the coupling to the
ultrastrong domain. (b) A superconducting ring intersected by a
Josephson junction now partially shares its branches with the cavities,
improving the switching capability.
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Figure 3.3: a) dc-SQUID nd. b) rf-SQUID as tunable couplers between su-
perconducting resonators. Varying the magnetic flux throu h th SQUID we
can boost the coupling the u-strong regime, or fully isolate the resonators.
• On the other hand, the galvanic coupling between resonators provided
by the SQUID’s, can boost the resonator-resonator interaction to the
ultrastrong regime7. In doing so, counterrotating terms of the form
Hint = h¯g(a†b† +H.c.) can become important and contribute to the dy-
namics.
• We estimate possible sources of error, as it could be a large size of the
superconducting loop, that can jeopardize the switchable capability of
our device if the screening parameter β > 1. We show that for loop sizes
∼ 5% of the cavity length, we can still reach the ultrastrong regime,
while preserving full control over the coupling g.
For constant magnetic fluxes Φ passing through the SQUID’s, we can only
couple or decouple the resonators. By contrast, the application of time-
dependent fluxes can yield arbitrary linear couplings between resonators. This
can be done in the following manner8:
We consider resonators with different frequencies ωa, ωb, subject to an ex-
ternal time-dependent magnetic flux of the form Φ = Φ0 + δΦ cosωt. By
7More precisely, this can be done by means of the techniques presented in the introduction
for enhancing the coupling g.
8For further details, we refer the reader to the main body of publication P3.
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number of photons that can populate the resonator. Roughly,
for the SQUID we have the condition
φ ∼ u(x)
√
h¯Z
2
n" "0
2pi
= h¯
2e
, (37)
where Z is the impedance of the resonators, n is the average
number of photons, and u(x) is the mode wave function at
the coupling points. Using, in the same way as above, the
value u(x) = 0.1 restricts the number of photons to n < 1000
(see Appendix B 1), which does not represent a restriction for
the few photon applications that we envision.
The question now is what happens when we do not neglect
the nonlinear terms. In this case we have the potential to
introduce new interactions between resonators, which are now
of higher order and include on-site nonlinearities n2i , nearest-
neighbor attractive or repulsive interactions ninj , photon-pair
hopping a†2i a2j , etc. (see Appendix B 2). Of these terms some
are already strongly suppressed because of being off resonant;
this is the case for interactions with odd powers, such as
a
†3
i aj . The Kerr nonlinearities will always be present and give
rise to extended Bose-Hubbard physics. Finally, the correlated
hopping terms a†2i a2j can be resonantly enhanced using the
same technique that we employ for the sidebands: introducing
a frequency mismatch between neighboring cavities and
driving with exactly the frequency which is needed to select
this process, 2(ωi − ωj ). With all these tools we envision the
possibility of engineering very interesting models, such as
a condensate of pairs of photons,62 which are very hard to
engineer in other systems.
C. Outlook and discussion
Summing up, in this work we have studied two different
ways to engineer the coupling between superconducting
resonators: one is geometric and static in nature, while the other
relies on nonlinear coupling circuits and can be easily tuned in
and out of the strong-coupling regime. Both elements together
form a powerful toolbox for implementing almost arbitrary
models consisting of a low-dimensional (from 1D to 2D) array
of resonators with tunable nearest-neighbor interactions, as in
the model sketched in Fig. 4. Let us now discuss some of the
potential applications of such circuits.
1. Traditional quantum optics
The implementation of tunable sidebands in coupled res-
onators opens the door to many well-known processes from
quantum optics. Some of them are the squeezing of different
modes via those sidebands, frequency conversion of photons as
they are transferred between cavities, parametric generation of
photons via a†b† + ab terms, entanglement production at high
temperatures,63 etc. The beam-splitter Hamiltonian is also the
cornerstone of all-optical quantum information processing, as
suggested in Ref. 37 for a different circuit-QED architecture.
2. Harmonic models
The most immediate application of our design would be
to implement arbitrary quasilocal and quadratic Hamiltonians,
with the aim of studying the dynamical or static properties
of many-body Gaussian states. This includes a variety of
A AB
(a)
(b)
FIG. 4. (a) One-dimensional array of cavities coupled by means
of a superconducting ring coupler. (b) Two-dimensional lattice of
circular resonators, coupled by dc SQUIDs. Both lattices are bipartite.
Using different resonator frequencies for each sublattice, ωA $= ωB ,
we can use the techniques from Sec. IV A to engineer any sideband
interaction between the arrays.
studies, such as the static correlations in the model64 and their
relation to the underlying entanglement, dynamical quantum
phase transitions from trivial to critical phases, the study of
propagation of correlations in nonequilibrium models and their
relation to Lieb-Robinson bounds,65–67 etc. In this context, the
tunability of the coupling plays two different roles. On the one
hand it allows us to change the parameters of the Hamiltonian
in an abrupt or smooth way, for instance to study a dynamical
quantum phase transition or a quench. On the other hand and
equally important, by switching off all couplings we can freeze
the quantum state of the oscillators, giving us time to measure
the properties of the system, either with different measurement
qubits or through a movable probe.42
3. Anharmonicity and thermalization
The interest of the harmonic problems lies in their simplic-
ity and the possibility of obtaining analytical and numerical
results for different geometries and sizes. However, as soon
as we introduce a small nonlinearity in our system, we can
say very little about their dynamical and static properties
and many of the simulations which we mentioned in the
previous paragraph become open problems. In particular, one
very simple problem which deserves being studied is that
of thermalization. The basic idea is to replace the linear
resonators in Fig. 4 with resonators that host a tunable and
weak nonlinearity in the form of a SQUID (similar to Ref. 27
but outside the linear regime). One would then prepare the
ground state of the cavities with a value of the coupling, and
then abruptly quench this coupling to a different (larger or
smaller) value in which the prepared state is not a ground
state. Throughout this process it will be possible to track
the relaxation of the oscillator chain or lattice, studying how
its behavior is modified by the presence of the nonlinearity.
Note that it is well known that the simulation of such
time-dependent many-body problems becomes numerically
intractable for a few resonators. For instance, assuming a
truncation basis with ten photons per cavity, a state of ten
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number of photons that can populate the resonator. Roughly,
for the SQUID we have the condition
φ ∼ u(x)
√
h¯Z
2
n" "0
2pi
= h¯
2e
, (37)
where Z is the impedance of the resonators, n is the average
number of photons, an u(x) is the m de wave function at
the coupling points. Usi g, in the same way as above, the
value u(x) = 0.1 restricts the number of photons to n < 1000
(see Appendix B 1), which does ot rep esent a restriction for
the few photo applications that we envision.
T e questi n ow is what happens when we do not neglect
the nonlinear terms. In this case we have the potential to
introduce new interactions between resonators, which are now
of higher order and include on-site nonlinearities n2i , nearest-
neighbor attractive or repulsive interactions ninj , photon-pair
hopping a†2i a2j , etc. (see Appendix B 2). Of these terms some
are already strongly suppressed because of being off resonant;
this is the case for interactions with odd powers, such as
a
†3
i aj . The Kerr nonlinearities will always be present and give
rise to extended Bose-Hubbard physics. Finally, the correlated
hopping terms a†2i a2j can be resonantly enhanced using the
same technique that we employ for the sidebands: introducing
a frequency mismatch between neighboring cavities and
driving with exactly the frequency which is needed to select
this process, 2(ωi − ωj ). With all these tools we envision the
possibility of engineering very interesting models, such as
a condensate of pairs of photons,62 which are very hard to
engineer in other systems.
C. Outlook and discussion
Summing up, in this work we have studied two different
ways to engineer the coupling between superconducting
resonators: one is geometric and static in nature, while the other
relies on nonlinear coupling circuits and can be easily tuned in
and out of the strong-coupling regime. Both elements together
form a powerful toolbox for implementing almost arbitrary
models consisting of a low-dimensional (from 1D to 2D) array
of resonators with tunable nearest-neighbor interactions, as in
the model sketched in Fig. 4. Let us now discuss some of the
potential applications of such circuits.
1. Traditional quantum optics
The implem ntation f tunable sidebands in coupled res-
onators opens the door to many well-known processes from
quantum optics. Some of them are the squeezing of different
modes via those sidebands, frequency onversion f photons a
they are t ansferred between cavities, parametric gen ration of
photons via a†b† + ab terms, enta glem nt production at high
temperatures,63 etc. The b am-splitter Hamiltonian is also the
corne stone of all-optical quantum information processing, as
suggested in Ref. 37 for a different cir uit-QED architecture.
2. Harmonic models
The most immediate application of our design would be
to implement arbitrary quasilocal and quadratic Hamiltonians,
with the aim of studying the dynamical or static properties
of many-body Gaussian states. This includes a variety of
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FIG. 4. (a) One-dimensional array of cavities coupled by means
of a superconducting ring coupler. (b) Two-dimensional lattice of
circular resonators, coupled by dc SQUIDs. Both lattices are bipartite.
Using different resonator frequencies for each sublattice, ωA $= ωB ,
we can use the techniques from Sec. IV A to engineer any sideband
interaction between the arrays.
studies, such as the static correlations in the model64 and their
relation to the underlying entanglement, dynamical quantum
phase transitions from trivial to critical phases, the study of
propagation of correlations in nonequilibrium models and their
relation to Lieb-Robinson bounds,65–67 etc. In this context, the
tunability of the coupling plays two different roles. On the one
hand it allows us to change the parameters of the Hamiltonian
in an abrupt or smooth way, for instance to study a dynamical
quantum phase transition or a quench. On the other hand and
equally important, by switching off all couplings we can freeze
the quantum state of the oscillators, giving us time to measure
the properties of the system, either with different measurement
qubits or through a movable probe.42
3. Anharmonicity and thermalization
The interest of the harmonic problems lies in their simplic-
ity and the possibility of obtaining analytical and numerical
results for different geometries and sizes. However, as soon
as we introduce a small nonlinearity in our system, we can
say very little about their dynamical and static properties
and many of the simulations which we mentioned in the
previous par graph become open problems. In particular, one
very simple problem which deserves being studied is that
of thermalization. The basic idea is to replace the linear
resonators in Fig. 4 with resonators that host a tunable and
weak no linearity in the form of a SQUID (similar to Ref. 27
but outside the linear egime). One would then prepare the
ground sta e of the cavities with a value of the coupling, and
then abruptly quench this coupling to a different (larger or
smaller) value in which the prepared state is not a ground
state. Throughout his process it will be pos ible to track
the relax tion of the oscillator chain or lattice, studying how
its behavior is modified by the presence of the nonlinearity.
Note that it is well known that the simulation of such
time-dependent many-body problems becomes numerically
intractable for a few resonators. For instance, assuming a
truncation basis with ten photons per cavity, a state of ten
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Figure 3.4: Schematic setup of a) one-dimensional array and b) two-
dimensional lattice of resonators with tunable nearest neighbors interactions.
properly choosing the fr quency ω, we can engineer a two-colo driving for
the coupling, of the form
g(t) = g1 cos(ω−t + φ1) + g2 cos(ω+t + φ2), (3.1)
where ω± = ωa ± ωb, and where the driving weights g1, g2 a d the phases
φ1, φ2 can be controlled with high precision. The effective dynamics of the
resonators under this coupling p rameter is given by
Heff = g1a†be φ1 + g2a†b†eiφ1 +H.c., (3.2)
that is, a linear combination of r d and blue si ebands. By prop rly choosing
the drive parameters, we can explore very rich and different physics, rang-
ing from quantum optics, to condensed matter, or quantum simulations. To
this end, our proposals can be easily cascaded into 1D and 2D networks of
esonators [LDM+12], as it is shown n Fig.3.4a&b.
Below we summariz the mos mportant applications:
• Microwave Quantum Optics:
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– Tunable microwave beam splitters: by setting g2 = 0 and modu-
lating g1 in (3.2), we control the transference of excitations in the
network in a controlled way. This is highly desirable for future re-
alizations of quantum computing with microwave flying photons.
– Frequency conversion of photons and generation of squeezed states
through the blue sideband, as well as parametric generation of
photons, by setting g1 = 0, g2 6= 0 in (3.2).
• Condensed Matter:
– The study of dynamical quantum phase transitions in harmonic
and anharmonic models9, by adiabatically sweeping the flux across
a quantum critical point.
– Thermalization and propagation of excitations after a quench. A
sudden change in the external flux takes the system out of equilib-
rium, and we can study how an excitation in the chain relaxes.
• Quantum Simulations:
– Simulation of spin-like Hamiltonians and Bose-Hubbard models,
with or without photon pairing,
H =∑
〈ij〉
tija†i aj +Unˆi(nˆi − 1), H =∑
〈ij〉
tija†i a
†
j +H.c.+Unˆi(nˆi − 1).
– Simulation of abelian gauge fields by creating non-trivial hopping
terms tij = |tij|eiθij , which simulate the dynamics of magnetic fluxes
on the lattice plaquettes [KHHG10, NKG11].
To sum up, in publication P3 we demonstrate the tunability of coupled super-
conducting resonators via galvanic coupling with SQUID’s. We show that it
is possible to go from ultrastrong coupling, to perfect decoupling. Moreover,
we propose arbitrary linear and nonlinear couplings in arrays of resonators,
as well as countless applications to the fields of microwave quantum optics
and condensed matter physics. We envision that all these proposals can be
realized in the near future. In particular, in the next work we present a first
experiment on coupled resonators, which is a proof-of-principle towards mul-
tiresonator experiments.
9Adding elements such as qubits and Josephson junctions to the resonators, can produce a
non-linear Kerr-type interactions.
72 3. Results
3.2.2 Ultrafast beam splitters from superconducting resonators:
As we discussed in P3, beam splitters are ubiquitous components in the real-
ization of all-optical quantum information processing, as they can implement
one-qubit and two-qubit KLM gates10 [KLM01]. For a quantum computation
to be successful, a considerable number of these gates must be carried out
before the information is lost by decoherence. It is then desirable to build
up beam splitters that carry out computations in very fast times. We have
shown that this can be done in the framework of circuit QED by coupling
superconducting resonators.
In particular, in publication P4 we show that geometrically coupled res-
onators can implement ultrafast microwave beam-splitters, with gate times11
that are much faster than the resonators decay rate. –and therefore many
gate operations could be performed. The main results of this work can be
summarized as follows:
• We propose a distributed coupling model12 that brings the geometric cou-
pling to the ultrastrong regime. As a consequence, we obtain undesired
nonlinear effects due to the counterrotating terms in the Hamiltonian
H/h¯ = ω0(a†a + b†b) + gBS(a†b + ab†) + gTMS(a†b† + ab), (3.3)
where gBS = gi + gc, and gTMS = gi − gc arise from the superposition of
both capacitive and inductive couplings.
• We look for asymmetric designs that can suppress the effect of the coun-
terrotating terms, by studying the dependence of gi and gc with the
physical coupling positions of the layout. In particular, we find that it is
possible to achieve a configuration such that gc = gi, and thus gTMS = 0,
yielding a pure beam-splitter interaction.
• We have experimentally validated our model, by analyzing several sam-
ples with different geometries. The most important results are:
– Spectroscopic measurements in transmission for the coupled res-
onators shows asymmetrical splitting of the normal modes w±
10Knill-Laflamme-Milburn or KLM gates [KLM01], are heralded C-NOT gates for scalable
quantum computation with photons using solely linear devices such as beam splitters, ancil-
lary photons and measurements.
11 The gate time is defined as the time needed to perform a quantum operation, and is given
by the inverse of the coupling t = 2pi/g. In publication P4 this time is about 1− 10 ns.
12In distributed coupling models, resonators approach each other in a large region of the
space, comparable with their lengths themselves.
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with respect to the bare resonator frequencies w0. This is a clear
signature of the presence of counterrotating terms in the Hamilto-
nian (3.3).
– We obtain a beam splitter coefficient gBS ' 20% regardless the ge-
ometry of the layouts, while gTMS depends linearly on it, according
to the proposed model. In particular, for the analyzed samples we
demonstrated a tunability of the coupling ratio gTMS/gBS between
16% and 43%.
– By extrapolation of our results, we show that it would be possi-
ble to reach a pure ultrastrong beam-splitter interaction (this is,
gBS/ω0 ' 20% and gTMS = 0), as well as standard ultrastrong in-
teraction between resonators in absence of galvanic coupling ( with
gBS/ω0 ' 20%, gTMS/ω0 ' 13%).
In summary, we have proposed a fast beam splitter with geometrically cou-
pled resonators. Based on a distributed coupling model, we have shown that
the interaction can be boosted to the ultrastrong regime. Moreover, we have
studied the role that the coupling position plays in the resonator dynamics.
In this sense, we have shown for different layouts a significant on-off ratio
in the two-mode squeezer term. These results are a proof-of-principle of the
viability of ultrafast beam splitters for quantum computing and quantum
simulations with photons.
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In this work we show that a tunable coupling between microwave resonators can be engineered by means of
simple Josephson junctions circuits, such as dc and rf superconducting quantum interference devices. We show
that by controlling the time dependence of the coupling it is possible to switch on and off and modulate the
cross-talk and boost the interaction towards the ultrastrong regime, as well as to engineer red and blue sideband
couplings, nonlinear photon hopping, and classical gauge fields. We discuss how these dynamically tunable
superconducting circuits enable key applications in the fields of all-optical quantum computing, continuous-
variable quantum information, and quantum simulation—all within the reach of the state of the art in circuit-QED
experiments.
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I. INTRODUCTION
The field of circuit quantum electrodynamics (circuit QED)
studies the interaction between artificial atoms and artificial
photons,1,2 both of them implemented with the same technol-
ogy: superconducting circuits cooled to millikelvin tempera-
tures. A key feature of these systems is that, based on the same
microscopic model, both the photonic degrees of freedom and
the artificial atoms have similar energy scales and may interact
very strongly. Hence, they show effects which are beyond those
explored in the optical domain. A paradigmatic example is the
failure of the rotating-wave approximation when the qubit-
photon coupling approaches the qubit and photon energies.3,4
Aside from the development of qubits and the control of their
interactions,5–7 circuit QED has recently started to focus on
the photons themselves, mostly in the context of two different
experimental configurations. In the first type of setup, cavities
are replaced with open transmission lines and propagating
microwave photons that move and interact with localized
qubits. This allows us to study one-dimensional artificial
QED, atom-light interaction,8 electromagnetically induced
transparency,9 causality,10 and quantum metamaterials11–15
and to implement photodetectors16–18 and routers.19 The other
type of setup is based on polariton physics:20,21 by coupling
multiple cavity-qubit systems it is possible to build lattices
on which dressed photons hop and interact, either attractively
or repulsively, implementing Hubbard-type models or spin
Hamiltonians.22,23 This gives rise to well-known models, such
as the Tonks-Girardeau gas;24 however, the architecture based
on superconducting cavities and Josephson junctions also
allows for the exploration of new phenomena, such as gauge
fields and frustration.25
In this work we reconsider the architecture of coupled su-
perconducting cavities, designing a tunable coupling between
nearest-neighbor resonators. The setup that we have in mind
consists of an array of linear resonators, directly connected
through different types of Josephson junction (JJ) circuits
(see Fig. 4). The fixed circuit structure is associated with
static, geometry-dependent capacitive and inductive couplings
between the resonators, while the interactions created by the JJ
circuits can be tuned in amplitude, phase, and form by external
magnetic fields.
The coupling elements in this coupled-resonator framework
can be operated in two ways: (i) with a stationary configuration
of magnetic fields that determines the associated coupling
matrix between oscillator modes or (ii) with a periodic
multicolor driving that allows for engineering a variety of
photon-photon interactions, from red and blue sidebands to
gauge fields, passing through correlated photon hopping and
Kerr nonlinearities, or simply canceling the usual cross-talk
between resonators. In particular, we show how to engineer
couplings of the form η1a†b + η2ab + H.c. between any two
resonators a and b, with adjustable strengths η1,2 and possibly
complex phases in front of each term.
We must remark that our coupling circuits are based
on superconducting quantum interference devices (SQUIDs),
those ubiquitous devices which are used for anything from
measuring magnetic fields and qubits to parametrically
controlling microwave transmission lines.26,27 Despite the
widespread use of SQUIDS, the framework that we introduce
here combines in a single design original solutions to many
different problems that were addressed only individually in
previous works. First of all, the design we present here is
nondispersive. This is in contrast to other proposals based on
dispersive couplings via qubits28–30 and disconnected SQUID
loops.31 While in those works the coupling is limited by
the dispersive condition, the setup in this work allows us to
reach the strong- and ultrastrong-coupling regimes—larger
than the corresponding decay rates or comparable to the cavity
frequencies, respectively. This demands on our side a careful
microscopic derivation that merges ideas from the work of
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Bourassa et al.32 with the field of coupled cavities. Second, our
SQUID coupling works between separate resonators, allowing
for scalable architectures with one- and two-dimensional
configurations as shown in Fig. 4. This is in contrast with
other works that showed coupling between different modes
of the same resonator,33–36 or which couple a few nonlinear
resonators.37 Third, unlike other scalable proposals based on
circulator-type devices,25,38 our setup is minimalistic and relies
on a very robust circuit which is not sensitive to charge noise
and does not require a precise balance of junctions. Finally,
our design achieves full tunability, regardless of other elements
that may coexist with the cavities, such as qubits or magnetic
impurities.
As short-term applications of this work we would like to
address two fields. The first one has been sketched above: by
tuning the coupling between different cavities it is possible
to tune the lattice topology, the coupling strength, and even
the phase of the hopping terms in polariton arrays. This
nicely complements existing proposals which show how to
tune the photon nonlinearity by manipulating the qubit inside
the cavity22 and gives access to effective gauge fields without
relying on fragile coupling elements.25 The second type of
application points along the line of quantum information and
the manipulation of continuous-variable states. By means
of the coupling circuits in this toolbox one may implement
any nearest-neighbor quadratic Hamiltonian with any time
dependence and geometry, as far as it is embeddable in a two-
dimensional (2D) manifold. Notice that our implementations
are limited to a frequency scale which is well below the
plasma frequency of the SQUID, where it behaves as a passive
device. However, this is always true for the purposes of this
work.39 This Hamiltonian can be used to implement interesting
states, such as two-dimensional continuous-variable Gaussian
states,40 whose tomography could be supplemented by embed-
ded qubits41 or moving probes.42
The paper is organized as follows. In the first part (Sec. II)
we study two superconducting resonators that are close
together and subject to a mutual inductive and capacitive
interaction. Using the Lagrangian quantization, we will show
that, in both the weak- and strong-coupling regimes, the
geometric cross-talk gives rise to a constant beam-splitter
type of interaction. In the second part of this work (Sec. III)
we propose two quantum circuits that dynamically tune the
inductive coupling between the resonators. The first one is
a SQUID which is galvanically coupled to two resonators.
The second one uses instead two coupling wires, creating
an interference device between resonators. We will discuss
both models analytically, demonstrating that they can tune
and switch off the overall resonator-resonator coupling. In
Sec. III C we study the validity of our designs under realistic
experimental conditions, estimating the coupling strengths
that can be attained in current experiments. In Sec. IV A we
consider the situation of a time-dependent resonator coupling.
We show that a periodic modulation of the coupling makes it
possible to engineer sidebands not only in a nonperturbative
fashion,43 but also in a controlled way, tuning the strength and
phase of both the rotating and counterrotating terms. Finally,
in Sec. IV C we summarize our results and suggest a large set
of potential applications, ranging from quantum information
to quantum simulation.
II. STATIC COUPLING
In this section we derive the Hamiltonian that rules the
dynamics of two coupled superconducting stripline resonators,
and give a general expression for the different coupling con-
stants that arise from the model. First we consider the simplest
case of coupling, caused by the mutual inductance and mutual
capacitance due to the spatial proximity of the resonators.
Since the coupling is time independent and determined by the
detailed spatial arrangement of the resonators, we refer to it as
static geometric coupling. The discussion of this interaction is
done for a particular configuration of parallel resonators, but
the objective is just to exemplify how this coupling manifests
itself as a beam-splitter interaction.
Consider two superconducting stripline resonators of length
2l, as depicted in Fig. 1(a). In this particular layout, the
coupling occurs mainly within a middle section of length 2lc,
where the resonators approach each other. Assuming that the
cross-talk is given by the mutual inductance lm and mutual
capacitance cm induced in this middle region,44,45 we can write
down the following Lagrangian density:
L =
∑
i,j
∫ l
−l
[
cˆij
2
˙φi ˙φj −
(
1
2ˆl
)
ij
∂xφi∂xφj
]
dx, (1)
where both the flux fields φi(x) and the capacitance cˆ and
inductance matrices ˆl, depend on the position along the
transmission line:
cˆ = c0(x) + cm(x)(I − σx), (2)
ˆl = l0(x) + lm(x)σx, (3)
where σx is the Pauli matrix. A full derivation of Eq. (1) can be
obtained from the lumped circuit equivalent of the striplines
[Fig. 1(b)] and it is thoroughly discussed in Appendix A.
−l l
2lc
l0
c0
φ2,n
φ1,n
(a)
(b)
lm(n)cm(n)
FIG. 1. (Color online) (a) Sketch of the geometrical arrangement
of the two coupled superconducting stripline resonators of length 2l.
A finite interaction is present only in the coupling region of length
2lc and is negligible elsewhere. (b) Schematics for the lumped circuit
equivalent. We explicitly draw the mutual capacitances (dashed blue
lines) and the mutual inductive coupling (red arrows). The node flux
φn is also indicated.
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For the sake of simplicity, we will consider the capacitance
and inductance per unit length of each line, c0(x) and l0(x),
to be constant, and use piecewise-constant functions for the
mutual inductance and capacitance:
cm(x) =
{
cm, |x| < lc,
0 otherwise,
lm(x) =
{
lm, |x| < lc,
0 otherwise.
(4)
We derive a normal-mode expansion for the flux φj (x,t) =∑
n qj,n(t)un(x) in each resonator j = 1,2. In what follows we
restrict ourselves to the fundamental mode of each resonator
with frequency ω0 and total capacitance Cr =
∫ l
−l c0(x)dx.
This is always true if we remain in the strong-coupling limit,
where g  ω1 − ω0, or we work with zero-mode resonators,
like the ones used in Ref. 4. Within this subspace and mode
expansion, the interaction term gives rise to off-diagonal terms,
as expected from an interaction between two cavities, but also
diagonal terms that induce a renormalization (dressing) of the
oscillator frequencies. This dressed resonance frequency is
ω = ω0
√
1 + C
1 + 2C
(
1 + 1
ν
L2
1 − L2
)
, (5)
expressed in terms of two overlap integrals
1 =
∫ lc
−lc
[u0(x)]2 dx, 2 =
∫ lc
−lc
[∂xu0(x)]2dx, (6)
where C = cm1/Cr , L = lm/ l0, and ν = ω20Crl0/2 is a
geometric factor.
We finally proceed with the quantization of
this model, introducing the oscillator length a0 =√
h¯(1 + C)/Crω(1 + 2C). We express the phase-space
operators in terms of the Fock operators qj = a0(aj + a†j )/
√
2
and pj = ih¯(a†j − aj )/
√
2a0. This leads to
H = h¯ω
∑
j=1,2
a
†
j aj − h¯gc(a†1 − a1)(a†2 − a2)
− h¯gi(a†1 + a1)(a†2 + a2). (7)
The coupling constants gc and gi account for the static capac-
itive and inductive contributions to the coupling, respectively,
gc = ω02
√
C2
(1 + C)(1 + 2C)
(
1 + 1
ν
C2
1 − C2
)
, (8)
gi = ω02
1
ν
L
1 − L2
√
1 + C
1 + 2C
1
1 + 1
ν
L2
1−L2
. (9)
The usual limits in quantum optics correspond to the
weak-coupling and strong-coupling regimes. In both of them
gc,i/ω0  1, so that the frequency renormalization becomes
negligible (provided that C,L  1). We can then invoke the
rotating-wave approximation (RWA) and transform (7) to the
beam-splitter model,
H  h¯ω0
∑
j=1,2
a
†
j aj − h¯(gi − gc)(a†1a2 + a†2a1). (10)
Note how the resulting Hamiltonian can be interpreted as an
exchange or hopping of excitations between modes, similar to
optical lattice and tight-binding models.
This type of static geometric coupling is implicit in the
experimental configurations of coupled-cavity models,20,21
although previous designs have inclined to consider a capac-
itive coupling taking place at the electric field nodes (current
antinodes) of the resonator,22,25,38 sometimes enhanced by an
additional JJ circuit.25,38
III. TUNABLE COUPLING
In this section we study alternative mechanisms for cou-
pling two or more linear resonators. On the one hand we
aim at a larger coupling strength, and on the other hand we
wish to achieve real-time tunability of the couplings. For both
goals it will be advantageous to rely on inductive rather than
capacitive coupling. First of all, the inductive coupling realized
by JJs and loops intersected by JJs (e.g., SQUIDs) can be
tuned by an applied magnetic field varying the magnetic flux
threading the JJs or loops. Second, and equally important,
inductive interactions can be enhanced, profiting both from
the kinetic inductance of thin superconducting films and from
embedded junctions working in the linear regime.32 Based on
the two previous ideas, we envision the two coupling elements
sketched in Fig. 2. We will study these designs analytically,
deriving expressions for the effective interactions and coupling
strengths.
A. The SQUID as a coupler
Given the large inductance provided by the Josephson
junctions, one could naively think of connecting both cavities
with a superconducting wire interrupted by a Josephson
junction. In doing so one would achieve a static ultrastrong
coupling. However, for tuning the Josephson inductance of a
single junction we have to generate a magnetic flux of the
order of a flux quantum threading the junction area. Due to
the small junction area unpractically large magnetic fields
would be required. Fortunately, we can design a much better
tunability by using a SQUID configuration, as depicted in
φ2
fext
Δφ1
Δφ2
Φ
φJ,1 φJ,2
φJ
φ1(a)
(b)
FIG. 2. (Color online) Architectures leading to a tunable mi-
crowave beam splitter. (a) A dc SQUID (superconducting loop inter-
sected by two Josephson junctions) mediates the coupling between
two stripline resonators (ground planes not shown). The established
pointlike contact between the resonators takes the coupling to the
ultrastrong domain. (b) A superconducting ring intersected by a
Josephson junction now partially shares its branches with the cavities,
improving the switching capability.
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Fig. 2(a). Since the SQUID loop area is much larger than
the junction area, much smaller control fields are required.
Note that the use of the dc SQUID to achieve fast tunability
is quite common in circuit QED. For instance, they have
been used to very rapidly change the effective length of
resonators46 to observe the dynamical Casimir effect,26,27 and
through similar principles they underlie the basis of recent
Josephson parametric amplifiers.47–49 More related to our
work, SQUIDs have also been suggested as a coupling element
for flux qubits,50 using an external flux to control their mutual
inductance. However, the peculiarities of our setup, which
deals with continuous variables and has subtle differences,
merits a separate discussion below.
A short line with the SQUID as depicted in Fig. 2(a)
represents a small contribution to the original Lagrangian
density (1). Following Ref. 51 we compute Lt = L+ LSQUID
with
LSQUID =
2∑
k=1
CJ,k
2
˙φ2J,k + EJ,kcos
(
2πφJ,k

0
)
, (11)
where φJ,k represent the flux differences along the junctions
k = 1,2. We use fluxoid quantization along the SQUID loop,
φJ,1 + φJ,2 + 
© = n
0, to express the Lagrangian in terms
of the variablesφ± = 12 (φJ,1 ± φJ,2) and the total flux enclosed
by the loop, 
©. For simplicity, we assume 
©  
ext, that
is, we are neglecting the additional flux generated by the
circulating loop current. This is equivalent to restricting our
discussion to screening parameters βL = 2πLIc/
0 < 1 as
discussed in more detail below. Here, L is the loop inductance
and Ic the critical current of the Josephson junctions. If the
SQUID is symmetric, CJ,1 = CJ,2 and EJ,1 = EJ,2, the cou-
pling becomes Eeff cos (πφ−/
0), with an effective Josephson
coupling energy that depends on the flux threading the SQUID
loop,
Eeff = 2EJ cos(π
©/
0a). (12)
The voltage-phase relation ˙φ− = ˙φ1(x) − ˙φ2(x) allows us to
express φ− in terms of the voltages at the edges of the
connecting wire. In the linear limit of small fluxes, i.e., small
photon number (see Appendix B), we can write a quadratic
coupling between fields,
LSQUID  CJ ( ˙φ1 − ˙φ2)2 − 2π
2Eeff

20
(φ1 − φ2)2, (13)
which by means of the normal-mode decomposition adopts the
form of Eq. (7). The cross-term of Eq. (13) adds up to the static
inductive coupling (9), making it tunable. This tunability relies
on the fact that the Josephson energy Eeff is flux dependent,52
and thus
gi = gstatici +
4π2h¯

20Crω
EJ cos(π
©/
0) (14)
in Eq. (10) can be changed in magnitude and sign. For an
appropriate value of the external flux (close to 
© = 
0/2 if
|gc|  |gi |) we can fully deactivate the coupling. Note that in
this treatment the SQUID variables are not independent and
introduce no new modes: the fluxoid quantization allows us
to express them in terms of the cavity modes. This topic and
the linearization are discussed in more detail in Appendix B 3
using exact diagonalizations.
We finally note that our setup is robust against small
differences in the two junction energies, EJ1,2 = EJ (1 ± ε).
In this case one can still expand φ1,2 = 12
© ± φ−, linearizing
around φ−  0 to obtain
LSQUID ± 2εEJ sin(π
©/
0)2πφ−

0
. (15)
The linear term in this equation amounts just to a displacement
of the oscillators and does not add up to the total coupling,
preserving the tunability of the setup. We will use this idea in
the following setup.
B. Superconducting ring coupler
The second design is shown in Fig. 2(b). It consists of
a superconducting ring interrupted by a single Josephson
junction. Since both resonators share a branch of the loop that
couples them, the Lagrangian acquires new contributions with
the kinetic inductance of the superconductor.32 This kinetic
coupling can be very strong, while still retaining the switching
capability due to the fluxoid quantization inside the loop,
similar to previous designs for superconducting qubits.53
Note that in comparison to previous studies of SQUID-
mediated entanglement between cavities,54–56 this setup is
much simpler because there are no degrees of freedom for
the SQUID: the flux through the SQUID is the same as the
flux to the cavities. Additionally, this design profits from the
stronger interaction due to the galvanic coupling of the circuit
elements.
Our derivation is based on two nonessential constraints.
The first one is that the loop is small enough for its self-
inductance to be neglected (βL  1). The second one is that the
wire without junction touches the resonators at points where
the flux of the coupled modes is zero,57 u0(x1) = 0. Under
these circumstances the coupling term reads
LJJ = CJ2
˙φ2J + EJ cos
(
2πφJ

0
)
. (16)
The fluxoid quantization inside the loop, φ2 − φ1 + φJ =
−
©, allows us to get rid of the flux variable φJ and rewrite
the coupling in terms of the branch fluxes φ1,2,
LJJ = CJ2 (
˙φ1 −  ˙φ2)2
+EJ cos
[
2π (φ1 − φ2 + 
©)

0
]
. (17)
At this point we will repeat the linearization of the cosine,
much as in Eq. (13). However, now the Taylor expansion will
depend on the external flux
©, producing linear and quadratic
contributions of different magnitude. We start with the normal-
mode decomposition of the branch fluxes and restrict ourselves
to the lowest-energy modes
φj = φj (x2) − φj (x1)  qj,0∂xu0(x)|x1x. (18)
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Substituting these terms in Eq. (17) produces the quadratic
Lagrangian for the fundamental modes,
LJJ = 12
∑
j=1,2
(
αJ q˙
2
j − βJ q2j
)
+ γJ (q1 − q2) − αJ q˙1q˙2 + βJ q1q2. (19)
The expressions for all coefficients can be computed from first
principles,
αJ = CJ [∂xu0(x = 0)]2 x2, (20)
βJ = EJ 4π
2

20
[∂xu0(x = 0)]2 x2 cos
(
2π
©

0
)
, (21)
γJ = EJ 2π

0
[∂xu0(x = 0)]x sin
(
2π
©

0
)
, (22)
where we have assumed that the superconducting loop is
placed around x = 0. Of these terms, γJ is a linear displace-
ment of the cavity eigenmodes and does not transfer energy.
The capacitive and inductive terms αJ and βJ are the only
ones that contribute to the intercavity coupling gc and gi , and
to the frequency renormalization. More precisely, we obtain
the model (7) with mode frequency
ω = ω0
√
1 + βJ
Crω
2
0
(23)
and coupling strengths
gi = gstatici +
βJ
2Crω
, gc = gstaticc +
αJCrω
2
. (24)
In general we will find that for a junction that works in the
flux regime the term βJ dominates all other contributions. But
even without this assumption, it is true that while gc is fixed,
the value of gi depends entirely on βJ and can be changed
in magnitude and sign, either enhancing the strength of the
beam-splitter coupling (10), or switching it off entirely for a
value of 
©  
0/4.
While the coupling strength grows with the loop size x,
we cannot make it arbitrarily large because then we are no
longer allowed to neglect the additional flux φL caused by
the circulating loop current due to the increasing value L of
the self-inductance of the loop.58 In this case the total flux
threading the loop is given by the sum of the external flux 
ext
and the flux 
L. However, as explained in Ref. 58, Chap. 8.4,
provided that
βL = 2πLIc

0
< 1 (25)
we can ensure that the 
© versus 
ext dependence is single
valued, allowing us full tunability of the coupling. This
condition means that the maximum loop current Ic cannot
generate more than a single flux quantum. It restricts us to
loop sizes of around 5% of the resonator length. We now
study various methods to increase the coupling strength while
preserving the condition above.
C. Estimation of the coupling strength
We are interested in an upper bound for the coupling
strength g. More precisely we would like to access both
the strong- and ultrastrong-coupling regimes. Strong coupling
means that it is possible to observe Rabi oscillations between
the two cavities because the coupling g is larger than the
resonator decay rate κ . On the other hand, ultrastrong coupling
occurs when the RWA fails, which in this case implies that the
number of photons in the ground state, which is proportional
to g/ω, approaches 1.
Looking at the first proposal [see Fig. 2(a) and Sec. III A]
we note that the maximum coupling is reached for an external
flux 
© = n
0 threading the SQUID loop, and thus yielding
gi  4e
2
2Cr
EJ
h¯2ω
|u0(x)|2 = πIc

0
Z|u0(x)|2, (26)
where Ic is the critical current of the junction,Z is the resonator
impedance, and the eigenmode u0(x) satisfies 0 < |u0(x)| <√
2. To preserve the power field expansion, we suppose the
SQUID to be built at a position such that |u0(x)| 6 0.1
(see Sec. IV B). Under this condition, and using a critical
current Ic  5 × 10−6 A, together with Z = 50 , it would
be possible to reach a coupling strength up to gi  1.2 GHz.
On the other hand, for the second proposal [see Fig. 2(b)
and Sec. III B] the coupling (24) in the loop becomes
gi  EJ
(
2π

0
∂ψ(x)
∂x
x
)2
, (27)
with ∂xψ = ∂xu
√
h¯
2Crω . For a homogeneous resonator [see
(A 1)], we can straightforwardly assess the slope of u0(x),
finding an exact expression for g:
g = π2 ωJωc
ω0
(
x
2l
)2
, (28)
where ωJ = EJ/h¯, ωc = EC/h¯ = (2e)2/2h¯Cr is the charac-
teristic charging frequency of the resonator, and ω0 is the first-
mode frequency. Using available values for Nb striplines and
junction parameters, we find that the homogeneous resonator
remains in the weak-coupling regime, as we envisioned before.
For a loop size x of 1% of the resonator length, we
obtain g  2 MHz which represents 0.03% of the resonator
frequency ω (see Fig. 3).
Adding a constriction to the central part of the resonator
increases the field slope and thus the coupling. To this end, for a
suitable Nb inhomogeneous transmission line resonator,32 this
enhances the coupling up to g  100 MHz, or equivalently to
1.8% of the resonator frequency (Fig. 3, red dashed line).
Finally, the coupling can be further enhanced by interrupt-
ing the transmission line with a Josephson junction. Due to
the presence of the junction, the flux eigenmode presents
a constant phase slip φ0 at x = 0, which depends on the
Josepshon coupling energy of the junction.32,59 This additional
phase jump enhances the coupling as follows:
gi  EJ
(
2π

0
∂ψ(x)
∂x
x + φ0
)2
. (29)
Optimal parameters for the junction attached to the resonator
(EJ res  7EJ loop) could lead to extremely large couplings of
around g ∼ 600 MHz (9% of ω).
The previous numbers have to be compared with similar
figures from other setups, such as a circulator-based coupling
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Δx/2l
g(GHz)
FIG. 3. (Color online) Coupling strength for differerent niobium
transmission lines, as a function of the loop size. While homogeneous
resonators (blue) hardly reach the strong-coupling regime, inhomo-
geneous ones (red dashed) do. The coupling strength can be further
increased with a Josephson junction interrupting the center conductor,
as shown for the homogeneous case (dotted) and the inhomogeneous
one (dot dashed). We have considered for each resonator a frequency
ω0/2π = 6.65 GHz.
between resonators,25,38 or the dispersive coupling based on
SQUID loops31 or qubits.28 In these three cases the coupling
element works with a high detuning  from the resonator
frequency. This means that the effective coupling takes
the form g2/, where g is the coupling of one resonator to the
circulator, SQUID loop, or qubit,  is the detuning from the
resonator frequency and the dispersive condition g   < ω
limits the maximum achievable strength to a few percentage
points of ω.
IV. APPLICATIONS
A. Sidebands
So far we have discussed the possibility of tuning the
coupling strength between two resonators, constructing a
classical switch that allows us to control the exchange of
photons. In this section we discuss a second type of tunability,
which consists of engineering an arbitrary linear type of
coupling between two resonators:
Hint = g1eiφ1a†b + g2eiφ2ab + H.c., (30)
represented by the Fock operators a and b. This would enlarge
the applicability of our setup, extending it to the realization
of almost any quadratic model with nearest-neighbor interac-
tions.
In order to demonstrate that this is possible we start our
discussion by noting that both the dc SQUID and the ring
coupler provide us with a flux-dependent coupling
H = h¯ωaa†a + h¯ωbb†b + g(
©)(a† + a)(b† + b). (31)
If we now engineer the two resonators to have very different
frequencies ωa and ωb, the static coupling |g|  ωa,b will be
effectively suppressed, giving rise to a small dispersive term
H ∼ h¯ωaa†a + h¯ωbb†b + g
2
|ωb − ωa|a
†ab†b. (32)
However, if we allow for a two-tone driving of the coupling,
g(t) = g[
©(t)] = g1cos[(ωb − ωa)t + φ1]
+ g2cos[(ωa + ωb)t + φ2], (33)
then this driving effectively activates the rotating and coun-
terrotating terms, with the phases given above. To show this
we switch to an interaction picture with respect to the two
harmonic oscillators,
HI = g(t)(a†bei(ωa−ωb)t + abe−i(ωa+ωb)t + H.c.). (34)
The oscillating terms in Eq. (33) will precisely cancel the ones
in the previous time-dependent Hamiltonian, leaving behind
some other nonresonant terms which act only in higher-order
perturbation theory, O(g2/ω). The result should be the desired
combination of sidebands
Heff = g1a†beiφ1 + g2abeiφ2 + H.c. (35)
It is worth mentioning that the previous sideband engi-
neering is not perturbative: while we still need to impose the
requirement that |g1,2|  |ωb − ωa|, the resulting coupling is
larger than the dispersive term. This strong coupling and the
individual tuning of photon terms would be a wonderful tool
to explore the different phase transitions predicted for exotic
Bose-Hubbard models, as discussed for instance in Ref. 60.
Another very important feature of the two-tone driving
method is that it allows us to control the phases of the rotating
and counterrotating terms, for this is related to the phase of the
two-tone driving. As we discuss below, this is a very important
property, as it allows us to implement effective gauge fields that
control the hopping of photons between resonators. Moreover,
we achieve this effect by a simple driving of a standard SQUID,
without the need of time-reversal symmetry-breaking circuits
which might be very sensitive to other noise sources.25
Finally, even though the realization of the time depen-
dence (33) might seem complicated, in practice we do not
need to tune the flux in a very complicated manner. A simple
driving of 
©(t)  
 + δ
 cos(ωt), when introduced in the
sinusoidal coupling (14) g  cos(2π
©/
0) produces, via
the Jacobi-Anger expansion,
g(t)  cos(2π
/
0)J0(δ
)
+ sin(2π
/
0)J1(δ
) cos(ωt) + · · · (36)
in terms of the Bessel functions J0 and J1. This series
contains the basic driving plus higher harmonics which will
be spectrally suppressed in the coupling term. Alternatively,
a suitable dependence for 
© can be engineered with around
0.1 ns resolution using appropriate signal generators.61 Again,
out of this signal only the resonant terms, with frequencies
around ωa ± ωb will contribute to the coupling. Discretization
errors in the signal, and higher harmonics, will be averaged
out.
B. Nonlinear photon hopping
So far we have worked with the Josephson junctions in
the linear regime, neglecting higher-order terms, which are of
the order 124EJ (2πφ/
0)4. This approximation is valid only
when the argument of the trigonometric functions, 2πφ/
0,
is small, a condition which can be recast as a restriction on the
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number of photons that can populate the resonator. Roughly,
for the SQUID we have the condition
φ ∼ u(x)
√
h¯Z
2
n  
0
2π
= h¯
2e
, (37)
where Z is the impedance of the resonators, n is the average
number of photons, and u(x) is the mode wave function at
the coupling points. Using, in the same way as above, the
value u(x) = 0.1 restricts the number of photons to n < 1000
(see Appendix B 1), which does not represent a restriction for
the few photon applications that we envision.
The question now is what happens when we do not neglect
the nonlinear terms. In this case we have the potential to
introduce new interactions between resonators, which are now
of higher order and include on-site nonlinearities n2i , nearest-
neighbor attractive or repulsive interactions ninj , photon-pair
hopping a†2i a2j , etc. (see Appendix B 2). Of these terms some
are already strongly suppressed because of being off resonant;
this is the case for interactions with odd powers, such as
a
†3
i aj . The Kerr nonlinearities will always be present and give
rise to extended Bose-Hubbard physics. Finally, the correlated
hopping terms a†2i a2j can be resonantly enhanced using the
same technique that we employ for the sidebands: introducing
a frequency mismatch between neighboring cavities and
driving with exactly the frequency which is needed to select
this process, 2(ωi − ωj ). With all these tools we envision the
possibility of engineering very interesting models, such as
a condensate of pairs of photons,62 which are very hard to
engineer in other systems.
C. Outlook and discussion
Summing up, in this work we have studied two different
ways to engineer the coupling between superconducting
resonators: one is geometric and static in nature, while the other
relies on nonlinear coupling circuits and can be easily tuned in
and out of the strong-coupling regime. Both elements together
form a powerful toolbox for implementing almost arbitrary
models consisting of a low-dimensional (from 1D to 2D) array
of resonators with tunable nearest-neighbor interactions, as in
the model sketched in Fig. 4. Let us now discuss some of the
potential applications of such circuits.
1. Traditional quantum optics
The implementation of tunable sidebands in coupled res-
onators opens the door to many well-known processes from
quantum optics. Some of them are the squeezing of different
modes via those sidebands, frequency conversion of photons as
they are transferred between cavities, parametric generation of
photons via a†b† + ab terms, entanglement production at high
temperatures,63 etc. The beam-splitter Hamiltonian is also the
cornerstone of all-optical quantum information processing, as
suggested in Ref. 37 for a different circuit-QED architecture.
2. Harmonic models
The most immediate application of our design would be
to implement arbitrary quasilocal and quadratic Hamiltonians,
with the aim of studying the dynamical or static properties
of many-body Gaussian states. This includes a variety of
A AB
(a)
(b)
FIG. 4. (a) One-dimensional array of cavities coupled by means
of a superconducting ring coupler. (b) Two-dimensional lattice of
circular resonators, coupled by dc SQUIDs. Both lattices are bipartite.
Using different resonator frequencies for each sublattice, ωA = ωB ,
we can use the techniques from Sec. IV A to engineer any sideband
interaction between the arrays.
studies, such as the static correlations in the model64 and their
relation to the underlying entanglement, dynamical quantum
phase transitions from trivial to critical phases, the study of
propagation of correlations in nonequilibrium models and their
relation to Lieb-Robinson bounds,65–67 etc. In this context, the
tunability of the coupling plays two different roles. On the one
hand it allows us to change the parameters of the Hamiltonian
in an abrupt or smooth way, for instance to study a dynamical
quantum phase transition or a quench. On the other hand and
equally important, by switching off all couplings we can freeze
the quantum state of the oscillators, giving us time to measure
the properties of the system, either with different measurement
qubits or through a movable probe.42
3. Anharmonicity and thermalization
The interest of the harmonic problems lies in their simplic-
ity and the possibility of obtaining analytical and numerical
results for different geometries and sizes. However, as soon
as we introduce a small nonlinearity in our system, we can
say very little about their dynamical and static properties
and many of the simulations which we mentioned in the
previous paragraph become open problems. In particular, one
very simple problem which deserves being studied is that
of thermalization. The basic idea is to replace the linear
resonators in Fig. 4 with resonators that host a tunable and
weak nonlinearity in the form of a SQUID (similar to Ref. 27
but outside the linear regime). One would then prepare the
ground state of the cavities with a value of the coupling, and
then abruptly quench this coupling to a different (larger or
smaller) value in which the prepared state is not a ground
state. Throughout this process it will be possible to track
the relaxation of the oscillator chain or lattice, studying how
its behavior is modified by the presence of the nonlinearity.
Note that it is well known that the simulation of such
time-dependent many-body problems becomes numerically
intractable for a few resonators. For instance, assuming a
truncation basis with ten photons per cavity, a state of ten
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coupled cavities requires already 10 gigabytes of memory. But
the problem of time evolution is worse, for truncation and
rounding errors introduce a very fast growth of errors such
that after a short runaway time, even the most sophisticated
density matrix renormalization group (DMRG) many-body
simulation methods68 provide only qualitative results.69 In this
sense, having good quantum simulators would be an invaluable
tool to advance the understanding of these nonequilibrium
processes beyond those regimes which can be simulated with
more straightforward methods.72
4. Coupled cavities and gauge fields
Along the lines of anharmonic systems, another interesting
problem is the study of coupled cavities or Jaynes-Cummings
lattices.20,21 The setup would be that of Fig. 4, but with one
qubit attached to each resonator. The coupled qubit-resonator
system behaves as a highly nonlinear element, implementing
a quasiparticle known as a “polariton,” which may hop
from resonator to resonator through our tunable coupling
elements. This can be roughly formulated as a Bose-Hubbard
Hamiltonian
H =
∑
ij
tij a
†
i aj + U (a†i ai), (38)
with a very nonlinear on-site interaction U and a hopping tij
which, unlike in previous proposals,22 is now dynamically tun-
able. This allows us to explore the quantum phase transitions
from weak interactions U  |t | to hard-core particles U  |t |
simply by reducing the hopping instead of arbitrarily boosting
the qubit-resonator interaction—something which might be
more challenging from the theoretical and experimental point
of view.
In addition to the usual Mott-superfluid phase transition,
we now have control over the phase of the hopping, tij =
|t | exp iθij . The procedure, as described in the previous section,
consists of engineering two coupled sublattices [A and B in
Fig. 4(b)] of resonators with different frequencies, ωA = ωB .
Applying a multitone driving on the bonds that connect the
two sublattices, we can create an array of phases θij which
have a nontrivial flux around each plaquette. This will allow
us to probe integer quantum Hall physics with polaritons,25
without the use of circulators.
In summary, we have shown that in circuit QED, tunable
coupling between resonators can be implemented via sim-
ple Josephson circuits. We have developed this initial idea
into a profound theoretical basis for exciting multiresonator
experiments ranging from arbitrary sideband interactions
to setups scalable towards the many-body regime. On the
theoretical side, our results lend themselves to being expanded
to advanced scenarios, such as the relation between our
circuit models and Josephson junction arrays, the influence
of decoherence, or even the design of models with tunably
dissipative elements.
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APPENDIX A: LUMPED ELEMENT MODEL OF TWO
COUPLED RESONATORS
Here we derive the density Lagrangian (1) of Sec. II
from the quantum network theory perspective. The appendix
is divided into three parts: in the first one we review the
quantization of a single microstrip resonator. In the second
one, we consider the equivalent circuit of the coupled striplines
shown in Fig. 1(a) in its lumped element model [see Fig. 1(b)].
The Kirchhoff equations derived here will give rise to the
Lagrangian (1) in the continuum limit.
1. Single-oscillator description
Here, we detail the description for the single-resonator
case. The transmission line field equations are obtained from
their lumped circuit equivalent. Neglecting losses, it can be
described as a series of LC circuits.58 In the continuum
limit, the resulting field equations can be obtained from the
Lagrangian
L0 = 12
∫ l
−l
dx[c0(x) ˙φ(x,t)2 − l0(x)−1∂xφ(x,t)2], (A1)
where c0(x) and l0(x) are the capacitance and inductance per
unit of length, respectively; otherwise, φ(x) = (
0/2π )ϕ(x)
is the magnetic flux variable with 
0 = h/2e the magnetic
flux quantum and ϕ(x) the phase of the macroscopic wave
function describing the superconductor. The stationary modes
are found by solving the eigenvalues and eigenvectors for the
equation of motion (the Euler-Lagrange equations)
∂x[l0(x)−1∂xφ(x,t)] = c0(x)∂2t φ(x,t), (A2)
which is nothing but the wave equation in one dimension. The
solution to this equation is expanded in normal modes and
time-dependent amplitudes,
φ(x,t) =
∑
n
qn(t)un(x), (A3)
such that q¨n = −ωnqn, with ωn the resonator frequencies.
Therefore the eigenstates un satisfy the differential equation
∂x[l0(x)−1∂xun(x)] = −ωnc0(x)un(x). The un satisfy the or-
thogonal relation∫ l
−l
c0,j (x)um,j (x)un,j (x)dx = Crδnm, (A4)
with Cr =
∫ l
−l c0(x)dx the total capacitance of the resonator.
For homogeneous resonators, l0 and c0 are constant, and
we obtain the well-known case of equispaced eigenfrequencies
νn = (2n − 1)/2l
√
l0c0 with 2l the length of the superconduct-
ing resonator and un =
√
2 sin[(2n − 1)πx/2l].
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2. Two coupled oscillators
Consider the lumped element model depicted in Fig. 1(b).
The discrete modes of the electromagnetic field inside the
strips are described as arrays of LC oscillators, together with
the mutual inductances and capacitances, representing the
cross-talk. By applying the current conservation law at each
node of the circuit, we obtain a set of dynamical equations for
the node fluxes φj,n:
xc0(n) ¨φ1,n + xcm(n)( ¨φ1,n − ¨φ2,n)
= l0(n)
x
(φ1,n−1 − φ1,n)
l0(n)2 − lm(n)2 −
l0(n)
x
(φ1,n − φ1,n+1)
l0(n)2 − lm(n + 1)2
− lm(n)
x
(φ2,n−1 −φ2,n)
l0(n)2 − lm(n)2 −
lm(n+ 1)
x
(φ2,n+1 −φ2,n)
l0(n)2 − lm(n+ 1)2 ,
(A5)
and the equivalent equation for the second resonator. Above,
c0(n) and l0(n) are the capacitance and inductance per unit
length, respectively, while cm(n) and lm(n) represent the mu-
tual capacitance and mutual inductance coefficients. Notice
that, in general, all these parameters are position dependent.
The former equations of motion are nothing but the Euler-
Lagrange equations associated with the following Lagrangian:
L = T − V, (A6)
with
T = x
2
∑
n,j
c0 ˙φ
2
j,n + cm(n)( ˙φj,n − ˙φj+1,n)2, (A7)
V = 1
2x
∑
n,j
l0
l20 − lm(n)2
(φj,n − φj,n−1)2 − lm(n)
l20 − lm(n)2
× (φj,n − φj,n−1)(φj+1,n − φj+1,n−1). (A8)
We can now take the continuum limit x → 0, which implies
(a) φj,n → φj (x),
(b) (φj,n−φj,n−1)
x
→ ∂xφj (x),
(c) x∑n → ∫ l−l dx.
Hence, the Lagrangian (A6) ends up as Eq. (1) in the main
text that we rewrite here for completeness,
L = 1
2
∑
j=1,2
∫ l
−l
dx
[
cˆij ˙φi(x) ˙φj (x) − ˆl−1ij ∂xφi(x)∂xφj (x)
]
.
(A9)
The fluxes φi(x) are thus coupled by the capacitance cˆ(x)
and inductance ˆl(x) matrices given in the main text (2).
The diagonal terms of these matrices represent the single-
resonator Lagrangian L0 derived in the previous section,
which depends on l0(x) and c0(x). On the other hand, the off-
diagonal contributions represent the coupling Lagrangian L1,
described by the parameters ljj = l0,lij = lm,cjj = c0 + cm,
and cij = −cm.
3. Generalization to more oscillators
We now show that the quantum description of two coupled
resonators presented above can be generalized to the case of N
coupled resonators. We therefore extend the sum in Eq. (A9)
to N :
L = 1
2
N∑
i,j=1
∫ l
−l
dx
[
cˆij ˙φi(x) ˙φj (x) − ˆl−1ij ∂xφi(x)∂xφj (x)
]
,
(A10)
where the cˆ(x) and ˆl(x) are now given by N × N matrices
with self-capacities (self-inductances) on the diagonal and
the mutual capacities (self inductances) on the off diagonal.
Following the same procedure as above we restrict ourselves
to the fundamental modes, split off the single-resonator
Lagrangians, and write the interaction part as
L1 = 12
∑
N
(
cm1q˙
2
j −
l2m
l0
(
l20 − l2m
)2q2j)
+
N−1∑
i=1
(
−cm1q˙i q˙i+1 + lm
l20 − l2m
2qiqi+1
)
, (A11)
taking into account only nearest-neighbor interaction. The
Hamiltonian can finally be written as
H/h¯ =
N∑
j=1
ωa
†
j aj −
N−1∑
j=1
gc(a†j − aj )(a†j+1 − aj+1)
−
N−1∑
i=1
gi(a†j + aj )(a†j+1 + aj+1), (A12)
with ω, gc, and gi the same as in the two-resonator case. In
particular, from the resulting total Hamiltonian H the normal
frequencies can be found, giving
ω− = ω0
√
1
1 + 2C
(
1 + L
ν(1 − L)
)
,
(A13)
ω+ = ω0
√
1 − L
ν(1 + L) .
We finally notice that by making lc → l(ν → 1), i.e., two
straight parallel resonators, the formulas for the normal modes
match the case of two coupled LC circuits.
APPENDIX B: LINEAR AND NONLINEAR COUPLINGS
The motivation in this Appendix is twofold. On the one
hand we estimate the validity of the linear approximation;
on the other hand, we explicitly compute the first nonlinear
corrections to the coupling.
We first expand the cosine in LSQUID (11),
− cos
(
2π

0
φ−
)
= −1 + 1
2
(
2π

0
)2
φ2− −
1
24
(
2π

0
)4
φ4− + · · · . (B1)
We recall that
φ− = u0
√
h¯Z(a†− + a−) and a− =
1√
2
(a1 − a2). (B2)
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Assuming Z = 50  and defining
ξ ≡ u20
(
2π

0
)2
2h¯Z = u20
π2
102
∼= 10−1u20, (B3)
we can write for the expansion
− cos
(
2π

0
φ−
)
= −1 + ξ
4
(a†− + a−)2 −
ξ 2
96
(a†− + a−)4.
(B4)
1. Linear regime
The linear approximation is justified when the second-order
terms in Eq. (B1), or equivalently the average value and
fluctuations of the flux in Eq. (B4), are small. How does this
relate to actual experiments? In order to determine a condition
based on the number of photons we study the fluctuations 〈φ2−〉,
which are related to the expectation value
〈(a†− + a−)2〉 ∼= 2(〈a†1a1〉 + 〈a†2a2〉) ≡ 4n (B5)
with n the number of photons. Using the previous series we
conclude that linearization is strictly justified whenever n 
10/u20, whereu0 is the value of the mode wave function. For the
ring coupler layout, the same reasoning follows by replacing
u0 → ∂xu0x in Eqs. (B2) and (B3).
2. Nonlinear hopping terms
With the help of Pathak’s results,73 we compute,
(a− + a†−)4 = a4− + 4(a†−)3a− + 6(a†−)2a2−
+ 6a†a + 3 + H.c. (B6)
Notice that a− = 1√2 (a1 − a2) [Eq. (B2)], so the above ends
up in a long expression hard to deal with. To make it simpler,
we assume that sidebands will select a2− or a†a and we resort
to a RWA argument to write
(a− + a†−)4 ∼= 6(a†−)2a2− +12a†a + 6(a†−)2 + 6a2− + 3. (B7)
Looking at each term we rewrite them in terms of the local
bosonic operators a1 and a2:
4(a†−)2a2− = (a†1)2a21 + (a†2)2a22 + 2a†1a†2a1a2
− 2a†1a†2
(
a21 + a22
)+ H.c., (B8)
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FIG. 5. (Color online) Energies of the full Hamiltonian of two
LC resonators with frequency ω1 coupled by a SQUID (11), as a
function of the effective Josephson energy Eeff . We plot the transition
frequencies relative to the ground state, ωn = (En − E0)/h¯. Note
the splitting between energy levels which is linear with Eeff . The
inset shows the energy splitting n, for n = 1 (solid) and 2 (circles)
photons, in perfect agreement with our linearized theory.
2(a†−)2 = (a†1)2 + (a†2)2 − 2a†1a†2, (B9)
2a†−a− = a†1a1 + a†2a2 − a†1a2 − a†2a1. (B10)
3. Full diagonalization
We conclude this Appendix by computing the full diago-
nalization of the Hamiltonian associated with Eq. (11). More
precisely, we consider two zero-mode resonators connected
by a single SQUID element and diagonalize everything in the
Fock basis of the oscillators. The SQUID acts as a nonlinearity
whose bounded strength can be faithfully reproduced using
Fock operators in a truncated basis. In Fig. 5 we show the
resulting spectrum, with the energy splitting induced by the
effective coupling, which is approximately linear in the SQUID
strength. Note that for a small number of photons the energy
splitting is the same, demonstrating the linear behavior of the
element.
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Coupled superconducting transmission line resonators have applications in quantum information
processing and fundamental quantum mechanics. A particular example is the realization of fast beam
splitters, which however is hampered by two-mode squeezer terms. Here, we experimentally study
superconducting microstrip resonators which are coupled over one third of their length. By varying
the position of this coupling region we can tune the strength of the two-mode squeezer coupling from
2.4 % to 12.9 % of the resonance frequency of 5.44 GHz. Nevertheless, the beam splitter coupling
rate for maximally suppressed two-mode squeezing is 810 MHz, enabling the construction of a fast
and pure beam splitter.
Recent advances in quantum electrodynamics with su-
perconducting circuits (circuit QED) allowed for the ex-
perimental implementation of basic quantum computa-
tion algorithms [1]. Based on important results such as
single photon generation [2] and multi-qubit gates [3, 4],
advanced schemes for quantum error correction [5] and
quantum feedback control [6] were proposed. In such dig-
ital approaches, superconducting quantum circuits sub-
stitute classical bits and bus systems, allowing one to
construct a general purpose quantum computation de-
vice. However, digital quantum simulations typically re-
quire a large number of qubits and sophisticated error
correction schemes [7], which is still a significant techno-
logical challenge to date. Therefore, in the short term
it is more promising to focus on what is called analog
quantum computation or simulation. In this approach,
a model quantum system is used to set up a quantum
mechanical evolution similar to the physical system of
interest. However, contrary to the physical system, the
input and output channels of the model system are easily
accessible. Superconducting quantum circuits interacting
with quantum microwave fields represent a particularly
attractive model system [8]. If the microwave fields are
confined inside cavities, proposals and early experiments
towards the simulation of manybody Hamiltonians ex-
ist [9, 10]. Beyond that, recent work on systems involv-
ing propagating quantum microwaves [11, 12] suggests
that it is possible implement all-optical quantum simu-
lation schemes [13] in the microwave regime. This route
seems particularly attractive, because superconducting
circuits offer extraordinarily large nonlinearities [14] and
therefore promise deterministic gates. A qubit can, for
example, be encoded in an entangled state of two spa-
tially separated superconducting waveguides. In such a
situation, linear microwave beam splitters play an im-
portant role for the realization of single qubit rotations
and two qubit Knill-Laflamme-Milburn gates [15, 16]. At
this point, it is important to consider decoherence ef-
fects. In order to minimize them, a beam splitter should
be fast in the sense that its coupling rate is a signif-
icant fraction of the frequency of the propagating mi-
crowaves. In such an ultrastrong coupling scenario, it is
well-known [14, 17] that nonlinear effects arise for dipolar
coupling. Hence, these nonlinear effects must be taken
care of in order to ensure a pure beam splitter function-
ality. In this work, we first develop a theoretical model
for fast and pure microwave beam splitters based on two
frequency-degenerate coupled superconducting transmis-
sion line resonators with low external quality factors. We
confirm this model with proof-of-principle experiments
using microstrip resonators with a resonance frequency
of ω0/2pi= 5.44 GHz and medium quality factors ranging
between 150 and 600. Notably, we reach a beam splitter
coupling strength of above 800 MHz while suppressing
the nonlinear coupling by a factor of six by exploiting
the 90◦ phase shift between the inductive and the capac-
itive coupling channel. This allows for many operations
within decoherence times of superconducting tramsission
line circuits [18]. We first introduce our model, which
is based on Ref. 19. As we aim at the realization of a
pure beam splitter, the Hamiltonian describing our ex-
perimental system ideally should read as
H = h¯ω0
(
a†a+ b†b
)
+ h¯gBS
(
a†b+ ab†
)
. (1)
Here, a†, b†, a, and b are the bosonic creation and an-
nihilation operators of the two resonators and gBS is the
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2beam splitter coupling rate. The beam splitter interac-
tion term gBS(a
†b+ ab†) splits the single resonance sym-
metrically, resulting in two new normal modes at the an-
gular frequencies ω±=ω0± gBS. We can apply Eq. (1) to
the case of two transmission line resonators coupled in
a small region around a position where either the mag-
netic field (current) or the electric field (voltage) has an
antinode. While this scenario allows one to neglect either
the capacitive or the inductive coupling channel, it limits
practical devices to coupling rates smaller than approx-
imately g / ω0≈ 2%. In order to achieve higher coupling
rates, we distribute the coupling over a region spanning
a significant fraction of the resonator length. As a conse-
quence of the large coupling strength, the rotating wave
approximation breaks down, giving rise to a two-mode
squeezer (TMS) term in the Hamiltonian. Introducing
the TMS coupling rate gTMS, we find
H = h¯ω˜ (a†a+ b†b)+h¯gBS (a†b+ ab†)+h¯gTMS (a†b† + ab) .
(2)
This Hamiltonian describes two coupled harmonic oscil-
lators of renormalized frequency ω˜, which is split – in gen-
eral asymmetrically with respect to ω0 – into two normal
modes of frequencies ω±. The detailed definition of ω˜ is
not relevant for this work and can be found in Ref. 19.
The total coupling rate results from a superposition of
a capacitive (gc) and an inductive (gi) coupling channel.
The corresponding two channels couple via 90◦-shifted
single mode fields. Therefore, we find gBS≡ (gi + gc) and
gTMS≡ (gi − gc). The coupling rates gc and gi depend
solely on the resonator geometry. For a suitable res-
onator design, we can achieve gc = gi and thus gTMS = 0.
In other words, our distributed coupling approach allows
for the realization of a pure beam splitter described by
the Hamiltonian of Eq. (1) with large coupling rates gBS.
In the remainder of this work, we experimentally vali-
date the distributed coupling model of Eq. (2) by varying
gc and gi in a controlled way. To this end, we fabricate
samples containing two coupled microstrip resonators.
Our design is shown in Fig. 1. For the fabrication of the
chip shown in Fig. 1(a), we first sputter 100 nm Niobium
on both sides of a 250 µm thick SiO2 (50 nm) coated sil-
icon wafer. One side is then patterned by optical lithog-
raphy and reactive ion etching, the other one serves as
ground plane. Our microstrip waveguides have a width
of 204µm to match an impedance of 50 Ω. As shown in
Fig. 1(a), the two resonators have the same shape. In or-
der to avoid geometry effects, we shift the position of the
coupling capacitors defining both ends of the resonators
rather than redesigning the coupling region. In this
way, we investigate seven different configurations where
the resonators are coupled over a length of `c = 3 mm at
different physical coupling positions `left [see Fig. 1(b)].
For each two-resonator sample, we fabricate a single res-
onator sample with the same parameters for comparison.
(c) (d)
(a) (b)
ℓc
ℓleft
ℓleft
(e)
ℓ0
δℓ
250μm250μm
FIG. 1. Sample layout. (a) Reworked photograph of two
coupled resonators on a 10 mm× 6 mm silicon wafer. (b)
Schematic circuit diagram. The resonators couple over an
electrical length `c. The coupling region starts at the elec-
trical length `left. (c, d) Enlarged view of the region marked
with the blue (green) box in (a). (e) Sketch of the region
marked with the purple box in (a).
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FIG. 2. Transmission spectra of three resonators coupled
over a length of 3 mm, with δ`= 0 µm (bottom), 300 µm (mid-
dle), and 600µm (top). The top and middle curves are shifted
by 160 dB and 80 dB, respectively. The dashed lines show the
respective single resonator transmission spectra.
In our experiments, we measure transmission spectra of
the fundamental mode of single and coupled microstrip
resonators at 4.2 K and extract the resonance frequencies
ω0 and ω±, respectively. Typical examples are shown in
Fig. 2. It can be seen that the two transmission peaks of
the coupled resonators split asymmetrically with respect
to the peak of the single resonator. This already indicates
that the coupling is described by Eq. 2. Furthermore, we
find that ω0 = 5.44 GHz is independent of the position of
the coupling capacitors as expected. Hence, also the to-
tal electrical length `tot =pic / (ω0
√
eff) is the same for all
configurations. With c= 2.99× 108 m/s and the effective
dielectric constant eff = 7.59, we find `tot = 9.963 mm.
3In order to extract the coupling parameters gc and gi,
we make use of the microscopic model [19] leading to
Eq. (2). The input parameters to this model are the
ratio of the self-inductance (capacitance) per length to
the mutual inductance (capacitance) per unit length Lrat
(Crat) and the electrical position of the coupling region.
The latter cannot be determined directly from the sample
geometry because the physical length of the transmission
line differs from the electrical one whenever there is a
bend in the resonator. Furthermore, the ratios Lrat and
Crat depend implicitly on the electrical coupling position.
Hence, the first step in our analysis is the determination
of the electrical position of the coupling
`left = `0 + δ`. (3)
Here, as shown in Fig. 1(e), `0 is the minimum distance
between the coupling capacitor and the border of the
coupling region and δ` accounts for the varying position
of the coupling capacitor. We obtain δ` directly from the
resonator geometry because in good approximation the
electrical length of a straight segment of the resonator
equals its physical length. With the definition of Eq. (3)
and the model in Ref. 19, we can write
Lrat =
νLω
2
+
ω20 − νLω2+
Crat =
νC(ω
2
0 − ω2- ) + νCω20ω2+/(ω20 − 2νLω2+)
2ω2-
.
Here, νL,C = `tot/∆L,C are geometry factors. The
expressions ∆L,C represent the overlap integrals
of the magnetic (electric) field modes. For our
scenario of homogeneous resonators and funda-
mental mode coupling, we can set 2pi∆L,C =
`c∓ `tot [sin(2pi(`left+`c)/`tot)− sin(2pi`left/`tot)]. In
order to extract `0 from the measured peak positions ω0
and ω±, we first assume that the field in the resonators
is a TEM-mode and, consequently, Lrat and Crat are
independent of `left. Subsequent minimization of the
normalized variance of Lrat + Crat for all seven capacitor
configurations yields `0 = 1.271 mm. Figure 3(a) shows
that indeed for this value of `0, the parameters Lrat
and Crat do not deviate more than 3 % from their
average value. This gives evidence that our model is
self-consistent.
In the next step, we use Lrat, Crat, and `0 + δ` to cal-
culate gBS, gTMS, and ω˜. In Fig. 3(b), we show gBS/ω0
and gBS/gTMS as a function of `rel≡ `left/(`tot− `c). We
observe a maximum suppression of the TMS coupling
rate to gTMS/gBS = 16% and a minimum suppression of
gTMS/gBS = 43% while the beam splitter coupling rate
stays nearly constant at gBS = (816± 7) MHz. An extrap-
olation of the model prediction suggests that the TMS
coupling should vanish at the relative coupling position
`rel = 14 %. Nevertheless, the beam splitter coupling rate
0.90
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{totCRatLrat
0.18 0.20 0.22 0.24 0.26
0.00
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{rel
gTMSgBSgBSw0
FIG. 3. Top: The parameters Lrat, Crat, and `tot divided by
their respective average value displayed against the relative
coupling position. Bottom: Coupling ratios as a function of
the relative coupling position. The solid line is obtained using
the average values of Lrat, Crat, and `tot.
at this position still exceeds 780 MHz. This configuration
is ideally suited for the realization of a fast beam split-
ter and can in principle be reached with our geometry.
Finally, we analyze the potential of our devices for the
investigation of ultrastrong coupling. In this context, we
note that the coupling between the two resonators can be
ultrastrong in the same way as the qubit-resonator cou-
pling discussed in Ref. 14. For our samples, we achieve a
maximum TMS coupling rate of 351 MHz for `rel = 27%.
When moving the coupling region to the center of the res-
onators, the maximum rate would become 702 MHz and
gTMS/ω0 = 12.9%. This implies that the relative coupling
rate of our device is equally large as in Ref. 14. Since
our devices do not require nonlinearities and are there-
fore much easier to fabricate, they provide a promising
way of studying the dynamics of ultrastrong coupling.
In summary, we use linear superconducting circuits to
implement a Hamiltonian with a beam splitter coupling
strength of more than 800 MHz, where the TMS term is
suppressed by a factor of six. We demonstrate a tunabil-
ity of the coupling ratio gTMS/gBS between 16 % and 43 %.
An extrapolation of our result shows that an ultrastrong
coupling scenario as well as a pure beam splitter Hamilto-
nian can be reached with our sample design. This paves
the way for studying ultrastrong coupling dynamics and,
by design of a suitable capacitor configuration [16], build-
ing fast beam splitter circuits for analog quantum com-
putation and simulation with both standing-wave and
propagating quantum microwaves.
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92 3. Results
3.3 Scattering by an artificial atom
In this second part of the Thesis, we leave aside the control of quantum sys-
tems using switchable couplers, to rather focus on the control of propagating
photons through their scattering on an artificial atom [SF05b, SF05a]. Our
interest stems from the first experiments showing the strong interaction be-
tween light and individual atoms in the absence of confining cavities. The
coherent coupling between the photon and the atoms manifests as a quantum
interference in the scattering process, that can result in a perfect extinction of
the forward propagating wave. This fascinating effect has been observed in
light scattered by individual atoms [WGH+07], but with just a 12% of ex-
tinction in the forward direction. This is because of the frequency mismatch
between incident and scattered waves13, and the extremely challenging task
of addressing individual atoms with lasers.
By contrast, this frequency mismatch does not occur in circuit QED, where
light-matter interaction takes place in one dimension, which is by far much
more efficient than in 3D. In one dimension, the spontaneous emission by the
artificial atom produces a photon propagating either backwards of forward
in the open line, that is, the emitted photon is a plane wave as the incident
photon. Recent experiments in circuit QED have confirmed the theoretical
predictions with impressive results, showing extinctions of 94% in the trans-
mitted wave [AZA+10]. This brings with it important consequences in the
photon dynamics: as the photon can only propagate forward or backwards,
the overall effect is that the photon has been reflected by the atom. In this
Thesis we will exploit this coherent coupling to control the transport prop-
erties of propagating photons in an open transmission line. Moreover, we
will show how these properties depend on the scatterer internal structure.
Finally, we propose several applications for quantum information processing
with flying photons.
3.3.1 Summary and discussion of results
In publication P5 we focus on an in-depth theoretical study of propagating
microwaves in an open transmission line scattering off a single artificial atom
(this is schematically shown in Fig.3.5). Our atom will be a transmon qubit,
which possesses a three-level energy structure, as we shown in Chapter 1.
We will show that, depending on whether the transmon behaves as a two-
13Notice that the spontaneously emitted wave by the atom is an spherical wave, while the
incident one is a plane wave.
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Figure 3.5: Schematics of a propagating photon facing an individual artificial
atom in an infinite transmission line, and its equivalent circuit.
or a three-level system, very different physics takes place. In particular, for
a transmon qubit working in the two-level approximation, the qubit acts as
a saturable mirror for the incident photons. On the other hand, by driving
a strong coherent field to the second transition of the transmon, the atom
becomes transparent, yielding to perfect transmission of the incident pho-
tons. We finally study the photon antibunching of the reflected field, and
its dependence with finite temperature and detection bandwidth. Below we
present the main results of this work:
• We consider a transmon qubit capacitively coupled to a semi-infinite
transmission line. Starting from a fully microscopic description, we
derive the equations of motion for the coupled system. Within the ro-
tating wave approximation14 the equation of motion can be interpreted
as a quantum Langevin equation for the transmon, and an input-output
relation for quantum fields.
• As we shown in Chapter 2, Langevin equations are generally not solv-
able, so we derive a master equation for the transmon in its Lindblad
form. We derive closed expressions for the relaxation and pure dephas-
ing rates Γij, Γφ as a function of the microscopic details of the system.
We generalize these results to the case of N semi-infinite transmission
lines meeting at the transmon position. We place especial emphasis in
the case of N = 2, i.e. a transmon qubit placed in an infinite transmis-
sion line.
14In this particular setup,s the rotating wave approximation is always valid.
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• Using the master equation and the input-output relation, we study the
scattering of a coherent signal by a transmon qubit in the two-level
approximation, as a function of the input power and frequency of the
drive. These parameters together with the qubit decay rates, determine
the reflection and transmission coefficients that fully characterize the
dynamics of the output fields. In particular, for a low-amplitude drive
on resonance with the qubit, we obtain the experimentally observed
perfect reflection of the photon by the atom.
• We consider the scattering problem in the three-level approximation of
the transmon: a coherent probe at the single photon level scatters off
the transmon at the first transition, while a strong control pulse drives
the second transition. We observe that the reflection and transmission
coefficients of the probe depends on the frequency and drive amplitude
of the control pulse. Thus, we can employ the strong control pulse to
control the reflection and transmission at the probe frequency. This is
usually called Electromagnetically Induced Transparency (EIT) [BIH91,
AAZ+10], which in this case is assisted by the splitting of the second
transition –usuall called Autler-Townes splitting [AT55].
• Finally, we study second order correlations functions g2(τ) for the re-
flected and the transmitted field through the transmon . For low ampli-
tude drives, we observe strong antibunching in the reflected field, and
strong bunching in the transmitted one. The transmon acts as a photon-
number filter, reflecting back to the line the one-photon Fock state |1〉
and transmitting higher multiphoton states [HPL+12]. We include finite
temperature and finite detection bandwidth in the system. This can be
done by adding a single-mode transmission line resonator in resonance
with the transmon, acting as a frequency filter.
In conclusion, we have reported on a comprehensive study of the scatter-
ing of coherent states on a single transmon, from a microscopic viewpoint.
From the equations of motion, we have derived an input-output relation for
the quantum fields and a master equation for the transmon. Our results show
that the transmon in the two-level approximation behaves as a saturable mir-
ror for the incoming photons. On the other hand, a strong control pulse
addressing the second transition of the transmon induces an Autler-Townes
splitting on the excited energy levels, yielding to perfect transmission at the
probe frequency. Our theoretical results are in excellent agreement with cir-
cuit QED experiments, in particular with those presented in publication P6
and P7.
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1. Introduction
In recent years, the field of circuit quantum electrodynamics (circuit QED) [1, 2] has become
one of the most promising platforms in the study of light–matter interaction. One of the most
important breakthroughs in this field was the achievement of a strong coupling between light
and matter, or microwave photons and Josephson-based artificial atoms [3, 4]. Since then, many
experiments have been carried out within the framework of superconducting circuits [5–9],
revealing a wide variety of novel quantum phenomena. Most of these experiments share
a common feature, namely the interaction between artificial atoms and isolated modes of
the electromagnetic field in a cavity. Within circuit QED, there is now growing interest in
studying propagating fields interacting with artificial atoms, owing to, e.g., its potential interest
for condensed matter [10] and all-optical quantum information [11]. Theoretically, coherent
coupling between an atom or superconducting qubit and a one-dimensional continuum of modes
has been discussed for some time [12–17], and there exist now a growing number of experiments
investigating this system in a circuit QED setup [18–25].
In this paper, we report on an in-depth microscopic description of the coherent coupling
between a field propagating through an open transmission line (TL) and a superconducting
artificial atom based on the single Cooper-pair box (SCB) [26–32]. In more detail, we analyze
the so-called transmon regime [8, 33] and study the photon transport properties of this system
according to different approximations. On the one hand, in the two-level approximation and
under certain conditions, the qubit behaves like a saturable mirror [12, 13]. On the other hand,
by including a second excited state of the transmon, we can effectively make the medium
transparent for the incident photons using a coherent control field in resonance with this second
transition. Finally, we also discuss how the photon antibunching observed in the reflected field
is reduced by finite temperature and finite detection bandwidth. Our theoretical predictions are
in full agreement with recent experiments [22, 23, 25].
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Figure 1. Discretized circuit describing the interaction of an SCB with
microwaves photons propagating in a semi-infinite TL.
This paper is organized as follows. In section 2, we derive the master equation of an SCB
coupled to an open TL. In section 2.1, we start from a discretized lumped-element description
of the TL and in section 2.2 we proceed to the continuum description. In section 2.3, we discuss
the regime where the system can be described as an SCB weakly coupled to the voltage of the
TL, at the coupling point. We thus arrive at the Hamiltonian of a voltage-biased SCB, weakly
coupled to a bath of harmonic oscillators, i.e. the electromagnetic modes of the TL. Making
standard weak coupling approximations, we then derive a master equation in Lindblad form
in section 2.4 and attach a coherent drive in section 2.5. For simplicity, we go through these
derivations considering an SCB at the end of a semi-infinite TL, but in section 2.6 we discuss
how the master equation can be straightforwardly extended to an arbitrary number of semi-
inifinte TLs, all meeting at the SCB. In particular, this includes the important case of a single
infinite TL.
In section 3, we then apply the master equation to a few experimentally relevant
cases [22, 23]. Section 3.1 is devoted to the reflection and transmission of a single near resonant
coherent drive, while section 3.2 includes two coherent drives, where one is used to control the
transmission of the other. Finally in section 3.3, we investigate how the photon antibunching
observed in the reflected field is influenced by finite temperature and finite detection bandwidth.
2. The model
In this section, we present a general formalism of the light–matter scattering in a one-
dimensional continuum from a microscopic point of view. We start from a Hamiltonian
description, arriving at the well-known input–output relations for the microwave field. We
then follow the usual approach [34] to describe the joint state of the light–matter system by
introducing dissipation, resulting in the standard quantum optical master equation.
2.1. The discrete circuit model, Hamiltonian and equations of motion
Consider a semi-infinite TL with characteristic inductance L0 and capacitance C0 per unit
length. We discretize the TL [35] in units of the small length 1x , which we take to zero at the
end of the calculation. The TL nodes are numbered with negative integers, while the SCB island
node has index J and its Josephson junction has a capacitance CJ to ground and a Josephson
energy EJ. The SCB is coupled to the TL at the zeroth node, through the capacitance Cc, as
depicted in figure 1.
To describe the circuit dynamics, we use the node fluxes 8↵(t)=
R t dt 0V↵(t 0) as
coordinates [36]. They are the time integrals of the node voltages and although less intuitive than
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4the voltages, this choice greatly simplifies the description of the Josephson junction. Starting
from a circuit Lagrangian, we can derive the discrete circuit Hamiltonian [37]
Hd = (p0 + pJ)
2
2CJ
+
p20
2Cc
  EJ cos
✓
2e
h¯
8J
◆
+
1
1x
X
n<0
p2n
2C0
+
(8n+1 8n)2
2L0
, (1)
where the charges p↵ are the conjugate momenta to the node fluxes 8↵, fulfilling the canonical
commutation relations
[8↵, p ] = ih¯ ↵, , [8↵,8 ] = [p↵, p ] = 0,
where  ↵,  denotes Kronecker’s delta. From the Hamiltonian, we obtain Heisenberg’s equations
of motion for the TL operators (n < 0)
@t8n = pn
1xC0
, @t pn = 8n 1  28n +8n+1
1x L0
(2)
and for the SCB operators
@t p0 = 8 1 80
1x L0
, (3)
@t80 = p0 + pJCJ +
p0
Cc
= C6
CcCJ
p0 +
pJ
CJ
, (4)
@t pJ = EJ 2eh¯ sin
✓
2e
h¯
8J
◆
, (5)
@t8J = p0 + pJCJ , (6)
where C6 = Cc + CJ.
2.2. Continuum limit
In the continuum limit 1x ! 0, the charge of each TL node will go to zero together with the
node capacitance. Thus, we define a charge density field p(xn, t)= pn(t)/1x and a flux field
8(xn, t)=8n(t), where we define the spatial coordinate xn = n1x for n < 0, along the TL.
The continuum equations of motion for the TL (x < 0) are
@t p(x)= @
2
x8(x)
L0
, @t8(x)= p(x)C0 . (7)
These are the equations of motion for the massless Klein–Gordon field, having freely
propagating left- and right- moving solutions with velocity v = 1/pL0C0. Therefore, we can
write the general solution for x < 0 as a linear combination of right- and left- moving second-
quantized fields
8 (x, t)=
r
h¯ Z0
4⇡
Z 1
0
d!p
!
 
a ! e
 i(!t⌥k!x) + h.c.
 
,
p (x, t)= i
r
h¯ Z0
4⇡
Z 1
0
d!
p
!
 
a ! e
 i(!t⌥k!x)  h.c.  , (8)
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5where k! = !/v and Z0 =pL0/C0 is the characteristic impedance of the TL. The
operators a⌧! annihilate a left/right-moving photon with frequency !, and obey the bosonic
canonical commutation relations, [a ! , (a !0 )†]= [a!! , (a!!0 )†]=  (! !0) and [a ! , (a!!0 )†]=
[a ! , a !0 ]= 0. Finally, we note that in the continuum limit, (3) changes into
@t p0 = @x8(0
 )
L0
. (9)
To describe the system dynamics, we first need to specify the incoming, right-moving
field
8in(t)=8!(0 , t).
Given this initial condition, we can then calculate the SCB dynamics, as well as the outgoing
field
8out(t)=8 (0 , t),
propagating to the left in the line. The flux at x = 0 is simply the sum of the incoming and
outgoing flux fields
80(t)=8(0 , t)=8in(t) +8out(t) + Vdct, (10)
where for simplicity we also explicitly extracted the dc voltage bias Vdc, implying that 8in and
8out have no dc components. Now, solving for p0 from (4) gives
p0 = CcCJC6
⇥
Vdc + @t(8in +8out)
⇤  Cc
C6
pJ (11)
and inserting this expression into (6), we arrive at
@t8J =
pJ + Cc
⇥
Vdc + @t(8in +8out)
⇤
C6
. (12)
We then insert 80 from (10) in (13) and arrive at
@t p0 = @x8(0
 )
L0
= @t(8
in 8out)
Z0
, (13)
where we used the relation @x8 (0 )=⌥v 1@t8 (0 ) to change the spatial derivative into a
time derivative. Inserting the expression for p0 from (11) into the left-hand side of this equation
and integrating once with respect to time leads to
8out =8in + Z0 CcC6 pJ  ⌧RC@t(8
in +8out), (14)
where the time ⌧RC = CcCJ Z0/C6 is the characteristic RC time for discharging the SCB through
the TL. Equations (5), (12) and (14), in principle, give the full time evolution of the SCB
operators 8J and pJ as well as the out-field, in terms of the in-field. However, to solve these
nonlinear equations straightforwardly, we need to make some approximations.
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62.3. Voltage-biased single Cooper-pair box approximation
In the following, we will neglect the last term in (14). Since the time derivative enters the product
with ⌧RC, this will be a good approximation as long as the relevant frequencies of the incoming
field 8in and of the SCB dynamics (pJ) are much lower than the inverse RC time. Under this
approximation, the final equations of motion are
@t8J =
pJ + Cc
⇣
Vdc + 2@t8in + ⌧RCCJ @t pJ
⌘
C6
, (15)
@t pJ = EJ 2eh¯ sin
✓
2e
h¯
8J
◆
, (16)
8out =8in + ⌧RC
CJ
pJ. (17)
Here we also note that this approximation is valid in recent experiments [22, 23], where Z0 =
50, Cc ⇠ 10 fF and CJ ⇠ 25 fF, giving an inverse RC timescale of 1/(2⇡⌧RC)⇠ 400 GHz,
which is around 50 times higher than the relevant frequency of 8in and pJ, set by the qubit
frequency ⇠7.5 GHz.
The above set of equations (15)–(17) corresponds to the Hamiltonian
H = Hsys + Hint + Hbath, (18)
Hsys = [pJ + CcVdc]
2
2C6
  EJ cos
✓
2e
h¯
8J
◆
, (19)
Hint = CcC6 (pJ + CcVdc)@t8(0
 , t), (20)
Hbath =
⇥
Cc@t8(0 , t)
⇤2
2C6
+
Z 0
 1
p(x, t)2
2C0
+
[@x8(x, t)]2
2L0
dx . (21)
Thus, we have arrived at the Hamiltonian of a voltage-biased SCB, weakly coupled to the
TL voltage at x = 0, i.e. V0(t)= @t80(t). (Here, we note that for the uncoupled TL, without
SCB, 80(t)= 28in(t) due to the perfect reflection.) Truncating the Hilbert space of Hsys to
two levels, (18) is just the spin-boson Hamiltonian. From this point, we can proceed with
a Bloch–Redfield derivation of a master equation for the SCB only [38]. By comparing to
section 3.2 in [34], we also note that the equations of motion (15)–(16) can be interpreted as
quantum Langevin equations (QLE) of the form
˙Y = i
h¯
[Hsys, Y ] +
i
2h¯
[  ˙X   2p  v ˙Ain, [X, Y ]]+, (22)
whereas (17) stands for the input–output relation
Aout(t)= Ain(t) 
r
 
v
X (t) (23)
using the identifications Y =8J, X = (pJ + CcVdc), Ain =
p
C08in and where
  = Z0
✓
Cc
C6
◆2
(24)
is the damping constant that accounts for spontaneous emission.
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72.4. Master equation
From the QLE (22), we can derive a master equation for the reduced density matrix of the SCB
in the transmon regime. As the input field, we first consider a thermal background at temperature
T , giving rise to a photon occupation number of
n! = 1
exp (h¯!/kBT )  1 . (25)
We assume that the density matrix initially can be written as a direct product, as well as
Markovian properties and short correlation times for the TL variables. In the case when the
damping (24) is much smaller than the system eigenenergies, we arrive, after also employing
the rotating wave approximation, at the following quantum optical master equation,
⇢˙(t)=  i
h¯
[Hsys, ⇢] +
2 
h¯
X
m
!m[(n!m + 1)D(X m)⇢ + n!mD(X+m)⇢] (26)
with the Lindblad operator defined by D(c)⇢ = c⇢c†   12
 
c†c⇢ + ⇢c†c
 
. Also, X has been
decomposed into eigenoperators of Hsys,⇥
Hsys, X±m
⇤=±h¯!m X±m , !m > 0, (27)
which is always possible as long as the eigenstates of Hsys form a complete set.
Projecting the master equation onto the SCB eigenstates |ii, Hsys|ii= !i |ii (i 2
{0, 1, 2, . . .}), we arrive at the following equation for the diagonal elements,
⇢˙i i =
X
j 6=i
0 j i⇢ j j  0i j⇢i i , (28)
where the relaxation (!i j = !i  !J > 0 ) rates are
0i j = 2 h¯ !i j
 
1 + n!i j
  | hi | X | ji |2 (29)
and the excitation (!i j < 0) rates are
0i j = 2 h¯ |!i j |n!i j | hi | X | ji |
2. (30)
Noting that X = (pJ + CcVdc) is the charge operator, the matrix elements can be
calculated numerically from the SCB Hamiltonian in (19). Denoting the SCB charging energy
by EC = e2/2C6 , the transmon regime is found for EJ   EC [33]. Here, the SCB spectrum
approaches a linear oscillator with the junction plasma frequency !p =
p
8EJ EC/h¯, and the
charge operator asymptotically couples only neighboring eigenstates [33]. We find the non-zero
relaxation rates
0( j+1) j = ⇡( j + 1)2 EJh¯
Z0
RK
(1 + n!p) (31)
and excitation rates
0 j ( j+1) = ⇡( j + 1)2 EJh¯
Z0
RK
n!p, (32)
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8where RK = h/e2 ⇡ 25 k denotes the quantum of resistance. The off-diagonal (i 6= j)
elements are subject to a pure exponential decay,
⇢˙i j =  i j⇢i j (33)
with dephasing rates
 i j = 0i  +0 j  +
1
2
0@X
k 6=i
0ik +
X
k 6= j
0 jk
1A , (34)
equal to half the sum of all rates for transitions from states |ii and | ji, as well as the pure
dephasing rates
0k  =
2 
h¯
kBT
h¯
|hk|X |ki|2. (35)
The pure dephasing rates depend on the dc voltage, through the SCB spectrum, according to
|hk|X |ki| = e
4EC
    @!k(ng)@ng
     , (36)
where ng = CcVdc/2e is the dimensionless gate charge of the SCB. In the transmon regime the
spectrum is well approximated by
!k(ng)= !k(ng = 1/4)  ✏k2 cos (2⇡ng), (37)
where
✏k ' ( 1)k EC 2
4k+5
k!
r
2
⇡
✓
EJ
2EC
◆ k
2 +
3
4
e 
p
8EJ/EC, (38)
giving a maximum thermal pure dephasing rate (for ng =±1/4) of
max0k  = 2
Z0
RK
kBT
h¯
⇡ 3
8
     ✏kEC
    2 . (39)
Here, we also note that in addition to small-amplitude thermal charge noise there can also
be a slow but large-amplitude charge drift. In some cases, the effect of this drift can be taken
into account by averaging over the range of transition frequencies involved. In the transmon
regime, for the transition from |ki to |k + 1i this is given by ✏k+1   ✏k ⇡ ✏k+1.
2.5. Coherent drive
In the next section, we will examine the scattering of coherent signals on the transmon in the
two-level and three-level approximations. To include a coherent drive in the description, we
take the input field 8in(t) to consist of a classical part 8incl(t) on top of the thermal background.
Deriving the master equation for this case, it turns out that (26) is modified by adding the
following time-dependent term to the system Hamiltonian,
Hd(t)= 2
r
 
Z0
˙8incl(t)X. (40)
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(b)
Figure 2. (a) Discretized circuit describing the interaction of an SCB with
microwave photons propagating in an infinite TL. (b) Generalization of the
input–output formalism to an arbitrary number of ports connected by an artificial
atom.
2.6. Adding more transmission lines
In this section, we generalize the above master equation by adding more semi-infinite TLs to
the SCB. First, by adding one more semi-infinite line, we arrive at the important case of an SCB
capacitively coupled to an infinite TL. The discretized circuit is shown in figure 2(a), and the
corresponding Hamiltonian is obtained from (1) by adding the TL terms for x > 0
H 0d = Hd +
1
1x
X
i>0
✓
p2i
2C0
+
(8i 1  8i)2
2L0
◆
. (41)
From a similar analysis as that above, we arrive at exactly the same master equation for the
transmon’s reduced density matrix, with the replacements
8in = 1
2
 
8inL +8
in
R
 
, ⌧RC = Z02
CcCJ
C6
,   = Z0
2
✓
Cc
C6
◆2
(42)
and the output fields are obtained from
8outL/R =8inR/L + (⌧RC/CJ)pJ. (43)
We note that the damping constant   as well as the RC time ⌧RC are both halved compared to the
semi-infinite case, since the impedance to ground is halved to Z0/2. The in-field is the sum of
the fields incoming from the left and right, but compared to the semi-infinite case the coupling
coefficient is halved, since there is (almost) no reflection at x = 0. Indeed, for a more general
scenario with N symmetrically coupled incident fields, as illustrated in figure 2(b), the mapping
would be
8in = 1
N
NX
n=1
8inn , ⌧RC =
Z0
N
CcCJ
C6
,   = Z0
N
✓
Cc
C6
◆2
(44)
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and using the relation 80 =8inn +8outn (8n), the output fields are given as
8outn =80  8inn =
✓
2
N
  1
◆
8inn +
⌧RC
CJ
pJ +
2
N
NX
m 6=n
8inm. (45)
3. Applications: scattering by the transmon
3.1. Two-level dynamics
In this section, we examine the scattering of coherent signals on the transmon in an open TL.
The input field is a constant coherent signal with a single frequency !p, close to resonance with
the first transition frequency !10 of the transmon. Thus, we can safely describe the transmon as
a two-level system. The master equation is given by (26) with a coherent drive and generalized
to the case of an infinite TL (see sections 2.5 and 2.6), in the special case of only one system
eigenfrequency !10. Moreover, we include an additional term due to pure dephasing, so that
the total dephasing rates are given by (34). We represent our operators by the following Pauli
matrices (using the notation Xi j ⌘ hi |X | ji):
Hsys = h¯!102  z, X
± = ±i|X10| ±. (46)
Below, we will determine reflection and transmission coefficients for coherent signals scattered
on the transmon. In the previous section, the incoming and outgoing fields were described in
terms of the flux, since that gives a simpler description of the transmon. However, the voltage
is a more intuitive quantity than the flux and is also usually what is measured in experiments.
Therefore, in this section, we will describe the inputs and outputs in terms of the voltage.
We consider an incoming coherent voltage field,
V inL (t) =p sin!pt, (47)
impinging on the transmon from the left. For simplicity, we set the temperature to zero
(n!10 = 0). The reflected voltage field is the output to the left of the transmon. Using (42)
and (43), we have
V outL (t) = 
r
  Z0
2
h ˙X(t)i, (48)
where the expectation value can be written as
h ˙X(t)i= i!10
 hX+(t)i  hX (t)i = !10|X10|h  xi. (49)
Inserting (49) into (48) yields
V outL (t) =
1
2
p
h¯!10010 Z0h  xi=
p
h¯!10010 Z0Re [⇢01] , (50)
where ⇢01 is a density matrix element in the transmon eigenbasis.
To solve the master equation, we perform a unitary transformation to a frame rotating
with the driving frequency !p. In this frame, the equation becomes time independent after
employing the rotating-wave approximation. Solving the equation in the steady state (⇢˙ = 0)
and transforming back to the non-rotaing frame yields the following expression for the desired
density matrix element,
⇢01 = 12
p
h¯!10010 Z0 (1+ i 10)p
h¯!10 Z0  210 + h¯!10 Z012 +  102p
ei!pt , (51)
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Figure 3. Reflectance R (red) and transmittance T (blue) for a two-level
transmon as a function of detuning, with the average number of incoming
photons per interaction time being Nin/(010/2⇡) = 0.01.
where 1⌘ !p  !10 is the detuning. Now, plugging this expression into (50) results in
V outL (t) = 
p
2
sin!pt   1 10 cos!pt
 10
010
+ 1
2
010 10
+ 2 Nin,
010
, (52)
where Nin =2p/(2Z0h¯!10) is the average number of incoming photons per second. Thus, the
reflection coefficient for the negative frequency part of the field is given by
r = r0
1  i 1
 10
1 +
⇣
1
 10
⌘2
+ 2 Nin
 10
, (53)
with r0 ⌘ 010/2 10. For the transmitted field, (43) yields
V outR (t) = V inL (t) 
r
  Z0
2
h ˙X(t)i (54)
which directly gives us the following expression for the transmission coefficient:
t = 1 + r =
1  r0 +
⇣
1
 10
⌘2
+ 2 Nin
 10
+ ir0 1 10
1 +
⇣
1
 10
⌘2
+ 2 Nin
 10
. (55)
In figure 3, we plot the reflectance R = |r |2 and transmittance T = |t |2 as a function of the
detuning, in the case of a weak input signal and no pure dephasing. For a resonant drive (1= 0),
we see that perfect reflection is approached, in agreement with [12, 13, 39].
3.2. Three-level dynamics
In section 3.1, we showed that a low-amplitude input signal is totally reflected when it
resonantly scatters off a transmon in the two-level approximation. In this section, we instead
study the scattering off of a transmon in the three-level approximation. By strongly driving the
second transition, the transmon becomes transparent to frequencies in resonance with the first
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Figure 4. Internal levels of the transmon in the three-level approximation.
A strong control field drives the |1i ! |2i transition, rendering a transparency
for the |0i ! |1i transition.
transition. This effect is due to the Autler–Townes splitting and has been observed in recent
experiments [22].
We consider an incoming voltage field from the left, consisting of a probe field p sin!pt
close to resonance with the first transition (with detuning 1p = !p  !10) and a control field
c sin!ct close to resonance with the second transition (with detuning1c = !c  !21). Figure 4
shows the energy levels of the transmon in this approximation. In the transmon eigenbasis, the
relevant operators are (with the ground state energy !0 = 0)
Hsys = h¯
2X
i=1
!i |ii hi | , (56)
X = i
2X
i=1
|Xi(i 1)|(  +i     i ) (57)
with   +i = |iihi   1| and   i = (  +i )†. In the same way as in the two-level case ((49)–(50)), we
obtain the following expression for the reflected signal:
V outL (t) = 
r
  Z0
2
h ˙X(t)i= 1
2
2X
i=1
p
h¯!i(i 1)Z00i(i 1)h  xi i, (58)
with   xi =   +i +   i . Thus, the reflected field consists of one part with frequencies around the
probe frequency !p and one part with frequencies around the control frequency !c. Since we
are interested in the reflectance and transmittance properties of the probe, we concentrate on the
corresponding part of the reflected field
V refp (t) =
1
2
p
h¯!10 Z0010h  x1 i=
p
h¯!10 Z0010Re(⇢10). (59)
The master equation is given by (26) for the case of two system eigenfrequencies, again with
a coherent drive and generalized to the case of an infinite TL (see sections 2.5 and 2.6). Also,
terms accounting for pure dephasing are added. To transform the master equation into a time-
independent picture, we use the following unitary transformation matrix,
U (t) =
0@1 0 00 e i!pt 0
0 0 e i(!p+!c)t
1A (60)
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Figure 5. (a) Transmittance Tp of the probe as a function of detuning for three dif-
ferent control field strengths: N cin/(010/(2⇡))=0.01 (red), N cin/(010/(2⇡))=1
(blue) and N cin/(010/(2⇡)) = 8 (green). (b) Transmittance as a function of the
control field strength for a resonant probe field (1p = 0).
and employ the rotating-wave approximation. As before, we solve the master equation in the
steady state to determine ⇢10, but we now consider two different cases.
Firstly, by setting c = 0, we recover exactly the same expression for the reflected field as
in the two-level case. Thus, with the control field turned off, we see almost full reflection for
weak probe fields in resonance with the first transition frequency of the transmon.
Secondly, we consider the case of a strong control field (c  p). Solving the master
equation and expanding ⇢10 to first order in (p/c), we obtain the following expression:
⇢
(1)
10 = 
2ih¯!21 Z0
q
010
h¯!10 Z0
 
 20  i
 
1c +1p
  
p
4h¯!21 Z0
 
 10  i1p
   
 20  i
 
1c +1p
  
+0212c
e i!pt . (61)
Inserting (61) into (59), we can determine the reflection coefficient. For a resonant control field
(1c = 0), the result is
r =  2010
 
  220 +1
2
p
   
 10  i1p
 
+010021
 
 20 + i1p
 
N cin
4
 
  210 +1
2
p
   
  220 +1
2
p
 
+ 4021
 
 10 20 12p
 
N cin +0221 N c2in
, (62)
where N cin =2c/(2Z0h¯!21) is the average number of incoming photons per second in the control
field. The transmission coefficient is again given by t = 1 + r . Figure 5 shows the transmittance
T = |t |2 for different probe detunings and control field strengths. In these plots, we have
neglected pure dephasing and used (29) to express 021 in terms of 010.
We can clearly see that, for strong control fields, the transmittance of a resonant probe
approaches unity. Thus, by turning on and off a strong resonant control field, we can switch
between the cases of full transmission and full reflection for the resonant probe.
3.3. Second-order correlations
In a recent experiment [23], the second-order statistics of the field scattered off a transmon was
measured. In this section, inspired by the experiment, we analyze the second-order correlation
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Figure 6. Schematic model of a transmon cascaded with a resonator. The
circulator prevents the field reflected from the resonator to reach the transmon.
Using input port 1 (2), the output is the filtered transmitted (reflected) signal.
functions in our system. The normalized second-order correlation function is in the steady state
given as [40]
g(2)(⌧ )= hV
+(t)V +(t + ⌧ )V  (t + ⌧ )V  (t)i
hV +(t)V  (t)i2 (63)
and is proportional to the conditional probability of detecting a photon at time t + ⌧ , given that
one was detected at time t . Here, V±(t) are the positive and negative frequency parts of the
voltage field.
We calculate g(2)(⌧ ) for the transmitted and reflected fields from a transmon driven by
a resonant coherent signal. We treat the transmon as a two-level system and use the same
notation as in section 3.1. To be able to compare with the experiments in [23], we perform the
calculations for finite temperatures and a finite detection bandwidth on the output signal. For
zero temperature and infinite bandwidth, we recover the results of [41]: perfect antibunching in
the reflected field and bunching in the transmitted field.
Including the effect of a finite detection bandwidth is straighforward by including a filter
in the calculations. The approach we have taken is to model the filter by a single-mode TL
resonator in resonance with the transmon, with the Hamiltonian
Hres = h¯!10a†a (64)
and cascade it with the transmon. We start from the QLE (22) for the transmon, generalized
to the case of an infinite TL (see section 2.6), and a similar equation for the resonator. Our
coherent input signal is the voltage field V inL (t)=d sin!dt , just like in section 3.1. We can
then use the formalism of cascaded quantum systems in [34] to arrive at a master equation for
the joint density matrix of the transmon and the resonator. In this formalism, the output from the
transmon (reflected or transmitted) is taken as input to the resonator, without any signals going
the opposite way (see figure 6). For the field reflected from the transmon, the resulting master
equation is
⇢˙ = i
h¯
[⇢, Hsys + Hres] +010D(  )⇢ +001D(  +)⇢ +  BW
h⇣n!10
2
+ 1
⌘
D(a)⇢ + n!10
2
D(a†)⇢
i
+
1
2
i
p
010(n!10 + 1) BW
 [a, ⇢  +] + [a†,   ⇢] 
+
1
2
i
p
001n!10 BW
 [  +⇢, a] + [⇢  , a†] + is 010 Nin
2(n!10 + 1)
[⇢,   x ], (65)
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Figure 7. g(2)(⌧ ) for the fields reflected from and transmitted through a transmon
for different temperatures and detection bandwidths. Typical parameter values
from recent experiments are used (010/2⇡ = 41 MHz, !10/2⇡ = 5.12 GHz).
(a) Reflected field: blue (T = 0, BW= 1 GHz), green (T = 0, BW= 55 MHz),
red (T = 50 mK, BW= 55 MHz), with P = 131 dBm. (b) Transmitted field:
blue (T = 0, BW= 1 GHz), green (T = 0, BW= 55 MHz), red (T = 80 mK,
BW= 55 MHz), with P = 127 dBm.
where we have denoted the filter bandwidth by  BW. For the field transmitted through the
transmon, (65) is modified by simply adding the following term to the right-hand side:r
 BW Nin
2
[⇢, a†   a]. (66)
The output we are interested in is the voltage field leaking out at the right side of the resonator,
whose positive and negative frequency parts are proportional to a(t) and a†(t), respectively.
Thus, g(2)(⌧ ) can be calculated as
g(2)(⌧ )= ha
†(t)a†(t + ⌧ )a(t + ⌧ )a(t)i
ha†(t)a(t)i2 =
Tr
⇥
a†a P(⌧ )(a⇢sa†)
⇤
Tr
⇥
a†a⇢s
⇤2 , (67)
where ⇢s is the steady-state density matrix and P(⌧ ) the propagator super-operator, defined
by ⇢(t + ⌧ )= P(⌧ )⇢(t). Both ⇢s and P(⌧ ) are obtained by solving the master equations (65)
and (66). For the case without filter, g(2)(⌧ ) for the reflected field is given by (67) with a replaced
by   . Since (  )2 = 0, it directly follows that g(2)(0)= 0, i.e. perfect antibunching.
In figure 7(a), we plot g(2)(⌧ ) for the reflected field for different temperatures and
detection bandwidths. Typical parameter values from recent experiments [23] are used. For zero
temperature and large bandwidth we see perfect antibunching, as expected. For a decreased
bandwidth the full time dynamics of the antibunching cannot be resolved, which results in a
less pronounced antibunching dip. For finite temperatures, we see even less antibunching, due
to a nonzero probability of detecting bunched thermal photons. In figure 7(b), we plot g(2)(⌧ )
for the transmitted field for different temperatures and detection bandwidths. Here we see a
decrease of the superbunching for higher temperatures and smaller bandwidths. These results
explain the qualitative features of the experimental data in [23] well.
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4. Summary and conclusions
Summing up, we have performed a thorough analysis of the qubit–photon scattering in a one-
dimensional continuum from a microscopic point of view. In particular, we have derived a
master equation description using a superconducting transmon qubit as our scatterer. When we
consider the two lowest levels of the transmon, it behaves like a mirror for the incoming photons.
Then, going beyond to the two-level approximation, we can use a control field resonant with a
second transition of the transmon to suppress this reflection of photons at the probe frequency.
Finally, we discussed how the photon antibunching observed in the reflected field is reduced by
finite temperature and finite detection bandwidth.
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3.3.3 Demonstration of a single photon router
The astonishing one-dimensional photon-transport properties presented in
publication P5 can be used to control propagating photons with high preci-
sion. This can be of central importance in the development of photonic quan-
tum networks [OFV09, Kim08], where quantum nodes have to process and
distribute quantum information (codified in propagating photons) among
different quantum channels. The task of controlling photons turns out to
be nontrivial, since photons do not interact with themselves and hardly do it
with real atoms.
In publication P6 we take advantage of the high-efficient scattering in one
dimension to control photons, demonstrating a rudimentary quantum node:
the single photon router. The active element of the router is a transmon qubit
strongly coupled to an open transmission line. By exploiting the phenomenon
of electromagnetically induced transparency (EIT), we manage to route single
photons to different output ports with a 99% efficiency. Below we summarize
the most important results. In particular, we results shown below stand for
the best of the transmon samples15.
• We have experimentally observed the transport properties shown in P5
in the scattered wave, namely: perfect reflection at low-power incoming
drives (mean number of photons per unit time N  1), perfect trans-
mission at high-power drives (N  1)16, and EIT with the third level of
the transmon qubit. This will be further discussed in P7.
• We take advantage of the EIT in the transmon to build up a single-
photon router, which is depicted in Fig. 3.6a, and whose working prin-
ciple is the following:
1. We send a constant weak probe at the single photon level Np  1
at the ω01 frequency. A second strong control pulse (Nc  1) at the
ω12 frequency is alternatively switched on and off. This is clearly
shown in the inset of Fig.3.6a.
2. When the control is turned off, the photons at the probe frequency
are reflected by atom, and are routed to the output port 1 through
15The limiting factor in the switching efficiency of the router is the pure dephasing rate. This
can be attenuated using transmon qubits with large EJ/EC factors. The best of our samples
have EJ/EC ∼ 60, which hardly suffers from pure dephasing.
16We should not confuse this perfect transmission with EIT. In this case, the perfect trans-
mission is due to the saturation of the qubit, which can not reflect more than one photon at a
time.
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Rð!cÞ ¼ j1$ tð!cÞj2, respectively. An important point is
that not all of the input power is necessarily transmitted and
reflected coherently. For intermediate values of !c, a sig-
nificant fraction of the power, quantified by 1$ Rð!cÞ $
Tð!cÞ, is lost to spontaneous emission at various frequen-
cies. This power is not detected by our phase-sensitive
voltage measurement. To fit the reflection data, we use
the theoretical on-off ratio ½Rð!cÞ þ Rb'=½Rð0Þ þ Rb',
where Rb accounts for background reflections in the line
and leakage through circulator 2 [Fig. 1(b)]. Using the same
values of "10 and !10 as before, we extract the additional
parameters !20=2" ¼ 145 MHz and Rb ¼ 0:05. These
values agree with our expectations based on the charge
dispersion of j2i and circulator leakage in our system.
It is natural to ask, why sample 2 outperforms sample 1.
Within the current model, the switching efficiency # is
limited by the maximum reflectance Rmax¼ð"10=2!10Þ2(
1–4"’="10, which is limited by pure dephasing. The major
improvement therefore comes from the reduction of the
pure dephasing from 18 MHz to 2 MHz. This reduction
can largely be attributed to the increase of EJ=Ec from
22 to 60, which dramatically reduces the sensitivity of the
transmon to charge noise [16]. A smaller effect is the
increased coupling, with "10=2" changing from 73 to
96 MHz.
The operation scheme of the router is scalable in a
straightforward manner, as is explained in detail in Fig. 3.
For an n-port router, the routing efficiency to the kth port
is #k ¼ Tk$1R for k ! n and #n ¼ Tn$1 for k ¼ n. For
sample 2, we measure T ( 99% and R ( 92%. Therefore,
the efficiency of a four-port router would still exceed 90%.
This could be further improved by further reducing the
dephasing.
In conclusion, we have demonstrated a basic single-
photon router with high speed and efficiency operating in
the microwave regime. While microwave circuits are a
promising technology for quantum nodes, it is clear that
optical photons are advantageous for use in quantum
channels. This identifies the development of an optical-
microwave quantum interface as a key enabling technology
for a hybrid quantum network. Early steps to this type of
interface have recently been achieved by a number of
groups [32,33].
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FIG. 3 (color online). Cartoon of a multiport router. The router
demonstrated here can easily be cascaded to distribute photons to
many channels. Here we show a four-port router using 3 atoms
(A,B,C) in series, each separated by a circulator. The 0–1
transition frequencies of the atoms are the same, while the 1–2
transition frequencies, !A ! !B ! !C, are different. This ar-
rangement can be designed in a straightforward manner by
controlling the ratio of EJ=Ec. By turning on and off control
tones at the various 1–2 transition frequencies, we can determine
the output channel of the probe field, according to the table. For
instance, if we wish to send the probe field to channel 3, we apply
two control tones at!A and!B. We note that all the control tones
can be input through the same port regardless of the number of
output channels, reducing the complexity of the design.
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Rð!cÞ ¼ j1$ tð!cÞj2, respectively. An important point is
that not all of the input power is necessarily transmitted and
reflected coherently. For intermediate values of !c, a sig-
nificant fraction of the power, quantified by 1$ Rð!cÞ $
Tð!cÞ, is lost to spontaneous emission at various frequen-
cies. This power is not detected by our phase-sensitive
voltage measur ment. To fit the reflection data, we use
the theoretical on-off ratio ½Rð!cÞ þ Rb'=½Rð0Þ þ Rb',
where Rb accounts for background reflections in the line
and leakage through circulat 2 [Fig. 1(b)]. Using the same
values of "10 and !10 as before, we extract the additional
parameters !20=2" ¼ 145 MHz and Rb ¼ 0:05. These
values agree with our expectations based on the charge
dispersion of j2i and circulator leakage in our system.
It is natural to ask, why sample 2 outperforms sample 1.
Within the current model, the switching efficiency # is
limited by the maximum reflectance Rmax¼ð"10=2!10Þ2(
1–4"’="10, which is limited by pure dephasing. The major
improvement therefore comes from the reduction of the
pure dephasing from 18 MHz to 2 MHz. This reduction
can largely be attributed to the increase of EJ=Ec from
22 to 60, which dram tically reduces the sensitivity of the
transmon to charg noise [16]. A smaller effect is the
increased coupling, with "10=2" changing from 73 to
96 MHz.
The operation scheme of the router is scalable in a
straightforward manner, as is explained in detail in Fig. 3.
For an n-port router, the routing efficiency to the kth port
is #k ¼ Tk$1R for k ! n and #n ¼ Tn$1 for k ¼ n. For
sample 2, we measure T ( 99% and R ( 92%. Therefore,
the efficiency of a four-port router would still exceed 90%.
This could be further improved by further reducing the
dephasing.
In conclusion, we have demonstrated a basic single-
photon router with high speed and efficiency operating in
the microwave regime. While microwave circuits are a
promising technology for quantum nodes, it is clear that
optical photons are advantageous for use in quantum
channels. This identifies the development of an optical-
microwave quantum interface as a key enabling technology
for a hybrid quantum network. Early steps to this type of
interface have recently been achieved by a number of
groups [32,33].
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FIG. 3 (color online). Cartoon of a multiport router. The router
demonstrated here can easily be cascaded to distribute photons to
many channels. Here we show a four-port router using 3 atoms
(A,B,C) in series, each s p rated by a circulator. The 0–1
transition frequencies of th at ms are the same, while the 1–2
transition frequencies, !A ! !B ! !C, are different. This ar-
rangement can be designed in a straightforward manner by
controlling the ratio of EJ=Ec. By turning on and off control
tones at the various 1–2 transition frequencies, we can determine
the output channel of the probe field, according to the table. For
instance, if we wish to send the probe field to channel 3, we apply
two control tones at!A and!B. We note that all the control tones
can be input through the same port regardless of the number of
output channels, reducing the complexity of the design.
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c d
We input a weak, continuous probe in the single-photon
regime at!01. We then apply a strong control pulse, ar und
30 dB stronger than the probe, at !c ¼ !12. When the
control is off, the photons are reflected by the atom and
travel through the circulator to output 1. When the control
is on, the photons are transmitted due to EIT, and travel to
output 2. The measurement setup is shown in Fig. 1(b),
which enables us to measure the reflected and transmitted
probe power simultaneously in the time domain. This is
crucial to demonstrate that the extinction of the transmitted
beam is due to reflection instead of loss. One could also
envision making a photon router by simply detuning the
0–1 transition of the atom via magnetic flux through the
SQUID loop. However, the power needed to generate a flux
sufficient to detune our atom is several orders of magnitude
higher [19].
The operation of the router is demonstrated in
Figs. 2(e)–2(g). As expected, when the control is on,
most of the signal is transmitted while little is reflected.
For sample 2 (1), we achieve an on-off ratio of nearly 99%
(90%) in both the reflectance and transmittance. We also
characterized the time response of the router. For both
devices, we saw no reduction i the on-off ratio down to
the shortest puls s, which had a Gaussian full width at half
maximum of 10 ns. An example is shown for sample 1 in
Fig. 2(g). We see that the tra smission follows the contro
on the few ns time scale, limited by the 5 ns time resolution
of our instruments. We would expec the limit of the device
to be "1=!01 ¼ 2 n .
In Fig. 2(d), we characterize the on-off ratio as a func-
tion of control power for sample 1. We use the experimen-
tally accessible on-off ra i re, because it is not possible
to do a full calibration of r (see below). For a robe power
in the single-ph ton regime ("p # !01) with the control
and probe on resonance, the transmission of the probe, for a
control amplitude c rresponding to "c, is [15]
tð"cÞ ¼ 1& !10
2!10 þ "2c2!20
; (3)
where !20 is the decoherence rate of the 0–2 transition.
Because of the larger dipole moment of the 1–2 transition
[16], we have"cðPÞ ¼
ffiffiffi
2
p
"pðPÞ. We define the coherent
transmittance and reflectance as Tð"cÞ ¼ jtð"cÞj2 and
a) c) e)
f)
g)
d)
b)
FIG. 2 (color online). (a) Two-tone spectroscopy of sample 1. A microwave pump is continuous y applied at !01 with inc easing
power while a weak probe tone is swept in frequency. As the population in the first state is increased, due to the drive at !01, scattering
at!12 becomes possible, appearing as another dip in the transmittance. From this, we extract!12=2" ¼ 6:38 GHz. (b) The microwave
pump is now applied at!12. As the power of the!12 pump increases, we see electromagnetically indu d transparenc (EIT) at!01 as
the Autler-Townes doublet splits with a separation equal to the Rabi frequency "c=2" (black dashed lines). (inset) Energy level
diagram. (c) Cartoon of the router. With the control off, the input probe is reflected fro the transmon, and is routed to p rt 1 through
the circulator. When the control is on, the input is tra smitted to port 2. Inset: the control pulse sequence. (d) Normalized on-off ratio
(see text) of the transmittance (T) and reflectance (R) as a function of control pulse power, measured simultaneously on sample 1. The
symbols are the data and the solid lines are fits. (e) Time dependence of T a d R at!01, measured simultaneously for sample 1, while a
control pulse is applied. (f) Same for sample 2, although T and R are measured separately. W see that t e input signal is routed with an
on-off ratio of "90% (" 99%) for sample 1 (2). (g) The response of sample 1 to a 10 ns Gaussian control pulse (circles), along with a
Gaussian fit (solid line). We see that the transmitt ce smo thly follows the control on the few ns time scale while maintaining the high
on-off ratio.
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We input a weak, continuous probe in the single-photon
regime at!01. We then apply a strong control p lse, around
30 dB stronger than the probe, at !c ¼ !12. When the
control is off, the photons are reflected by the atom a d
travel through the circulator to output 1. When the control
is on, the phot ns ar tra smitt d due t EIT, and travel t
output 2. The me sureme t setup is shown in Fig. 1(b),
which e ables us to measure the reflected and transmitted
probe power simultaneously in the time d main. This is
crucial to demonstrate that the extinction of the transmit e
beam is due to reflection instead of loss. One could also
envision making a photon router by simply detuning the
0–1 transition of the atom via magnetic flux through the
SQUID loop. However, the power needed to g nerat a flux
sufficient to detune our atom is several o ders magnitude
higher [19].
The operation of th router is demonstrated in
Figs. 2(e)–2(g). As expected, when the control is on,
most of the signal is transmitted while little is reflected.
For sample 2 (1), we achieve an on-off ratio of nearly 99%
(90%) in both the reflectance and transmittance. We also
characterized the time response of the router. For both
devices, we saw no reduction in the on-off ratio down to
the shortest pulses, which had a Gaussian full width at half
maximum of 10 ns. An exampl is shown for sample 1 in
Fig. 2(g). We see that the transmission follo s the control
on the few ns time scale, limited by the 5 ns time resolution
of our instr ments. We would expect the limit of the device
to be "1=!01 ¼ 2 ns.
In Fig. 2(d), we characterize the on- ff ratio as a func-
tion of contro power for ample 1. We se the experimen-
tally accessible on-off ratio h r , because it is not possible
to do a full calibration of r (see below). For a probe power
in the single-photon regime ("p # !01) with the control
and probe on resonance, the transmission of the probe, for a
control amplitude corresponding to "c, is [15]
tð"cÞ 1& !10
2!10 þ "2c2!20
; (3)
where !20 is the decoherence rate of the 0–2 transition.
Because of the larger dipole moment of the 1–2 transition
[16], we have"cðPÞ ¼
ffiffiffi
2
p
"pðPÞ. We define the coherent
transmittance and reflectance as Tð"cÞ ¼ jtð"cÞj2 and
a) c) e)
f)
g)
d)
b)
FIG. 2 (col online). (a) Two-tone spectroscopy of sa pl 1. A microwave pump is c tinuously applie a !01 w th incre sing
power while a weak probe tone is swept in frequency. As the populati n in the first tate is increased, ue to the drive t !01, scattering
at!12 becomes possible, appearing as another dip i the transmitta From this, we extract!12=2" ¼ 6:38 GHz. (b) The micro ave
pump is now applied at!12. As the power of the!12 pump increases, we see lectrom gnetically induced tra parency (EIT) at!01 as
the Autler-T wnes doublet splits with a separation equal to th Rabi frequency "c=2" (bl ck dashed lines). (inset) Energy level
di gram. (c) Cartoon of the router. With the control off, the input probe is r flected from the tra smon, and is rout d to port 1 through
the circulator. When the control is on, the input is transmitted to port 2. Inset: the control pulse sequence. (d) Normalized on-off ratio
(see text) of the transmittance (T) and reflectance (R) as a function of control pulse power, measured simult neously on sample 1. The
symbols are the data and the solid lines are fits. (e) Time dependence of T and R at!01, measured simultaneously for sample 1, while a
control pulse is applied. (f) Same for sample 2, although T and R are measured separately. We see that the i put signal is routed with an
on-off ratio of "90% (" 99%) for sample 1 (2). (g) The resp nse of sample 1 to a 10 ns Gaussian control pulse (circles), along with a
Gaussian fit (solid line). We see that the transmittance smoothly follows the control on the few ns time scal while maintaining the high
on-off ratio.
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a b
Figure 3.6: a) Schematics of a one-port single photon router. b) Transmittance
(red) and Reflectance (blue) of the input signal measured simulta eously.
The pr be photons are routed with an on-off ratio ∼ 99%. c) Cartoon of a
four port-router ith three transmon qubits. All qubits posses t e same ω01
energy, and three different 1− 2 transitions, ωA 6= ωB 6= ωC d). Sequence f
the control-tone frequencies for routi g a probe photon for any of the four
ou put po s f th network.
the circulator17.
3. By contrast, when the control i turned on, EIT occur in the trans-
mon and the photons at the probe frequenc are perf ctly trans-
mitted to the output port 2.
4. By turning on or off th control tone, we can decide which port the
input photons go to at any tim .
• We measure the router efficiency, r ching a 99% on- ff ratio oth in t e
reflected nd transmitted signal, as it is shown in Fig.3.6b. To make sure
that the photon transport carried out by the router is a fully c her nt
process, we simult neously measure the reflected and transmitter ignals,
obtaining that r + t = 1.
• We study the ro ter response to ultrashort gaussian pulses, observing
a high on-off ration up to 10 nanosecon s. The time operation can
17A circulator is a passive th e-port devic , desi ned in such a way t at lig t entering any
port exits from the next, in a direction fixed by an external m gnetic field.
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be further improved to the subnanosecond scale, by reducing the pure
dephasing rate, the limiting factor of the routing efficiency. This can be
done by either enhancing the EJ/EC ratio of the transmon, or increasing
its coupling to the transmission line.
• The router can be multiplexed to distribute photons to many channels.
This is achieved by putting the transmon in series along the transmis-
sion line, separated by circulators, as sketched in Fig.3.6c. We can route
photons to any of the four ports by properly applying the control tones
at the various frequencies ω12.
In conclusion, in publication P6 we demonstrate the operation principle of
a rudimentary quantum node in the microwave regime, which allows us to
route single photons by different ports of a network, with high speed and
efficiency. Combined with the undeniably better telecom technology for dis-
tributing photons over large distances, our setup can pave the way for future
quantum networks.
Fundamental Quantum Optics in 1D Open Space
In publication P7 we extend our analysis on the scattering with the transmon
qubit, and report on recent experiments that reveal the quantum nature of
the artificial atom, as well as diverse quantum optical phenomena in open
space. In particular, we have developed the theoretical tools that supports the
experimental results shown in P7, which we present below:
• As pointed out in P6, we observe the strong non-linearity of the trans-
mon qubit by probing it with an incident coherent drive, on resonance
with the 0 − 1 transition. For a drive amplitude in the low-photon
regime N  1, we observe a 99.6% extinction of the transmitted sig-
nal (see Fig.3.7a). Analogously, we also measure the reflected channel,
obtaining the complementary result, i.e. perfect reflection of the incom-
ing signal.
• As we increase the power of the drive, we observe an enhancement
in the transmission signal, that eventually reaches t = 1 in the limit
N  1 (Fig.3.7a). This is a clear signature of the non-linear nature of
the artificial atom18.
18Since the transmon can only absorb and reemit one photon at a time, the atom becomes
saturated by the incident photons of the drive.
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Figure 3. Elastic versus inelastic scattering from the artificial atom (sample 2).
(a) Measurement setup, with calibration of background reflection, i.e. leakage
from the circulator. The green curves represent the leakage fields from the
circulator and the fields through the directional coupler. By tuning the phase
(blue box) and attenuation (red box), these two fields can cancel each other. (b)
The coherently/elastically reflected power (phase-sensitive average, red curve)
or total reflected power (phase-insensitive average, green and blue curves) as
a function of resonant Pp for different BW. The total power reflected is the
sum of both the elastic and inelastic fields. Solid curves are the theory fits to
experimental data, with extracted parameters of table 1. The black curve shows
the input power for comparison. At low powers, hNpi ⌧ 1, we observed that
hVRi2 ' hV 2R i ' hV 2ini. At high powers, hNpi> 1, more and more photons are
inelastically scattered as the Mollow triplet begins to emerge. The wider the
BW, the more of the Mollow triplet we capture. Note that the output power
includes the 79 dB gain of the amplifiers. (c) Theory plot for the situation when a
microwave pump is applied at !10. As the power of the !10 pump increases, the
Mollow triplet appears in the spectrum with peak separation equal to the Rabi
frequency p. (Inset) Dressed state picture of the energy levels.
Table 1. Parameters for samples 1–3. All values are in GHz (except for the
extinction and EJ/EC).
Sample EJ/h EC/h EJ/EC !10/2⇡ !21/2⇡ 010/2⇡ 0 ,l/2⇡ Extinction (%)
1 12.7 0.59 21.6 7.1 6.38 0.073 0.018 90
2 10.7 0.35 31 5.13 4.74 0.041 0.0011 99
3       4.88 4.12 0.017 0.0085 75
EC = 590 MHz for sample 1. The extracted parameters are summarized in table 1. Note that one
of the Josephson junctions is broken in sample 3; therefore, the transition frequency could not
be tuned with 8.
The extinction efficiency of sample 2 is much better than that of sample 1. This is because
sample 1 has a low EJ/EC ⇠ 21.6, which is barely in the transmon limit. For this value of
EJ/EC, charge noise still plays an important role as the energy band of the 0–1 transition
is still dependent on charge [26]. For sample 1, we find that the charge dispersion is 7 MHz
and the dephasing is dominated by charge noise. By increasing EJ/EC to 31, we see much
less dephasing in sample 2, which gives nearly perfect extinction of propagating resonant
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We input a weak, continuous probe in the single-photon
regime at!01. We then apply a strong control pulse, around
30 dB stronger than the probe, at !c ¼ !12. When the
control is off, the photons are reflected by the atom and
travel through the circulator to output 1. When the control
is on, the photons are transmitted due to EIT, and travel to
output 2. The measurement setup is shown in Fig. 1(b),
which enables us to measure the reflected and transmitted
probe power simultaneously in the time domain. This is
crucial to demonstrate that the extinction of the transmitted
beam is due to reflection instead of loss. One could also
envision making a photon router by simply detuning the
0–1 transition of the atom via magnetic flux through the
SQUID loop. However, the power needed to generate a flux
sufficient to detune our atom is several orders of magnitude
higher [19].
The operation of the router is demonstrated in
Figs. 2(e)–2(g). As expected, when the control is on,
most of the signal is transmitted while little is reflected.
For sample 2 (1), we achieve an on-off ratio of nearly 99%
(90%) in both the reflectance and transmittance. We also
characterized the time response of the router. For both
devices, we saw no reduction in the on-off ratio down to
the shortest pulses, which had a Gaussian full width at half
maximum of 10 ns. An example is shown for sample 1 in
Fig. 2(g). We see that the transmission follows the control
on the few ns time scale, limited by the 5 ns time resolution
of our instruments. We would expect the limit of the device
to be "1=!01 ¼ 2 ns.
In Fig. 2(d), we characterize the on-off ratio as a func-
tion of control power for sample 1. We use the experimen-
tally accessible on-off ratio here, because it is not possible
to do a full calibration of r (see below). For a probe power
in the single-photon regime ("p # !01) with the control
and probe on resonance, the transmission of the probe, for a
control amplitude corresponding to "c, is [15]
tð"cÞ ¼ 1& !10
2!10 þ "2c2!20
; (3)
where !20 is the decoherence rate of the 0–2 transition.
Because of the larger dipole moment of the 1–2 transition
[16], we have"cðPÞ ¼
ffiffiffi
2
p
"pðPÞ. We define the coherent
transmittance and reflectance as Tð"cÞ ¼ jtð"cÞj2 and
a) c) e)
f)
g)
d)
b)
FIG. 2 (color online). (a) Two-tone spectroscopy of sample 1. A microwave pump is continuously applied at !01 with increasing
power w ile a weak prob t ne is swept in frequency. As the population in the first state is increased, due to the drive at !01, scattering
at!12 becomes possible, appearing as another dip in the transmittance. From this, we extract!12=2" ¼ 6:38 GHz. (b) The microwave
pump is now applied at!12. As the power of the!12 pump increases, we see electromagnetically induced transparency (EIT) at!01 as
the Autler-Townes doublet splits with a separation equal to the Rabi frequency "c=2" (black dashed lines). (inset) Energy level
diagram. (c) Cartoon of the router. With the control off, the input probe is reflected from the transmon, and is routed to port 1 through
the circulator. When the control is on, the input is transmitted to port 2. Inset: the control pulse sequence. (d) Normalized on-off ratio
(see text) of the transmittance (T) and reflectance (R) as a function of control pulse power, measured simultaneously on sample 1. The
symbols are the data and the solid lines are fits. (e) Time dependence of T and R at!01, measured simultaneously for sample 1, while a
control pulse is applied. (f) Same for sample 2, although T and R are measured separately. We see that the input signal is routed with an
on-off ratio of "90% (" 99%) for sample 1 (2). (g) The response of sample 1 to a 10 ns Gaussian control pulse (circles), along with a
Gaussian fit (solid line). We see that the transmittance smoothly follows the control on the few ns time scale while maintaining the high
on-off ratio.
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We input a weak, continuous probe in the single-photon
regime at!01. We then apply a strong control pulse, around
30 dB stronger than th probe, at !c ¼ !12. When the
control is off, the photons are reflected by the atom and
travel through the circulator to output 1. When the control
is on, the photons are transmitted due to EIT, and travel to
output 2. The measurement setup is shown in Fig. 1(b),
which enables us to measure the reflected and t ansmitted
probe power simultaneously in the time domain. This is
crucial to demonstrate that the extinction of the transmitted
beam is due to reflection instead of loss. One could also
envision making a photon router by simply detuning the
0–1 transition of the atom via magnetic flux through the
SQUID loop. However, the power needed to generate a flux
sufficient to detune our atom is several orders of magnitude
higher [19].
The operation of the router is demonstrated in
Figs. 2(e)–2(g). As expected, when the control is on,
most of the signal is transmitted while little is reflected.
For sample 2 (1), we achieve an on-off ratio of nearly 99%
(90%) in both the reflectance and transmittance. We also
characterized the time response of the router. For both
devices, we saw no reduction in the on-off ratio down to
the shortest pulses, which had a Gaussian full width at half
maximum of 10 n . An example is shown for sample 1 in
Fig. 2(g). We see that the transmission follows the control
on the few ns time scale, limited by the 5 ns time resolution
of our instruments. We would expect the limit of the device
to be "1=!01 ¼ 2 ns.
In Fig. 2(d), we characterize the on-off ratio as a func-
tion of control power for sample 1. We use the experimen-
tally accessible on-off ratio here, because it is not possible
to do a full calibration of r (see below). For a probe power
in the single-photo regime ("p # !01) with the control
and probe on resonance, the transmission of the probe, for a
control amplitude corresponding to "c, is [15]
tð"cÞ ¼ 1& !10
2!10 þ "2c2!20
; (3)
where !20 is the decoherence rate of the 0–2 transition.
Because of the larger dipole moment of the 1–2 transition
[16], we have"cðPÞ ¼
ffiffiffi
2
p
"pðPÞ. We define the coherent
transmittance and reflectance as Tð"cÞ ¼ jtð"cÞj2 and
a) c) e)
f)
g)
d)
b)
FIG. 2 (color online). (a) Two-tone spectroscopy of sample 1. A microwave pump is continuously applied at !01 with increasing
power while a weak probe tone is swept in frequency. As the population in the first state is increased, due to the drive at !01, scattering
at!12 becomes possible, appearing as another dip in the transmittance. From this, we extract!12=2" ¼ 6:38 GHz. (b) The microwave
pump is now applied at!12. As the power of the!12 pump increases, we see electromagnetically induced transparency (EIT) at!01 as
the Autler-Townes doublet splits with a separation equal to the Rabi frequency "c=2" (black dashed lines). (inset) Energy level
diagram. (c) Cartoon of the router. With the control off, the i t probe is reflected from the transmon, and is routed t port 1 through
the circulator. When the control is on, the input is transmitted to port 2. Inset: the control pulse sequence. (d) Normalized on-off ratio
(see text) of the transmittance (T) and reflectance (R) as a function of control pulse power, measured simultaneously on sample 1. The
symbols are the data and the solid lines are fits. (e) Time dependence of T and R at!01, measured simultaneously for sample 1, while a
control pulse is applied. (f) Same for sample 2, although T and R are measured separately. We see that the input signal is routed with an
on-off ratio of "90% (" 99%) for sample 1 (2). (g) The response of sample 1 to a 10 ns Gaussian control pulse (circles), along with a
Gaussian fit (solid line). We see that the transmittance smoothly follows the control on the few ns time scale while maintaining the high
on-off ratio.
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t ¼ rþ 1. When the applied probe frequency !p is equal
to !01, the reflection coefficient is given by [14]
r ¼ #r0 11þ!2p="10!10
; (1)
where the maximu r flection ampli ude is r0 ¼ 1=ð1þ
2""="10Þ. "10 is the relaxation rate of the atom from j1i to
j0i, !10 ¼ "10=2þ "" is the 0–1 decoher nce rate, and ""
i the 0–1 pure dephasing rate. A coherent input signal
(probe) will drive coherent oscillations of t e atom at a
Rabi frequency w ich is lin ar in the probe amplitude and
can be written as [16]
!p ¼ 2e
@
Cc
C#
!
EJ
8Ec
"
1=4 ffiffiffiffiffiffiffiffiffi
PZ0
p
; (2)
w ere P ¼ jVþL j2=2Z0 is the p obe power, Z0 & 50 !
is the impedance of the transmission line and Cc is
the coupling capacitance between the qubit and the
transmission line [Fig. 1(b)]. For a weak resonant probe
(!p ' "10, !10) and in the absence of both pure dephas-
ing ("" ¼ 0) and unknown loss channels, such as relaxa-
tion of the qubit not associated with the coupling to the
transmission line, we expect to see full reflection of
the incoming probe [7,8,23]. This perfect reflection can
be understood as the coherent interference between the
incoming wave and the wave scattered from the atom.
We have measured the reflection and transmission co-
efficients in two different samples as a function of incident
probe power using homodyne detection (See Supplemental
Material [24]). By fitting the frequency and power depen-
dence of this data, we extract the parameters shown in
Table I.
In Fig. 1(c), we plot th transmittance T ¼ jtj2 on
resonance as a function of P. We can define an average
number of photons per interaction ti e 2#="10 as N (
2#P=ð@!p"10Þ. For N ' 1, we see an extinction of prop-
agating photons of up to 90% for sample 1 and 99.6% for
sample 2. The strong saturation of the extinction already at
single-phot n p wers is an i dication that the scatterin is
caused by a single atom, since the atom can only absorb
and emit one photon at a time. The reflected power (not
shown) also varies with power as expected.
So far, we hav considered only the lowest two energy
l vels of ur artific al atom. In reality, the transmon has
several high r states, in particular, it has a second excited
state with the 1–2 transition frequency !12. This second
transition can be directly measured using two-tone spec-
troscopy, as is illustrated in Fig. 2(a) for sample 1. We
extract !12=2# ¼ 6:38 GHz, givi g an anharmonicity of
$ ¼ 720 MHz between the two transitions. The linewidth
of the 1–2 transiti n is dominated by the charge dispersion
of j2i. Further increasing the pump power, we observe the
well-known Mollow triplet [14,25,26] (not shown). The
Rabi splitting of the triplet was used to calibrate the applied
microwave power at the atom.
By pumping the system at!c ¼ !12, we can observe the
phenomenon of electromagnetically induced transparency
(EIT)[15,27–29] based on the Autler-Townes splitting
[30,31]. With the pump off, we have seen that an incident,
low-power probe at !01 is reflected. For large control
powers, however, the original line splits into a doublet
with a separation of !c [see Fig. 2(b)], and the atom
becomes transparent to the probe beam at !01.
We exploit EIT to create a single-photon router. The
operation principle is explained as follows [see Fig. 2(c)].
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FIG. 1 (color online). Scattering from a single artificial atom.
(a) A micrograph of our artificial atom, a superconducting
transmon qubit embedded in a 1D open transmission line. The
light regions are Al while the dark regions are the oxidized
silicon substrate. We see the center conductor of the CPW in
between the two ground planes and the two plates of the
interdigitated capacitance of the transmon. The enlargement is
a scanning-electron micrograph of the SQUID loop of the trans-
mon, which allows us to tune its transition frequency with an
external magneti flux $. The juncti ns are formed using the
standard double-angle eva ration technique. (b) Schematic of
the measurement setup. A str ng con rol pulse at !c ¼ !12 is
used to route a weak microwave signal at the probe frequency
!01. W measure the transmitt d and reflected probe simulta-
neously in the time domain. The circulators, numbered 1–4,
allow us to separate signals propagating in different irections
in the lines. (c) Transmittance, T ¼ jtj2, on resonance as a
function of incident power. For N ' 1 we see extinction of
the coherent probe of 90% and 99.6% for sample 1 and 2,
respectively. N ¼ 1 for a power of #125 dBm (# 123 dBm)
for sample 1 (2). The symbols are data while the lines are fits
bas d on Eq. (1). (Inset) A weak, re onant coherent tate is
scattered by the atom.
TABLE I. Parameters for samples 1 and 2. All values in GHz
(except for the extinction), with an uncertainty of 5%.
Sample EJ=h Ec=h "10=2# ""=2# Ext.
1 12.7 0.59 0.073 0.018 90%
2 21.5 0.35 0.096 0.002 99.6%
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Figure 5. Two-ton spectroscopy. (a) As th frequen y of a we k probe field is
swept, a second microwave drive is continuously applied at !10 with increasing
powers. We see that another dip gradually ap ears in the probe transmission
response. (b) T as a function of the probe frequency and pump power. As
the power of !10 further increases, we see the Mollow triplet. The dashed
lines indicat the c lcul ted p siti n of th tripl . (Inset) Schem tic picture
of triplet ransitions in the dressed state picture. Note that we use sample 3,
where !10/2⇡ = 4.88 GHz. (c) A second microwave drive is applied at !21 with
variable power, Pc. Magnitude response in (c). As Pc i reases, we ee induced
transmission at !p = !10. With a strong drive applied, the ATS appears with the
magnitude of c/2⇡ (black dashe lines). d) Phase response of the probe.
ATS [29]. The magnitude and phase response are shown in figur s 5(c) and (d), respectively.
In the magnitude respons , we see that the transm n becomes transp rent for the probe at
!p = !10 at sufficiently high control power. In the phase response, we see that the probe phase,
'p, dep ds on the control p wer, Pc.
In the following section, we demonstrate two devices based on these effects which could be
utilized in a microwave quantum network. By making use of the ATS, we demonstrate a router
for single photons. By using the high nonlinearity of the atom, we demonstrate a photon-number
filter, where we convert classical coherent microwaves into a non-classical microwave field.
4. Applications
4.1. The single-photon router
The operation principle of the single-photon router is explained as follows. In the time domain
(see figure 6(a)), we input a constant weak probe in the single-photon regime, hNpi ⌧ 1, at
!p = !10. We then apply a strong control pulse, around 30 dB more than the probe power, at
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ATS [29]. The magnitud and phase response are s own in figur s 5(c) and (d), respectively.
In he m gnitude resp nse, we s e that the trans on becomes transparent for the probe at
!p = !10 at sufficiently high control power. In the phase response, we see that the probe phase,
'p, depend on the control power, Pc.
In the following section, we demonstrate two devices based on these effects which could be
utilized in a microwave quantum network. By maki g u e of the ATS, we demonstrate a router
for single p o ons. By using the high nonlinearity of t e atom, we d monstr te a photon-number
filter, wher we convert classical c herent microwaves into a non-classical microwave field.
4. Ap licat ons
4.1. The single-photon router
The operation princ ple of he s ngle-pho on router is explained as follows. In the time domain
(see figure 6(a)), we input a constant weak probe in the single-photon regime, hNpi ⌧ 1, at
!p = !10. We then apply a strong control pulse, around 3 dB more than the probe power, at
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magnitu e of c/2⇡ (black dashed lines). (d) Phase r spons of the probe.
ATS [29]. The magnit d nd hase response are s own in figures 5(c) an (d), re pectively.
In he magnitude r spo e, e that the transm n becomes transparent fo the probe at
!p = !10 at sufficiently high control power. In the phase response, we see that the probe phase,
'p, depend on he control power, Pc.
In th f llowi g section, we d monst t two evices based on these effe ts which could be
utilized in a microwave quantum network. By making use of the ATS, we demonstra a router
for single ph tons. By usin the igh n nli earity of the at m, w demonstrate a photon-number
fil er, here we c nv t classical c herent microwaves into a non-classical microwave field.
4. Applicati ns
4.1. The single-photon router
The peration principle of the single-photo router is xplained as follows. In the time domain
(se figure 6(a)), we input const nt weak probe in the si gle-photon regime, hNpi ⌧ 1, at
!p = !10. We then apply a strong control pulse, aro nd 30 dB more than the probe pow r, at
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m gnitude of c/2⇡ (black dashed line ). (d) Phase respon e of th probe.
ATS [29]. The magnitude and phase response are shown in figures 5(c) and (d), respectively.
In the agnitude response, we see that th tra mon becom s ransparent for the probe at
!p = !10 at suffici tly high control power. I the phase resp nse, we see that the probe phase,
'p, depends on the control p wer, Pc.
In the following section, we demonstrate two devices based on these effects which could be
utilized in a microwave quant m network. By making use of the ATS, we demonstrate a router
for singl photons. By sing the high nonlin ar ty of th at m, we demonstrate a photon-number
filter, here we convert classical coherent micr waves into a non-classical microwave field.
4. A plications
4.1. The single-photon router
The operati n pri ciple of the single-photon router is explained as follows. In the time domain
(see figure 6(a)), we input a constant weak probe in the single-photon regime, hNpi ⌧ 1, at
!p = !10. W then apply a strong co trol pulse, around 30 dB more than the probe power, at
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F gure 3.7: a) Transmittance as fu ction of the prob ower. b)Tra mission
power at differ t bandwidth detection range , revealing the Mollow triplet
du to the incoh r nt scatte ing. c) Two tone spectr scopy f the tr s on
qubit for different probe powers, showing th th ee-level structure of the
transmon. d) Transmittance in the probe frequency ωp as a function of the
control power. As the power increases, we obs rve EIT due to the Autler
Town s splitti g.
• We observe t M llow-Triplet [Mol69], due to the in las ic scatteri g
by the transmon (see theoretical curve in Fig.3.7b). Due to the dressing
f th at m with the fi ld, the two rgy levels split into two, and ther
appears four t ansition lines. In the li it f large umb r f phot ns in
the pump, one of this be omes d genera leading to he Mollow triplet.
It is wo th mention ng that it as b en measured n the transmittance
of the field and not in the emission spectrum.
• We explore higher levels of the trans on. In particular, we send a sec-
nd c herent drive (th control pulse) on resonance with the 1-2 tran-
sition of the transmo , and sca the trans issio at the ω01 frequency
(see Fig.(3.7c). For large probe fields, we expect all the popul tion in
the first excited state, so w ete t the second state as a dip in the trans-
3.3. Scattering by an artificial atom 117
mission spectrum of the control field.
• Finally, we observe the Autler-Townes splitting19. (Fig.3.7d). In par-
ticular, for sufficiently strong amplitudes of the control pulse, we can
generate EIT in the 0− 1 transition, assisted by the Autler Townes split-
ting.
• Aside from the single photon router application, this device can be used
as a photon-number filter, and a single-photon source –due to the scat-
tered wave in the reflected channel.
In conclusion, based on superconducting qubits and the 1D scattering, in
publication P7 we study several fundamental quantum optical effects with a
transmon qubit, such as photon scattering, Mollow triplet and Autler-Townes
splitting. This results has led to the development of a single photon router,
presented in P6.
19The atom gets dressed with the strong control field, yielding a splitting at the 1− 2 tran-
sition, with energy splitting proportional to the Rabi frequency of the drive Ωc.
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We have embedded an artificial atom, a superconducting transmon qubit, in an open transmission line
and investigated the strong scattering of incident microwave photons (6 GHz). When an input coherent
state, with an average photon numberN  1 is on resonance with the artificial atom, we observe extinction
of up to 99.6% in the forward propagating field. We use two-tone spectroscopy to study scattering from
excited states and we observe electromagnetically induced transparency (EIT). We then use EIT to make a
single-photon router, where we can control to what output port an incoming signal is delivered. The
maximum on-off ratio is around 99% with a rise and fall time on the order of nanoseconds, consistent with
theoretical expectations. The router can easily be extended to have multiple output ports and it can be
viewed as a rudimentary quantum node, an important step towards building quantum information networks.
DOI: 10.1103/PhysRevLett.107.073601 PACS numbers: 42.50.Gy, 03.67.Hk, 85.25.Cp
In recent years, quantum information science has ad-
vanced rapidly, both at the level of fundamental research
and technological development. For instance, quantum
cryptography systems have become commercially avail-
able [1]. These systems are examples of quantum channels,
serving mainly to distribute quantum information. There is
a significant effort to combine these quantum channels
with quantum nodes that would offer basic processing
and routing capability. The combination of these channels
and nodes would create a quantum network enabling ap-
plications simply impossible today [2]. Quantum networks
connecting simple quantum processing nodes are also a
promising architecture for a scalable quantum computer.
In this Letter, we demonstrate an example of a rudimen-
tary quantum node, a single-photon router. The active
element of the router is a single ‘‘artificial atom’’, a super-
conducting qubit, strongly coupled to a superconducting
transmission line. Exploiting the phenomenon of electro-
magnetically induced transparency (EIT), we show that we
can route a single-photon signal from an input port to either
of two output ports with an on-off ratio of 99%. The
switching time of the device is shown to be a few nano-
seconds, consistent with theoretical expectations and the
device parameters. The device is a nanofabricated circuit
offering a clear path to scalability. For instance, it is
straight forward to extend this router to select between
multiple output channels.
An obvious requirement of a quantum channel is the
ability to coherently distribute quantum information over
relatively large distances. This typically implies the use of
photons as information carriers, as opposed to other quan-
tum systems such as atoms. This presents a problem when
trying to implement a quantum node, as the interaction of
photons with themselves is vanishingly small. Without
interactions, photons cannot be controlled or directed.
We can however look to control the photons by using
matter as an intermediary [3–5], exploiting the strong
interactions of electrons for instance. Still, the coupling
of single-photon signals to bulk nonlinear materials is too
weak for efficient control. A number of authors [6–9] have
suggested that this problem could be overcome by reso-
nantly coupling the signals to single atoms, which are
highly nonlinear systems. While impressive technical
achievements have been demonstrated in experiment, the
coupling of single atoms to light remains relatively ineffi-
cient. For instance, in the prototypical experiment of
scattering light from a single atom, the reduction in the
intensity (extinction) of the incident light does not exceed
12% [10–13]. However, it was recently demonstrated that
microwave photons can be coupled extremely efficiently to
a single artificial atom, showing extinction efficiencies in
an open transmission line greater than 90% [14,15]. Here
we demonstrate an extinction of 99.6%, an order of mag-
nitude increase, and use this approach as the basis of our
single-photon router.
Our artificial atom is a superconducting transmon [16]
qubit, consisting of two Josephson junctions in a SQUID
configuration with a total capacitance C. It is capacitively
coupled to a 1D transmission line [see Fig. 1(a)] in a
coplanar waveguide configuration. The two lowest energy
states j0i, j1i have a transition energy @!01ðÞ ffiffiffiffiffiffiffiffiffiffiffiffiffi
8EJEc
p  Ec  7:1 GHz where EJ is the Josephson
energy of the SQUID, EC is the charging energy and 
is the external magnetic flux. This type of qubit has been
extensively studied [17–20] and successfully used to, for
example, perform quantum algorithms [21] as well as
produce single photons [22].
The electromagnetic field in the transmission line can be
described by incoming (þ ) and outgoing ( ) voltage
waves on the left (L) and the right (R), VL;R. In Fig. 1(a),
the transmission coefficient t ¼ VR =VþL and the reflection
coefficient r ¼ VL =VþL are related by the definition,
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t ¼ rþ 1. When the applied probe frequency !p is equal
to !01, the reflection coefficient is given by [14]
r ¼ r0 1
1þ2p=1010
; (1)
where the maximum reflection amplitude is r0 ¼ 1=ð1þ
2=10Þ. 10 is the relaxation rate of the atom from j1i to
j0i, 10 ¼ 10=2þ  is the 0–1 decoherence rate, and 
is the 0–1 pure dephasing rate. A coherent input signal
(probe) will drive coherent oscillations of the atom at a
Rabi frequency which is linear in the probe amplitude and
can be written as [16]
p ¼ 2e
@
Cc
C

EJ
8Ec

1=4 ffiffiffiffiffiffiffiffiffi
PZ0
p
; (2)
where P ¼ jVþL j2=2Z0 is the probe power, Z0  50 
is the impedance of the transmission line and Cc is
the coupling capacitance between the qubit and the
transmission line [Fig. 1(b)]. For a weak resonant probe
(p  10, 10) and in the absence of both pure dephas-
ing ( ¼ 0) and unknown loss channels, such as relaxa-
tion of the qubit not associated with the coupling to the
transmission line, we expect to see full reflection of
the incoming probe [7,8,23]. This perfect reflection can
be understood as the coherent interference between the
incoming wave and the wave scattered from the atom.
We have measured the reflection and transmission co-
efficients in two different samples as a function of incident
probe power using homodyne detection (See Supplemental
Material [24]). By fitting the frequency and power depen-
dence of this data, we extract the parameters shown in
Table I.
In Fig. 1(c), we plot the transmittance T ¼ jtj2 on
resonance as a function of P. We can define an average
number of photons per interaction time 2=10 as N 
2P=ð@!p10Þ. For N  1, we see an extinction of prop-
agating photons of up to 90% for sample 1 and 99.6% for
sample 2. The strong saturation of the extinction already at
single-photon powers is an indication that the scattering is
caused by a single atom, since the atom can only absorb
and emit one photon at a time. The reflected power (not
shown) also varies with power as expected.
So far, we have considered only the lowest two energy
levels of our artificial atom. In reality, the transmon has
several higher states, in particular, it has a second excited
state with the 1–2 transition frequency !12. This second
transition can be directly measured using two-tone spec-
troscopy, as is illustrated in Fig. 2(a) for sample 1. We
extract !12=2 ¼ 6:38 GHz, giving an anharmonicity of
 ¼ 720 MHz between the two transitions. The linewidth
of the 1–2 transition is dominated by the charge dispersion
of j2i. Further increasing the pump power, we observe the
well-known Mollow triplet [14,25,26] (not shown). The
Rabi splitting of the triplet was used to calibrate the applied
microwave power at the atom.
By pumping the system at!c ¼ !12, we can observe the
phenomenon of electromagnetically induced transparency
(EIT)[15,27–29] based on the Autler-Townes splitting
[30,31]. With the pump off, we have seen that an incident,
low-power probe at !01 is reflected. For large control
powers, however, the original line splits into a doublet
with a separation of c [see Fig. 2(b)], and the atom
becomes transparent to the probe beam at !01.
We exploit EIT to create a single-photon router. The
operation principle is explained as follows [see Fig. 2(c)].
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FIG. 1 (color online). Scattering from a single artificial atom.
(a) A micrograph of our artificial atom, a superconducting
transmon qubit embedded in a 1D open transmission line. The
light regions are Al while the dark regions are the oxidized
silicon substrate. We see the center conductor of the CPW in
between the two ground planes and the two plates of the
interdigitated capacitance of the transmon. The enlargement is
a scanning-electron micrograph of the SQUID loop of the trans-
mon, which allows us to tune its transition frequency with an
external magnetic flux . The junctions are formed using the
standard double-angle evaporation technique. (b) Schematic of
the measurement setup. A strong control pulse at !c ¼ !12 is
used to route a weak microwave signal at the probe frequency
!01. We measure the transmitted and reflected probe simulta-
neously in the time domain. The circulators, numbered 1–4,
allow us to separate signals propagating in different directions
in the lines. (c) Transmittance, T ¼ jtj2, on resonance as a
function of incident power. For N  1 we see extinction of
the coherent probe of 90% and 99.6% for sample 1 and 2,
respectively. N ¼ 1 for a power of 125 dBm ( 123 dBm)
for sample 1 (2). The symbols are data while the lines are fits
based on Eq. (1). (Inset) A weak, resonant coherent state is
scattered by the atom.
TABLE I. Parameters for samples 1 and 2. All values in GHz
(except for the extinction), with an uncertainty of 5%.
Sample EJ=h Ec=h 10=2 =2 Ext.
1 12.7 0.59 0.073 0.018 90%
2 21.5 0.35 0.096 0.002 99.6%
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We input a weak, continuous probe in the single-photon
regime at!01. We then apply a strong control pulse, around
30 dB stronger than the probe, at !c ¼ !12. When the
control is off, the photons are reflected by the atom and
travel through the circulator to output 1. When the control
is on, the photons are transmitted due to EIT, and travel to
output 2. The measurement setup is shown in Fig. 1(b),
which enables us to measure the reflected and transmitted
probe power simultaneously in the time domain. This is
crucial to demonstrate that the extinction of the transmitted
beam is due to reflection instead of loss. One could also
envision making a photon router by simply detuning the
0–1 transition of the atom via magnetic flux through the
SQUID loop. However, the power needed to generate a flux
sufficient to detune our atom is several orders of magnitude
higher [19].
The operation of the router is demonstrated in
Figs. 2(e)–2(g). As expected, when the control is on,
most of the signal is transmitted while little is reflected.
For sample 2 (1), we achieve an on-off ratio of nearly 99%
(90%) in both the reflectance and transmittance. We also
characterized the time response of the router. For both
devices, we saw no reduction in the on-off ratio down to
the shortest pulses, which had a Gaussian full width at half
maximum of 10 ns. An example is shown for sample 1 in
Fig. 2(g). We see that the transmission follows the control
on the few ns time scale, limited by the 5 ns time resolution
of our instruments. We would expect the limit of the device
to be 1=01 ¼ 2 ns.
In Fig. 2(d), we characterize the on-off ratio as a func-
tion of control power for sample 1. We use the experimen-
tally accessible on-off ratio here, because it is not possible
to do a full calibration of r (see below). For a probe power
in the single-photon regime (p  01) with the control
and probe on resonance, the transmission of the probe, for a
control amplitude corresponding to c, is [15]
tðcÞ ¼ 1 10
210 þ 2c220
; (3)
where 20 is the decoherence rate of the 0–2 transition.
Because of the larger dipole moment of the 1–2 transition
[16], we havecðPÞ ¼
ffiffiffi
2
p
pðPÞ. We define the coherent
transmittance and reflectance as TðcÞ ¼ jtðcÞj2 and
a) c) e)
f)
g)
d)
b)
FIG. 2 (color online). (a) Two-tone spectroscopy of sample 1. A microwave pump is continuously applied at !01 with increasing
power while a weak probe tone is swept in frequency. As the population in the first state is increased, due to the drive at !01, scattering
at!12 becomes possible, appearing as another dip in the transmittance. From this, we extract!12=2 ¼ 6:38 GHz. (b) The microwave
pump is now applied at!12. As the power of the!12 pump increases, we see electromagnetically induced transparency (EIT) at!01 as
the Autler-Townes doublet splits with a separation equal to the Rabi frequency c=2 (black dashed lines). (inset) Energy level
diagram. (c) Cartoon of the router. With the control off, the input probe is reflected from the transmon, and is routed to port 1 through
the circulator. When the control is on, the input is transmitted to port 2. Inset: the control pulse sequence. (d) Normalized on-off ratio
(see text) of the transmittance (T) and reflectance (R) as a function of control pulse power, measured simultaneously on sample 1. The
symbols are the data and the solid lines are fits. (e) Time dependence of T and R at!01, measured simultaneously for sample 1, while a
control pulse is applied. (f) Same for sample 2, although T and R are measured separately. We see that the input signal is routed with an
on-off ratio of 90% ( 99%) for sample 1 (2). (g) The response of sample 1 to a 10 ns Gaussian control pulse (circles), along with a
Gaussian fit (solid line). We see that the transmittance smoothly follows the control on the few ns time scale while maintaining the high
on-off ratio.
PRL 107, 073601 (2011) P HY S I CA L R EV I EW LE T T E R S
week ending
12 AUGUST 2011
073601-3
RðcÞ ¼ j1 tðcÞj2, respectively. An important point is
that not all of the input power is necessarily transmitted and
reflected coherently. For intermediate values of c, a sig-
nificant fraction of the power, quantified by 1 RðcÞ 
TðcÞ, is lost to spontaneous emission at various frequen-
cies. This power is not detected by our phase-sensitive
voltage measurement. To fit the reflection data, we use
the theoretical on-off ratio ½RðcÞ þ Rb=½Rð0Þ þ Rb,
where Rb accounts for background reflections in the line
and leakage through circulator 2 [Fig. 1(b)]. Using the same
values of 10 and 10 as before, we extract the additional
parameters 20=2 ¼ 145 MHz and Rb ¼ 0:05. These
values agree with our expectations based on the charge
dispersion of j2i and circulator leakage in our system.
It is natural to ask, why sample 2 outperforms sample 1.
Within the current model, the switching efficiency  is
limited by the maximum reflectance Rmax¼ð10=210Þ2
1–4’=10, which is limited by pure dephasing. The major
improvement therefore comes from the reduction of the
pure dephasing from 18 MHz to 2 MHz. This reduction
can largely be attributed to the increase of EJ=Ec from
22 to 60, which dramatically reduces the sensitivity of the
transmon to charge noise [16]. A smaller effect is the
increased coupling, with 10=2 changing from 73 to
96 MHz.
The operation scheme of the router is scalable in a
straightforward manner, as is explained in detail in Fig. 3.
For an n-port router, the routing efficiency to the kth port
is k ¼ Tk1R for k  n and n ¼ Tn1 for k ¼ n. For
sample 2, we measure T  99% and R  92%. Therefore,
the efficiency of a four-port router would still exceed 90%.
This could be further improved by further reducing the
dephasing.
In conclusion, we have demonstrated a basic single-
photon router with high speed and efficiency operating in
the microwave regime. While microwave circuits are a
promising technology for quantum nodes, it is clear that
optical photons are advantageous for use in quantum
channels. This identifies the development of an optical-
microwave quantum interface as a key enabling technology
for a hybrid quantum network. Early steps to this type of
interface have recently been achieved by a number of
groups [32,33].
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Abstract. We address recent advances in microwave quantum optics with
artificial atoms in one-dimensional (1D) open space. This field relies on the
fact that the coupling between a superconducting artificial atom and propagating
microwave photons in a 1D open transmission line can be made strong enough
to observe quantum coherent effects, without using any cavity to confine the
microwave photons. We investigate the scattering properties in such a system
with resonant coherent microwaves. We observe the strong nonlinearity of the
artificial atom and under strong driving we observe the Mollow triplet. By
applying two resonant tones, we also observe the Autler–Townes splitting.
Exploiting these effects, we demonstrate two quantum devices at the single-
photon level in the microwave regime: the single-photon router and the photon-
number filter. These devices provide important steps toward the realization of an
on-chip quantum network.
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1. Introduction
During the last decade, circuit QED based on superconducting circuits has become a
promising platform to investigate strong coupling between light and matter as well as enable
quantum information processing technology [1–3]. Some of the exciting results include the
following: strong coupling between a superconducting qubit and a single photon [4], resolving
photon-number states [5], synthesizing arbitrary quantum states [6], three-qubit quantum
error correction [7], implementation of a Toffoli gate [8], quantum feedback control [9]
and architectures for a superconducting quantum computer [10]. The nonlinear properties of
Josephson junctions have also been used to study the dynamical Casimir effect [11] and build
quantum limited amplifiers [12, 13].
More recently, theoretical and experimental work has begun to investigate the strong
interaction between light and a single atom even without a cavity [14–17]. In this system, the
destructive interference between the excited dipole radiation and the incident field gives rise to
the extinction of the forward propagating wave for a weak incident field. This effect was first
demonstrated for a single atom/molecule in three-dimensional space, where the extinction of
the forward incident wave did not exceed 12% [14, 16]. This is due to the spatial mode mismatch
between the incident and scattered waves.
However, by taking advantage of the confinement of the propagating fields in a one-
dimensional (1D) open transmission line and the huge dipole moment of an artificial
atom [18–25], strong coupling between an artificial atom and a propagating field can be
achieved. Extinctions in excess of 99% have been observed [19, 20]. This system represents
a potential key component in the field of microwave quantum optics, which is the central scope
of this paper.
This paper is organized as follows. The elastic and inelastic scattering properties of the
single artificial atom are presented in section 2. Well-known quantum optics effects, such as
the Mollow triplet and Autler–Townes splitting (ATS), are presented in section 3. In section 4,
we demonstrate two quantum devices based on these effects which operate at the single-photon
level in the microwave regime, namely the single-photon router and the photon-number filter.
In section 5, we discuss the possibilities of a quantum network using these devices.
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Figure 1. (a) Top: a micrograph of the artificial atom, a superconducting
transmon qubit embedded in a 1D open transmission line. (Magnified section)
Scanning-electron micrograph of the superconducting quantum interference
device (SQUID) loop of the transmon. Bottom: the corresponding circuit model.
(b) Measured transmittance, T = |t |2, on resonance as a function of the incoming
probe power, Pp, for samples 1 and 2. At low power, very little is transmitted
whereas at high power T approaches unity. (Inset) A weak, resonant coherent
field is reflected by the atom.
2. Elastic and inelastic scattering
In figure 1(a), a transmon qubit [26] is embedded in a 1D open transmission line with a
characteristic impedance Z0 ' 50. The 0–1 transition energy of the transmon, h¯!10(8)⇡p
8EJ(8)EC  EC, is determined by two energies, where EC = e2/2C6 is the charging energy,
C6 is the total capacitance of the transmon, EJ(8) = EJ|cos(⇡8/80)| is the Josephson energy
which can be tuned by the external flux8, EJ is the maximum Josephson energy and80 = h/2e
is the magnetic flux quantum.
With a coherent state input, we investigate the transmission and reflection properties of
the field. The input field, transmitted field and reflected field are denoted as Vin, VT and VR,
respectively, indicated in the bottom panel of figure 1(a). The reflection coefficient, r , can be
expressed as [18]
r = VR
Vin
= r0 1  i !p/ 101 + ( !p/ 10)2 +2p/(010 +0l) 10
, (1)
where the maximum reflection amplitude is given by r0 = 010/2 10. 010 is the relaxation
rate of the 0–1 transition of the atom.  10 = 010/2 +0 ,l is the 0–1 decoherence rate and
 !p = !p !10 is the detuning between the applied probe frequency, !p, and the 0–1 transition
frequency, !10. 0 ,l = 0  +0l/2, where 0 ,l is the sum of the non-radiative rates, i.e. the
intrinsic losses, 0l and the pure dephasing rate, 0  . We see that both r0 and  10 are uniquely
dependent on 0 ,l and 010. p is the Rabi oscillation frequency induced by the probe, which is
proportional to Vin [26],
p = 2eh¯
Cc
C6
✓
EJ
8EC
◆1/4p
Pp Z0, (2)
where Pp = |Vin|2/2Z0 is the probe power. By definition, the transmission coefficient t =
VT/Vin = 1 + r . The level of Vin is assumed to be the same as the off resonance value. The
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4relaxation process is dominated by coupling to the 1D transmission line through the coupling
capacitance Cc (see the bottom panel of figure 1(a)) and assuming that photon emission to the
transmission line dominates the relaxation, we find that 010 ' !210C2c Z0/(2C6). This relaxation
originates from coupling to a continuum of modes, as opposed to the cavity case, where the
artificial atom is coupled solely to a single mode.
According to equation (1), for a weak (p ⌧  10) resonant probe ( !p = 0), in the absence
of both pure dephasing (0  = 0) and non-radiative decay (0l = 0), we should see full reflection
(|r | = 1) of the incoming probe field [24, 25, 27]. In that case, we also have full extinction,
|t | = 0, of the propagating wave. This full extinction (perfect reflection) can be described as a
coherent interference of the incoming wave and the scattered wave from the atom. This is what
we observe in figure 1(b), where we measure the transmittance, T = |t |2, on resonance as a
function of Pp with two samples. We see an extinction in the resonant microwaves of up to 90%
(99%) for sample 1 (2) at low incident probe power, where p ⌧  10. For increasing Pp, we see
the strong nonlinearity of the atom which becomes saturated by the incident microwave photons.
Since the atom can only scatter one photon at a time, at high incident power, p    10, most
of the photons pass the atom without interaction and are thus transmitted. Therefore |t | tends
toward unity for increasing Pp, consistent with equation (1). We define the average probe photon
number coming to the transmon per interaction time as hNpi= Pp/(h¯!p(010/2⇡)).
We measure t as a function of Pp and !p. In figure 2, the experimental magnitude, |t |,
and phase response, 'p, for sample 1 are shown in panels (a), (b), respectively. The top and
bottom panels display two-dimensional plots and the corresponding line cuts indicated by
the arrows, respectively. For hNpi ⌧ 1, the magnitude response shows a strong extinction of
resonant microwaves, up to 70% in amplitude or ⇠ 90% in power (figure 1(b)). The solid
curves of figure 2 show fits to all magnitude and phase curves simultaneously, with three fitting
parameters, 010/2⇡ = 73 MHz, 0 ,l/2⇡ = 18 MHz and !10/2⇡ = 7.1 GHz. This corresponds
to Cc = 25 fF,  10/2⇡ = 55 MHz and r0 = 0.67. We find very good agreement between theory
and experiment. We also see that r varies as a function of Pp and !p, as expected (data not
shown).
In order to measure the resonant scattered field, VR, from the atom, we need to cancel
background reflections and circulator leakage in the setup. In figure 3(a), after splitting the input
field, the phase and amplitude in one arm are varied such that the field through a directional
coupler destructively interferes with the coherent leakage from the circulator and background
reflections (see green curves). We send a pulse at !10 and measure the scattered (reflected) fields
from the artificial atom. We use a phase-sensitive average hVRi2 to capture the elastic (coherent)
component of the scattered field. For the total scattered field, the sum of the elastically and
inelastically scattered fields, we use a phase-insensitive average hV 2R i. By pulsing the input, we
are able to subtract amplifier noise from our measurement of the total scattered field.
In figure 3(b), we show hV 2R i and hVRi2 as a function of resonant incident power for two
different measurement bandwidths (BW). We see that the amount of the inelastic field that we
capture depends on the BW. The solid curves are theory fits using the model in figure 3(c)
(integrating the Mollow triplet), with the parameters in table 1, sample 2. As expected, at
low incident power, we see the hVRi2 ' hV 2R i ' hV 2ini. This suggests that both the dephasing
and non-radiative decay are small, and not resolvable from the data. At high incident fields,
where p > 010, the main contribution to the total field is from inelastic scattering. The power
associated with intrinsic losses is Pl = Pp  PR  PT, where PR, PT are the total power reflected
and transmitted, respectively. For a resonant probe, we can estimate the loss rate 0l using the
New Journal of Physics 15 (2013) 025011 (http://www.njp.org/)
5ωp /2pi [        ] ωp /2pi [        ]
[        ][        ]
a) b)
|t| [Deg.]
Pp Pp
Pp
ϕ p
1.00.80.60.4
|t| -20 0 20ϕ p[Deg.]
Figure 2. t as a function of Pp and !p (sample 1). (a) The magnitude response;
(b) the phase response. Top panel: experimental data. Bottom panel: we show
the line cuts for five different powers, as indicated by the arrows on the top
panel. The experimental data (markers) are fit simultaneously using equation (1)
(curves). The magnitude response demonstrates a strong coupling between the
atom and resonant propagating microwaves, whereas the phase response shows
anomalous dispersion [18].
following expression:
Pl = h¯!10⇢110l = 2r00l/(010 +0l)1 +2p/(010 +0l) 10
Pp,
where ⇢11 is the probability for the atom to be in the first excited state. We do not have
sufficiently accurate data to extract the loss rate for these measurements. We can, however,
set an upper limit on the loss rate. For sample 2, 0 ,l/2⇡ ' 1.1 MHz, which means that 0l/2⇡
is less than 2.2 MHz.
To further characterize sample 1, the frequency of the resonance dip in transmission in
figure 2(a) is mapped as a function of 8 with a weak probe, p ⌧  10 (see figure 4(a)), in
the transmon regime, where EJ/EC > 20,  !p ⇡ !p  [p8EJ| cos(⇡8/80)|EC  EC]/h¯. If we
increase Pp to a level such that the 0–1 transition is saturated, two-photon (0–2) transitions
occur, as indicated by the gray curve of figure 4(b). The transition frequency corresponds
to (!10 +!21)/2, where !21 is the 1–2 transition energy. We use a Cooper pair box [26]
Hamiltonian with 50 charge states to fit the spectrum of the atom and extract EJ = 12.7 GHz,
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Figure 3. Elastic versus inelastic scattering from the artificial atom (sample 2).
(a) Measurement setup, with calibration of background reflection, i.e. leakage
from the circulator. The green curves represent the leakage fields from the
circulator and the fields through the directional coupler. By tuning the phase
(blue box) and attenuation (red box), these two fields can cancel each other. (b)
The coherently/elastically reflected power (phase-sensitive average, red curve)
or total reflected power (phase-insensitive average, green and blue curves) as
a function of resonant Pp for different BW. The total power reflected is the
sum of both the elastic and inelastic fields. Solid curves are the theory fits to
experimental data, with extracted parameters of table 1. The black curve shows
the input power for comparison. At low powers, hNpi ⌧ 1, we observed that
hVRi2 ' hV 2R i ' hV 2ini. At high powers, hNpi> 1, more and more photons are
inelastically scattered as the Mollow triplet begins to emerge. The wider the
BW, the more of the Mollow triplet we capture. Note that the output power
includes the 79 dB gain of the amplifiers. (c) Theory plot for the situation when a
microwave pump is applied at !10. As the power of the !10 pump increases, the
Mollow triplet appears in the spectrum with peak separation equal to the Rabi
frequency p. (Inset) Dressed state picture of the energy levels.
Table 1. Parameters for samples 1–3. All values are in GHz (except for the
extinction and EJ/EC).
Sample EJ/h EC/h EJ/EC !10/2⇡ !21/2⇡ 010/2⇡ 0 ,l/2⇡ Extinction (%)
1 12.7 0.59 21.6 7.1 6.38 0.073 0.018 90
2 10.7 0.35 31 5.13 4.74 0.041 0.0011 99
3       4.88 4.12 0.017 0.0085 75
EC = 590 MHz for sample 1. The extracted parameters are summarized in table 1. Note that one
of the Josephson junctions is broken in sample 3; therefore, the transition frequency could not
be tuned with 8.
The extinction efficiency of sample 2 is much better than that of sample 1. This is because
sample 1 has a low EJ/EC ⇠ 21.6, which is barely in the transmon limit. For this value of
EJ/EC, charge noise still plays an important role as the energy band of the 0–1 transition
is still dependent on charge [26]. For sample 1, we find that the charge dispersion is 7 MHz
and the dephasing is dominated by charge noise. By increasing EJ/EC to 31, we see much
less dephasing in sample 2, which gives nearly perfect extinction of propagating resonant
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Figure 4. |t | as a function of 8 for sample 1. (a) At weak probe power, where
p⌧  10. The black curve is the theory fit to the 0–1 transition. (b) At high probe
power, where p   10. The black and blue curves correspond to the 0–1 and
1–2 transitions, respectively. The gray curve is the two-photon (0–2) transition.
The red dashed line indicates the flux bias point and the corresponding !10,
!20/2, !21 for figure 2 and figures 5(a), (c) and (d). There is a stray resonance
around 6.1 GHz.
microwaves. Note that the anharmonicity between !10 and !21 of sample 2 is close to EC.
This is not quite the case for sample 1 due to its low EJ/EC [26].
3. Mollow triplet and Autler–Townes splitting
As shown in the previous section, the transmon also has higher level transitions; in particular,
we are interested in the 1–2 transition with frequency !21. By using two-tone spectroscopy, the
!21 transition can be directly measured. We can saturate the !10 transition by applying a pump
field at !10 = 7.1 GHz, and measure the transmission properties using a weak probe !p. As the
pump power is increased, the population of the first excited state increases; therefore, we start
observing photon scattering from the 1–2 transition, which appears as a dip in transmission at
!p = !21, see figure 5(a). The dip in transmission grows until the 0–1 transition becomes fully
saturated. From this, we extract !21/2⇡ = 6.38 GHz for sample 1. Therefore, the two-photon
(0–2) transition should be equal to 6.74 GHz, consistent with the observation in figure 4(b). The
linewidth of !21 is around 120 MHz; this dephasing mainly comes from the charge dispersion.
Further increasing the pump power at !10, we observe the well-known Mollow triplet [18, 28]
(figure 5(b), sample 3). The Rabi splitting of the triplet can be used to calibrate the power at the
atom. The Mollow triplet can be explained in the dressed state picture, where the two lowest
levels are split by the Rabi frequency. These four states give three different transitions, indicated
by red, brown and blue arrows in the inset of figure 5(b), consistent with figure 3(c). Note that
the way we observed the triplet here is different from that in [18]. We probe the transmission
of these triplet transitions instead of looking at the emission spectrum. We see that the center
transition is much less visible, because we pump at the frequency which saturates the transition.
With a weak resonant probe field, p⌧  10,!p = !10, and a strong resonant, !c = !21,
control field, the 0–1 resonance dip splits with the magnitude of c [22]; this is known as the
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Figure 5. Two-tone spectroscopy. (a) As the frequency of a weak probe field is
swept, a second microwave drive is continuously applied at !10 with increasing
powers. We see that another dip gradually appears in the probe transmission
response. (b) T as a function of the probe frequency and pump power. As
the power of !10 further increases, we see the Mollow triplet. The dashed
lines indicate the calculated position of the triplet. (Inset) Schematic picture
of triplet transitions in the dressed state picture. Note that we use sample 3,
where !10/2⇡ = 4.88 GHz. (c) A second microwave drive is applied at !21 with
variable power, Pc. Magnitude response in (c). As Pc increases, we see induced
transmission at !p = !10. With a strong drive applied, the ATS appears with the
magnitude of c/2⇡ (black dashed lines). (d) Phase response of the probe.
ATS [29]. The magnitude and phase response are shown in figures 5(c) and (d), respectively.
In the magnitude response, we see that the transmon becomes transparent for the probe at
!p = !10 at sufficiently high control power. In the phase response, we see that the probe phase,
'p, depends on the control power, Pc.
In the following section, we demonstrate two devices based on these effects which could be
utilized in a microwave quantum network. By making use of the ATS, we demonstrate a router
for single photons. By using the high nonlinearity of the atom, we demonstrate a photon-number
filter, where we convert classical coherent microwaves into a non-classical microwave field.
4. Applications
4.1. The single-photon router
The operation principle of the single-photon router is explained as follows. In the time domain
(see figure 6(a)), we input a constant weak probe in the single-photon regime, hNpi ⌧ 1, at
!p = !10. We then apply a strong control pulse, around 30 dB more than the probe power, at
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Figure 6. The single-photon router, data for sample 2. (a) Measurement setup and
the control pulse sequence. A strong control pulse at !c = !21 is used to route a
weak continuous microwave !p = !10. Depending on whether the control pulse
is on or off, the probe field is delivered to output port 2 or 1, respectively. (b), (c)
Normalized on–off ratio (see text) of the transmittance (T) and reflectance (R) of
!p measured simultaneously. (b) The control pulse is shaped as a square pulse
with 1µs duration. (c) A Gaussian pulse with a duration of 10 ns; we see up to
99% on–off ratio. The black curve in panel (c) is a Gaussian fit to the data.
the !21 frequency. When the control is off, the probe photons are reflected by the atom, and
delivered to output port 1. When the control is on, the probe photons are transmitted based on
ATS and delivered to output port 2. We measure the reflected and the transmitted probe power
simultaneously in the time domain. It is crucial to investigate if the microwave photon transport
is a fully coherent process, i.e. the transmission dip seen in figure 2(a) is because the photons are
being reflected (not due to dissipation). Note that the measurement quantity is phase sensitive,
since we measure hV i2 rather than hV 2i; this means that hV i2 is only sensitive to the coherent
part of the signal. The experimental setup is shown in figure 6(a).
The results are shown in figures 6(b) and (c) with two different control pulses for sample 2.
In figures 6(b) and (c), we use a square (Gaussian) control pulse with a duration of 1µs (10 ns).
As expected, when the control signal is on, the probe power of the transmitted signal is increased
and we see a corresponding decrease in the reflected probe signal. A 99% probe on–off ratio
is achieved in both reflection and transmission for sample 2. We also see that the on–off
ratio does not depend on the control time. In figure 6(c), the time resolution of our digitizer
detector/arbitrary waveform generator is 5 ns, which prevents us from accurately measuring
pulses less than about 10 ns. The ringing signals appearing in figure 6(b) are artifacts of the
digitizer. In the setup of figure 6(a), we send !10 and !21 in opposite directions with respect to
each other. We can also send pulses in the same direction by using a microwave combiner at
one of the input ports and get the same results, as expected. Note that we use the on–off ratio
[R(c)+ Rb]/[R(0)+ Rb] [19], where R(c) and R(0) represent reflectance when the control
is on and off, respectively, and Rb accounts for background reflections in the line and leakage
through circulator 1 (figure 6(a)). We note that these data were taken without canceling the
leakage as shown in figure 3. For the on–off ratio of the transmittance T (0)/T (c), we can
calibrate the transmittance, T (0)= [T (0)/T (c)]TVNA(c), where TVNA(c)' 98.4% is the
transmittance on resonance with the corresponding Pc in figure 5(c). T (c) and T (0) represent
the transmittance when the control is on and off, respectively. Theoretically, for sample 2, when
the control signal is off, we have R(0)= |010/2 10|2 ' 91%, T (0)= |1 010/2 10|2 ' 0.2%
and D ,l(0)' 8.8%. When the control signal is on, we have R(c)' 0, T (c)' 1 and
D ,l(c)' 0, where D ,l refers to the total dissipation associated with intrinsic losses and pure
dephasing.
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Figure 7. A multiport router. (a) Cartoon of a multiport router: single-photon
routers cascaded to many output channels. Here we show a five-port router
using four atoms (A–D) in series, each separated by a circulator. The !10 of
the atoms are the same, whereas the 1–2 transition frequencies, !21,A 6= !21,B 6=
!21,C 6= !21,D, are different. By turning on and off control tones at the various
1–2 transition frequencies, we can determine the output channel of the probe
field, according to the table in (b).
The speed of our router sample 1 (2) is predicted to be 1/010 ⇠ 2 ns (4 ns). We show that
the router works well down to the time limit of our instruments. By engineering the relaxation
rate, it should be possible to achieve even faster switching times in the sub-nanosecond regime.
In addition, the routing efficiency, R = |r0|2, can be improved by further reducing 0 . An
improvement in sample 2 compared with sample 1 was achieved by increasing the EJ/EC ratio.
This reduced the sensitivity to the charge noise and therefore the dephasing.
Our router can also be easily cascaded to distribute photons to many output channels.
Figure 7(a) shows four atoms (A–D) in series, each separated by a circulator. The !10 of the
atoms are the same, whereas the !21 are different. This arrangement can be designed in a
straightforward manner by controlling the ratio of EJ/EC. By turning on and off control tones at
the various 1–2 transition frequencies of different atoms, we can determine the output channel
of the probe field, according to the table of figure 7(b). For instance, if we want to send the probe
field to channel 4, we apply three control tones at !21,A, !21,B ,!21,C . Note that regardless of the
number of output channels, all the control tones and the probe tone can be sent through the
same input port. Theoretically, the maximum number of output channels depends on the ratio
of the anharmonicity and the width of the 1–2 transition,  21. Thus, there is a tradeoff between
efficiency and the number of outputs.
4.2. The photon-number filter
In figure 1(b), we demonstrated the nonlinear nature of the artificial atom. This naturally comes
from the fact that atoms can only reflect one photon at a time. To reveal the non-classical
character of the reflected field, we investigate its statistics. In particular, in this section, we
show that the reflected field is antibunched [25]. In addition, we also show that the transmitted
field is superbunched [25].
The incident coherent state can be written in terms of a superposition of photon number
states, with a Poissonian distribution. For a weak probe field with hNpi< 0.5, this coherent field
can be approximated using the basis of the first three-photon number states. For a one-photon
incident state, the atom reflects it, leading to antibunching in the reflected field. Together with
the zero-photon state, the reflected field still maintains first-order coherence, as there is a well-
defined phase between the zero- and one-photon states. Because the atom is not able to scatter
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more than one photon at a time, a two-photon incident state has a much higher probability of
transmission, leading to superbunching in the transmitted field [25, 30]. In this sense, our single
artificial atom acts as a photon-number filter, which filters and reflects the one-photon number
state from a coherent state. This process leads to a photon-number redistribution between the
reflected and transmitted fields [30].
A schematic illustration of the measurement setup is shown in figure 8(a). This allows us to
measure the Hanbury Brown–Twiss [31] type power–power correlations. We apply a resonant
coherent microwave field at !p = !10. Depending on whether we send the input through
circulator 1 or 2, we measure the statistics of the reflected or transmitted field, respectively.
The signal then propagates to a beam splitter, which in the microwave domain is realized
by a hybrid coupler, where the outputs of the beam splitter are connected to two nominally
identical high electron mobility transistor (HEMT) amplifiers with system noise temperatures
of approximately 7 K. We assume that the amplifier noise generated in the two independent
detection chains is uncorrelated. After further amplification, the two voltage amplitudes of the
outputs are captured by a pair of vector digitizers.
The second-order correlation function [32] provides a statistical tool to characterize the
field; it can be expressed as
g(2)(⌧ )= 1 + h1P1(t)1P2(t + ⌧ )i[hP1(t)i  hP1,N (t)i][hP2(t)i  hP2,N (t)i] ,
where ⌧ is the delay time between the two digitizers, and P1 and P2 are the output powers in
ports 1 and 2, respectively, see figure 8(a). P1,N , and P2,N are the amplifier noise in ports 1 and 2,
respectively, when the incident source is off. Therefore, [hPi(t)i  hPi,N (t)i] represents the net
power of the field from output port i , where i = 1, 2. h1P11P2i is the covariance of the output
powers in ports 1 and 2, defined as h(P1 hP1i)(P2 hP2i)i.
We had a trigger jitter of ±1 sample between the two digitizers. To minimize the effect
of this trigger jitter, we oversample and then digitally filter (average) the data in all the g(2)
measurements. Here, the sampling frequency is set to 108 samples s 1 with a digital filter with a
bandwidth BW= 55 MHz applied to each digitizer for all measurements. For a coherent state,
we find that g(2)(⌧ )= 1 with the qubit detuned from !10.
In figure 8(b), we plot the measured g(2)(⌧ ) of the reflected field from our atom. At low
powers, where hNpi ⌧ 1, we clearly observe antibunching of the field [25]. The trace here was
averaged over 2.4⇥ 1011 measured quadrature field samples (2 Tbyte of data), computed and
averaged over 17 h. We correct the slow drifts, e.g. amplifier gain, every 5 min by switching
on and off the incident source. In the future, the measurement efficiency can be significantly
improved by incorporating a quantum-limited parametric amplifier [12, 13]. The antibunching
behavior at Pp = 131 dBm (hNpi ⇠ 0.4), g(2)(0)= 0.55± 0.04, reveals the non-classical
character of the field. Ideally, we would find that g(2)(0)= 0 as the atom can only reflect one
photon at a time. The non-zero g(2)(0) we measured originates from four effects: (i) a thermal
field at 50 mK temperature, (ii) a finite filter BW, (iii) a trigger jitter between the two digitizers
and (iv) stray fields including background reflections in the line and leakage through circulator 1
(figure 8(a)). The complete theory curves include all four non-idealities; the partial theory
curves include (i) and (ii), but not (iii) and (iv). The effects of these factors on our measured
antibunching are shown in the theory plot figure 8(c). For small BW, within the long sampling
time, the atom is able to scatter multiple photons. If BW ⌧ 010,p, the antibunching dip we
measure vanishes entirely. This interplay between BW andp yields a power-dependent g(2)(0),
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Figure 8. Second-order correlation function of reflected fields generated by the
artificial atom (sample 2). (a) A schematic illustration of the physical setup,
including circulators (labeled 1, 2) and the hybrid coupler which acts as a
beam splitter for the Hanbury Brown–Twiss measurements [31]. Depending
on the choice of the input port, we can measure g(2) of the reflected or the
transmitted field. (b) g(2) of a resonant reflected field as a function of delay
time. We see the antibunched behavior of the reflected field. Inset: g(2)(0) as
a function of incident power. The black curve includes all four non-idealities
(complete theory) with BW= 55 MHz and T = 50 mK. The green curve only
includes a finite temperature and bandwidth (partial theory) with T = 50 mK and
BW= 55 MHz. The blue curve is the expected result using the partial theory with
BW= 1 GHz at 0 mK. As the BW decreases or the incident power increases, the
degree of antibunching decreases. The error bar indicated for each data (markers)
set is the same for all the points. (c) Influence of BW, temperature, leakage and
jitter on antibunching. The solid curves in (b) and (c) are the theory curves. For
the curves with leakage, we assume that the phase between the leakage field and
the field reflected by the atom is 0.37⇡ .
as shown in the inset of figure 8(b). In the ideal case, i.e. for a sufficiently wide BW (1 GHz) at
0 mK, the theory gives g(2)(0)= 0, as expected.
In figure 9(a), we see superbunching of the photons [25] with g(2)(⌧ =0)= 2.31± 0.09 > 2
at Pp = 129 dBm (hNpi ' 0.8) for the transmitted field. Superbunching occurs because the
one-photon state of the incident field has been selectively reflected and thus filtered out from
the transmitted signal, whereas the two-photon state is more likely transmitted. The three-
photon state and higher number states are negligible. The transmitted state generated from our
qubit is thus bunched even more than a thermal state, which has g(2)therm(⌧ = 0)= 2. Figure 9(b)
shows the theoretical curves of g(2)(⌧ ) for the transmitted field under the influence of various
effects. For the case of BW= 1 GHz at 0 mK, indicated by the black curve, g(2) exhibits
very strong bunching at ⌧ = 0. At a later delay ⌧ ⇠ 15 ns, g(2) for the transmitted field even
appears antibunched [25]; this is, however, not resolved in the experimental data. For the other
curves, we see the degrading of superbunching due to the influence of BW, temperature and
jitter. In figure 9(c), we plot g(2)(0) as a function of incident power, and clearly see that the
(super)bunching behavior decreases as the incident power increases. For high powers, where
hNpi   1, we find that g(2)(⌧ )= 1. This is because most of the coherent signal then passes
through the transmission line without interacting with the qubit owing to saturation of the atomic
response. We also plot the theoretical curves (blue) at 0 mK for two different BW.
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Figure 9. Second-order correlation function of the transmitted fields generated
by the artificial atom (sample 2). (a) g(2) of the resonant transmitted microwaves
as a function of delay time for five different incident powers. The peculiar
feature of g(2) around zero in the theory curves is due to the trigger jitter model.
(b) Influence of BW, temperature and jitter on superbunching. (c) g(2)(0) of
the resonant transmitted field as a function of incident power. The result for a
coherent state is also plotted. We see that the transmitted field statistics (red
curve) approach those of a coherent field at high incident power, as expected. For
BW= 1 GHz at 0 mK, we see very strong bunching at low incident power in the
theory plot. The error bar indicated for each data (markers) set is the same for all
the points. The solid curves in (a)–(c) are the theory curves. For all measurements
shown here, we find that g(2)(1)= 1, as expected.
A single-mode resonator is used to model the digital filter. The theoretical curves in
figures 8 and 9 are based on a master equation describing both the transmon and the resonator
using the formalism of cascaded quantum systems [33]. The trigger jitter is modeled by the
following: the value of g(2)(⌧ ) at each point is replaced by the average value of g(2)(⌧ -10 ns),
g(2)(⌧ ) and g(2)(⌧+10 ns). We extract 50 mK from all these fits, with no additional free fitting
parameters.
As we have shown, the single artificial atom acts as a photon-number filter, which
selectively filters out the one-photon number state from a coherent state. This provides a novel
way of generating single microwave photons [34–36].
5. Discussion
Microwave quantum optics with a single artificial atom opens up a novel way of building
up a quantum network based on superconducting circuits. In such a system, superconducting
processors can act as quantum nodes, which can be linked by quantum channels, to transfer
flying photons (quantum information) from site to site on-chip with high fidelity. In this way,
the single-photon router can switch quantum information on nanosecond timescales and with
99% efficiency, with the possibility of multiple outputs. The photon-number filter can act as the
source of generation of flying microwave photons. These components have the advantage of a
wide frequency range compared to cavity-based systems [35, 37, 38]. In addition, the recent
development of a cross-Kerr phase shifter at the single-photon level based on superconducting
circuits is also beneficial for a microwave quantum network [21].
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While microwave quantum optics with artificial atoms is a promising technology for
quantum information processing, optical photons have clear advantages for long-distance
quantum communication via a quantum channel. The development of hybrid quantum networks
would combine both advantages of these two systems. The early stages of optical–microwave
interface have been demonstrated [39–41], with other potential coupling mechanisms under
investigation [42–45].
6. Summary
Based on superconducting circuits, we study various fundamental quantum optical effects with
a single artificial atom, for example photon scattering, Mollow triplet and Autler–Townes
splitting. We further demonstrate two potential elements for an on-chip quantum network: the
single-photon router and the photon-number filter.
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140 3. Results
3.3.6 Application to single-photon detection
We finish this part of the Thesis by addressing a challenging and hitherto
open problem in circuit QED: the detection of propagating single photons. In
order to efficiently carry out quantum communications, quantum cryptogra-
phy or more precisely all-optical quantum information processing, we must
be able to analyze the radiation field with high efficiency. While straightfor-
ward in the optical domain, the low cross-section between light and matter
in the microwave regime makes of photodetection a challenging task20. For
this reason, we point at the microwave single-photon detector as the ultimate
goal in circuit QED. There are promising proposals for microwave photode-
tection that rely on the scattering of microwaves on absorbing elements, such
as phase qubits [RGRS09a]. However, for a photodetector like this to be ef-
ficient, it becomes necessary to have many of these absorbers placed in the
transmission line, which makes its physical implementation challenging. The
highly desirable setup with just one absorber finds an upper threshold of 50%
in the detection efficiency21 [RGRS09b].
In publication P8 we outperform this upper limit, with a proposal of a
single-shot single-photon detector that successfully achieves 100% efficiency,
using only one absorber. Our setup consist of a single absorber placed at a
distance L from the end of a semi-infinite transmission line, which acts as a
highly reflecting mirror (see Fig.3.8). The absorber is a phase qubit, with two
internal states |0〉 and |1〉, and a large decay rate Γ from the excited state |1〉
to a metastable state |g〉. The photodetection process would be the following:
an incoming photon propagating along the transmission line can be trapped
in the pseudo-cavity defined by the absorber and the mirror. The photon
bounces back and forth between the qubit and the mirror, while the qubit
gradually absorbs the photon, and leaves it in the metastable state |g〉, which
can be eventually measured. A thorough description of this photodetector is
the main topic of publication P8, whose main results can be summarized as
follows:
• Working in real space, we solve the scattering problem shown in Fig.3.8:
a photon coming from the left interacting with one absorber place in the
line at a distance L from the mirror. To this end, we solve the system
of delay differential equations, solution of the Schrödinger equation of
20Even though there exist photodetectors based on linear and parametric amplifiers, they
still introduce too much noise to talk about single-shot single-photon detection.
21For a perfect detection with only one qubit, we must reconstruct the time reversed process
of spontaneous emission. Given that the photon approached the qubit either from the left or
the right direction, it only represents half of the process and thus half of the efficiency.
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Figure 3. Elastic versus inelastic scattering from the artificial atom (sample 2).
(a) Measurement setup, with calibration of background reflection, i.e. leakage
from the circulator. The green curves represent the leakage fields from the
circulator and the fields through the directional coupler. By tuning the phase
(blue box) and attenuation (red box), these two fields can cancel each other. (b)
The coherently/elastically reflected power (phase-sensitive average, red curve)
or total reflected power (phase-insensitive average, green and blue curves) as
a function of resonant Pp for different BW. The total power reflected is the
sum of both the elastic and inelastic fields. Solid curves are the theory fits to
experimental data, with extracted parameters of table 1. The black curve shows
the input power for comparison. At low powers, hNpi ⌧ 1, we observed that
hVRi2 ' hV 2R i ' hV 2ini. At high powers, hNpi> 1, more and more photons are
inelastically scattered as the Mollow triplet begins to emerge. The wider the
BW, the more of the Mollow triplet we capture. Note that the output power
includes the 79 dB gain of the amplifiers. (c) Theory plot for the situation when a
microwave pump is applied at !10. As the power of the !10 pump increases, the
Mollow triplet appears in the spectrum with peak separation equal to the Rabi
frequency p. (Inset) Dressed state picture of the energy levels.
Table 1. Parameters for samples 1–3. All values are in GHz (except for the
extinction and EJ/EC).
Sample EJ/h EC/h EJ/EC !10/2⇡ !21/2⇡ 010/2⇡ 0 ,l/2⇡ Extinction (%)
1 12.7 0.59 21.6 7.1 6.38 0.073 0.018 90
2 10.7 0.35 31 5.13 4.74 0.041 0.0011 99
3       4.88 4.12 0.017 0.0085 75
EC = 590 MHz for sample 1. The extracted parameters are summarized in table 1. Note that one
of the Josephson junctions is broken in sample 3; therefore, the transition frequency could not
be tuned with 8.
The extinction efficiency of sample 2 is much better than that of sample 1. This is because
sample 1 has a low EJ/EC ⇠ 21.6, which is barely in the transmon limit. For this value of
EJ/EC, charge noise still plays an important role as the energy band of the 0–1 transition
is still dependent on charge [26]. For sample 1, we find that the charge dispersion is 7 MHz
and the dephasing is dominated by charge noise. By increasing EJ/EC to 31, we see much
less dephasing in sample 2, which gives nearly perfect extinction of propagating resonant
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(a)
(b)
FIG. 1. (Color online) Scheme of our microwave photon detector
proposal. (a) The setup consists of a metastable quantum circuit
positioned at a distance L from the right mirror of a one-sided cavity,
forming a pseudocavity. (b) The quantum circuit can be made from
a current-biased Josephson junction, in which a washboard potential
confines two metastable states that can decay into a continuum of
current states.
[22,23], where the degree of controllability and interaction
strength are expected to approach those of circuit QED in the
near future.
This work is organized as follows. In Sec. II we study in
detail a design that consists of a three-level system sitting
on a semi-infinite transmission line and how it interacts with
a finite-width propagating photon. We work in the strong-
interaction, rotating-wave-approximation regime, in which the
number of excitations is preserved, and develop an analytic
approximation to the dynamics (Sec. II A), including a simple
analyitical expr ssion for l ng wave packets (Sec. II B). With
these tools we can demonstrate that for a wide variety of
parameters a single photon may be perfectly absorbed by the
three-level detector, even when it is detuned (Sec. II C). In
Sec. III we develop a simplified theory based on scattering of
plane waves which reproduces the previous results and allows
us to study setups with more than one three-level system. The
main result is that an increased number of absorbers enhances
the robustness, the bandwidth, and the overall performance
of the detector. In Sec. IV we slightly modify our theory to
study what happens when photons are not coming from the
semi-infinite transmission line, but rather injected through the
end of the line. We will show that efficient photodetection is
still possible and is mediated by quasilocalized states between
the qubit and the mirror, at the expense of longer detection
times. Finally in Sec. V we summarize our results.
II. A QUBIT AND A MIRROR
In this secti n, we discuss the simple setup of a semi-infinite
transmission line coupled to a metastable quantum circuit
located at a distance L from the end of the waveguide,
which acts as a mirror (see Fig. 1). Studying the problem
in real space, we derive the relevant equations describing
the dynamics of the system. These models are used to study
the scattering of a photon wave packet, showing that, under
ealistic conditions, it is completely absorbed by the metastable
quantum circuit which represents the detector itself. More
precisely, we demonstrate that when the photon is not reflected,
the fraction that bounces back and forth between the absorber
and the end mirror is also absorbed and thus detected. This
will be the starting point for a more general and simpler theory
in the following section.
A. One absorber interacting with a single photon
As sketched before, the basis of our work, as in our
previous proposal [15,16], is the real-space representation
of a one-dimensional waveguide interacting with a single
qubit [24]. The model consists of a non-Hermitian Hamiltonian
that contains terms for the metastable quantum circuits or
“absorbers,” modeled as three- evel systems, and the radiation
fields ψR and ψL propagating to the right and to the left with
group velocity vg ,
H =
∑
i
h¯
(
ωi − i#i2
)
|1〉i〈1|
+ ih¯vg
∫
[ψ†L∂xψL−ψ†R∂xψR]dx
+
∑
i
h¯V
∫
δ(x−xi)[(ψR+ψL)|1〉i〈0|+H.c.]dx. (1)
Note how the interaction between photons and circuits is
modeled using a δ potential of strength V located at the
positions of the latter, xi . In this notation, |0〉 and |1〉 represent
the two states of the absorber connected by the photon [see
Fig. 1(b)], #i stands for the decay rate from the metastable
state |1〉, and ωi is the frequency separation between |0〉
and |1〉.
The simplest scenario that we consider is a single photon
interacting with one absorber placed at x = 0, as shown in
Fig. 1(a). The photon coming from the left with energy E =
h¯|k|vg will exchange its excitation. The most general wave
function that describes this process is [24]
|&〉=
∫
[ξR(x)ψ†R(x)+ξL(x)ψ†L(x)]|0,vac〉+ e(t)|1,vac〉.
(2)
The first part of the state constitutes the most general form in
which the field contains just a single photon, moving right,
ξR(x), or left, ξL(x), with the detector or absorber in the
metastable state |0〉. As soon as this photon interacts with
the three-level system, there is some probability that the field
excitation gets absorbed and the three-level system jumps into
the unstable level |1〉. When this happens, the excited-state
population of the absorber, e(t), increases. We will derive the
evolution equations for general wave packets, ξR,L(x), but in
order to compute the absorption efficiency we ne d to impose
constraints on the bandwidth and the shape of these photons.
We want t emphasize the possibility of ha ing input states
other than (2). Consider for instance an attenuated coherent
state. This basically consists on Eq. (2) plus a dominant term
|0,vac〉 and higher-order terms with two and more photons. The
063834-2
We input a weak, continuous probe in the single-photon
regime at!01. We then apply a strong control pulse, around
30 dB stronger than the probe, at !c ¼ !12. When the
control is off, the photons are reflected by the atom and
travel through the circulator to output 1. When the control
is on, the photons are transmitted due to EIT, and travel to
output 2. The measurement setup is shown in Fig. 1(b),
which enabl s u to measure the reflected and transmitted
probe power simultaneously in the time domain. This is
cr cial to demonstrat that the extinction of the transmitted
beam is due to reflection instead of loss. One could also
envisi n making a photon router by simply detuning the
0–1 transition of the atom via magnetic flux through t e
SQU D loop. Howev r, the power needed to generate a flux
sufficient to detune our atom is several orders of magnitude
higher [19].
The operation of the router is demonstrated in
Figs. 2(e)–2(g). As expected, when t control is on,
most of the signal is transmitted while little is reflected.
For sample 2 (1), we achieve an on-off ratio of nearly 99%
(90%) in both the reflectance and transmittan e. W als
characterized the time response of the router. For both
devices, we saw no reduction in the on-off ratio down to
the shortest pulses, which had a Gaussian full width at half
maximum of 10 ns. An example is shown for sample 1 in
Fig. 2(g). We see that the transmission follows the control
on the few ns time scale, limited by the 5 ns time resolution
of our instruments. We would expect the limit of the device
to b "1=!01 ¼ 2 n .
In Fig. 2(d), we characterize the on-off ratio as a func-
tion of ontrol ower for sample 1. We use the experimen-
tally accessible on-off ratio here, because it is not possible
to do a full calibration of r (see below). For a probe power
in the single-photon regime ("p # !01) with the control
and probe on resonance, the transmission of the probe, for a
control ampl tude corresponding to "c, is [15]
tð"cÞ ¼ 1& !10
2!10 þ "2c2!20
; (3)
where !20 is the decoherence rate of the 0–2 transition.
Because of the larger dipole moment of the 1–2 transition
[16], we have"cðPÞ ¼
ffiffiffi
2
p
"pðPÞ. We define the coherent
transmittance and reflectance as Tð"cÞ ¼ jtð"cÞj2 and
a) c) e)
f)
g)
d)
b)
FIG. 2 (color online). (a) Two-tone spectroscopy of sample 1. A microwave pump is continuously applied at !01 with increasing
power while a weak probe tone is swept in frequency. As the population in the fir t state is increased, due to the drive at !01, scattering
at!12 becomes possible, appearing as another dip in the transmittance. From this, we extract!12=2" ¼ 6:38 GHz. (b) The microwave
pump is now applied at!12. As the power of the!12 pump increas s, we s e electromagn ti ally induced transparency (EIT) at!01 as
the Autler-Townes doublet splits with a separation equal to the Rabi frequency "c=2" (black dashed lines). (inset) Energy level
diagram. (c) Cartoon of the router. With the control off, the input probe is reflected from the transmon, and is routed to port 1 through
the circulator. When the control is on, the input is transmitted to port 2. Inset: the control pulse sequence. (d) Normalized on-off ratio
(see text) of the transmittance (T) and reflectance (R) as a function of control pulse power, measured simultaneously on sample 1. The
symbols are the data nd the solid lines are fits. (e) Tim dependenc of T and R at!01, measured simultaneously for sample 1, while a
control pulse is applied. (f) Same for sample 2, although T and R are measured separately. We see that the input signal is routed with an
on-off ratio of "90% (" 99%) for sample 1 (2). (g) The response of sample 1 to a 10 ns Gaussian control pulse (circles), along with a
Gaussian fit (solid line). We see that the transmittance smoothly fo lows the control on t e few ns time scale while maintaining the high
on-off ratio.
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Figure 3. Elastic versus inelastic scattering from the artificial atom (sample 2).
(a) Measurement setup, with calibration of background reflection, i.e. leakage
from the circulator. The green curves represent the leakage fields from the
circulator and the fields through the directional coupler. By tuning the phase
(blue box) and attenuation (red box), these two fields can cancel each other. (b)
The coheren ly/elastically reflected power (phase-sensitive average, red curve)
or total reflected power (phase-insensitive average, green and blue curves) as
a function of resonant Pp for different BW. The total power reflected is the
sum of both the el s ic and inelastic fields. Solid curves are the theory fits to
experimental data, with extracted parameters of table 1. The black curve shows
the input power for comparison. At low powers, hNpi ⌧ 1, we observed that
hVRi2 ' hV 2R i ' hV 2ini. At high powers, hNpi> 1, more and more photons are
inelas ically scattered as the Mollow triplet begins to emerge. The wider the
BW, the more of the Mollow triplet we capture. Note that the output power
i cludes the 79 dB gain of the amplifiers. (c) Theory plot for the situation when a
microwave pump is applied at !10. As the power of the !10 pump increases, the
Mollow triplet appears in the spectrum with peak separation equal to the Rabi
frequency p. (Inset) Dressed state picture of the energy levels.
Table 1. Parameters for samples 1–3. All values are in GHz (except for the
extinction and EJ/EC).
Sample EJ/h EC/h EJ/EC !10/2⇡ !21/2⇡ 010/2⇡ 0 ,l/2⇡ Extinction (%)
1 12.7 0.59 21.6 7.1 6.38 0.073 0.018 90
2 10.7 0.35 31 5.13 4.74 0.041 0.0011 99
3       4.88 4.12 0.017 0.0085 75
EC = 590 MHz for sample 1. The extracted parameters are summarized in table 1. Note that one
of the Josephson junctions is broken in sample 3; therefore, the transition frequency could not
be tuned with 8.
The extin tion efficiency of sample 2 is much bet er than that of sample 1. This is because
sample 1 has a low EJ/EC ⇠ 21.6, which is bar ly in the transmon limit. For this value of
EJ/EC, charge noise still plays an important role as the energy band of the 0–1 transition
is still dependent on charge [26]. For sample 1, we find that the charge dispersion is 7 MHz
and the dephasing is dominated by charge noise. By increasing EJ/EC to 31, we see much
less dephasing in sample 2, which gives nearly perfect extinction of propagating resonant
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Figure 3.8: a) Schematics of the perfect microwave photodetector. The phase
qubit (blue box) and the mirror defines a pseudo-cavity that traps the incom-
ing photon. Part of the photon is reemitted by the qubit to the cavity, and
part is detected through the decay channel |1〉 → |g〉. For sufficien ly long
times, all the photon is eventually detected.
the system. In particular, we focus on the limit wher L  λ, where λ
is the wavelength associated with the phase qubit energy gap.
• By controlling the various parameters of our system, such as the dis-
tance L, the coupling V to the line, and the decay rate Γ to the metastable
state |g〉, we can control the reflection and transmission coefficients. In
particular, we can confine the propagating photon in the pseudo-cavity
defined by the qubit and the mirror (which corresponds to r = 0).
• We study the photon popul tion inside the pseudo-cavity as t e time
passes by. In particular, we observe a complete extinction of the photon
wavefunction, that results from the full absorption of the photon by the
phase qubit
• We define the detection efficiency as the fraction of the wavepacket that
has been ab orbed. In turn, the abs rption efficiency is d fined as the
amount of radiation that is neither reflected by the qubit, nor stored in
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the pseudocavity as a quasibound state [DGI+09]. By virtue of the pre-
vious results, we conclude that a propagating photon has been perfectly
detected with an efficiency of 100%, using solely a single absorber in the
transmission line.
• We validate these results for different incoming wavepackets, ranging
from Fock states to more realistic situations where the incoming pho-
tons possess Gaussian envelopes. For all the considered cases, we reach
outstanding detection efficiencies, even for slightly detuned photons.
• For the sake of completeness, we consider the case of more than one
phase qubit in the transmission line, separated by a distance d. We
study its detection efficiency as a function of different fluctuating pa-
rameters, such as the distance between absorbers and the detuning be-
tween the incoming photon and the absorbers. We observe that as we
put more absorbers in the line, the detection efficiency becomes robust
to highly-detuned incoming photon and to imperfections in the fabrica-
tion process.
• We finally consider the case where the photon enters the cavity through
the mirror. This new setup is in close resemblance to a recent photode-
tector proposal [CHS+11], that injects the photon through the mirror,
and trap it in the qubit-mirror pseudocavity. Our theory predicts a 90%
detection efficiency, with an asymptotic limit of 100% efficiency in the
limit Γ→ 0. This result can be easily interpreted as follows: for a perfect
detection, we need the absorber to behave as a perfect mirror, yielding
the condition Γ → 0. But at the same time, the detection time diverges
as 1/Γ, so this scheme would only yield to a perfect detection at infinite
time.
In conclusion, in publication P8 we have exploited the 1D photon-transport
properties to propose a perfect single-photon detector. The active element of
the detector is a three-level system with an irreversible state that we use to
perform the detection. The photodetector itself consists of a single absorber
confronting the end of a semi-infinite transmission line. With this minimal
model, we manage to reach a perfect 100% efficiency of a propagating photon
in a single-shot, improving the fundamental limit of 50% efficiency with only
one absorber: due to the presence of the mirror in our setup, we are able
to reconstruct the time reversed process of spontaneous emission. Our pro-
posal is as well robust against imperfections in the fabrication process, and
non-radiative decay channels. For all these reasons, we do believe that this
photodetector proposal will be part of the future circuit QED architectures for
the satisfactory performance of all-optical quantum information processing.
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In order to apply all ideas from quantum optics to the field of quantum circuits, one of the missing ingredients
is a high-efficiency single-photon detector. In this work we propose a design for such a device which successfully
reaches 100% efficiency with only one absorber. Our photon detector consists of a three-level system (a phase
qubit) coupled to a semi-infinite one-dimensional waveguide (a microwave transmission line) which performs
highly efficient photodetection in a simplified manner as compared to previous proposals. Using the tools of
quantum optics we extensively study the scattering properties of realistic wave packets against this device, thereby
computing the efficiency of the detector. We find that the detector has many operating modes, can detect detuned
photons, is robust against design imperfections, and can be made broadband by using more than one absorbing
element in the design. Many of these ideas could be translated to other single-mode photonic or plasmonic
waveguides interacting with three-level atoms or quantum dots.
DOI: 10.1103/PhysRevA.84.063834 PACS number(s): 42.50.Pq, 85.25.Pb, 85.60.Gz
I. INTRODUCTION
The field of quantum circuits is an interdisciplinary one
which combines ideas and tools from quantum optics with
the novel possibilities brought by superconducting circuits.
This field is undergoing a silent revolution, which started
with the first superconducting qubits [1–4], greatly advanced
in the matter-wave interaction field [5–7], and is now preparing
the foundations of an entirely new technology: propagating
quantum microwaves. The first ingredients in this new field
are the generation of nonclassical propagating waves—either
through qubits and cavities [8,9], or through nonlinearities
[10]—and the analysis of those fields, currently done using
quantum homodyne detection techniques [8,9,11–13]. In order
to consolidate and complete the field, we still lack two
other ingredients: photon-photon interactions and single-shot
photon detection and counting. In particular, photodetection
is the ultimate and most desired goal. It is common to
quantum optics and quantum-information protocols, from
trivial homodyne detection methods up to sophisticated all-
optical quantum-computing protocols [14]. Developing such
a tool in circuit QED would open the door to quantum
communication, quantum cryptography, and general-purpose
quantum-information processing with propagating photons. In
short, circuit QED allows quantum opticians to explore novel
physics and technologies that are not yet available for real
atoms interacting with electromagnetic fields.
In previous work [15,16], we identified photodetectors
as the ultimate missing tool in circuit QED, and helped in
specifying the desired properties of such a device: it should
be single shot, work outside the cavity [17], achieve great
efficiency, be broadband, and be passive. In that same work,
we proposed a rather minimal design that performed the
task [15,16]: coupling phase qubits to open transmission
lines. In our design the phase qubit acts as a metastable
three-level system which can absorb individual photons from
the one-dimensional photonic waveguide and transition into
a third, easily detectable state, in a process that implements
single-photon detection [Fig. 1(b)] with strict upper limit of
50%. We showed that by adding more qubits this value could
be easily increased up to 100%. This also had the side effect of
improving both the bandwidth and robustness of the detector.
In this work, we show that a slight modification of our
design boosts its efficiency up to 100% for a single-qubit
detector, without affecting the bandwidth or robustness of the
original design. The small change consists of embedding the
three-level system in a semi-infinite line, at some distance
from the end, which behaves as a perfect mirror. Qualitatively,
in this new setup the end mirror allows incoming photons to
bounce back from the end of the line and have several chances
to be detected just by a single qubit. Alternatively, the setup
can be seen as a one-dimensional implementation of the idea
in Ref. [18], by which a two-level system is made to absorb a
photon whose wave function is the complex conjugate of that
from a spontaneously emitted photon.
Our present work is also related to two recent developments.
The first one is the implementation of a microwave photode-
tector using phase-biased Josephson junctions in Ref. [19].
This setup contains some ingredients that are needed for the
proposals in this and previous papers [15,16], and in particular
its layout closely resembles the ones put forward in this paper.
The second work is devoted to the study of the quasibound
states that appear when a qubit is confronted with a mirror [20].
Those resonances are to a large extent responsible for the
high efficiency and long interaction times between incoming
photons and our detector. This is further evidenced in our
study of photodetection when the photons are directly injected
between the qubit and the mirror (Sec. IV).
Finally, we want to remark that the developments in this
and previous works [15,16] are very general. The formalism
is based on one-dimensional waveguides and three-level sys-
tems, and it could be trivially exported to novel and fascinating
experimental setups, such as single-mode fibers or photonic
waveguides interacting with atoms [21], or plasmonic waves
coupled to quantum dots or nitrogen-vacancy (NV) centers
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(a)
(b)
FIG. 1. (Color online) Scheme of our microwave photon detector
proposal. (a) The setup consists of a metastable quantum circuit
positioned at a distance L from the right mirror of a one-sided cavity,
forming a pseudocavity. (b) The quantum circuit can be made from
a current-biased Josephson junction, in which a washboard potential
confines two metastable states that can decay into a continuum of
current states.
[22,23], where the degree of controllability and interaction
strength are expected to approach those of circuit QED in the
near future.
This work is organized as follows. In Sec. II we study in
detail a design that consists of a three-level system sitting
on a semi-infinite transmission line and how it interacts with
a finite-width propagating photon. We work in the strong-
interaction, rotating-wave-approximation regime, in which the
number of excitations is preserved, and develop an analytic
approximation to the dynamics (Sec. II A), including a simple
analyitical expression for long wave packets (Sec. II B). With
these tools we can demonstrate that for a wide variety of
parameters a single photon may be perfectly absorbed by the
three-level detector, even when it is detuned (Sec. II C). In
Sec. III we develop a simplified theory based on scattering of
plane waves which reproduces the previous results and allows
us to study setups with more than one three-level system. The
main result is that an increased number of absorbers enhances
the robustness, the bandwidth, and the overall performance
of the detector. In Sec. IV we slightly modify our theory to
study what happens when photons are not coming from the
semi-infinite transmission line, but rather injected through the
end of the line. We will show that efficient photodetection is
still possible and is mediated by quasilocalized states between
the qubit and the mirror, at the expense of longer detection
times. Finally in Sec. V we summarize our results.
II. A QUBIT AND A MIRROR
In this section, we discuss the simple setup of a semi-infinite
transmission line coupled to a metastable quantum circuit
located at a distance L from the end of the waveguide,
which acts as a mirror (see Fig. 1). Studying the problem
in real space, we derive the relevant equations describing
the dynamics of the system. These models are used to study
the scattering of a photon wave packet, showing that, under
realistic conditions, it is completely absorbed by the metastable
quantum circuit which represents the detector itself. More
precisely, we demonstrate that when the photon is not reflected,
the fraction that bounces back and forth between the absorber
and the end mirror is also absorbed and thus detected. This
will be the starting point for a more general and simpler theory
in the following section.
A. One absorber interacting with a single photon
As sketched before, the basis of our work, as in our
previous proposal [15,16], is the real-space representation
of a one-dimensional waveguide interacting with a single
qubit [24]. The model consists of a non-Hermitian Hamiltonian
that contains terms for the metastable quantum circuits or
“absorbers,” modeled as three-level systems, and the radiation
fields ψR and ψL propagating to the right and to the left with
group velocity vg ,
H =
∑
i
h¯
(
ωi − i i2
)
|1〉i〈1|
+ ih¯vg
∫
[ψ†L∂xψL−ψ†R∂xψR]dx
+
∑
i
h¯V
∫
δ(x−xi)[(ψR+ψL)|1〉i〈0|+H.c.]dx. (1)
Note how the interaction between photons and circuits is
modeled using a δ potential of strength V located at the
positions of the latter, xi . In this notation, |0〉 and |1〉 represent
the two states of the absorber connected by the photon [see
Fig. 1(b)], i stands for the decay rate from the metastable
state |1〉, and ωi is the frequency separation between |0〉
and |1〉.
The simplest scenario that we consider is a single photon
interacting with one absorber placed at x = 0, as shown in
Fig. 1(a). The photon coming from the left with energy E =
h¯|k|vg will exchange its excitation. The most general wave
function that describes this process is [24]
|〉=
∫
[ξR(x)ψ†R(x)+ξL(x)ψ†L(x)]|0,vac〉 + e(t)|1,vac〉.
(2)
The first part of the state constitutes the most general form in
which the field contains just a single photon, moving right,
ξR(x), or left, ξL(x), with the detector or absorber in the
metastable state |0〉. As soon as this photon interacts with
the three-level system, there is some probability that the field
excitation gets absorbed and the three-level system jumps into
the unstable level |1〉. When this happens, the excited-state
population of the absorber, e(t), increases. We will derive the
evolution equations for general wave packets, ξR,L(x), but in
order to compute the absorption efficiency we need to impose
constraints on the bandwidth and the shape of these photons.
We want to emphasize the possibility of having input states
other than (2). Consider for instance an attenuated coherent
state. This basically consists on Eq. (2) plus a dominant term
|0,vac〉 and higher-order terms with two and more photons. The
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higher-order terms can be neglected and thus the absorption
efficiency basically coincides with the one derived using (2).
Another possibility would be an incoherent mixture of differ-
ent single-photon wave packets ρ = ∫ p[ξ ]|ψξ 〉〈ψξ |Dξ , with
some distribution over wave-packet shapes and properties,
p[ξ ]. One example of this is a statistical mixture of single
photons whose emission time and phase cannot be precisely
determined, as would be the case of photons emitted by a driven
qubit [8] or scattered by a two-level system [25]. In this simple
case the total efficiency will be the average over the possible
input states. However, given that the same source will produce
identical photons through time, and that our single-photon
detector will be insensitive to the arrival time and to the phase
(Sec. II B), we will find that it is enough to work with the
ansatz (2).
Solving the Schro¨dinger equation with the non-Hermitian
Hamiltonian (1) leads to a set of equations containing the field
and absorber amplitudes:
i∂t ξR(x,t) = −iv∂xξR(x,t) + V δ(x)e,
i∂t ξL(x,t) = +iv∂xξL(x,t) + V δ(x)e, (3)(
i∂t − ω + i 2
)
e = V
2
[ξ+R + ξ−R + ξ+L + ξ−L ],
where we abbreviate ξ±R,L(t) := ξR,L(0±,t). As explained
elsewhere [16], our quantum jump description allows us to
compute the population of the level |g〉 as Pg = 1 − ||||2.
Indeed, the value ofPg at long times is what we call the detector
efficiency and can be fully determined from the previous
equations, after a few manipulations.
Note that two equations in (3) can be turned into boundary
conditions around the absorber
ξ+R = ξ−R − i
V
vg
e, ξ−L = ξ+L − i
V
vg
e. (4)
This allows us to express the amplitude of the unstable state
|1〉 in terms of the left and right incoming fields, that is,[
i∂t − ω + i 2 + i
V 2
vg
]
e = V [ξ−R + ξ+L ]. (5)
The above procedure is standard in any single-photon scat-
tering problem, but in this case the mirror to the right end
imposes another key boundary condition, which is a coupling
between right- and left-propagating fields. More precisely, the
only independent variable will be the field coming from the
left, ξR(0−,t) = φ(t), since the incoming field from the right,
ξL(0+,t), is generated by the former, after being reflected by
the mirror and affected by a phase factor κ . In other words,
ξ+L (t) = κξ+R (t − a) = κφ(t − a) − κi
V
vg
e(t − a), (6)
with a = 2L/vg depending on the distance between the
absorber and the mirror and the group velocity of the photons.
This boundary condition provides us with a closed delay
differential equation (DDE) for the amplitude of state |1〉,
i∂t e(t) =
[
ω − i 
2
− i V
2
vg
]
e(t) − κi V
2
vg
e(t − a)
+V φ(t) + κV φ(t − a), (7)
thereby specifying the complete dynamics of the system for
any incoming signal.
B. Adiabatic limit
DDEs are very complicated mathematical objects which
rarely have analytic solutions and which typically lead to
nonlinear phenomena. In order to simplify the treatment, avoid
critical behavior, and get some understanding of the detection
of realistic wave packets, we will make some additional
simplifications. More precisely, we will assume an incoming
wave packet with frequency ω0 and phase η and adiabatically
modulate
φ(t) = χ (t) exp(−iω0t + iη), |∂tχ |  ω0. (8)
This ansatz has various consquences for the dynamics. First
of all, the absorber itself will evolve according to the main
frequency, e(t) = vgx(t) exp(−iω0t + iη)/V . Second, intro-
ducing the constants θ = ω0a and a = vg/V 2 and making
the change of variables t = vτ/V 2, we will obtain a simplified
equation
i∂τ x(τ ) = −i(1 + γ )x(τ ) − izx(τ − )
+χ (τ ) + zχ (τ − ), (9)
with only two free parameters
γ = vg
V 2
[

2
+ i(ω − ω0)
]
, z = κeiθ . (10)
Finally, using the adiabatic approximation, that is, the smooth-
ness of the envelope, |∂τχ |  ω0, we may replace χ (τ − )
by χ (τ ), and integrate the resulting equation
x(τ ) = −i(1 + z)
∫ τ
−∞
e−(1+γ+z)(τ−s)χ (s)ds. (11)
The whole problem has simplified considerably, and in par-
ticular the dependency on the global phase η has disappeared
completely.
C. Test wave packets
Starting from expression (11) we would like to compute
the efficiency of the detector. The integral in that equation is
roughly a Fourier transform of the adiabatic modulation, and
we expect that the the left-hand-side term, in the limit t → ∞,
does not depend much on the fine details of the driving field.
One may now study, for instance, a normalized Gaussian wave
packet
χ (τ ) = 1√
σ
√
π
exp[−τ 2/(2σ 2)], (12)
and how it is scattered by the three-level system. The Gaussian
form is chosen for convenience, but it is in no way essential
for the results. This Gaussian has the advantage that in the
limit σ → ∞ it contains the case of infinite plane waves, a
limit which we used in previous works and which we would
like to recover. However, as long as the wave packet remains
adiabatic, that is, σ  ω−10 , none of the results will depend
dramatically on its precise shape, as we confirmed numerically.
We are now in a position to compute the transmitted
and reflected wave packets ξ+R (t),ξ−L (t), the dynamics of the
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FIG. 2. (Color online) (a) Time evolution of an incident wave
packet that undergoes no reflection, leading to a confined field to the
right of the absorber. (b) Decay of the field inside the absorber-mirror
cavity. The inset shows a logarithmic plot of the field amplitude,
exhibiting a time scale with decay.
detector x(t), and even the detection probability mentioned
before, all as a function of the parameters σ, γ , and z. The
first result that we show in Fig. 2(a) is that there indeed exist
configurations for which no incoming photon is reflected. In
such setups the photon tunnels through the qubit and bounces
back and forth between the qubit and the mirror. If this process
continued indefinitely, our system could not perform as a
photodetector, as it would never capture the photon and switch.
In order for the photodetection to succeed, the three-level
system must be able to absorb the confined field completely
and undergo an irreversible transition to the “click” state |g〉.
Fortunately, as Fig. 2(b) shows, the population of the field
inside the qubit-mirror pseudocavity dissipates very quickly,
and in a time scale determined by the decay channel of the
absorber, −1, the absorber fully detects the confined photon.
The above results give us a hint that a single absorber
with a mirror could reach 100% detection efficiency, but this
result must be confirmed for a larger variety of experimental
parameters. In order to make the study more systematic, we
introduce the detector efficiency as the fraction of the wave
packet that was absorbed, given by
α = 1 −
∫∞
−∞ |ξL(0−,t)|2∫∞
−∞ |ξR(0−,t)|2
. (13)
This value is computed numerically for different photon
profiles σ and varying setup parameters ω, ω0, θ , and .
With respect to the pulse width, we have found that any
value of σ > 10 gives approximately the same result. For
the other parameters we have to distinguish the resonant and
nonresonant cases, and in the latter study the dependence
of the efficiency on the detuning, δ = ω − ω0. As shown in
Fig. 3(a), for a resonant incident photon the efficiency reaches
a maximum of 100% around θ = π and  = 2 [Fig. 3(a)],
where  is in units of V 2/vg . When the photon is off resonant,
δ 	= 0, we obtain two remarkable results. First of all, theoretical
perfect detection is still possible, and second, this happens for
two different sets of parameters, as shown in Fig. 3(b). The
relative position of the two maxima depends on the coupling
strength V . These solutions approach each other [Fig. 3(c)]
until the detuning reaches a threshold δ 6 V 2/vg , where the
two solutions merge and disappear. Using parameters in the
range used in Ref. [15], this sets the limit of the bandwidth
around δ ∼ 10–100 MHz for just a single detector, but it
increases for larger couplings.
III. SCATTERING THEORY
In the previous section we demonstrated two important
results. The first one is that the scattering of a realistic
wave packet through a single three-level system indicates the
existence of a regime of theoretically perfect photodetection.
The second one is that we can analytically compute all
scattering properties for a sufficiently large wave packet and
that these values are almost insensitive to the wave-packet size.
This result motivates us to replace the previous formalism with
a simpler one, based on the scattering of plane waves through
one or multiple three-level systems. This method, developed
in Ref. [24] and applied in our photodetector works [15,16],
has the advantage that it scales well to setups with multiple
detectors, an ingredient which is crucial for enhancing the
robustness and the bandwidth of the detector.
Consider an incident monochromatic beam interacting with
more qubits, using the scattering theory developed in Refs. [15,
16,24]. The idea is that the fields on the left and on the right
of the absorbers are related by a scattering matrix(
ξ ′R
ξ ′L
)
= T
(
ξR
ξL
)
, (14)
where T stands for the transfer matrix and takes the form
T =
N∏
j
ei
2πLj
λ
σzTj , Tj =
(
1 − 1/γ −1/γ
1/γ 1 + 1/γ
)
. (15)
Compared to Ref. [15], the main difference now is that after
leaving the scatterers and confronting the mirror, the field has
to satisfy a boundary condition(
1
κ
)
= exp(iθσ z)T
(
ξR
ξL
)
. (16)
The parameter θ is the phase acquired by the photon between
the last scatterer and the mirror, while κ is the boundary
condition for the mirror to have zero field, typically −1.
The previous equations hide a relation between the incoming
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FIG. 3. (Color online) (a) Detection efficiency as a function of the
decay γ and the phase θ when the three-level system is on resonance
with the incident photon. (b) Real part of the detection efficiency for
the off-resonance case. (c) Position of the efficiency maxima as a
function of the detuning (off-resonance case).
field ξ−R and the reflected one ξ
−
L , which can be revealed by
projecting onto an orthogonal subspace
(
κ −1 ) exp(iθσ z)T ( ξR
ξL
)
= 0. (17)
In the case of a single absorber (N = 1), we directly obtain an
analytic expression for the outgoing field,
ξL =
[
γ (z + 1)
1 + γ + z − 1
]
ξR, (18)
which becomes exactly zero for
γ = 1 + z−1, (19)
reflecting the limit in which no photon is reflected and all
photons are absorbed, in perfect agreement with the exact
results for Gaussian wave packets developed in the previous
section.
Using this formalism, we can go beyond one absorber,
studying the optical properties of a setup with multiple three-
level systems in front of a mirror. Inspired by our previous
works we expect that a setup with multiple scatterers will help,
first, by increasing the robustness of the detector and, second,
by enlarging the band of frequencies for which almost perfect
detection takes place. Furthermore, as shown in those works,
the way in which we place the absorbers is very relevant, as
placing them too close together does not have any influence
in the detector efficiency or bandwidth. For simplicity, we
will adopt the optimal configuration from the open line, with
equally spaced absorbers. From the elements of the transfer
matrix given by Eq. (15), we can compute the absorption
efficiency (13) using the formula
α = 1 −
∣∣∣∣T11 + eiθT12T21 + eiθT22
∣∣∣∣2 , (20)
where now Tij depends on the number of absorbers, N , and
the previous two parameters  and θ .
As an illustration, in Fig. 4 we show three plots that
demonstrate the enhanced bandwidth and decreased sensitivity
to the qubit and setup properties  and θ . To start with, let
us look at Fig. 4(a), which plots the detector efficiency for
N = 4 absorbers. Compared with Fig. 3(a), the maximum
efficiency is extended to a larger region of mirror separations,
now centered around π/2,3π/2, and tolerates also a larger set
of decay rates . This is further confirmed when we study the
evolution of the efficiency for increasing number of absorbers.
For instance, Fig. 4(b) represents the efficiency as a function of
the phase θ = 4πL/λ, whereL stands for the distance between
absorbers. Notice that, for N = 8 absorbers, the efficiency
reaches more than 90% almost independently of θ , the relative
position between absorbers becoming less important. A similar
effect happens with the detuning, and as Fig. 4(c) shows, the set
of multiple detectors very quickly acquires a large bandwidth,
even faster than in our previous works [15,16].
IV. DETECTING THROUGH THE MIRROR
On looking at our setup a natural question arises: what
happens if the photon is not coming from the semi-infinite
transmission line, but instead it “tunnels” through the mirror,
which is not perfect? This is an interesting question for a
number of reasons. The first one is that if the photon is
directly injected between the mirror and the cavity it has a
great chance to probe quasibound states existing between both,
providing further evidence that the qubit and the mirror form
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FIG. 4. (Color online) (a) Absorption efficiency for four qubits
as a function of the decay and phase θ . (b) Performing a cut along
the optimal value of  (dashed line), we compute the efficiency
as a function of θ for N = 1, 4, and 8 absorbers. (c) Efficiency
dependence on the detuning rate
a pseudocavity [20]. The second reason is that this setup is
close to the recent experiment [19] which demonstrates the
photodetection capabilities of a phase-biased junction.
Describing a semi-infinite line with an imperfect mirror
would severely depart from the methods introduced in this
paper, requiring the introduction of environments, decoher-
ence, and master equations. Fortunately, there is a simple “toy”
model that contains the essential ingredients of the problem
and which can still be treated with the scattering formalism. In
our model the photon is directly tunneling between the qubit
and the mirror, as shown in Fig. 5(a), and the only way it
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FIG. 5. (Color online) (a) Photodetector scheme for an incident
photon coming from the right. (b) Detection efficiency associated
with this detector.
may leak is by passing through the qubit again. The incoming
photon profile will be denoted by φin(t), and we expect that the
wave packet is partially trapped into the pseudocavity formed
by the mirror and the absorber and is partially transmitted.
Working with our previous single-photon formalism we obtain
the following set of equations for the field amplitudes:
ξ−R (t) = 0, ξ+R (t) = ξ−R (t) − i
V
vg
e(t),
ξ−L (t) = ξ+L (t) − i
V
vg
e(t), ξ+L (t) = φin(t) + κξ+R (t − a),
(21)
where the presence of the time-delayed amplitude field ξ+R is
due to the iterative feedback with the mirror. Using the same
tools, we can now compute the detection efficiency associated
with the switching process of the three level system. As shown
in Fig. 5(b), the contour plots of the efficiency suffer a radical
change. While the maxima are still at a resonant distance
between mirror and qubit, the 100% detection efficiency is
strictly achieved for  → 0.
The previous analytical results have a very clear interpre-
tation. In order to have a large detection efficiency, the photon
has to spend a long time bouncing between the mirror and the
qubit. However, as shown previously [24], the qubit acts as a
perfect mirror only strictly for  = 0. The consequence is that
in this setup the decay time of the three-level system, , must
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approach zero to increase the efficiency, and at the same time
the detection time diverges as 1/. In other words, while this
setup seems quantitatively similar to the previous ones, it does
not work in practice, because, first, the tunneling probability
of the photon through the mirror will be small and, second, the
detection times are so long that the process will be damaged
by decoherence and losses.
V. SUMMARY AND CONCLUSIONS
The main result of this work is that a three-level system,
implemented as a phase qubit, a biased Josephson junction, or
whatever seems adequate, is an almost perfect photodetector.
The efficiency of this device is limited only by how it couples to
the waves that contain the photons it has to detect. In particular,
it seems that the setup we originally proposed [15,16] can
be improved by replacing a completely open transmission
line with a semi-infinite line that brings the photons to the
detector, allowing repeated interactions. We have studied this
absorber-mirror system in detail. Instead of a simple scattering
model [15,16], we now have a delay differential equation
that allows for nonlinear behavior and in particular for a
constructive interference effect. We have demonstrated that,
thanks to this effect, when an incoming photon passes through
the only qubit without reflection it is actually absorbed. This
first result is quite important, because it rules out that the
photon gets trapped in a metastable confined state between
the absorber and the mirror [19], and because it allows us
to develop a much simplified theory based on the scattering
of plane waves. With this theory we confirmed the 100%
efficiency of a single absorber, and extended our design to
include multiple qubits in front of a mirror, a setup that shows
enhanced bandwidth and very much decreased sensitivity to
the detector properties.
The insensitivity of the detector to the phase and its large
bandwidth can be used to prove numerically, as in Ref. [16],
its robustness against imperfections in the qubit specifications
and dephasing, which are the most important sources of
decoherence. Furthermore, since we use the same ingredients
as in our previous proposal, all other considerations about
robustness still apply. For instance, spontaneous decay from
the 1 to the 0 level is also not a problem, because this mainly
happens through radiative decay in which the qubit switches
its state and deposits a photon on the line. But, as we have seen
above, this decay process is contemplated in the theory through
the coupling “V”: in other words, spontaneous emission is part
of what makes the detector work. We can also neglect photon
losses, nonradiative qubit decay, and leaky mirrors, because
they operate on time scales which are much longer than the
photon wave packet. Finally, the greatest technical difficulty
of the setup is the control of the three-level system, to avoid
dark counts, that is, spontaneous transitions of the phase qubit
from the 0 state to the “g” states. This can be dealt with
by controlling the ratio between decay rates of the 0 and the 1
levels to the continuum. As is currently done with phase qubits,
by tuning the bias it is possible make the jump probability of
0 → g a thousand times smaller than , which is typically
longer than the photon wave packets considered here. Another
possibility is to periodically refresh the detector, resetting it to
the 0 state, similar to the periodic refreshing that happens with
some photodetectors in the optical regime.
Overall, a small change in the photodetector design has been
shown to provide an enormous increase in detection efficiency,
revealed a different dynamics with a great potential for further
development, while making the setup simpler and much more
attractive for actual implementation. We strongly believe that
this setup is now suitable for integration in ongoing circuit
QED experiments with two-level systems and single photons
[8,9,25–27]. In this case one might need to use circulators to
prevent reflection from the detector and mutual interactions
spoiling the emitter signal. A realistic example is found in
Ref. [25], where the photons scattered by a two-level system
are shown to have widths of about 1 ns (a few centimeters) and
can be efficiently routed by circulators on the same chip.
Finally, we expect that many of the ideas in this work
can be translated to other physical systems that combine
fiber, photonic, or plasmonic waveguides with atoms, quantum
dots or NV centers [21–23], once the current degree of
controllability and interaction strength of circuit QED is
achieved.
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4Conclusions
Throughout this thesis we have thoroughly studied the control of supercon-
ducting quantum circuits, within the framework of circuit QED. Supercon-
ducting circuits are mesoscopic solid-state devices that are cooled down to
cryogenic temperatures, and which behave quantum mechanically. More pre-
cisely, this quantum behavior is manifested in the form of microwave photons
and localized quantum systems of a few energy levels such as qubits and
qutrits. We have studied the interaction between these quantum systems,
and how the control of their interactions yields different applications of great
interest in the fields of quantum optics, quantum simulation and quantum
computing, and even in relativistic quantum information.
In the first part of the Thesis we have focused on the control of ultrastrong
interactions between superconducting circuits, by means of coupling devices
such as rf- and dc-SQUID’s. Firstly, we have proposed several designs that al-
lows for a tunable interaction between light-matter in the ultrastrong regime,
either in a resonator or in an open transmission line. With our proposals, it
becomes possible not only to connect/disconnect the coupling in extremely
fast times, but also to arbitrary rotate the interaction basis. This ranges from
transversal and longitudinal linear interactions, to arbitrary non-linear cou-
plings between light an matter. For the proposed devices, we have listed a
number of amazing applications. To name a few, we stress the development of
ultrafast two-qubit gates for quantum computing, the qubit isolation from the
environment, which both protects the qubit from decoherence and improves
its measurement, and the simulation of nonlinear media via Kerr interactions.
Of particular importance has been its application to the field of relativistic
quantum information: based on a switchable light-matter interaction, we put
forward a protocol for extracting past-future quantum correlations from the
vacuum field to a pair of superconducting qubits. Moreover, we show how to
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perform quantum teleportation in time with our proposal, and how this can
be seen as an exotic quantum memory that stores a quantum bit of informa-
tion in the vacuum.
Aside from the tunability of the light-matter interaction, we focus our at-
tention in the ultrastrong interaction in arrays of superconducting resonators.
Using SQUID’s as superconducting couplers, we demonstrate a full control of
the resonator-resonator coupling. In particular, we show how to fully switch
off the geometric coupling ubiquitous in any circuit QED layout, just applying
a constant magnetic field through the SQUID. We also demonstrate the pos-
sibility of engineering multiphoton interactions via sidebands generation, by
judiciously varying the aforementioned magnetic field. Our designs would
find application along the following fields: i)quantum optics with the devel-
opment of tunable beam splitters and squeezed states, ii) condensed matter
for testing quantum phase transitions and critical phases, and entanglement
dynamics in many-body systems, iii) quantum simulations, with the develop-
ment of Bose-Hubbard and spin models, and the simulation of gauge poten-
tials. Our theoretical results have inspired several experiments implementing
resonator-resonator interactions. In particular, in this Thesis we present the
development of an ultrafast beam splitter that can swap photons between the
resonators in a few nanoseconds.
The second part of this Thesis is devoted to the study and control of
propagating microwave photons through their scattering on superconducting
qubits. We theoretically analyze the coherent interaction between a propa-
gating field and a transmon qubit from a microscopic viewpoint, observing
that the scattering problem is fully determined by the reflection and trans-
mission coefficients of the outgoing field. For the transmon in the two-level
approximation we observe perfect reflection of the incoming field, whereas
in the three-level approach we observe perfect transmission assisted by EIT.
This versatility of photon transport properties suggests that we can fully con-
trol the incoming propagating photons. Along those lines, in this Thesis we
propose a practical application for this scattering with the transmon qubit:
a single photon router that can distribute photons to two output ports of a
transmission line, with high speed and efficiency. We also show that our pro-
posal can be scaled up by adding more transmon qubits, resulting in a mul-
tiport router that could distribute photons to arbitrary ports of a quantum
network. We have also analyzed both theoretical and experimentally very
well-known quantum optics phenomena that can also be observed through
the scattering with the transmon: the observation of the transmon anhar-
monicity, the Autler-Townes splitting, the Mollow-Triplet and the EIT are the
most significative results.
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We conclude the second part of the Thesis with the proposal of a perfect
single-photon detector, which is widely considered as the ultimate missing
tool in circuit QED. Our proposal relies on the scattering of propagating pho-
tons on a single phase qubit facing a single-end open transmission line. By
properly choosing the various system parameters, such as the qubit-mirror
distance, and the decay rate to the irreversible state, we can confine the
incoming photon in the pseudocavity defined by the qubit and the mirror.
The resulting quasibound state bounces back and forth inside the cavity, and
meanwhile it is gradually absorbed by the qubit. The photon is eventually
detected with a theoretical 100% efficiency in a finite time. The proposed
model is robust to detuned incoming photons and small fluctuations in the
system parameters.
This Thesis provides a countless number of designs that allows for a full
control of interactions in the framework of circuit quantum electrodynamics,
particularly in the rather unexplored ultrastrong regime. Our designs would
allow for fascinating applications in a wide range of disciplines of physics,
which we do believe will pave the way for the forthcoming quantum tech-
nologies.
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Appendix A: Fluxoid
Quantization
In this section we derive the fluxoid quantization condition that we have
used throughout this Thesis. Let us consider a superconducting loop, either
interrupted or not by Josephson junctions. The macroscopic wavefunction
that describes the whole ensemble of Cooper pairs in the superconductor
reads
Ψ(r) =
√
n(r, t)e−iθ(r,t). (4.1)
The probability density ρ = |Ψ(r, t)|2 = Ψ∗(r, t)Ψ(r, t) satisfies the continuity
equation
∂ρ
∂t
= Ψ∗
∂Ψ
∂t
+Ψ
∂Ψ∗
∂t
. (4.2)
Using the Schrödinger equation ih¯∂tΨ = HΨ we can rewrite the above equa-
tion as:
∂ρ
∂t
=
i
h¯
(Ψ∗HΨ−Ψ∗HΨ). (4.3)
In particular, for a superconductor in the presence of an electromagnetic field,
the above Hamiltonian takes the form:
H =
1
2m
(−ih¯∇− 2eA(r, t))2 + 2eφ(r, t). (4.4)
Substituting (4.4) into (4.3), and using the expression for the wavefunction
Ψ(r, t), we finally obtain the continuity equation expressed in terms of the
supercurrent:
∂ρ
∂t
= ∇ · J, (4.5)
where the supercurrent J is defined as:
J = 2en(r, t) · Im
(
i
h¯
2m
∇θ(r, t)− i e
m
A(r, t)
)
. (4.6)
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Let n(r, t) = n be a constant. This is well justified since the density of Cooper
pairs is homogeneous in the superconducting phase. Under this condition,
the equation for the supercurrent can be written as:
ΛJ =
h¯
2e
∇θ(r, t)− A(r, t), (4.7)
where Λ = m/(2e2n) is the London parameter.
In order to obtain the flux quantization condition, we take the line integral
of the supercurrent around a closed contour well inside the superconductor.
In doing so, eq. () becomes:∮
C
ΛJ · dr + h¯
2e
∮
C
A · dr =
∮
C
∇θ · dr, (4.8)
where the left-hand side of (4.8) is called the fluxoid of the superconductor.
Let us firstly describe a superconducting loop with zero junctions. We
compute each term of (4.8) separately, obtaining:
1. The first term ∮
ΛJ · dr = 0 (4.9)
since there circulating current inside the superconductor is J = 01.
2. The second term∮
A · dr =
∫∫
(∇× A) · dS =
∫∫
B · dS = Φext +ΦL, (4.10)
where, Φext is the external magnetic flux threading the loop, and ΦL is
the one induced by the self inductance of the loop L.
3. Finally the third term yields∮
∇θ · dr = lim
rb→ra
(θ(rb)− θ(ra)) = 2pin. (4.11)
The above equation stands for the single valuedness of the macroscopic wave-
function, which imposes that the superconducting phase can vary at most an
integer multiple of 2pi.
1This can be easily seen according to the Meissner effect, and the Maxwell equations. The
superconductor expels the external magnetic field B, which is zero inside the superconductor.
Applying the Ampere’s law, we find that inside the superconductor the circulating current is
I =
∫
C B · dr. Provided that B = 0, it trivially follows that I = 0 inside the superconductor.
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Gathering all equations we finally obtain the flux quantization condition
Φext = nΦ0, (4.12)
where Φ0 = h/2e stands for the flux quantum.
If we now consider a superconducting ring interrupted by one or more
Josephson junctions, the first term of the left hand side in (4.8) is no longer
zero, but equals the phase drop across each of the junctions. In particular, for
a superconducting loop interrupted by k Josephson junctions, each contribu-
tion is given by: ∫ bk
ak
ΛJ · dr = Φ0
2pi
ϕk, (4.13)
where ak, bk defines defines the position of each junction in the superconduct-
ing loop. Inserting this equation into (4.8), we finally get the desired fluxoid
quantization condition:
Φ0
2pi
n
∑
k=1
ϕk +Φext +ΦL = nΦ0. (4.14)
In particular, for small loops ΦL → 0, and we obtain the fluxoid quantization
condition ubiquitous in this Thesis
Φ0
2pi
n
∑
k=1
ϕk +Φext = nΦ0. (4.15)
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Resumen
Introducción y objetivos
El rápido avance tecnológico que experimenta nuestra sociedad se debe en
gran medida al excelente progreso en los procesos de miniaturización de los
dispositivos electrónicos. Ello ha permitido llevar al transistor, piedra an-
gular de la electrónica y ubicuo en cualquier circuito integrado, a la escala
nanométrica, mejorando con ello el procesado de la información. Sin embargo
este proceso de miniaturización no se puede realizar de forma indefinida, y
dicho avance tecnológico tal y como los conocemos actualmente, verá su fin
cuando los microchips alcancen un tamaño en el que la mecánica cuántica
rija dinámica de sus constituyentes. A esas escalas microscópicas los elec-
trones que circulasen por un circuito integrado, lejos de estar confinados en
la guía de ondas por la que se propagan, podrían atravesar la misma (suceso
conocido como efecto túnel) destruyendo así toda transmisión de informa-
ción que estuviesen llevando a cabo. Se hace así imprescindible un avance
cualitativo que permita reconciliar dicho progreso tecnológico con las leyes
de la mecánica cuántica.
Dicho avance nace durante la última década de la mano de las ciencias
de la información y computaciones cuánticas [NC00]. Se trata de un campo
emergente y multidisciplinar cuyo objetivo es aprovechar fenómenos gen-
uinos de la mecánica cuántica, como la superposición y el entrelazamiento
cuántico, para mejorar la codificación, transporte y procesado de la informa-
ción. Aparece así un nuevo marco paradigmático en la que la información
se almacena y transporta por medio de bits cuánticos (qubits), y se procesa
en un nuevo prototipo de procesador, el computador cuántico [Deu85]. Esta
revolucionaria idea no sólo resolvería el problema de la miniaturización, sino
que además permitiría resolver problemas completamente inaccesibles con un
ordenador clásico, como el problema de la factorización [Sho97] o la propia
dinámica de sistemas cuánticos de muchos cuerpos [AL97].
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Para que estos computadores cuánticos puedan superar las capacidades
computacionales de sus compañeros clásicos se hace imprescindible que cen-
tenares de qubits operen entre sí sin perder sus propiedades cuánticas. Sin
embargo hasta la fecha sólo se ha conseguido que sistemas de unos pocos
qubits preserven sus propiedades cuánticas, lo cual no es suficiente para
poder hablar de una revolución en el campo de la computación. No obstante
no todo son malas noticias, y hasta que se desarrolle un computador cuán-
tico universal de un tamaño suficiente que permita resolver problemas como
los comentados anteriormente, existe una alternativa que permite simular de
forma efectiva un conjunto más reducido de problemas, como la dinámica
de algunos sistemas cuánticos de interés. Se trata de la simulación cuántica
[Fey82, Llo96]: un simulador cuántico2 [BN09] es un dispositivo experimen-
tal sobre el que tenemos un alto grado de control, de forma que podemos
manipular el estado cuántico del sistema, así como las interacciones entre las
partículas, y hacer que este sistema reproduzca la dinámica de un modelo
determinado.
Existen diversos prototipos para implementar tanto computadores como
simuladores cuánticos, todos ellos están basados en diferentes sistemas físi-
cos; iones atrapados en trampas electromagnéticas [CZ95, FSG+08], átomos
ultrafríos en redes ópticas [JZ05], sistemas de resonancia magnética nuclear
[VC05], puntos cuánticos [BKKY08] o circuitos superconductores [HTK12]
son algunos ejemplos de simuladores cuánticos. Cada una de estas platafor-
mas presenta distintas ventajas e inconvenientes respecto a las demás, como
pueden ser la facilidad de aislar partículas, manipular sus interacciones, con-
trolar su decoherencia, o el propio coste económico que conlleva su real-
ización. Sin embargo, todas ellas comparten un ingrediente común: el exce-
lente control que se tiene sobre partículas cuánticas individuales, tales como
átomos, electrones y fotones. Trabajos pioneros tanto en el marco teórico
como experimental durante la última década han conseguido que esto sea
una realidad, y así ha sido reconocido por la comunidad científica con el Pre-
mio Nobel de Física en 2012 a D. Wineland y S. Haroche por sus "innovadores
técnicas experimentales que permiten la medición y manipulación de sistemas cuán-
ticos individuales". No es de extrañar que la escalabilidad y control de dichos
sistemas cuánticos centre los esfuerzos de la comunidad científica, hacia una
nueva revolución que permita resolver problemas cuya solución es imposible
hoy en día.
En esta Tesis perseguimos también este objetivo, y estudiamos el control
2A diferencia de un computador cuántico universal, un simulador cuántico no requiere
de corrección cuántica de errores para reproducir correctamente la dinámica de un modelo
sistema cuántico concreto.
Resumen 163
de sistemas cuánticos en una plataforma concreta: los circuitos superconduc-
tores.
Los circuitos supercondutores [CW08], también llamados circuitos cuán-
ticos, son circuitos integrados cuyos grados de libertad están cuantizados. A
diferencia de un circuito clásico donde los grados de libertad3 pueden tomar
un conjunto continuo de valores, los grados de libertad de un circuito cuán-
tico4 sólo pueden tomar valores discretos. El requisito fundamental para
que un circuito se comporte cuánticamente es la ausencia de disipación en
el mismo. Por ello estos circuitos están construidos con materiales super-
conductores, ya que estos no presentan resistencia al paso de la corriente
eléctrica 5. Si finalmente el circuito superconductor se enfría hasta temperat-
uras criogénicas (del orden de decenas del milikelvin) donde las fluctuaciones
térmicas sean despreciables, podremos observar su naturaleza cuántica.
En particular, circuitos construidos a partir de elementos lineales tales
como bobinas y capacitores, manifiestan su naturaleza cuántica en forma de
excitaciones de los campos electromagnéticos que oscilan en él, esto es, fotones
de microondas. Si por el contrario añadimos elementos no lineales al circuito,
tales como uniones de Josephson6, podemos construir sistemas cuánticos lo-
calizados de dos o más niveles, creando de esta forma lo que se conoce como
átomos artificiales o qubits superconductores. Estos átomos artificiales interac-
cionan con los fotones de microondas de la misma manera que átomos reales
interaccionan con fotones del rango óptico, es decir, regidos por las leyes de la
electrodinámica cuántica (QED por sus siglas en inglés), dando lugar al campo
conocido como electrodinámica cuántica de circuitos [BHW+04] (también lla-
mada en la literatura circuit QED , y como nos referiremos a ella de ahora en
adelante).
Considerada en sus orígenes como la implementación en un chip de su
análoga en cavidades ópticas cavity QED, circuit QED estudia la interac-
3Los grados de libertad de un circuito clásico son el voltaje V y al intensidad I a lo largo
del circuito.
4En lugar de voltaje e intensidad, utilizaremos como grados de libertad de un circuito
cuántico las variables de flujo φ y carga q, por su relación físca con la fase condensada del
circuito superconductor, y los quantos de carga presentes en éste. No obstante estas variables
se derivan trivialmente de V e I sin más que integrar dichas variables en el tiempo.
5Los materiales más comunes para el diseÃs´o de circuitos cuánticos son el Aluminio y el
Niobio, superconductores de tipo I a temperaturas de 4 Kelvin.
6Una unión de Josephson se forma por la unión de dos superconductores separados por
una fina lámina de aislante, típicamente del tamaÃs´o de nanómetros. Esta débil unıón permite
el tunneling coherente de pares de Cooper de un superconductor a otro. Este tuneleo produce
una corriente oscilante en el circuito que finalmente se modeliza como una inductancia no
lineal.
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ción entre materia y radiación a su nivel más fundamental en una dimen-
sión. Como veremos a lo largo de esta Tesis, esta naturaleza unidimensional
dota a la circuit QED de una gran ventaja frente al resto de plataformas,
pues la interacción entre materia y radiación sucede de una forma más efec-
tiva. La otra gran ventaja que presenta la circuit QED frente a la electrod-
inámica de cavidades ópticas, es que tanto átomos artificiales como fotones
de microondas emergen del mismo material. Esto no sólo hace que ten-
gan la misma escala de energías, sino que la interacción entre ambos sis-
temas, caracterizada por el parámetro de acoplo ”g”, también esté dentro
de esa escala energética; es lo que se conoce como régimen de acoplo ultra-
fuerte [BGA+09, NDH+10, FLM+10]. Este régimen, imposible de alcanzar
en un sistema óptico, ha hecho del campo de los circuitos superconductores
una plataforma privilegiada para estudiar nuevos regímenes en la interac-
ción entre materia y radiación [CRL+10, NC10b], permitiendo alcanzar y
explorar fuertes interacciones fotón-fotón [HBP06, PZW+12] asÃ como el
estudio de la fs´ica del modelo de Kondo en modelos de espín-bosón [LH12].
Desde la perspectiva de las tecnologías cuánticas, el régimen de acoplo ul-
trafuerte encuentra aplicación en el desarrollo de puertas cuánticas ultra-
rrápidas [RBW+12] y memorias cuánticas [SPdRMM12] para computación
cuántica con circuitos superconductotes [NC11]. Por todas estas razones, la
circuit QED se erige como una plataforma única para el estudio de nuevos
fenómenos en óptica cuántica, así como un fuerte candidato en ser el primer
sistema en que se desarrolle un computador cuántico7.
En esta Tesis estudiamos cómo manipular la interacción fuerte y ultra-
fuerte entre materia y radiación en circuit QED de una manera controlada,
tanto estática como dinámicamente, así como sus posibles aplicaciones a las
tecnologías cuánticas. Los trabajos derivados de esta Tesis se pueden clasi-
ficar en dos frentes distintos, a saber:
• Control de la interacción entre fotones y qubits superconductores, con-
finados en resonadores de microondas o en una línea de transmisión
infinita, por medio de un parámetro de acoplo ajustable g.
• Control de la interacción de fotones propagantes de microondas en una
línea de transmisión abierta, por medio de sus propiedades de disper-
sión por un átomo artificial.
7Entre los principales problemas en la realizacióÌA˛n de un computador cuántico están su
escalabilidad y tiempo de decoherencia. Los circuitos superconductores son fácilmente escal-
ables al estar fabricados de elementos pasivos, y estar impresos en un chip. Por otro lado,
el tiempo de operación de una puerta cuántica es inversamente proporcional al parámetro de
acoplo g, luego en el régimen de acoplo ultrafuerte se pueden implementar puertas ultrarráp-
idas que realicen multitud de operaciones antes de sufrir decoherencia.
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En el primer punto, veremos cómo por medio de dispositivos de interferen-
cia cuántica (SQUID’s de su acrónimo inglés superconducting quantum inter-
ference device), podemos controlar de forma dinámica el parámetro de acoplo
entre un qubit y un fotón de microondas, conectando y desconectando la in-
teracción en tiempos que están en la escala del nanosegundo. Los diseños
propuestos en este trabajo funcionan como un interruptor cuántico que per-
mitiría la implementación de puertas cuánticas ultrarrápidas, la generación
de fotones individuales, así como la simulación de problemas en información
cuántica relativista, como la extracción de entrelazamiento del vacío. Estos
diseños no sólo permiten encender y apagar la interacción, sino que además
permiten rotarla de forma coherente, pasando de interacciones transversales a
longitudinales. A parte de encontrar aplicación en computación cuántica me-
diante su uso para puertas lógicas, nuestros diseños permiten la simulación
de medios no lineales tipo Kerr con los que generar pares de fotones entre-
lazados. Asimismo, por medio de estos dispositivos de interferencia cuántica,
es posible sintonizar dinámicamente y de forma controlada la interacción en-
tre resonadores superconductores, permitiendo así el estudio y simulación
de transiciones de fase cuánticas en modelos de materia condensada, como
modelos de Bose-Hubbard.
En el segundo punto adoptamos un enfoque distinto. Motivados por los
recientes experimentos [WGH+07, AZA+10] en los que se observa que ma-
teria y radiación pueden interaccionar fuertemente incluso en ausencia de
cavidades confinantes, estudiamos el control de fotones propagantes en una
línea de transmisión infinita por medio de su dispersión por átomos artifi-
ciales. Observamos que la dispersión de fotones propagantes por un átomo
de dos niveles resulta en una reflexión perfecta del fotón sobre la línea. Por el
contrario, la dispersión por un átomo de tres niveles conduce a la transmisión
completa del fotón propagante. De esta forma, controlando la estructura in-
terna de nuestro átomo artificial, podemos hacer que los fotones propagantes
sean dirigidos por distintos canales de una red cuántica. Finalmente, abor-
damos la dispersión de fotones por átomos artificiales como posible método
de detección en el régimen de microondas. Dada la baja energía y sección efi-
caz que poseen los fotones de microondas, no ha sido posible diseñar detec-
tores eficientes que trabaje en el régimen de un sólo fotón sin introducir ruido
en el proceso de detección. Basados en la teoría de scattering, proponemos un
sencillo diseño de un qubit en una línea de transmisión semi-infinita que per-
mite detectar de forma perfecta de un fotón de microondas. A continuación
presentamos los resultados más significativos derivados de esta Tesis.
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Resultados y aportaciones fundamentales
Sintonización de acoplo ultrafuerte en circuit QED
La fuerte interacción que se puede inducir entre átomos y radiación en un cir-
cuito cuántico ha permitido alcanzar los regímenes de acoplo fuerte [BHW+04,
WSB+04] y ultrafuerte [BGA+09]. En particular, en este último régimen,
la constante de acoplo es comparable a las energías del átomo y del fotón
(g ' ω0,Ω), y la aproximación de onda rotante (RWA), y el célebre modelo
de Jaynes-Cummings no describen correctamente la física de nuestro sistema.
Este régimen, lejos de ser una prueba de principio [BGA+09], ha sido alcan-
zado en diversos experimentos [FLM+10, NDH+10], abriendo la puerta al
poco explorado campo de la óptica cuántica más allá de la aproximación de
onda rotante. Este acoplo es, sin embargo, difícilmente ajustable. Sólo en el
caso de qubits confinados en una cavidad es posible controlar el acoplo, pero
el precio a pagar es tener que desintonizar el qubit. El caso del qubit en un
continuo es aún peor, ya que incluso en desintonía el qubit está acoplado a
todos los modos. Estos problemas se pueden resolver introduciendo elemen-
tos externos tales como SQUID’s, lo cual ha sido uno de los resultados de
esta Tesis, y que se puede resumir en los siguiente puntos:
• Hemos propuesto un diseño de acoplo ajustable, válido tanto en res-
onadores como en líneas de transmisión infinitas, por medio de un
SQUID conectado galvánicamente al circuito para preservar el régimen
ultrafuerte. Por medio del campo magnético que atraviesa este SQUID,
podemos rotar la interacción entre materia y radiación, pasando de in-
teracciones transversales tipo Hint = gσx(a + a†) a interacciones lon-
gitudinales de la forma Hint = gσz(a + a†), en tiempos inferiores al
nanosegundo, preservando el naturaleza ultrafuerte de la interacción.
• Por medio de un lazo superconductor adicional, proponemos un diseño
más versátil que permiten desconectar distintos órdenes de la interac-
ción de forma completa. De este modo, es posible encender y apagar
interacciones no lineales, donde la contribución dominante en el Hamil-
toniano es del tipo Hint = gσx(a + a†)2.
• Finalmente presentamos un dispositivo que permite la desconexión de
todos los acoplos presentes en el sistema, tanto lineales como no lin-
eales, así como posibles acoplos residuales a canales capacitivos.
Resumen 167
Estos dispositivos superconductores tienen diversas aplicaciones. La primera
de ellas sería la creación de puertas cuánticas ultrarrápidas [RBW+12] entre
parejas arbitrarias de átomos artificiales en una red de qubits. Esto es posi-
ble desacoplando todas las interacciones de los qubits con la línea, excepto
de aquellos que han de implementar la puerta cuántica a dos qubits. La se-
gunda aplicación sería proteger al qubit de decoherencia desconectándolo del
continuo [GHB11], así como congelar su dinámica para hacer medidas en el
mismo. Otra aplicación es la generación determinista de fotones individuales
(pares de fotones entrelazados) propagantes. Esto se realiza mediante el sigu-
iente protocolo: preparamos el qubit en el estado fundamental. Mediante
un forzado excitamos el qubit, y acto seguido conectamos una interacción
transversal lineal (no lineal) con la línea. El qubit, ultrafuertemente acoplado
al campo, decaerá por emisión espontánea emitiendo un fotón (pares de fo-
tones) propagante. Finalmente, un acoplo ajustable con fotones propagante
es de utilidad en el campo de la información cuántica relativista. Gracias a
estos diseños, es posible medir el cono del luz de los fotones, así como la
propagación de correlaciones cuánticas entre qubits en una línea de trans-
misión.
En conclusión, hemos propuesto distintos dispositivos que permiten un
control preciso de la interacción ultrafuerte tanto en resonadores como en
líneas abiertas, así como una plétora de aplicaciones a diversos campos, como
son la óptica cuántica de microondas, la computación cuántica con circuitos
superconductores, o la información cuántica relativista. Un aplicación par-
ticular de estos dispositivos en información cuántica relativista se estudia en
profundidad en la siguiente publicación.
Extracción de correlaciones de vacío entre pasado y futuro utilizando
circuit QED
El vacío de un campo cuántico es un estado entrelazado. Este hecho, con-
siderado en un principio como un mero resultado teórico, ha adquirido un
gran interés como posible fuente de entrelazamiento para diferentes tareas en
información cuántica. Como demostraron B. Reznik y colaboradores [RRS05,
RCR05], se puede extraer entrelazamiento del vacío a un par de átomos
separados espacialmente que interaccionan con un campo a un tiempo t,
generando así estados de Bell. Este resultado ha sido brillantemente gen-
eralizado por T. Ralph y J. Olson [OR11] a un escenario en el que los átomos
extraen las correlaciones del vacío cuando interaccionan con ese vacío a tiem-
pos distintos. Es lo que se conoce como entrelazamiento pasado-futuro.
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La enorme dificultad inherente a estas propuestas es su implementación
física [OR12]. Para poder extraer entrelazamiento del vacío, necesitamos un
continuo de modos que describa adecuadamente un campo cuántico. Por
otro lado, las interacciones con el campo deben alcanzar regímenes ultra-
fuertes para amplificar las débiles correlaciones cuánticas del vacío, y al
mismo tiempo poder ser desconectadas de forma ultrarrápida. La circuit
QED nos proporciona todos estos ingredientes, ya que como hemos visto es
posible alanzar el régimen de acoplo ultrafuerte con un continuo de modos,
y desconectar el mismo de forma súbita.
En esta parte de la Tesis proponemos un experimento que permita extraer
correlaciones cuánticas del vacío del tipo “pasado-futuro” a un par de qubits
de flujo superconductores. El protocolo que proponemos para realizar dicha
extracción de entrelazamiento es el siguiente: consideramos dos qubits su-
perconductores P (de pasado) y F (de futuro) separados una distancia fija d
en una línea de transmisión abierta, que contiene un campo en el estado de
vacío. Conectamos la interacción entre el qubit P y el campo por un tiempo
Ton, mientras el qubit F permanece desconectado. Pasado ese tiempo, de-
sconectamos el qubit P del campo durante un tiempo Toff, evolucionando el
sistema libremente. Finalmente, conectamos la interacción de F con el campo,
mientras P permanece desconectado. Después de este protocolo, evaluamos
la concurrencia entre los qubits P y F como medida de su entrelazamiento
en función de los diferentes parámetros de nuestro sistema, como son la dis-
tancia d, y los tiempos Ton y Toff Los resultados principales se resumen a
continuación.
• Cuando la separación entre qubits d es mucho menor que la longitud
de onda asociada a su gap λ, observamos que los qubits están entre-
lazados fuera del cono de luz. Esto es, incluso cuando el intercambio
de fotones reales no está permitido, los qubits P y F presentan fuertes
correlaciones cuánticas. Esto es posible a que los qubits han extraído
esas correlaciones del vacío.
• Para distancias d > λ, no hay entrelazamiento en regiones desconec-
tadas causalmente, y todo su entrelazamiento es debido al intercambio
de fotones reales. Sin embargo, se trata de un entrelazamiento no trivial,
ya que el alto grado de entrelazamiento observado incluso en ausencia
de medidas proyectivas sobre el campo es debido a la peculiar natu-
raleza de la circuit QED.
• Discutimos la posibilidad de realizar teleportación en el tiempo basados
en el entrelazamiento “pasado-futuro”. Ya que podemos generar pares
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de Bell P, F entrelazados en el tiempo, podemos teleportar el estado de
un qubit Q de la siguiente forma. Hacemos interaccionar el sistema
conjunto P, Q por un tiempo Ton con el vacío del campo. Después de
este tiempo, desconectamos la interacción y hacemos una medida de
Bell en P, Q. Finalmente conectamos la interacción del qubit F con el
campo, y dado que éste está entrelazado con P, podemos recuperar el
estado de Q por medio de operaciones locales y comunicación clásica
con independencia del estado de P. Nótese que, a diferencia con un proto-
colo de teleportación usual, el canal cuántico se ha creado después de la
medida de Bell en P, Q.
En resumen, en esta parte de la Tesis hemos estudiado una aplicación de
los dispositivos de desacoplo cuánticos al campo de la información cuántica
relativista. Hemos propuesto un protocolo de extracción de entrelazamiento
del vacío, en los que generar pares de Bell entrelazados en distintos instantes
de tiempo. Discutimos a su vez un protocolo de teleportación temporal, uti-
lizando dichos estados de Bell. Esta teleportación temporal, entendida como
la codificación en el vacío del estado de un átomo Q, para recuperalo pasado
un tiempo,se puede interpretar como un prototipo exótico de memoria cuán-
tica.
Ingeniería de acoplos ajustables entre resonadores superconductores
En los primeros trabajos de esta Tesis hemos visto cómo la circuit QED es
un excelente banco de pruebas para explorar la interacción entre materia y
radiación en el régimen de acoplo ultrafuerte, así como una herramienta muy
versátil para controlar sus interacciones. Además de un laboratorio de óptica
cuántica unidimensional, circuit QED es una plataforma fácilmente escalable,
y muy útil para estudiar la dinámica de muchos cuerpos. Por poner un
ejemplo, acoplando sistemas qubit-resonador, es posible crear redes de estos
en los que estudiar la dinámica de polaritones8, como puede ser el modelo
de Bose-Hubbard [LH10]. La única desventaja que presenta respecto a otras
plataformas es que la interacción entre resonadores queda fijada por el ge-
ometría concreta de la red.
En esta parte de la Tesis centramos nuestra atención en cómo resolver
este problema. Diseñando un acoplo ajustable entre resonadores a primeros
vecinos por medio de SQUID’s somos capaces de desacoplar localmente las
8el polaritón es una cuasipartícula que resulta de la interacción fuerte entre un fotón y un
átomo de dos niveles. En nuestro ejemplo, este polaritón es la excitación del sistema qubit-
resonador, y éste puede saltar entre distintos resonadores por medio un acoplo ajustable.
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interacciones entre resonadores. Dicho acoplo representa a su vez un avance
en este tipo de sistemas, si bien la ajuste dinámico del acoplo permite una
gran variedad de interacciones fotón-fotón, como sidebands roja y azul, o sim-
ulación de campos de gauge. Los resultados más importantes derivados de
esta Tesis en sistemas de resonadores acoplados son los siguiente:
• Hemos estudiado un modelo microscópico de resonadores acoplados
geométricamente, derivando sus acoplos estáticos, de naturaleza púra-
mente geométrica, en función de los distintos parámetros libres de los
resonadores. Este modelo es interesante en sí mismo, ya que produce
un Hamiltoniano de la forma H = a†1a2 + a1a
†
2, simulando la dinámica
de separadores de haz –véase la siguiente subsección.
• Proponemos varios diseños que permiten desacoplar los resonadores,
basados en acoplos ajustables. En particular, estos diseños permiten
cancelar el acoplo estático anterior. Por otro lado, gracias al acoplo
galvánico con el SQUID, el parámetro de acoplo g es comparable a
las frecuencias de los resonadores, de forma que interacciones contrar-
rotantes de la forma Hint = g(a†1a
†
2 + h.c) contribuyen a la dinámica y
pueden volverse importantes.
• Estudiamos correcciones no lineales en los resonadores producidas por
qubits superconductores o uniones de Josepshon, dando lugar a interac-
ciones on site en cada resonador. Con ello tenemos los ingredientes nece-
sarios para el estudio de modelos de materia condensada como modelos
de Bose-Hubbard o modelos de espín, así como sus transiciones de fase
[LDM+12]. En este sentido, la velocidad a la que sintonizamos juega un
papel crucial: Así pues, si éste se cambia de forma adiabática, podemos
estudiar la dinámica de las transiciones de fase cuánticas9 y sus distin-
tas fases críticas. Por otro lado, si el acoplo se cambia de una manera
diabática podemos realizar un quench10 sobre el sistema y estudiar la
propagación de excitaciones en la red.
Más allá de acoplos ajustables que no varían en el tiempo, o lo hacen de forma
monótona, consideramos propuestas más complejas como es la alimentación
del SQUID con campos oscilantes no monocromáticos. Esto hace posible
variedad de aplicaciones, siendo las siguientes las de mayor interés:
9Un ejemplo paradigmático de transición de fase cuántica es la transición aislante de Mott-
superfluido, que ocurre en sistemas cuánticos a temperatura T = 0K
10 Un quench consiste en sacar súbitamente al sistema de su estado fundamental, llevándolo
a un estado excitado de no equilibrio.
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• Alimentando el SQUID con un forzado de dos colores, es posible im-
plementar interacciones efectivas entre cavidades11 sólo con términos
rotantes o términos contrarrotantes. (sidebands roja y azul respecti-
vamente). En el primer caso, estamos simulando la dinámica de un
separador de haz, pilar de la computación cuántica con fotones. Con el
segundo, proponemos la generación paramétrica de fotones, y la posi-
bilidad de crear estados comprimidos entre distintos modos fotónicos.
• Dado que también podemos controlar la fase de cada uno de los tonos
del forzado, es posible generar términos en el Hamiltoniano de la forma
H = g1eiφ1 a†b+ g2eiφ2 ab+H.c. en redes bidimensionales de resonadores,
donde los fotones que saltan en plaquetas cerradas adquieren fases no
triviales, simulando la dinámica de campos gauge en la red [KHHG10,
NKG11].
Desde el punto de vista técnico, cabe mencionar que este tipo de forzados
es viable experimentalmente gracias a la avanzada tecnología de los equipos
electrónicos, tales como los generadores de señales, por lo que su imple-
mentación no supone un problema.
En resumen, por medio de la introducción de lazos supercondutores como
SQUID’s en la geometría de redes de resonadores superconductores, es posi-
ble diseñar una gran variedad de modelos Hamiltonianos. Con su simu-
lación, proponemos a su vez una plétora de aplicaciones en diversos campos
de interés como son la óptica cuántica, la materia condensada y la física de
no equilibrio.
Algunas de estas propuestas teóricas están se están llevando a cabo exper-
imentalmente. Como ejemplo presentamos brevemente aquellas que concier-
nen a resultados obtenidos en esta Tesis.
Separadores de haz ultrarrápidos a partir de resonadores superconductores:
Dispositivos ubicuos en computación cuántica con fotones son los separadores
de haz. Mediante ellos es posible implementar puertas cuánticas a un qubit,
y puertas KLM a dos qubits12 [KLM01]. Para poder realizar una computación
se necesita ejecutar un conjunto de estas puertas cuánticas antes de que la
información se pierda por decoherencia. Por ello es necesario que los sepa-
radores de haz hagan las operaciones de forma rápida.
11En este caso exigimos que las frecuencias de los resonadores sean distintas, de forma que
obtenemos una sideband roja no trivial de frecuencia ω1 −ω2.
12Puertas KLM o de Knill-Laflamme-Milburn son puertas a dos qubits de tipo C-NOT de-
sarrolladas sólo mediante óptica lineal.
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Como ya hemos visto, acoplando resonadores en circuit QED es posible
alcanzar los los regímenes de acoplo fuerte y ultrafuertes, generando interac-
ciones tipo beam-splitter con un tiempo de puerta rápido. El modelo más sen-
cillo experimentalmente que produce este tipo de Hamiltonianos es el acoplo
de los resonadores geométricamente. El problema es que, en estos regímenes
de interacción, los términos contrarrotantes pueden ser importantes, y con-
tribuir con no-linealidades indeseadas en el sistema. En este primer experi-
mento proponemos un modelo de acoplo geométrico asimétrico, que permite
atenuar los efectos debidos a esta no linealidad. La idea se basa en lo sigu-
iente: como el acoplo de los términos rotantes gBS = gc + gi, y el de los
contrarrotantes gTMS = gc − gi13, podemos acoplar los resonadores con una
geometría tal que gc − gi sea mínimo. De esta forma, podemos suprimir o
atenuar los efectos no lineales del acoplo, manteniendo el término de beam-
splitter. Los aportaciones y resultados obtenidos en este trabajo de la Tesis
son los siguientes:
• En este trabajo investigamos siete muestras diferentes de resonadores
acoplados con distintas geometrías. Medidas espectroscópicas en trans-
misión en todas las muestras arrojan un desdoblamiento asimétrico en
los modos normales ω± respecto a la frecuencia libre de los resonadores
ω0. Esto es una signatura clara de la presencia de términos contrar-
rotantes en el Hamiltoniano.
• Mediante teoría microscópica de circuitos, extraemos los valores de gc y
gi, y estudiamos su dependencia con la geometría de las distintas mues-
tras. Obtenemos que gBS/ω0 ' 20% independiente de la geometría,
mientras que gTMS depende linealmente de ella, de acuerdo al mod-
elo teórico propuesto. De las muestras analizadas, obtenemos un valor
mínimo de gTMS/gBS = 16%, y un valor máximo de gTMS/gBS = 43%.
• Mediante extrapolación de nuestros resultados, mostramos que es posi-
ble tanto alcanzar una interacción de beam-splitter pura (gTMS = 0), así
como una interacción ultrafuerte entre resonadores (gTMS/ω0 ' 13% en
ausencia de acoplo galvánico.
Los resultados mostrados en este trabajo son una prueba de principio de la
viabilidad de separadores de haz ultrarrápidos para su uso en computación
y simulación cuántica con fotones, estén estos confinados en resonadores, o
propagándose en una línea de transmisión.
13gBS representa el parámetro de acoplo de los términos rotantes (Beam-Splitter), mientras
que gTMS representa el de los términos contrarrotantes (Two-Mode Squeezer). En ambos
casos, gc y gi representan el acoplo capacitivo e inductivo entre resonadores respectivamente
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Dispersión de estados coherentes por un átomo artificial en circuit
QED
Dejamos a un lado el control de sistemas cuánticos mediante acoplos ajusta-
bles, para centrarnos en el segundo objetivo de esta Tesis: el control de fo-
tones propagantes por medio de sus propiedades de dispersión por un átomo
artificial [SF05b, SF05a], en lo que se conoce como óptica cuántica de sistemas
abiertos. Nuestro interés surge a raíz de los primeros experimentos que es-
tudian la fuerte interacción entre radiación y átomos individuales en ausen-
cia de cavidades14. El fenómeno más llamativo es que, en aproximación de
campo débil, la interferencia entre la radiación emitida por el dipolo con la del
campo incidente, resultan en una extinción perfecta de la onda propagante en
la dispersión hacia adelante. Este fenómenos fue observado con átomos in-
dividuales en tres dimensiones, pero con una extinción del 12% [WGH+07],.
Esto es debido a la incompatibilidad en la superposición de frecuencias entre
ondas incidentes y dispersadas15, así como el difícil control sobre átomos in-
dividuales mediante láseres. Esta incompatibilidad no ocurre, sin embargo,
en circuit QED: el sistema está confinado en una dimensión, de forma que la
fotón emitido por el dipolo es también una onda plana. En este sentido, los
primeros experimentos en circuit QED arrojaron resultados notables, con ex-
tinciones del 94% en la dispersión hacia adelante [AZA+10]. Como resultado
de este proceso de dispersión observamos que el fotón ha sido prácticamente
reflejado por el átomo. De esta manera, nuestras aspiraciones serán explotar
esta fuerte interacción radiación materia para su posible uso en computación
cuántica con fotones.
En este primer trabajo nos centraremos en un profundo estudio teórico
de las propiedades de dispersión de fotones por un átomo artificial en una
línea de transmisión abierta, partiendo de un modelo microscópico. A con-
tinuación presentamos los resultados más significativos:
• Partiendo de un modelo de elementos puntuales para una línea de
transmisión semi-infinita, derivamos las ecuaciones de movimiento de
un átomo artificial acoplado a la línea. Discutimos los límites de validez
de la aproximación de onda rotante en nuestro sistema. En ese régimen,
obtenemos el Hamiltoniano de un qubit superconductor acoplado a un
14El hecho de que la interacción radiación-materia en una cavidad sea fuerte se debe a que
ésta confina al fotón en una región muy reducida del espacio, aumentando notablemente su
probabilidad de interacción con el átomo. Es lo que se conoce como efecto Purcell [PTP46].
15 Nótese que la onda dispersada es una onda esférica, mientras que la onda incidente es
una onda plana.
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baño de osciladores armónicos16, y una relación de input-output para los
campos propagantes. A partir de éste, derivamos una ecuación maestra
en la forma de Lindblad 17. Generalizamos estos resultados para un
átomo acoplado a N líneas de transmisión infinitas.
• Utilizando las herramientas derivadas en el apartado anterior, estudi-
amos la dispersión de un forzado clásico por un transmon18 en función
de diferentes parámetros, a saber: la intensidad del forzado y su fre-
cuencia. Caracterizamos la dinámica de los campos por medio de los
coeficientes de reflexión y transmisión obtenidos a partir de parámetros
del sistema. Observamos que para forzados débiles en resonancia con
el átomo artificial, recuperamos el fenómeno observado experimental-
mente de reflexión perfecta.
• Estudiamos la dispersión de un forzado en el régimen de un sólo fotón
sobre el transmon cuando añadimos un segundo forzado al sistema.
Observamos que los coeficientes de reflexión y transmisión del primer
forzado dependen de la frecuencia e intensidad del segundo. Por ello,
podemos utilizar el segundo forzado para controlar la transmisión del
primero.
• Finalmente, estudiamos correlaciones de segundo orden en el campo, y
cómo estas correlaciones se ven afectadas por efectos de temperatura y
ancho de banda finitos [HPL+12].
En conclusión, hemos realizado un exhaustivo análisis de la dispersión en
sistemas abiertos unidimensionales desde el punto de vista microscópico de
la teoría de circuitos cuánticos. Hemos derivado una ecuación maestra para
un qubit superconductor tipo transmon. Obtenemos que, en la aproximación
de dos niveles, el transmon se comporta como un espejo reflejando los fo-
tones incidentes. Por último vemos que, si añadimos un segundo forzado
en resonancia con la segunda transición de nuestro átomo artificial, podemos
suprimir la reflexión de fotones de la primera transición, fenómeno conocido
como transparencia inducida electromagnéticamente [BIH91, AAZ+10].
Estos resultados teóricos están en excelente acuerdo con los experimentos
16Estos osciladores armónicos representan los distintos modos electromagnéticos de la línea
de transmisión
17Este resultado es compatible con una derivación más formal de la ecuación maestra a
partir de las ecuaciones del movimiento, que representan una ecuación cuántica de Langevin
18Un transmon es un átomo artificial cuya estructura interna es la de un átomo de tres
niveles, pero con una anarmonicidad suficiente para que pueda comportarse como un átomo
de dos niveles, en ausencia de forzados que induzcan la transición 1− 2.
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que presentamos a continuación, también incluídos en los resultados de esta
Tesis.
Demostración de un router de un sólo fotón
Dentro de las ciencias de la información cuántica, las comunicaciones cuánti-
cas19 han alcanzado un gran desarrollo tecnológico. Como ejemplo, sistemas
de criptografía cuántica ya se distribuyen comercialmente [SBPC+09]. Esto
son algunos ejemplos de canales cuánticos que distribuyen información cuán-
tica, codificada en fotones 20. Combinando estos canales cuánticos con nodos
cuánticos, dispositivos capaces de procesar y dirigir la información por los
canales, sería posible desarrollar redes cuánticas, que además de implemen-
tar un computador cuántico escalable, permitirían la distribución de software
cuántico [OFV09, Kim08],.
El desafío está en dirigir o enrutar los fotones por distintos canales, pues
los fotones no interaccionan entre ellos, y lo hacen débilmente con la materia.
En este trabajo queremos aprovechar una vez más el régimen de acoplo fuerte
en circuit QED, presentando un prototipo rudimentario de nodo cuántico: el
router de un sólo fotón. El elemento activo del router es un qubit transmon
acoplado capacitivamente a una línea de transmisión. Hacemos incidir un
forzado sobre él, y estudiamos el resultado de la dispersión del forzado por
este átomo, obteniendo los siguientes resultados:
• Para un forzado en el régimen de fotones N  121 en resonancia con
la transición 0− 1 del transmon, observamos una extinción del 99.6%
en el canal de transmisión. A medida que aumentamos la potencia del
forzado observamos que la transmisión aumenta, saturando para N′s
grandes, lo cual es una signatura del carácter cuántico del átomo, ya que
éste sólo puede absorber un fotón por unidad de tiempo. A su vez, las
medidas en el canal de reflexión muestran el resultado complementario
esperado22.
19 La comunicación cuántica es un método de comunicar información de forma incondi-
cionalmente segura en una red.
20Los fotones son un sistema ideal para transmitir información cuántica, ya que pueden
recorrer grandes distancias, del orden de centenas de kilómetro, [ref schmitt manderbach], sin
interaccionar entre ellos.
21Definimos N como el número medio de fotones por tiempo de interacción.
22Un dato importante a tener en cuenta, es que las medidas en reflexión y en transmisión
se realizan de forma simultanea, para asegurar que el fotón no es emitido por canales no
radiativos.
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• Añadimos un forzado de control en resonancia con la transición 1 −
2 del transmon. Para forzados fuertes, observamos el fenómeno de
transparencia inducida electromagnéticamente (EIT) en la transición 0−
1, como consecuencia de la separación de Autler-Townes [AT55] inducida
por el forzado de control. Por completitud se mide también el triplete
de Mollow.
• Explotamos el fenómeno de la EIT para construir un router de un fotón,
cuyo funcionamiento es el siguiente: Un primer pulso débil incide con-
tinuamente por un canal de entrada a la frecuencia 0− 1. Un segundo
pulso fuerte de control se enciende y apaga alternativamente a la fre-
cuencia 1− 2. Cuando el control está apagado, el primer pulso es refle-
jado por el átomo, mientras que si el control está encendido, generamos
EIT y el primer pulso es transmitido. Mediante un circulador23 colo-
cado antes del transmon, podemos enrutar el fotón en la frecuencia
0− 1 por distintos canales de salida. De esta forma, queda demostrado
el funcionamiento del ruter cuántico.
• Hemos mediado la eficiencia del router, alcanzando un 99% tanto en
transmisión como en reflexión. Se caracterizó el tiempo de respuesta
del router con pulsos gaussianos ultracortos, preservando la eficiencia
anterior para pulsos de un anchura de 10 nanosegundos. Este tiempo
de operación se espera mejorarlo aún más, hasta el límite de 2 nanose-
gundos, compatible con el estado del arte de la electrónica actual.
Cabe destacar que el router propuesto puede ser multiplexado para distribuir
fotones por diversos canales. Esto se consigue concatenando la estructura
circulador-transmon a lo largo de la línea, y diseñando los transmon con
distintas frecuencias de transición 1− 2, manteniendo la misma frecuencia de
transición 0− 1.
En resumen, en este trabajo hemos demostrado el funcionamiento de un
nodo cuántico rudimentario en el régimen de microondas, que permite dirigir
fotones individuales por distintos puertos de una posible red. Es claro que fo-
tones ópticos son más adecuados para comunicaciones cuánticas a distancia,
mientras que los circuitos cuánticos son más adecuados para implementar los
nodos de la red. Será de sumo interés explorar interfaz que permita convertir
fotones ópticos en fotones de microondas, para así construir redes cuánticas
híbridas que aprovechen las ventajas de ambos campos.
23Un circulador es un dispositivo con tres puertos, uno de entrada para la señal incidente,
y dos de salida. El circulador funciona de la siguiente manera: Dado un puerto cualquiera de
entrada, un fotón incidente por ese puerto saldrá por el inmediatamente siguiente, fijada una
dirección.
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Detección perfecta de un fotón en circuit QED
Terminamos esta Tesis mirando a otro problema importante, aún abierto en
circuit QED; el problema de la fotodetección de un sólo fotón propagante.
A diferencia del rango óptico, donde los fotones se pueden detectar fácil-
mente24, los fotones de microondas no tienen suficiente energía ni sección
eficaz como para arrancar electrones de un material y ser detectados. Los de-
tectores basados en amplificadores introducen ruido en el sistema, y aunque
este puede atenuarse mediante amplificación paramétrica, no es suficiente
como para hacer tomografía cuántica de fotones. Resulta crucial resolver este
problema para que la computación cuántica con fotones de microondas sea
posible. Existen propuestas teóricas basadas en la teoría de dispersión por
elementos dispersores en una línea de transmisión abierta [RGRS09a]. Sin
embargo, han demostrado un límite fundamental del 50% en la eficiencia de
detección cuando sólo tenemos un elemento dispersor25 [RGRS09b].
En este trabajo proponemos un modelo basado en la teoría de dispersión
en la que es posible alcanzar una eficiencia de detección del 100%, utilizando
un único elemento dispersor, en este caso un qubit de fase26. Los aportaciones
fundamentales de nuestra investigación se pueden resumir en los siguientes
puntos:
• Estudiamos el scattering de un fotón por un qubit de fase situado a una
distancia L del final de una línea semi-infinita, actuando como espejo27.
Para ello, resolvemos el sistema de ecuaciones diferenciales retardadas
en el régimen L  λ, siendo λ la longitud de onda asociada al gap de
energía del qubit.
• Manipulando los parámetros del qubit, tales como la distancia L y el
ratio de decaimiento Γ al estado metaestable de detección, podemos
controlar los coeficientes de reflexión y transmisión, confinado el fotón
24Por ejemplo por medio de diferencias de potencial generadas por este fotón en fotomulti-
plicadores. Este potencial finalmente en una corriente que se puede medir.
25Para detectar un fotón con una eficiencia del 100%, necesitaríamos reconstruir la inversión
temporal del proceso de emisión espontánea. Esto es, el fotón debe incidir por la izquierda y por
la derecha del átomo al mismo tiempo. Esto no es posible ya que el fotón sólo puede provenir
de una de las dos direcciones; de ahí el umbral del 50% en la eficiencia de detección.
26Un qubit de fase es un átomo de dos niveles, donde el estado excitado tiene un de-
caimiento muy grande a un estado mesoscópico podemos medir. El proceso de detección
está precisamente basado en esto.
27Esto se consigue conectado la línea de transmisión a tierra. La línea está así en corto-
circuito, y la condición de contorno para el potencial eléctrico es V = 0, resultando en una
reflexión perfecta sobre la línea.
178 Resumen
propagante en la pseudo-cavidad que definen el espejo y el qubit –
correspondiente al caso de reflexión cero. Para este último caso, estudi-
amos la población del fotón confinado en la pseudo-cavidad en función
del tiempo.
• Observamos la completa extinción del fotón en la pseudo-cavidad, como
resultado de la absorción del fotón por el qubit de fase. Definiendo la
eficiencia de absorción como la parte de la radiación que no es reflejada
por el qubit, ni queda de forma estacionaria en la pseduo-cavidad, con-
cluimos que se puede detectar un fotón propagante de microondas por
un sólo qubit con una eficiencia teórica del 100%.
• Hemos validado estos resultados para distintos tipos de paquetes de
onda, desde estados de Fock de momento definido |k〉, a situaciones
más realistas con perfiles gaussianos. En todos ellos, incluso en situa-
ciones de moderada desintonía del fotón con el qubit, se alcanzan exce-
lentes eficiencias de absorción.
• Consideramos también el caso de más de un qubit de fase como elemen-
tos dispersores. Observamos que, a medida que ponemos más qubits
de fase en la línea separados una distancia proporcional a la longitud de
onda λ, la eficiencia en la detección se vuelve robusta a imperfecciones
en el diseño de los qubits28, y a mayores desintonías entre el fotón y los
qubits.
• Por último, desarrollamos una teoría que prediga los resultados obtenidos
en los primeros experimentos de detección de fotones propagantes [CHS+11].
El experimento mostrado en Ref. [CHS+11] es esencialmente nuestro
modelo inicial, pero con el fotón propagante incidiendo a través del
espejo, confinándose en la pseudo-cavidad. Nuestra teoría predice los
resultados experimentales, en los que se obtiene una eficiencia del 90%,
con un límite asintótico del 100% sujeto a la condición Γ → 0. Esto es
debido a que el qubit sólo actúa como un espejo perfecto en ese límite.
En conclusión, en esta Tesis proponemos un diseño de detector y contador
de fotones propagantes basado en la teoría de la dispersión en circuit QED.
Nuestra propuesta, basada en un qubit de fase de tres niveles enfrentado a
un espejo, rompe el límite del 50% en la eficiencia de detección, intrínseco
de la teoría. El diseño propuesto es robusto a posibles imperfecciones en
el proceso de fabricación, así como a canales de decaimiento no radiativos,
28El gap de energía de un qubit depende del tamaño de las uniones de Josephson que lo
componen. Su diseño mediante litografía óptica en una máscara de silicio y evaporación de
doble ángulo, típicamente produce errores del 5% en el tamaño de las uniones.
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lo que hace de él un buen candidato para formar parte de arquitecturas de
circuitos superconductores para procesado de la información cuántica con
fotones29.
Conclusiones
A lo largo de esta Tesis hemos estudiado cómo controlar sistemas cuánticos
con circuitos superconductores en el marco de la electrodinámica cuántica
de circuitos. Los circuitos superconductores son dispositivos mesoscópicos
de estado sólido, que enfriados a temperaturas criogénicas muestran su nat-
uraleza cuántica, que se manifiesta en forma de fotones de microondas, y
sistemas de pocos niveles, como qubits y qutrits. Estudiamos la interacción
entre ellos, y cómo el control de las mismas da lugar a distintas aplicaciones
de gran interés en óptica cuántica, simulación y computaciones cuánticas.
En la primera parte de la Tesis nos centramos en el control de la interac-
ción mediante modelos de acoplo ajustable. Los primeros modelos estudia-
dos se refieren a la interacción qubit-fotón n el régimen de acoplo ultrafuerte,
ya sea en un resonador o en un espacio abierto. Demostramos que el acoplo
no es sólamente ajustable en intensidad, sino también en tipo, permitiendo
rotaciones coherentes de este. Utilizando estos dispositivos, sugerimos cómo
realizar puertas cuánticas a dos qubits de forma ultrarrápida, proteger qubits
frente a decoherencia, mejorar su medida, así como simular medios no lin-
eales. Una aplicación muy interesante del acoplo ajustable es su uso para
extraer correlaciones del vacío como fuente de entrelazamiento, así como una
posible memoria cuántica por medio del protocolo de teleportación temporal.
Las siguientes propuestas que hemos estudiado en esta Tesis se centran en el
acoplo ajustable entre redes escalables de resonadores superconductores. Es-
tudiamos su utilidad para realizar simuladores cuánticos de gran variedad
de modelos en materia condensada. El acoplo ajustable permite el estudio
dinámico de transiciones de fase cuánticas, así como de quenches en sistemas
anarmónicos, y el estudio de cotas de Lieb-Robinson en esos modelos. De-
mostramos que es posible construir separadores de haz ultrarrápidos con
resonadores acoplados geométricamente, y discutimos su utilidad para hacer
computación cuántica con fotones.
En la segunda parte de la Tesis tratamos el control de fotones propagantes
por medio de su dispersión con átomos artificiales. A partir de un modelo
29Como la propuesta de computación cuántica con fotones propuesta por Knill-Lafflamme-
Milburn, más conocida como dual rail encoding.
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microscópico de teoría de circuitos vemos cómo depende el estado de los
fotones propagantes en función de la estructura interna de los átomos arti-
ficiales. Así, átomos de dos niveles en resonancia con el fotón actúan como
espejos perfectos. Por el contrario, un átomo de tres niveles puede dar lugar
a transparencia inducida electromagnéticamente (EIT), de forma que el fotón
antes reflejado, ahora es completamente transmitido. Utilizamos estos resul-
tados para proponer un prototipo de nodo cuántico, que llamamos router de
un fotón. Controlando un pulso de control sobre un qubit transmon, pode-
mos hacer un desdoblamiento de Autler-Townes en los niveles excitados del
transmon, y generar así generar la EIT, que regula en última instancia el
puerto por el que el router dirige al fotón. Este modelo se puede concate-
nar en un router multipuerto que dirigiría fotones por distintos puertos de
una red cuántica, en tiempos de operación de pocos nanosegundos. Final-
mente abordamos en esta Tesis un problema abierto en circuit QED, como es
la detección de fotones propagantes. Proponemos un fotodetector que per-
mite alcanzar una eficiencia teórica de detección del 100%, rompiendo un
límite fundamental en teoría de detección con un solo qubit. El modelo es
escalable a más qubits, lo que hace de él una propuesta realista en posibles
experimentos.
Creemos que los resultados presentados en esta Tesis sientan las bases del
control de interacciones en régimen de acoplo fuerte y ultrafuerte dentro del
campo de circuit QED. A su vez, estos trabajos arrojan luz sobre las posi-
bles aplicaciones que este régimen tiene en las ciencias de la información y
computaciones cuánticas.
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Quantum information science (QIS) [NC00] is an emerging and multidisci-
plinary field whose ultimate goal is to take advantage of quantum phenom-
ena, such as superposition and entanglement, in order to improve the in-
formation storage, commmunication and computation. Among all the dis-
ciplines spanned by QIS, quantum computing [Deu85] and quantum simu-
lations [Fey82, Llo96, BN09] have attracted a great deal of attention, as they
aim to solve problems which are nowadays impossible to access with classi-
cal computers [Sho97, AL97]. There exist several proposals for implement-
ing both quantum computers and quantum simulators, all of them based on
different physical systems. Trapped ions [CZ95, FSG+08], ultracold atoms
[JZ05], NMR systems [VC05], quantum dots [BKKY08] or superconducting
circuits [HTK12] are some examples of quantum simulators. Indeed, super-
conducting circuits [CW08] are particularly suitable for implementing those
devices, since they posess strong interactions, it is straightforward to scale
them up, and are easily controllable.
In particular, superconducting circuits made out of linear elements behave
as microwave photons, whereas if one adds non-linear elements to the circuit,
such as Josephson junctions, superconducting circuits behave as two-level
systems, or artificial atoms. These artificial atoms interact with the photons in
the same way that real atoms and photons do, i.e., ruled by the laws of quan-
tum electrodynamics, giving rise to the field known as circuit quantum elec-
trodynamics or circuit QED. Circuit QED [BHW+04] studies the light-matter
interaction in a one-dimensional chip. As we will see in this Thesis, this one-
dimensional nature makes of circuit QED an advantageous platform for de-
veloping quantum computers and quantum simulators, since the interaction
between light and matter happens in a much more efficient way. In particu-
lar, it is possible to reach an interaction regime where the coupling strength
“g′′ is comparable to the bare energies of superconducting qubits ωq, and mi-
crowave photons ωk. Under this condition, light and matter interact in the so-
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called ultrastrong coupling regime [BGA+09, NDH+10, FLM+10], unachievable
in an optical system. In this rather unexplored regime, one can tailor strong
photon-photon interactions [HBP06, PZW+12], generate strong correlations
between light and matter [CRL+10, NC10b], or study the Kondo physics in
the spin-boson model [LH12]. Along the lines of quantum technologies, the
ultrastrong coupling regime has found application in the development of ul-
trafast quantum gates [RBW+12] and quantum memories [SPdRMM12] for
quantum computing in circuit QED [NC11]. For all these reasons, circuit
QED has become a unique platform for studying new regimes of interaction,
as well as a strong candidate to be the first system that implements a quantum
computer.
This Thesis is devoted to the study of light-matter interaction in a quan-
tum circuit, and how we can control their interaction in the ultrastrong regime.
In addittion to this, we propose different designs that allows for a switchable
coupling, both statically and dynamically, and we show their potential appli-
cation for quantum information science. The Thesis is written in the “article
format”, where the original publications that this Thesis has produced are
presented after a brief summary and discussion of their main results. Our
results can be dividied into two different approaches, namely
• Control of the interaction between photons and qubits, either confined
in a resonator or an open line, via an engineered switchable coupling
“g”.
• Control of propagating microwave photons moving in an open trans-
mission line, by means of the scattering properties with an artificial
atom.
In the first part of this Thesis, we will show how we can dynamically
control the coupling “g” between qubits and microwave photons through su-
perconducting quantum interference devices (SQUID’s), connecting and dis-
connecting the interaction in times that are on the nanosecond scale. The
designs proposed in this Thesis can be used as quantum switches that allow
for the implementation of ultrafast quantum gates, the generation of single
photons on demand, as well as the simulation of relativistic quantum infor-
mation problems, such as the extraction of quantum entanglement from the
vacuum. These designs not only allow for a complete switch of the light-
matter interaction, but also for coherent rotations of it, going from transverse
to longitudinal interactions. Besides these applications, mostly focused in the
development of quantum gates for quantum computing, our designs allow
for the simulation of Kerr-type nonlinear media, and the generation of entan-
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gled pair of photons. Moreover, we propose different setups of coupled su-
perconducting resonators whose interaction can be dynamically controlled by
means of SQUID’s. Using this devices, we it becomes possible to study and
quantum simulate diverse interesting models in condensed matter physics,
such as families of Bose-Hubbard models.
In the second part of the Thesis, we adopt a different approach for con-
trolling the coupling. Motivated by the recent experiments which shows that
light and matter can interact strongly even in the absence of confining cavi-
ties, we study the control of propagating photons in an open tranmission line
through their scattering upon artificial atoms. We observe that the scattering
of propagating photons by a two-level system results in a perfect reflection of
the photon. By contrast, the photon scattering by a three-level artificial atom
can result in perfect transmission of the photon. Hence, by controlling the
internal structure of the artificial atom, we can control whether the photons
are reflected or transmitted at will. We propose a practical application to ad-
dress photons to different channels of a quantum network. Finally, we study
the photodetection problem of propagating microwaves in circuit QED. Given
the low cross section of microwave photons, it has not been possible to design
efficient single-photon detectors without introducing noise the detection pro-
cess. Based on the scattering theory, we propose a simple design with a single
phase qubit placed in a semi-infinite transmission line that works as a perfect
absorber of the microwave photon. Below we present the most outstanding
results derived from this Thesis.
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Summary and discussion of results
Switchable ultrastrong coupling in circuit QED
The large dipole moments of artificial atoms combined with the strong vac-
uum fields attainable in superconducting resonators have made possible the
achievement of the strong and ultrastrong coupling regimes in circuit QED
[BHW+04, WSB+04, BGA+09, FLM+10, NDH+10]. In this latter regime,
the coupling “g” is comparable to the qubit and photon frequencies (g '
ω0,Ω), and the celebrated Jaynes-Cummings model does not properly de-
scribe the dynamics of the system, opening the door to a wide variety of
studies around the rather unexplored physics beyond the rotating wave ap-
proximation. However, the ultrastrong coupling is not tunable. Only in the
case of a qubit confined in a resonator, the coupling might be adjusted by
detuning the qubit from the cavity, but at the price of moving the qubit away
from its symmetry point, with the subsequent reduction of qubit lifetime.
For a qubit placed in an open transmission line this argument is not even
valid, since the qubit is coupled to a continuum of field modes, regardless it
is detuned or not.
Both problems can be solved at once by adding superconducting couplers
such as SQUID’s, galvanically coupled to the standard circuit QED architec-
ture. A profound description of an ultrastrong tunable interaction has been
one of the central results of this Thesis, whose main results can be summa-
rized in the following points:
• We propose a tunable coupling design, consisting of two superconduct-
ing loops galvanically coupled to a transmission line. By controlling
the external magnetic flux threading both loops, we can rotate the light-
matter interaction basis, going from transversal interactions of the form
Hint = gxσx(a + a†) to longitudinal Hamiltonians Hint = gzσz(a + a†).
This rotation can be performed in times that are within the subnanosec-
ond scale, while preserving the ultrastrong nature of the interaction.
• By means of an additional loo, we propose a more versatile design that
allows us to switch on and off different orders of the interaction Hamilto-
nian. Thus, it becomes possible to enhance the relevance of non-linear
contributions of the form Hint = g
(2)
x σx(a + a†)2, by switching off only
the light-matter interaction at first order.
• Finally, we present a device that could disconnect all the couplings at a
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time, both linear, non-linear and possible spurious couplings that might
arise from capacitive channels.
We envision numerous applications for all these proposals. The immediate
one would concern the field of Quantum Information Processing, with the
creation of ultrafast quantum gates [RBW+12] between two arbitrary pair of
qubits in a row coupled to a transmission line. The second application would
be the qubit protection from decoherence. By switching off all the couplings
we can isolate the qubit from the environment [GHB11]. Moreover, this can be
used for measuring the qubit once its ultrafast dynamics is frozen. Another
application is the generation of propagating single-photons (two-photons) on
demand. This is accomplished by the following protocol: we prepare the
qubit in its ground state. We drive the qubit the qubit to the excited state,
and immediately connect an ultrastrong linear (nonlinear) interaction to the
line, as described above. The qubit finally decays by emitting a propagating
single-photon (two-photons). Lastly, a tunable coupling with propagating
photons can be of paramount importance in the field of relativistic quantum
information. With these designs, it becomes possible to measure the light-
cone of photons, as well as the propagation of quantum correlations between
qubits in a common transmission line.
Application to Relativistic Quantum Information
In the second work of this Thesis, we exploit the fascinating properties of
ultrastrong coupling in circuit QED and the aforementioned switchability, to
propose a realistic experiment that would permit for the extraction of past-
future quantum correlations from the quantum vacuum to a pair of supercon-
ducting qubits. The extraction protocol is the following: two superconducting
flux qubits P (for the past) and F (for the future), are interact with the vacuum
field of an open transmission line at different times. By means of the switch-
able device presented before, we connect an ultrastrong interaction between
the qubit P and the field for a time Ton, while keeping the qubit F discon-
nected. After this time, we switch off the coupling for a time Toff. Finally, we
switch on the interaction of the qubit F with the field for a time Ton, while
keeping P disconnected. After this protocol, the system ends up in a highly
correlated state. We study this correlations as a function of different parame-
ters, such as the distance between qubits d, and the interaction times Ton and
Toff. The main results of this work are:
• When the distance between qubits d is much smaller than the typical
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wavelength of the qubit energy gap λ, we observe that the qubits are
entangled outside their mutual light cone; even when the exchange of
real photons is not allowed, qubits P and F exhibit strong quantum
correlations. This is due to the extraction of entanglement from the
vacuum state |0〉.
• As the distance d increases, past-future quantum correlations vanish.
However, we observe a high degree of entanglement concentrated in
the vicinity of the light-cone, even in the absence of projective mea-
surements. This non-trivial correlations can only be explained by the
one dimensional nature of circuit QED, which allows for a much more
efficient interaction.
• We discuss the possibility of using our setup for developing quantum
teleportation in time. Moreover, we show that this teleportation protocol
can be seen as a rudimentary quantum memory, where the state of a
qubit P′ is codified in the vacuum for a time Toff, and recovered in the
future.
In summary, taking advantage of switchable ultrastrong interactions, we
propose a doable circuit QED experiment to test the extraction of quantum
correlations between different times contained in the vacuum of a quantum
field. We have shown in particular that sizable past-future vacuum correla-
tions can be transferred to a pair of qubits P and F, which only interact with
the field in the past or the future respectively, and do not coexist at the same
time.
Tunable coupling in arrays of superconducting resonators
Besides studying light-matter intereaction with superconducting circuits, in
this Thesis we focus on circuit QED as a playground for testing the many-
body dynamics of low-dimensional quantum systems. In particular, we ex-
tend these models to scenarios with tunable coupling, by coupling supercon-
ducting resonators. This allows us for the generation of multi-photon interac-
tions, that find application in many different fields, such as Quantum Optics
or Condensed matter physics. The main results derived from our research
are:
• We derive a microscopic model of geometrically coupled superconduct-
ing resonators. We show that the resonators are always coupled, re-
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gardless their geomertric layout. In particular, the Hamiltonian of the
resonators is that of a beam-splitter interaction
• Based once again on simple devices such as SQUID’s, we propose a
tunable coupling design between superconducting resonators. The cou-
pling relies on the flux quantization over the SQUID loop, that merges
the photon operators of different resonators ∆ψ1, ∆ψ2 in a linear or
non-linear way, depending on the value of the external flux threading
the SQUID Φ. Applying a proper external constant magnetic flux, we
can cancel the geometric coupling between the resonators.
• Alternatively to the full decoupling, one can strongly couple the res-
onators. In particular, due to the galvanic nature of the interaction, this
coupling can be brought to the ultrastong regime.
• We study non-linear corrections to the resonator-resonator coupling
produced by qubits or Josephson junctions, giving rise to an on-site
interaction on each resonator. With this, we have all the ingredients
to study condensed matter models, such as the Bose-Hubbard model
[LH10, LDM+12], or spin-like systems. Along these lines, the speed on
tuning of the coupling constant plays a fundamental role: in particu-
lar, if it changes in an adiabatic way, we can study dynamical quantum
phase transitions of these models, and their critical phases. On the other
hand, if we change it an a fast way, we can perform quantum quenches
and track how correlations propagate in the lattice, and more generally
how the system relaxes.
Apart from constant magnetic fluxes Φ or monotonic variations of the flux,
we consider time-dependent oscillating magnetic fields through the SQUID’s.
This yields an incredibly large number of applications, being the most rele-
vant the following ones:
• Feeding the SQUID with a two-tone driving, we can create the blue
and the red sideband between the resonators. This makes possible the
simulation of tunable beam splitters (with the red sideband), or the fre-
quency conversion of photons and generation of squeezed states (with
the blue sideband)
• By controlling the phase of each tone of the driving, we can generate
terms of the form H = g1eiθ1 a†1a2 + g2e
iθ2 a†1a
†
2H.c. in 2D lattices, where
the photons hop around closed plaquettes acquiring a non-trivial phase,
which simulates the dynamics of gauge fields.
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Summing up, we have presented the tunability of coupled superconducting
resonators via galvanic coupling with SQUID’s. We show that it is possible
to go from ultrastrong coupling, to perfect decoupling. Moreover, we pro-
pose arbitrary linear and nonlinear couplings in arrays of resonators, as well
as countless applications to the fields of microwave quantum optics and con-
densed matter physics. We envision that all these proposals can be realized in
the near future. In particular, in the next work we present a first experiment
on coupled resonators, which is a proof-of-principle towards multiresonator
experiments.
Ultrafast beam splitters from superconducting resonators:
Beam splitters are ubiquitous devices for quantum computing with photons.
Thanks to these devices, it is possible to engineer one-qubit and two-qubit
KLM gates30 [KLM01] for quantum information processing. In order to per-
form quantum operations before the information is lost by decoherence, it is
convenient that beam splitters operate sufficiently fast. In this work we ex-
perimentally show that this can be done in the framework of circuit QED by
coupling superconducting resonators.
As shown before, the simplest model that yields a beam splitter dynamics
is that of geometrically coupled resonators. Moreover, since the coupling can
reach the ultrastrong regime, they are well suited to perform fast quantum
operations. On the other hand, within this interaction regime, counterrotating
terms become important and can jeopardize the well-functioning of a beam
splitter, via the two-mode squeezer term gTMS. Fortunately, since the beam
splitter term is given by gBS = gi + gc, and the two mode squeezer term is
gTMS = gi − gc31, we can couple the resonators in such a way that gTMS = 0
while maximizing the beam splitter term. Below we show the main results of
this work:
• We look for asymmetric designs that can suppress the effect of the coun-
terrotating terms, by studying the dependence of gi and gc with the
physical coupling positions of the layout.
• We have experimentally validated our model, by analyzing seven sam-
ples with different geometries. We perform spectroscopic measure-
30Knill-Laflamme-Milburn or KLM gates [KLM01], are heralded C-NOT gates for scalable
quantum computation with photons using solely linear devices such as beam splitters, ancil-
lary photons and measurements.
31The terms gi, gc respectively stand for the inductive and capacitive coupling between the
resonators.
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ments in transmission for the coupled resonators, observing asymmetri-
cal splitting of the normal modes w± with respect to the bare resonator
frequencies w0. This is a clear signature of the presence of counterrotat-
ing terms.
• Using a distributed coupling model we obtain the couplings gi and gc
as a function of the geometry of the resonators. Using realistic param-
eters, we obtain that gBS/ω0 ' 20% regardless the geometry design,
whereas gTMS depends lineraly on it, according to the proposed model.
In particular, for the analyzed samples we demonstrated a tunability of
the coupling ratio gTMS/gBS between 16% and 43%.
• By extrapolation of our results, we show that it would be possible to
reach a pure ultrastrong beam-splitter interaction (this is, gBS/ω0 '
20% and gTMS = 0), as well as standard ultrastrong interaction be-
tween resonators in absence of galvanic coupling ( with gBS/ω0 ' 20%,
gTMS/ω0 ' 13%,).
To sum up, we have proposed a fast beam splitter with geometrically cou-
pled resonators. Our results are a proof-of-principle of the viability of ultra-
fast beam splitters for quantum computing and quantum simulations with
photons.
Scattering by an artificial atom
In the second part of the Thesis, we leave aside the control of quantum sys-
tems using switchable couplers, to rather focus on the control of propagating
photons through their scattering on an artificial atom [SF05b, SF05a]. Our
interest stems from the first experiments showing the strong interaction be-
tween light and individual atoms in the absence of confining cavities. The
coherent coupling between the photon and the atoms manifests as a quantum
interference in the scattering process, that can result in a perfect extinction of
the forward propagating wave. This fascinating effect has been observed in
light scattered by individual atoms [WGH+07], but with just a 12% of ex-
tinction in the forward direction. This is because of the frequency mismatch
between incident and scattered waves32, and the extremely challenging task
of addressing individual atoms with lasers.
32Notice that the spontaneously emitted wave by the atom is an spherical wave, while the
incident one is a plane wave.
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By contrast, this frequency mismatch does not occur in circuit QED, where
light-matter interaction takes place in one dimension, which is by far much
more efficient than in 3D. In one dimension, the spontaneous emission by the
artificial atom produces a photon propagating either backwards of forward
in the open line, that is, the emitted photon is a plane wave as the incident
photon. Recent experiments in circuit QED have confirmed the theoretical
predictions with impressive results, showing extinctions of 94% in the trans-
mitted wave [AZA+10]. This brings with it important consequences in the
photon dynamics: as the photon can only propagate forward or backwards,
the overall effect is that the photon has been reflected by the atom.
In this Thesis we will exploit this coherent coupling to control the trans-
port properties of propagating photons in an open transmission line. In par-
ticular, we focus on an in-depth theoretical study of propagating microwaves
in an open transmission line scattering off on a transmon qubit33. For the
transmon qubit working in the two-level approximation, the qubit acts as a
saturable mirror for the incident photons. On the other hand, by driving a
strong coherent field to the second transition of the transmon, the atom be-
comes transparent, yielding to perfect transmission of the incident photons.
The main results of this work are:
• We derive the equations of motion of a transmon qubit coupled to a
semi-infinite transmission line from a fully microscopi viewpoint. These
equations are quantum Langevin equations for the transmon, and an
input-output relation for quantum fields.
• Since Langevin equations are generally not solvable, we derive a mas-
ter equation for the transmon in its Lindblad form. Using the master
equation and the input-output relation, we study the scattering of a co-
herent signal by a transmon qubit in the two-level approximation. The
scattering process is fully determined by the reflection and transmission
coefficients. In particular, for a low-amplitude drive on resonance with
the qubit, we obtain the experimentally observed perfect reflection of
the photon by the atom.
• We consider the scattering problem in the three-level approximation of
the transmon: a coherent probe at the single photon level scatters off
the transmon at the first transition, while a strong control pulse drives
the second transition. For sufficiently strong control pulses, we observe
Electromagnetically Induced Transparency (EIT) [BIH91, AAZ+10], which
33A transmon is a superconducting circuit with three-energy levels in ladder configuration.
Nevertheless, the system is sufficiently anharmonic to behave as a two level system.
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in this case is assisted by the splitting of the second transition –usuall
called Autler-Townes splitting [AT55].
• Finally, we study second order correlations functions g2(τ) for the re-
flected and the transmitted field through the transmon . For low ampli-
tude drives, we observe strong antibunching in the reflected field, and
strong bunching in the transmitted one. The transmon acts as a photon-
number filter, reflecting back to the line the one-photon Fock state |1〉
and transmitting higher multiphoton states [HPL+12]. We include finite
temperature and finite detection bandwidth in the system. This can be
done by adding a single-mode transmission line resonator in resonance
with the transmon, acting as a frequency filter.
Summing up, we have reported on an in-depth study of the scattering
of coherent states on a single transmon, from a microscopic viewpoint. Our
results show that the transmon in the two-level approximation behaves as a
saturable mirror for the incoming photons. On the other hand, a strong con-
trol pulse addressing the second transition of the transmon induces an Autler-
Townes splitting on the excited energy levels, yielding to perfect transmission
at the probe frequency. Our theoretical results are in excellent agreement with
circuit QED experiments. In particular with those we present in the following
work.
Demonstration of a single photon router
The timely one-dimensional photon-transport properties before can be used
to control propagating photons with high precision. This can be of great
interest in the development of photonic quantum networks [OFV09, Kim08],
where quantum nodes have to process and distribute quantum information
(codified in propagating photons) among different quantum channels. The
task of controlling photons turns out to be nontrivial, since photons do not
interact with themselves and hardly do it with real atoms.
In this work, we exploit of the high-efficient scattering in one dimension
to control photons, demonstrating a rudimentary quantum node: the single
photon router. The active element of the router is a transmon qubit strongly
coupled to an open transmission line. By exploiting the phenomenon of elec-
tromagnetically induced transparency (EIT), we manage to route single pho-
tons to different output ports with a 99% efficiency. Below we summarize the
most important results:
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• We have experimentally observed perfect reflection on the scattering of
a coherent field at the single photon level (N  1) with the transmon
qubit in the two-level approximation. On the other hand, at high drive
powers (N  1) we observe perfect tranmission of photons, as a clear
signature of the non-linear nature of the transmon, which can only re-
flect one photon at a time.
• By sending a second coherent drive on resonance with the 1-2 transition
of the transmon, we observe the third level of the transmon qubit, which
can be used to induce EIT in the system. Moreover, we take advantage
of this phenomenon to build up a single-photon router, whose working
principle is the following: A weak incoming probe at the single photon
level Np  1 scatters the qubit at the ω01 frequency. A second strong
control pulse (Nc  1) at the ω12 frequency is alternatively switched on
and off. When the control is turned off, the photons at the probe fre-
quency are reflected by atom, and are routed to one output port (let’s
call it port 1) through a circulator34. On the other hand, when the con-
trol is on, EIT occurs in the transmon and the photons at the probe
frequency are perfectly transmitted to a different output port 2.
• We measure the router efficiency, reaching a 99% on-off ratio both in
the reflected and transmitted signal. We check this router efficiency
for incoming ultrashort gaussian pulses, observing a high on-off ration
up to 10 nanoseconds. The time operation can be further improved to
the subnanosecond scale, by reducing the pure dephasing rate of the
transmon.
It is worth pointing out that the router can be multiplexed to distribute
photons to many channels. This is achieved by putting the transmon in series
along the transmission line, separated by circulators.
In summary, we demonstrate the operation principle of a rudimentary
quantum node in the microwave regime, which allows us to route single pho-
tons by different ports of a network, with high speed and efficiency. Com-
bined with the undeniably better telecom technology for distributing pho-
tons over large distances, our setup can pave the way for future quantum
networks. In particular, we envision the realization of a quantum interface
between micro- and telecom wavelengths as the ultimate goal for developing
hybrid quantum networks.
34A circulator is a passive three-port device, designed in such a way that light entering any
port exits from the next, in a direction fixed by an external magnetic field.
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Application to single-photon detection
We finish this Thesis by addressing an open problem in circuit QED: the de-
tection of propagating microwave photons. In contrast to thes optical domain,
where photons are straightforwardly detected, the low cross-section between
light and matter in the microwave regime makes of photodetection a chal-
lenging task. For this reason, we point at the microwave single-photon de-
tector as the ultimate goal in circuit QED for developing all-optical quantum
information processing. There are promising proposals for microwave pho-
todetection that rely on the scattering of microwaves on absorbing elements,
such as phase qubits35 [RGRS09a]. However, these proposals face a funda-
mental limit in the detection efficiency when trying to detect with a single
absorber36 [RGRS09b].
In this work we outperform this fundamental thresholdt, by proposing a
single-shot single-photon detector that successfully achieves 100% efficiency,
using only one absorber –which will be a phase qubit as well. The main results
of this work can be summarized in the following points:
• Our photodetector proposal consists of a phase qubit placed at a dis-
tance L from the end of a semi-infinite transmission line, which acts
as a highly reflecting mirror. We solve the scattering problem for this
model: a photon coming from the left interacts with the qubit. We solve
the Schrödinger equation in the limit where L  λ, where λ is the
wavelength associated with the phase qubit energy gap.
• By controlling the various parameters of our system, such as the dis-
tance L, the coupling V to the line, and the decay rate Γ to the metastable
state |g〉, we can control the reflection and transmission coefficients. In
particular, we can confine the propagating photon in the pseudo-cavity
defined by the qubit and the mirror (which corresponds to r = 0).
• We observe the full extintion of the photon in the pseudo-cavity as the
time passes by, due to the full absorption of the photon by the phase
qubit. Defining the detection efficiency as the fraction of the wavepacket
that has been neither reflected by the qubit, nor stored in the pseudocav-
ity, we conclude that a propagating photon has been perfectly detected
35A phase qubit is a superconducting qubit that possesses two internal states |0〉 and |1〉,
and a large decay rate Γ from the excited state |1〉 to a metastable state |g〉.
36For a perfect detection with only one qubit, we must reconstruct the time reversed process
of spontaneous emission. Given that the photon approached the qubit either from the left or
the right direction, it only represents half of the process and thus half of the efficiency.
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with an efficiency of 100%, using solely a single absorber in the trans-
mission line.
• We validate these results for different incoming wavepackets, ranging
from Fock states to more realistic situations where the incoming pho-
tons possess Gaussian envelopes. For all the considered cases, we reach
outstanding detection efficiencies, even for slightly detuned photons.
• We consider the case of more than one phase qubit in the transmission
line, separated by a distance d. We study its detection efficiency as a
function of different fluctuating parameters, such as the distance be-
tween absorbers and the detuning between the incoming photon and
the absorbers. We observe that as we put more absorbers in the line, the
detection efficiency becomes robust to highly-detuned incoming photon
and to imperfections in the fabrication process.
• Finally, we propose a theoretical model that predicts the experimental
results of [CHS+11]. This photodetector proposal is in close resem-
blance with our model, but the photon is injected through the mirror,
and trap it in the qubit-mirror pseudocavity. Our theory predicts a 90%
detection efficiency, with an asymptotic limit of 100% efficiency in the
limit Γ→ 0. This result can be easily interpreted as follows: for a perfect
detection, we need the absorber to behave as a perfect mirror, yielding
the condition Γ → 0. But at the same time, the detection time diverges
as 1/Γ, so this scheme would only yield to a perfect detection at infinite
time.
With this minimal model, we manage to reach a perfect 100% efficiency of a
propagating photon in a single-shot, improving the fundamental limit of 50%
efficiency with only one absorber: due to the presence of the mirror in our
setup, we are able to reconstruct the time reversed process of spontaneous
emission.
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General conclusions
Throughout this Thesis we have thoroughly studied the control of super-
conducting quantum circuits, within the framework of circuit QED. Super-
conducting circuits are mesoscopic solid-state devices that are cooled down
to cryogenic temperatures, and which behave quantum mechanically. More
precisely, this quantum behavior is manifested in the form of microwave pho-
tons and localized quantum systems of a few energy levels such as qubits and
qutrits. We have studied the interaction between these quantum systems,
and how the control of their interactions yields different applications of great
interest in the fields of quantum optics, quantum simulation and quantum
computing, and even in relativistic quantum information.
In the first part of the Thesis, we have focused on the control of ultrastrong
interactions between superconducting circuits, by means of coupling devices
such as SQUID’s. Firstly, we have proposed several designs that allows for a
tunable interaction between light-matter in the ultrastrong regime, either in
a resonator or in an open transmission line. We demonstrate that the cou-
pling can not only be tuned in strength but also in kind. We suggest several
applications, as the development of ultrafast two-qubit gates for quantum
computing, qubit protection from the environment, or simulation of nonlin-
ear media. Particularly interesting has been its application to the field of
relativistic quantum information, where we propose a protocol for extracting
past-future quantum correlations from the vacuum field to a pair of supercon-
ducting qubits. Moreover, we propose an exotic quantum memory that codi-
fies quantum information in the vacuum, based on quantum teleportation in
time. Aside from tunable interactions in light-matter setups, we demonstrate
this tunability in scalable networks of superconducting resonators. Our pro-
posals find applications in the following fields: i)quantum optics with the
development of tunable beam splitters and squeezed states, ii) condensed
matter for testing quantum phase transitions and critical phases, and entan-
glement dynamics in many-body systems, iii) quantum simulations, with
the development of Bose-Hubbard and spin models, and the simulation of
gauge potentials. Our theoretical results have inspired several experiments
implementing resonator-resonator interactions. In particular, in this Thesis
we present the development of an ultrafast beam splitter that can swap pho-
tons between the resonators in a few nanoseconds.
In the second part of this Thesis, we explore how to control propagat-
ing microwave photons through their scattering on superconducting qubits.
We theoretically analyze the coherent interaction between a propagating field
and a transmon qubit from a microscopic viewpoint. For the transmon in the
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two-level approximation we observe perfect reflection of the incoming field,
whereas in the three-level approach we observe perfect transmission assisted
by EIT. We combine both features to demonstate a redimentary quantum
node: a single photon router that can distribute photons to different output
ports of a transmission line or quantum network, with high speed and effi-
ciency. The detection of these propagating photons still remains as an open
problem in circuit QED. In this Thesis we contribute to this problem with
the proposal of a perfect single-photon detector. Our proposal relies on the
scattering of propagating photons on a single phase qubit facing a single-end
open transmission line. The proposed model shows a theoretical 100% detec-
tion efficiency in a finite time, and robustness to detuned incoming photons
and small fluctuations in the system parameters.
This Thesis provides a countless number of designs that allows for a full
control of interactions in the framework of circuit QED, particularly in the
rather unexplored ultrastrong regime. Our designs would allow for fasci-
nating applications in a wide range of disciplines of physics, which we do
believe will pave the way for the forthcoming quantum technologies.
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