Abstract-Our main aim is to extract multiple rules from log files in the computer systems, to detect various levels of errors, and to inform these errors or configuration mistakes to the system administrators automatically, in order to manage them without expert knowledge. To satisfy this aim, we performed an extraction experiment from the log files of a system using Automatically Defined Groups (ADG), which is based on Genetic Programming. Moreover, we focused on "System State Pattern" related to the difference between normal daily state and abnormal state that some errors occur in the system.
I. INTRODUCTION
Recently, computer systems have increased in size, as the price of computers and many kinds of network devices such as router and switching hub has been more inexpensive, and the computer systems have become widespread. With this increase of them connecting with Local Area Network (LAN), many services related to the LAN, name resolution service with Domain Name System (DNS), authentication service, http service, and so on, have been offered for the system users. The administration of the systems including the LAN, therefore, have become more complex and difficult to get all kinds of expert knowledge of the systems and the services, to monitor the state of them, and to detect some errors which occur on them.
Several studies have been made to automatically analyze system log files in order to decrease such administrators' duty (cf. [1[2] [3] ). However, the main purpose of these studies was to diagnose the problem of the systems, focusing of only one service (http), file (/var/log/messages), or protocol (Simple Network Management Protocol: SNMP), based on some expert knowledge that the researchers manually analyzed in detail. Certainly, this purpose is useful, but the real purpose Y. KUROSAWA, A. HARA, and T. ICHIMURA are with Fac- ulty of Informnation Sciences, Hiroshima City University, 3-4-1, Ozukahigashi, Asaminami-ku, Hiroshima, Japan {kurosawa, ahara, ichimura}@its.hiroshima-cu.ac.jp Y. KAWANO is with ITProducts, Co. Ltd., Hiroshima City Industrial Promotion Center, 1-21-35, Kusatsu-shinmachi, Nishi-ku, Hiroshima, Japan kawanoAitproducts.jp of the administrators is not to focus on only one service but to manage all their systems including many personal computers (PC), devices, and services on the PCs and devices. For this purpose, we need an appropriate approach to deal with various services and so on simultaneously.
Moreover, we confront with a lack of administrators as many people also make use of several Operating Systems (OS). In terrible case, an unfamiliar user is appointed as an administrator; such administrator does not have adequate expert knowledge to manage the systems. Even skilled administrators who have adequate knowledge may not be able to deal with new systems or services, which may output different messages. They are just non-skilled administrators for the new systems. It is difficult for the administrators to analyze such log files and diagnose the systems from the result of the analysis. Therefore, we should analyze the file and diagnose the systems without expert knowledge related to the messages. Based on this background, we would like to develop a diagnostic system by adopting machine learning method and extracting rules to detect errors for any unfamiliar administrators to be able to manage the systems.
For this reason, we adopt an Automatically Defined Groups (ADG) based on Genetic Programming (GP) as machine leaning method [4] [5] [6] . This method is effective for the findings of hidden structures from data: data mining. For example, the method is adopted to extracting rules from databases such as stock market price [4] and medical database [5] [6] . Therefore, we adopt the method because we consider it is capable of handling various types of data and must be effective for extracting error detection rules in the purpose of this paper.
II. DESCRIPTIONS OF SYSTEM LOG AND ITS ANALYSIS
We do not simply deal with system log files because there are various format types. In this section, we show some of them, focusing on how different files exist.
A. Description of System Log Files RFC3164 proposed a syslog protocol [7] . According to this document, system log files describe messages generated by certain events on various types of sender such as computer, device, and service. No concrete detail is described as this definition mentions. Thus, actual descriptions as well as the definition of logs include many disaccord details in the log files. Fig.1 shows four valid sample logs described in the form of RFC 3164. Each priority part (PRI) is deleted in these samples. Fig.3 .
By comparing these samples, they are alike each other except last two fields. Therefore, we can process these samples in the same way, except the different fields. However, because the fields are newly added to the former sample, we can not process them in exactly the same way. Such addition to log format was seen in many log files for the reason that the log file allows us to add new fields and adopt the valuable number of fields.
The third category is an example of Extended Log File Format proposed by W3C [8] . It obviously differs from previous samples. It looks quite simple in this case but this format is not simple in fact because some new description fields may be freely added as mentioned above.
Log files have no unified format to describe some events and various explanations. Of course, we may automatically analyze even these types of format by making use of detailed and appropriate knowledge related to the log files. However, such ambiguous format must make administrators difficult to maintain the systems in case of lack of appropriate knowledge. In next section, we will discuss this difficulty in detail. When an administrator checks his/her systems whether they work well or not, he/she may confront three kinds of problems at least in the following.
1) Lack of Knowledge on System: His/her first difficulty is the problem that he/she can not understand what describes in the log files on his/her system. For example, the following letter string "127.0.0.1" is an IP address, and means "localhost." However, this understanding depends on whether he/she has knowledge about network.
Moreover, the following string "192.168.1.23" is also an IP address. What does it mean? If administrators know UNIX commands, they can test it; Execute "ifconfig" command on the system, and see the IP address of the system. It can also be easily tested using UNIX command such as "nslookup" or "dig," "hostname," and so on. Therefore, we can give some sort of tags <IP> which means IP address and <HOSTNAME> which means name of the system.
On the other hand, let us consider the following digit sequence "200" or "2326" shown in Fig.3 . What is the digit sequence? It can not be hypothesized and tested. To understand such type of message, he/she must precisely read a manual or man page.
2) Enormous Data Size: His/her second difficulty is an enormous data size problem of the log files. He/she may someday become to understand all the messages in the log. However, they do not watch the log all day. Therefore, we need the improvement of readability by translating messages and the extract of rules by making use of machine learning method; this is our main concern.
3) Temporary Lack ofknowledge by Change ofsome kind: Even if he/she can read the log files in the systems with computers' aids, he/she does not everlastingly read them because the systems may be changed. This is his/her third difficulty.
For example, systems are upgraded frequently. Consequently, the log messages output from programs may be changed. When he/she confronts the upgrade situation, he/she temporarily turns into a lack of knowledge.
D. Log Format and Its Analysis
The system administrators are confronted with these problems mentioned above. Such problems should be avoided because they lead to the increase of the administrators' works. Thus, we should also perform a machine learning method without expert knowledge. In next sub-section, we explain a way of preprocessing before performing a necessary learning system. It is very simple procedure based on regular expressions. 1) Regular expressions: Regular expression is a pattern matching description method to search letters, words, or phases. Using this method, we can express simple and efficient patterns that we can found target letters and so on.
Let us compare with two samples (Example 1 and Example 4) in Fig. 1 in terms of the description of date. Although we can see no year description in the former example, we can see a year description, "1990," in the latter. We can not match these description by using only one expression because these strings are different from each other. Therefore, we need to use regular expressions in such case.
For example, a regular expression "'^[0-9]*\sOct\s[0-9]{2}" can deal with both strings of these samples. The expressions ' '[0-9] , '\s', '*', and '{2}' mean "beginning of the string," "from 0 to 9," "white space," "matching 0 or more times," and "matching 2 times," respectively. grouping of agents and the program of each group in the process of evolution. By grouping multiple agents, we can prevent the increases of search space and perform an efficient optimization. Moreover, we can easily analyze the behavior of agents. The acquired group structure is utilized for understanding how many roles are needed and which agents have the same role. That is, the following three points are automatically acquired by using ADG.
. How many groups are required to solve the problem? * Which group does each agent belong to?
. What is the program of each group? A team that consists of all agents is regarded as one GP individual. One GP individual maintains multiple trees, each of which functions as a specialized program for a distinct group as shown in Fig. 4 . We define a group as the set of agents referring to the same tree for the determination of their actions. All agents belonging to the same group use the same program. In this paper, the tree is expressed as the following; (include <EXP> error). This tree means that messages enclosed in a tag <EXP> include a word error'.
Generating an initial population, agents in each GP individual are divided into groups at random. Crossover operations are restricted to corresponding tree pairs. For example, a tree referred to by an agent 1 in a team breeds with a tree referred to by an agent 1 in another team. However, we consider the sets of agents that refer to the trees used for the crossover. The group structure is optimized by dividing or unifying the groups according to the relationship of the sets.
The concrete processes are as follows: We arbitrarily choose an agent for two parental individuals. A tree referred to by the agent in each individual is used for crossover. We use 'T and T' as expressions of these trees, respectively. In each parental individual, we decide a set A(T), the set of agents that refer to the selected tree T. When we perform a crossover operation on trees T and T', there are the following three cases.
(a)
If the relationship of the sets is A(l) = A(T'), the structure of each individual is unchanged. with T', so that the only tree referred to by the agents in A(T) n A(T') can be used for crossover. The individual which maintains T' is unchanged. 
If the relationship of the sets is A(T) 6 A(T')
and A(T) 9 A(T'), the unification of groups takes place in both individuals so that the agents in A(T) U A(T') can refer to an identical tree. We show (type c) in Fig. 5 an example of this crossover. We expect that the search works efficiently and the adequate group structure is acquired by using this method. them are output to log files: "Configuration changed," "Can not access XX," "Access denied," and so on. We consider this is "abnormal state."
2) Normal State : After a while, the configuration of the system is apt to be completed even though a few errors may occur. The decrease of the number of error description in the log files is to be expected. In this condition, various messages not including errors are on the increase: "Successfully booted," "Successfully access ... ," "File was opened," and so on. This state is regard as "normal state."
3) System State Pattern: Moreover, even once the state of the system is normal, we may encounter unfortunate events such as hardware failure, misuse of users, unexpected intrusion, and so on. These events result in temporary abnormal state. Therefore, compared the abnormal state and the normal state, we may find some differences. That is, we can detect errors and capture the reasons why errors occur by focusing on such system state pattern (SSP), which two different states emerge repeatedly. The example of the SSP is shown in Fig. 6 . This approach is based on the heuristics of an idea that error messages, which include important incidents (device failure etc.), will appear in the only abnormal log.
You may consider that we should focus on a keyword, count the number of the keyword, and take the difference of the word frequency into account in order to detect errors. It is certain that we may detect some errors, by comparing with such frequency of the keyword, for example, 'error'.
However, we can not necessarily use this approach in all cases. For instance, all the cases in which the word 'error' emerges does not include any disorders as the following message such as "No errors were found."
By using ADG, we consider that we can detect correct decisions because it is able to learn a rule connecting multiple terms that the word 'error' should not be regarded as error in case of co-occurrence with the word 'no'. When we evaluate the first term, we draw the third word (ex. 'unexpected') from the <EXP> word list. If the <EXP> tag changes to <SORT> tag by mutation, the third argument "3" will point to the third word of the <SORT> word list; it will point to 'information' from the word list (ex. 'error', 'warning', and 'information'). The word lists are different in size. Therefore, if the third argument k exceeds the size n, we use the (k mod n)-th word of the list.
We calculate the fitness f by the following equation, which slightly changes equation (1) 
V. EXPERIMENT
We applied ADG to the actual log message data. Our system flow is shown in Fig. 7 GP functions and terminals are shown in Table I Fig. 9 . Extracted Rules Fig. 8 . Change of the average of the number of groups extracted rules. As a result, 50 agents in the best individual were divided into 16 groups. The best individual detected 372 messages as problem logs from abnormal log files. On the other hand, the best individual detected no messages in normal log files successfully. Fig. 9 shows a part of the acquired rules that correspond to the tree structural programs in the best individual. These rules are arranged according to the number of agents. For example, the second rule means the strings "host.there.ne.jp/A/IN" are included in <EXP> tag. We might not understand the meaning of this description, but actual log messages including this string show the significance of this rule; see the first log message shown in Fig. 10 , and you easily understand an error occurs in the service related to DNS on the system. We examined which rule's output is adopted for the 372 successful data. The counts of adoption of these 16 rules are 152, 72, 13, 40, 3, 32, 10, 9, 4, 2, 16, 9, 3, 3, 3, and 1 times, respectively. That is, the first log including the host "host.there.nejp" in Fig.10 found 72 times in the only abnormal logs. The rule with more agents tends to have a higher adopted frequency.
VI. CONCLUSIONS AND FUTURE WORKS
We proposed a new method using ADG for the purpose of the extraction of multiple rules to detect errors on computer systems, by focusing on the SSP of them without any unsupervised information. In this method, the clustering of data and rule extraction in each cluster are performed simultaneously. We found 16 rules related to errors that occurred on the system and showed the effectiveness of this method by the application to log files. Grouping of agents and assignment of data to each group were automatically optimized by evolutionary computation. However, we consider the optimization of this method is not sufficient because the number of tags (25) is relatively large and the number of terminals (774 words) is considerably large. Thus, the optimization such as the decrease of the number of tags and terminals is planned for future work.
In addition, we did not apply any natural language processing, e.g., morphological analysis, to log files in this paper. However, the files include various messages written by natural language, especially Japanese, as shown in Fig. 1 and Fig. 2 . Thus, we will adopt natural language processing techniques (i.e. [10] [11]) as preprocessing, and apply to GP.
