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Abstract
Let p ∈ U, αp(z) := p−z1−pz (z ∈ U) and let Cαp : H 2 → H 2 be the composition operator
induced by the conformal automorphism αp . In this paper we show that the closure of the
numerical range of Cαp ,W(Cαp ), is an ellipse with foci at ±1 and major axis 2√1−|p|2 .
© 2005 Elsevier Inc. All rights reserved.
AMS classification: 47B38; 47A12
Keywords: Numerical range; Conformal automorphism; Composition operator; Hardy space
1. Introduction
Let U denote the open unit disc in the complex plane, and the Hardy space
H 2 is the set of all functions f (z) =∑∞n=0 f̂ (n)zn holomorphic in U such that∑∞
n=0 |f̂ (n)|2 < ∞, with f̂ (n) denoting the nth Taylor coefficient of f . The inner
product inducing the norm of H 2 is given by < f, g >:=∑∞n=0 f̂ (n)ĝ(n). The inner
product of two functions f and g in H 2 may also be computed by integration:
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〈f, g〉 = 1
2π i
∫
U
f (z)g(z)
dz
z
,
where U is positively oriented and f and g are defined a.e. on U via radial limits.
Each holomorphic selfmap ϕ of U induces on H 2 a composition operator Cϕ
defined by the equationCϕf = f ◦ ϕ(f ∈ H 2). A consequence of a famous theorem
of Littlewood [8] asserts that Cϕ is a bounded operator (see also [11,4]).
Let A be a (bounded linear) operator on a complex Hilbert space H. The numer-
ical range of A is the set
W(A) := {〈Ax, x〉 : x ∈H, ‖x‖ = 1}
in the complex plane, where 〈., .〉 denotes the inner product in H. In other words,
W(A) is the image of the unit sphere {x ∈H : ‖x‖ = 1} of H under the (bounded)
quadratic form x → 〈Ax, x〉.
Let θ ∈ (0, π2 ) and let Sθ denote the closed sector
Sθ := {0}
⋃
{z ∈ C : |Arg z|  θ},
in the right complex half-plane. A linear operator A in H is called sectorial with
vertex γ and half-angle θ if the numerical range W(A− γ I) is contained in Sθ .
Some properties of the numerical range follow easily from the definition. For one
thing, the numerical range is unchanged under the unitary equivalence of operators:
W(A) = W(U∗AU) for any unitary U . It also behaves nicely under the operation
of taking the adjoint of an operator: W(A∗) = {z : z ∈ W(A)}. One of the most fun-
damental properties of the numerical range is its convexity, stated by the famous
Toeplitz–Hausdorff Theorem (see [5,7]). Another important property of W(A) is
that its closure contains the spectrum of the operator. W(A) is a connected set and,
in the finite dimensional case, is compact.
In [9] Matache determined the shapes W(Cφ) in the case when the symbol of the
composition operator the inducing functions are monomials or inner functions fixing
0. Also he gave some properties of the numerical range of composition operators
in some cases. He also showed that if ϕ = a, 0 < |a| < 1, then W(Cϕ) is a closed
elliptical disk whose boundary is the ellipse of foci 0 and 1, having horizontal axis of
length 1√
1−|a|2 . The numerical ranges of some compact composition operators are
also presented.
In [2] the shapes of the numerical range for composition operators induced on H 2
by some conformal automorphisms of the unit disc specially parabolic and hyper-
bolic are investigated. The authors proved, among other things, the following results:
(1) If ϕ is a conformal automorphism of U is either parabolic or hyperbolic then
W(Cϕ) is a disc centered at the origin; moreover this disc is contained in
We(Cϕ).
(2) If ϕ is a hyperbolic automorphism of U with antipodal fixed points and it is
conformally conjugate to a positive dilation z → rz (0 < r < 1) then W(Cϕ)
is the open disc of radius 1/
√
r centered at the origin.
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(3) If ϕ is elliptic and conformally conjugate to a rotation z → ωz (|ω| = 1) and
ω is not a root of unity then W(Cϕ) is a disc centered at the origin.
(4) If T /= I is an operator on the Hilbert space H with T 2 = I then W(T ) is a
(possibly degenerate) elliptical disc with foci at ±1. In particular, it is not a
circular disc.
(5) If ϕ is an elliptic automorphism of U with multiplier −1, then W(Cϕ) is a
(possibly degenerate) ellipse with foci ±1. The degenerate case occurs if and
only if ϕ(0) = 0, in which case ϕ(z) ≡ −z.
In [3] the authors proved that the numerical range of any composition opera-
tor, except for the identity, contains the origin in its closure. Using this as motiva-
tion, they focus on when 0 ∈ W(Cϕ). The authors developed methods that produce
complete answers to this and related questions for maps ϕ that fix a point p in U.
They showed in this case that 0 /∈ W(Cϕ) if and only if there is an r ∈ (0, 1] such
that |p|  √r and ϕ(z) = αp(rαp(z)), where αp(z) = (p − z)/(1 − pz). Further,
for such a map ϕ they proved that Cϕ is sectorial if |p| < √r but not when |p| = √r .
In this paper we completely determine the shape of W(Cαp), where p ∈ U and
αp(z) := p − z1 − pz (z ∈ U).
2. Notations and preliminaries
2.1. Hardy space
As we mentioned in the Introduction, each holomorphic selfmap ϕ of U in-
duces on H 2 a bounded composition operator Cϕ defined by the equation Cϕf =
f ◦ ϕ(f ∈ H 2). In fact (see [4])√
1
1 − |ϕ(0)|2  ‖Cϕ‖ 
√
1 + |ϕ(0)|
1 − |ϕ(0)| .
In the case ϕ(0) /= 0, Shapiro [12] has shown that the second inequality changes to
equality if and only if ϕ is an inner function.
With each point λ ∈ U we associate the reproducing kernel
Kλ(z) = 11 − λz =
∞∑
n=0
λ
n
zn (z ∈ U).
Each kernel function Kλ is holomorphic in a neighborhood of U and hence belongs
to H 2. Moreover for each λ ∈ U and f ∈ H 2, 〈f,Kλ〉 = f (λ).
Throughout this paper, we write kλ to denote the normalized kernel function
kλ(z) := Kλ(z)‖Kλ‖ =
√
1 − |λ|2
1 − λz .
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2.2. Conformal automorphism
A conformal automorphism is a univalent holomorphic mapping of U onto itself.
Each such map is linear fractional, and can be represented as a product w · αp, where
αp(z) := p − z1 − pz (z ∈ U)
for some fixed p ∈ U and w ∈ U (see [10]).
The map αp interchanges the point p and the origin and it is a self-inverse auto-
morphism of U.
Each conformal automorphism is a bijection map from the sphere C⋃{∞} to
itself with two fixed points (counting multiplicity). An automorphism is called:
• elliptic if it has one fixed point in the disc and one outside the closed disc,
• hyperbolic if it has two distinct fixed point on the boundary U, and
• parabolic if there is one fixed point of multiplicity 2 on the boundary U.
For r ∈ U, an r-dilation is a map of the form δr (z) = rz. We call r the dilation
parameter of δr and in the case that r > 0, δr is called positive dilation. A confor-
mal r-dilation is a map that is conformally conjugate to an r-dilation, i.e., a map
ϕ = α−1 ◦ δr ◦ α, where r ∈ U and α is a conformal automorphism of U.
A straightforward calculation shows that every elliptic automorphism ϕ of U must
have the form
ϕ = αp ◦ ρw ◦ αp
for some p ∈ U and some w ∈ U, and ρw is the rotation defined by ρw(z) ≡ wz.
Let Cαp : H 2 → H 2 be the composition operator which induced by the confor-
mal automorphism αp. It is well known (see [1]) that
‖C∗αp (kλ)‖2 =
1 − |λ|2
1 − |αp(λ)|2 (1)
and
‖Cαp(kλ)‖2 =
1 + |p|2 + 2 Re
(
p
λ−p
1−λp
)
1 − |p|2 . (2)
2.3. Numerical range
Let A be a (bounded linear) operator on a complex Hilbert space H. The numer-
ical range of A is the set
W(A) := {〈Ax, x〉 : x ∈H, ‖x‖ = 1}
in the complex plane, where 〈., .〉 denotes the inner product in H. In other words,
W(A) is the image of the unit sphere {x ∈H : ‖x‖ = 1} of H under the (bounded)
quadratic form x → 〈Ax, x〉.
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Some basic properties of the numerical range are (see [5]):
• W(A) is invariant under unitary similarity, i.e., W(A) = W(U∗AU) if U is a
unitary operator,
• W(A) lies in the closed disc of radius ‖A‖ centered at the origin,
• W(A) contains all the eigenvalues of A,
• W(A∗) = {z : z ∈ W(A)},
• W(I) = {1}. More generally, if α and β are complex numbers, and A a bounded
operator on H, then W(αA+ βI) = αW(A)+ β.
• If H is finite dimensional then W(A) is compact,
• W(A) is convex,
• If H is finite dimensional and A is normal then W(A) is the convex hull of the
eigenvalues.
In [2] the authors proved the following theorem which is useful in this paper:
Theorem 1. Suppose T /= ±I is an operator on the Hilbert space H with T 2 = I.
Then W(T ) is a (possibly degenerate) elliptical disc with foci at ±1 with semi-major
axis a =
√
β(T )+1
2 , which
β(T ) = 1
2
sup{‖T ∗f ‖2 + ‖Tf ‖2 : f ∈H, ‖f ‖ = 1}.
3. Main results
Let p ∈ U and Cαp be the composition operator induced by αp. Since Cαp /= I
and C2αp = I , by Theorem 1, W(Cαp) is an ellipse with foci at ±1. In this section we
first show that the major-axis of W(Cαp) depends only on |p|. We also find a lower
bound for the semi-major axis and finally we show that the lower bound is actually
an upper bound. Now, we prove the following.
Proposition 2. Let p ∈ U andCαp be the composition operator induced by αp. Then
W(Cαp) = W(Cα|p|).
Proof. Let p = η|p| for some η ∈ U and let ρη be the rotation defined by ρη(z) :=
ηz. It follows easily that αp = ρη ◦ α|p| ◦ ρη−1 and hence Cαp = Cρη−1 ◦ Cα|p| ◦
Cρη . Since V = Cρη is the unitary composition operator induced on H 2 by ρη,
W(Cαp) = W(Cρη−1 ◦ Cα|p| ◦ Cρη) = W(Cα|p|).
Hence we will assume that p is a real number with 0 < p < 1. 
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Theorem 3. Let 0 < p < 1. Then W(Cαp) is an ellipse with foci at ±1 with semi-
major axis a  1√
1−p2 .
Proof. By (1) and (2) For each λ ∈ U,
‖C∗αp (kλ)‖2=
1 − |λ|2
1 − |αp(λ)|2
= |1 − pλ|
2
1 − p2
= 1 + p
2|λ|2 − 2 Re(pλ)
1 − p2
and
‖Cαp(kλ)‖2=
1 + p2 + 2 Re
(
p
λ−p
1−λp
)
1 − p2
=
1 + p2 − 2pRe
(
p−λ
1−λp
)
1 − p2 .
Since
Re(λ)+ Re
(
λ− p
1 − λp
)
=Re
(
λ− λ
1 − λp
)
+ pRe
(
1 − |λ|2
1 − λp
)
= 2p(Im(λ))
2
|1 − pλ|2 + pRe
(
1 − |λ|2
1 − λp
)
= p|1 − pλ|2
[
2(Im(λ))2 + (1 − |λ|2)(1 − pRe(λ|))
]
,
and λ ∈ U we have
‖C∗αp (kλ)‖2 + ‖Cαp(kλ)‖2
= 1
1 − p2 [1 + p
2 + (1 + p2|λ|2)]
− 1
1 − p2
2p
|1 − pλ|2 [2(Im(λ))
2 + (1 − |λ|2)(1 − pRe(λ|))]
 2(1 + p
2)
1 − p2 .
In the previous inequality, equality holds when λ → 1. Therefore
sup{‖C∗αp (kλ)‖2 + ‖Cαp(kλ)‖2 : λ ∈ U} =
2(1 + p2)
1 − p2 .
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By Theorem 3
β(Cαp)=
1
2
sup{‖C∗αp (f )‖2 + ‖Cαp(f )‖2 : f ∈ H 2, ‖f ‖ = 1}
 1
2
sup{‖C∗αp (kλ)‖2 + ‖Cαp(kλ)‖2 : λ ∈ U}
 1 + p
2
1 − p2 .
Hence a =
√
β(Cαp )+1
2 
1√
1−p2 , and the proof is complete. 
Assume that {e0, e1, e2, e3 . . .} is an orthonormal basis for H and Pn be the
orthogonal projection ofH on the linear span of Bn = {e0, e1, e2, . . . , en}. Let Tn =
PnT Pn. It is easy to show that W(Tn) is contained in W(T ) and W(Tn) converges to
the closure of W(T ) in the Hausdorff metric.
Now let 0 < p < 1, α = 1−
√
1−p2
p
and ϕ(z) = p−z1−pz . Then ϕ(α) = α. For each
nonnegative integer n let bn(z) =
√
1−α2
1−αz (
z−α
1−αz )
n be the Guyker basis of the Hardy
space H 2 (see [6] for more detail). By a simple computation, it follows that:
(Cϕbn)(z) = (−1)
n(1 − pz)√
1 − p2 bn(z).
Hence, for nonnegative integers n and m,
〈Cϕbn, bm〉 = (−1)
n√
1 − p2 (〈bn, bm〉 − p〈zbn, bm〉).
In [6] Guyker established that the matrix for Cϕ relative to {bn} is lower triangular
with diagonal entries [1, ϕ′(α), ϕ′(α)2, . . .]. We need to determine matrix entries
below the main diagonal.
Now let n < m. We have
〈(1 − αz)bn+1, bm〉=
〈
(1 − αz)
√
1 − α2
1 − αz
(
z− α
1 − αz
)n+1
, bm
〉
=
〈
(z− α)
√
1 − α2
1 − αz
(
z− α
1 − αz
)n
, bm
〉
=〈zbn, bm〉 − α〈bn, bm〉.
Hence we have the following recursion formula:
〈zbn, bm〉 = 〈bn+1, bm〉 − α〈zbn+1, bm〉 + α〈bn, bm〉.
By solving this recursion formula we have
〈Cϕbn, bm〉 = 2(−1)mαm−n.
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Therefore the matrix of the composition operator Cϕ with respect to Guyker basis
{bn} of H 2 is
Cϕ =

1 0 0 0 0 0 . . .
−2α −1 0 0 0 0 . . .
2α2 2α 1 0 0 0 . . .
−2α3 −2α2 −2α −1 0 0 . . .
2α4 2α3 2α2 2α 1 0 . . .
−2α5 −2α4 −2α3 −2α2 −2α −1 . . .
...
...
...
...
...
...
.
.
.

.
Hence the (i, j) element of this matrix is
ai,j :=

0, if i < j ;
(−1)i , if i = j ;
2(−1)iαi−j , if i > j,
where the indices i, j vary over the nonnegative integers. Now let
An =

a0,0 a0,1 . . . a0,n
a1,0 a1,1 . . . a1,n
...
...
.
.
.
...
an−1,0 an−1,1 . . . an−1,n
an,0 an,1 . . . an,n
 .
By a simple computation it follows that An /= ±I and A2n = I . Hence W(An) is an
ellipse with foci at ±1.
Let Bn be the real part of An, H(An) = An+A
∗
n
2 . Then
W(Bn)=ReW(An)
=[λmin(Bn), λmax(Bn)],
where λmin(Bn) and λmax(Bn) are the minimum and maximum eigenvalues of Bn,
respectively. So to determining the shape of W(Bn) it is enough to find these two
values. Let
Pn(λ) = det(Bn − λ)
= det

1 − λ −α . . . (−1)n−1αn−2 (−1)nαn−1
−α −(1 + λ) . . . (−1)n−1αn−3 (−1)nαn−2
α2 α . . . (−1)n−1αn−4 (−1)nαn−3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
(−1)n−1αn−2 (−1)n−1αn−3 . . . (−1)n−1 − λ (−1)nα
(−1)nαn−1 (−1)nαn−2 . . . (−1)nα (−1)n − λ

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= det

1 − λ −λα 0 . . . 0 0
−λα −(1 + λ)(1 + α2) −λα . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 . . . −λα ((−1)n − λ)(1 + α2)
 .
Expanding this determinant about the last column, we get
Pn(λ) = ((−1)n − λ)(1 + α2)Pn−1(λ)− α2λ2Pn−2(λ) (3)
for n  1. Setting P−1(λ) := 1 and P0(λ) := 1 − λ.
We try to find the best bound for the major axis. The following lemmas will help
to do this.
Lemma 4. Let 0 < p < 1, η := 1√
1−p2 and α :=
1−
√
1−p2
p
=
√
η−1
η+1 . Then for each
n ∈ N and x > η,
P2n−1(x) > 0 and 2P2n−1(x)+ (1 + x)(1 + α2)P2n−2(x) > 0. (4)
Proof. Proof by induction on n. For n = 1,
P1(x) = x2 − (1 + α2) = x2 − 2η
η + 1 .
Since η > 1, for x > η, P1(x) > 0. Also
2P1(x)+ (1 + x)(1 + α2)P0(x)=(1 − α2)
[
x2 − 1 + α
2
1 − α2
]
=(1 − α2)(x2 − η).
Since η > 1, for x > η the last part is positive and hence (4) holds for n = 1. Now
suppose (4) is true for all k < n, i.e., for all x > η,
P2k−1(x) > 0 and 2P2k−1(x)+ (1 + x)(1 + α2)P2k−2(x) > 0.
The equality
2P2n−1(x)+ (1 + x)(1 + α2)P2n−2(x)
= 2[−(1 + x)(1 + α2)P2n−2(x)− x2α2P2n−3(x)]
+ (1 + x)(1 + α2)P2n−2(x)
= −(1 + x)(1 + α2)P2n−2(x)− 2x2α2P2n−3(x)
= −(1 + x)(1 + α2)[(1 − x)(1 + α2)P2n−3(x)− x2α2P2n−4(x)]
− 2x2α2P2n−3(x)
= [(x2 − 1)(1 + α2)2 − 4x2α2]P2n−3(x)+ 2x2α2P2n−3(x)
+ (1 + x)(1 + α2)x2α2P2n−4(x)
= [x2(1 − α2)2 − (1 + α2)2]P2n−3(x)
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+ x2α2[2P2n−3(x)+ (1 + x)(1 + α2)P2n−4(x)]
= (1 − α2)2
[
x2 − (1 + α
2)2
(1 − α2)2
]
P2n−3(x)
+ x2α2[2P2n−3(x)+ (1 + x)(1 + α2)P2n−4(x)]
= (x2 − η2)(1 − α2)2P2n−3(x)
+ x2α2[2P2n−3(x)+ (1 + x)(1 + α2)P2n−4(x)]
is valid for every x. If x > η then x2 > η2, and so the first summand of the right side
is positive. By the inductive hypothesis, the second summand is also positive and
hence for all x > η,
2P2n−1(x)+ (1 + x)(1 + α2)P2n−2(x) > 0.
Also
P2n−1(x) =−(1 + x)(1 + α2)P2n−2(x)− x2α2P2n−3(x)
=−(1 + x)(1 + α2)[(1 − x)(1 + α2)P2n−3(x)− x2α2P2n−4(x)]
− x2α2P2n−3(x)
= [(x2 − 1)(1 + α2)2 − 4x2α2]P2n−3(x)+ 3x2α2P2n−3(x)
+ (1 + x)(1 + α2)x2α2P2n−4(x)
= (1 − α2)2[x2 − η2]P2n−3(x)+ x2α2P2n−3(x)
+ x2α2[2P2n−3(x)+ (1 + x)(1 + α2)P2n−4(x)].
By the inductive hypothesis for every x > η, each part of the right side is positive
and so P2n−1(x) > 0, for all x > η. Hence (4) is satisfied and the proof is complete
now. 
Lemma 5. Let p, η and α be as in the previous lemma. Then for each nonnegative
integer n and x > η, P2n(x) < 0.
Proof. For n = 0 and x > η, since η > 1, P0(x) = 1 − x < 0. By previous lemma
for each n ∈ N and x > η,
−(1 + x)(1 + α2)P2n−2(x) < 2P2n−1(x).
Let x > η. By multiplying two sides by the negative number (1 − x)(1 + α2) we
have
(x2 − 1)(1 + α2)2P2n−2(x) > 2(1 − x)(1 + α2)P2n−1(x),
and so
(x2 − 1)(1 + α2)2P2n−2(x)− 2x2α2P2n−2(x)
> 2[(1 − x)(1 + α2)P2n−1(x)− x2α2P2n−2(x)].
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By using (3) it follows that
[(x2 − 1)(1 + α2)2 − 4x2α2 + 2x2α2]P2n−2(x) > 2P2n(x).
Hence
[x2(1 − α2)2 − (1 + α2)2 + 2x2α2]P2n−2(x) > 2P2n(x),
and we have
[(1 − α2)2[x2 − η2] + 2x2α2]P2n−2(x) > 2P2n(x).
For x > η and each positive integer n, in the last inequality, the coefficient of
P2n−2(x) is positive. Hence P2n(x) < 0 whenever P2n−2(x) < 0. Therefore the prove
is complete by using induction on n. 
Corollary 6. For each nonnegative integer n, λmax(Bn)  η.
Proof. The two previous lemmas show that there is no real root x > η for the char-
acteristic polynomial Pn and so λmax(Bn)  η. 
Theorem 7 (Main Theorem). Let p ∈ U, αp(z) := p−z1−pz , (z ∈ U) and let Cαp :
H 2 → H 2 be the composition operator which induced by the conformal automor-
phism αp. Then the closure of the numerical range of Cαp,W(Cαp), is an ellipse
with foci at ±1 and major axis 2√
1−|p|2 .
Proof. By Proposition 2, we may assume that 0 < p < 1. The proof is complete by
using Corollary 6 and Theorem 3.
Now suppose that ϕ is an elliptic automorphism of U given by
ϕ = αp ◦ ρw ◦ αp
for some p ∈ U and some w ∈ U. If w = −1, then straightforward calculation
shows that
ϕ = α 2p
1+|p|2
and hence W(Cϕ) is an ellipse with foci at ±1 and semi-major axis 1+|p|21−|p|2 . 
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