Abstract. The concordance genus of a knot K is the minimum Seifert genus of all knots smoothly concordant to K. Concordance genus is bounded below by the 4-ball genus and above by the Seifert genus. We give a lower bound for the concordance genus of K coming from the knot Floer complex of K. As an application, we prove that there are topologically slice knots with 4-ball genus equal to one and arbitrarily large concordance genus.
Introduction
The concordance genus of a knot K, g c (K), is the minimum genus of all knots smoothly concordant to K. The concordance genus is bounded below by the 4-ball genus and above by the genus; that is, g 4 (K) ≤ g c (K) ≤ g(K). Note that taking the connected sum with a slice knot does not change the value of g c , but increases the genus. In this manner, the gap between g c (K) and g(K) can be made arbitratily large. For many knots, g 4 (K) = g c (K). For example, a consequence of the Milnor conjecture, first proved by Kronheimer and Mrowka [KM93] , is that g 4 (K) = g c (K) = g(K) for torus knots.
In [Gor78, Problem 14] , Gordon asks if g 4 (K) = g c (K) in general. Nakanishi [Nak81] answered the question in the negative, using Alexander polynomials to show that the gap between g 4 (K) and g c (K) can be arbitrarily large. The more subtle question of whether there are algebraically slice knots for which the gap between g 4 (K) and g c (K) can be arbitrarily large was answered by Livingston in [Liv04] , where he used Casson-Gordon invariants to find algebraically slice knots with 4-ball genus equal to one and arbitrarily large concordance genus.
Neither the Alexander polynomial nor Casson-Gordon invariants suffice to extend these results to topologically slice knots. In this paper, we give a lower bound for g c (K) coming from the knot Floer complex of K, and use this bound to give a family of topologically slice knots with smooth 4-ball genus equal to one and arbitrarily large concordance genus.
To a knot K in S 3 , Ozsváth and Szabó [OS04b] , and independently Rasmussen [Ras03] , associate a Z⊕Z-filtered chain complex, CF K ∞ (K), whose filtered chain homotopy type is an invariant of K. Associated to this chain complex are several concordance invariants; in this paper, we focus on the invariant ε(K), a {−1, 0, 1}-valued invariant defined in [Hom11] , and to a lesser extent, the invariant τ (K), defined in [OS03] . Both ε and τ are defined by studying certain natural maps on homology induced by inclusions and projections of appropriate subquotient complexes of CF K ∞ (K).
We say that two Z ⊕ Z-filtered chain complexes, C 1 and C 2 , are ε-equivalent if ε(C 1 ⊗ C * 2 ) = 0, where C * denotes the dual of C. We say that two knots, K 1 and K 2 , are ε-equivalent if their knot Floer complexes are ε-equivalent, that is, if
As seen in the following theorem, ε-equivalence is closely related to concordance:
). If two knots are concordant, then they are ε-equivalent.
We define the breadth of a Z ⊕ Z-filtered chain complex C, b(C), to be
where C(i, j) denotes the (i, j)-graded summand of the associated graded complex. Recall from
. The invariant γ(K) is defined to be the minimum breadth of all filtered chain complexes ε-equivalent to CF K ∞ (K):
Theorem 2. The invariant γ(K) gives a lower bound on the smooth concordance genus of K; that is,
At this first glance, this may seem like an intractable invariant, as the set of chain complexes ε-equivalent to CF K ∞ (K) is infinite. However, in many situations, there are tractable numerical invariants associated to the ε-equivalence class of K giving lower bounds for γ(K), and hence also for g c (K). In this next theorem, we use these bounds to prove a result concerning the concordance genus of a family of topologically slice knots. Let D denote the (positive, untwisted) Whitehead double of the right-handed trefoil, and let K p,q denote the (p, q)-cable of K, where p indicates the longitudinal winding and q the meridional winding. We write −K to denote the reverse of the mirror of K.
In [Liv04, Theorem 1.5], Livingston constructs algebraically slice knots with 4-ball genus equal to one and arbitrarily large concordance genus. However, his proof relies on Casson-Gordon invariants, and so his examples are not topologically slice. He also remarks on the inherent challenge in bounding the concordance genus: one must show that the given knot is not concordant to any knot in the infinite family of knots with genus less than a given N . The invariant γ can help significantly in this regard. Moreover, the invariant γ can give useful bounds on the concordance genus of topologically slice knots, while the techniques of [Liv04] cannot.
Organization. In Section 2, we recall the necessary properties of Heegaard Floer homology and knot Floer homology, and use them to prove Theorem 2. In Section 3, we apply those results to give a family of topologically slice knots with 4-ball genus one and arbitrarily large concordance genus.
We work with coefficients in F = Z/2Z throughout. Unless otherwise stated, we work in the smooth category.
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Bounding the concordance genus
We recall the basic definitions of knot Floer homology, assuming that the reader is familiar with these invariants; for an expository overview, we suggest [OS06] . In this paper, we concern ourselves primarily with the algebraic properties of the invariant.
To a knot K ⊂ S 3 , Ozsváth-Szabó [OS04b] , and independently Rasmussen [Ras03] , associate CF K ∞ (K), a Z-graded, Z-filtered freely generated chain complex over the ring F[U, U −1 ], where U is a formal variable. The filtered chain homotopy type of CF K ∞ (K) is an invariant of the knot K. The differential does not decrease the U -exponent, and the U -exponent (more precisely, the negative of the U -exponent) induces a second Z-filtration, giving CF K ∞ (K) the structure of a Z ⊕ Z-filtered chain complex. The ordering on Z ⊕ Z is given by (i, j)
This chain complex is freely generated over F[U, U −1 ] by tuples of intersection points in a doubly pointed Heegaard diagram for S 3 compatible with the knot K. Each generator x comes with a homological, or Maslov grading, M (x), and an Alexander filtration, A(x). The differential, ∂, decreases the Maslov grading by one, and respects the Alexander filtration; that is,
Multiplication by U shifts the Maslov grading by two and the Alexander filtration by one:
It is often convenient to graphically represent this complex in the (i, j)-plane, where the i-axis corresponds to −(U -exponent), and the j-axis corresponds to the Alexander filtration. The Maslov grading is suppressed from this picture. A generator x is placed at (0, A(x)), and a element of the form U n · x is placed at (−n, A(x) − n). Given a Z ⊕ Z-filtered chain complex C and S ⊂ Z ⊕ Z, we write C{S} to denote the set of elements in the plane whose (i, j)-coordinates are in S together with the arrows between them. If S has the property that (i, j) ∈ S implies that (i ′ , j ′ ) ∈ S for all (i ′ , j ′ ) ≤ (i, j), then C{S} is a subcomplex of C. We write C(i, j) to denote the subquotient complex with coordinates (i, j), that is, C{(i, j)}.
The Z-filtered complex CF K(K) is the subquotient complex consisting of the j-axis, i.e., C{i ≤ 0}/C{i < 0}. The homology of the associated graded object of CF K(K) is HF K(K). The groups HF K(K) can themselves be viewed as a chain complex, with the differential induced by the higher order, i.e., non-filtration preserving, differentials on CF K(K). Moreover, up to filtered chain homotopy equivalence, HF K(K) is a basis over F[U, U −1 ] for CF K ∞ (K). Choosing HF K(K) as a basis for CF K ∞ (K) has the advantage that it is reduced; that is, the differential strictly lowers the filtration. Graphically, this means that each arrow will point strictly downward or to the left (or both).
We have the following chain homotopy equivalences [OS04b, Theorem 7.1 and Section 3.5]:
To fully exploit the richness of the invariant CF K ∞ (K), it is helpful to study certain induced maps on homology. For example, the Ozsváth-Szabó concordance invariant τ is defined in [OS03] to be
where ι is the natural inclusion of chain complexes. Note that H * (C{i = 0}) ∼ = HF (S 3 ) ∼ = F. The invariant τ (K) provides a lower bound on the 4-ball genus of K, and gives a surjective homomorphism from the smooth concordance group to the integers [OS03] .
More recently, the {−1, 0, 1}-valued concordance invariant ε(K) has been defined in [Hom11] . To define ε, one first considers the map on homology, F * , induced by the chain map
where τ = τ (K), and the chain map consists of quotienting by C{i = 0, j < τ } followed by the inclusion of C{i = 0, j ≥ τ } into C{min(i, j − τ ) = 0}. Similarly, we consider the map G * , induced by G : C{max(i, j − τ ) = 0} → C{i = 0}, the composition of quotienting by C{i < 0, j = τ } and including C{i = 0, j ≤ τ } into C{i = 0}. Figure 1 . Left, the subquotient complex C{i = 0}. Center, the subquotient complex C{min(i, j − τ ) = 0}. Right, the subquotient complex C{max(i, j − τ ) = 0}.
Definition 2.1. The invariant ε is defined in terms of F * and G * as follows:
• ε(K) = 1 if F * is trivial (in which case G * is necessarily non-trivial).
• ε(K) = −1 if G * is trivial (in which case F * is necessarily non-trivial).
• ε(K) = 0 if F * and G * are both non-trivial.
See [Hom11, Section 3] for details. Two knots K 1 and K 2 are ε-equivalent if
Proof of Theorem 2. The proof that γ(K) gives a lower bound on concordance genus is an immediate consequence of the definition of γ(K), as follows. By Theorem 1, any two concordant knots are ε-equivalent.
Further invariants are defined in [Hom11, Section 6]. Suppose ε(K) = 1, and consider the map on homology H s induced by the chain map
where s is a non-negative integer, and the map consists of quotienting by C{i = 0, j < τ }, followed by inclusion. When s is sufficiently large, the map H s is trivial since ε(K) = 1, while when s = 0, it is not difficult to see that the map H s is non-trivial. Thus, one can define
Going even further, consider the map on homology H a 1 ,s induced by
where the map consists of quotienting by C{i = 0, j < τ }, followed by inclusion. Define
The set {s | H a 1 ,s is non-trivial} may be empty -there is no reason why the map H a 1 ,s must be non-trivial for any s -in which case the invariant a 2 (K) is undefined.
Lemma 2.2 ([Hom11, Lemma 6.2]).
Let a 1 = a 1 (K) and let a 2 = a 2 (K) be well-defined. Then there exists a basis {x i } over F[U, U −1 ] for CF K ∞ with basis elements x 0 , x 1 , and x 2 with the property that
• There is a horizontal arrow of length a 1 from x 1 to x 0 .
• There are no other horizontal or vertical arrows to or from x 0 .
• There are no other horizontal arrows to or from x 1 .
• There is a vertical arrow of length a 2 from x 1 to x 2 .
• There are no other vertical arrows to or from x 1 or x 2 .
See Figure 2 .
, part of the basis in Lemma 2.2.
The numbers a 1 and a 2 are invariants of ε-equivalence [Hom11, Lemma 6.1]. We recall the proof here. If K 1 and K 2 are ε-equivalent, then ε(K 1 # − K 2 ) = 0 and by [Hom12, Lemma 3.3], there exists a basis for CF K ∞ (K 1 # − K 2 ) with a distinguished basis element x 0 with no incoming or outgoing vertical or horizontal arrows. Similarly, there exists a basis for CF K ∞ (K 2 # − K 2 ) with a distinguished basis element y 0 . The knot K 1 # − K 2 #K 2 is ε-equivalent to K 1 and K 2 , and we may compute a 1 (K 1 # − K 2 #K 2 ) and a 2 (K 1 # − K 2 #K 2 ) by considering either
The former gives us a 1 (K 2 ) and a 2 (K 2 ), and the latter gives us a 1 (K 1 ) and a 2 (K 1 ), completing the proof. At times, it may be difficult to compute γ(K) directly, but we can bound it using the invariants τ (K), a 1 (K), and a 2 (K).
Lemma 2.3. Suppose that ε(K) = 1, and a 2 (K) is defined. Then
Proof. From the basis found in Lemma 2.2 and the fact that τ , a 1 , and a 2 are invariants of ε-equivalence, it follows that
for any complex C that is ε-equivalent to CF K ∞ (K). Using the various symmetry properties of CF K ∞ (K) [OS04b, Section 3.5], it follows that
Let D denote the (positive, untwisted) Whitehead double of the right-handed trefoil. Let K p,q denote the (p, q)-cable of K, where p indicates the longitudinal winding and q the meridional winding. We will study various properties of the family of knots
Since the Alexander polynomial of D is equal to one, by Freedman [Fre82] D is topologically slice. Hence the (p, 1)-cable of D is topologically concordant to the underlying pattern torus knot, which is unknotted. It follows that the knot D p,1 # − D p−1,1 is topologically slice.
In the following lemma, we will show that these knots are never smoothly slice. To bound the concordance genus of K p = D p,1 #−D p−1,1 , we consider its knot Floer complex. We do this using the tools of [Hom11] together with the bordered Floer homology package of Lipshitz, Ozsváth, and Thurston [LOT08] , as applied to cables by Petkova [Pet09] .
The knot D is ε-equivalent to the (2, 3)-torus knot T 2,3 [Hom11, Lemma 6.12]. Moreover, if two knots are ε-equivalent, then so are their satellites [Hom11, Proposition 4]. Therefore, to understand D and its satellites from the perspective of ε-equivalence, we may instead work with T 2,3 and its satellites. The advantage of this is the knot Floer complex of T 2,3 is simpler to work with from a computational perspective. It has rank three, and is homologically thin, meaning that HF K(T 2,3 ) is supported on a single diagonal with respect to its bigrading.
Cables of homologically thin knots are studied by Petkova in [Pet09] , where she describes HF K(K p,pn+1 ) for any homologically thin knot K in terms of the Alexander polynomial of K, τ (K), p, and n. The proof of her main result relies on bordered Floer homology, and the same techniques can be used to determine the Z-filtered chain complex CF K(K p,pn+1 ).
Since T 2,3 is homologically thin, we may use Theorem 1 of [Pet09] to compute the Z-filtered chain complex CF K(T 2,3;p,1 ), from which we can determine certain information about CF K ∞ (T 2,3;p,1 ), which is ε-equivalent to CF K ∞ (D p,1 ). More precisely, this information will be the invariants a 1 and a 2 , which will determine the bounds on concordance genus necessary for Theorem 3.
Towards this end, a useful tool is the well-known "edge reduction" procedure for filtered chain complexes over F; see, for example, [Lev10, Section 2.6]. That is, we may depict a filtered chain complex as a directed graph, where there is an arrow from x i to x j if x j appears with non-zero coefficient in ∂x i . We label the arrow from x i to x j with the Alexander filtration difference between x i and x j . If there is an arrow from x i to x j that preserves filtration, we may cancel it by deleting x and y from the graph, and for each k and ℓ with edges
we either add an arrow from x k to x ℓ if one was not there previously, or delete the arrow from x k to x ℓ if there was one. See Figure 3 . If we add an arrow from x k to x ℓ , then its filtration shift is a + b where a and b where the filtration shifts of the arrows from x k to x j and from x i to x ℓ , respectively. This procedure corresponds to the following chain homotopy equivalence, consisting of a change of basis which yields an acyclic subcomplex:
• For each x k with an arrow to x j , we replace x k with x k + x i .
• The basis element x j is replaced with ∂x i .
• The subcomplex spanned by x i and ∂x i is acyclic. We make use of this procedure in the following proposition. Table 1 , and the non-zero higher differentials are
where the brackets denote the drop in Alexander filtration, e.g., the Alexander filtration of b 1 µ 1 is p less than that of b 1 v 1 . Proof. We use [Pet09, Theorem 1] to determine HF K(T 2,3;p,1 ). We also need the higher differentials (i.e., those that do not preserve Alexander grading) in order to determine the values of a 1 and a 2 , and so we repeat the calculation of HF K(T 2,3;p,1 ) below, keeping track of this additional data. For background on bordered Floer homology, see [LOT08] or [Hom12, Section 2]. We prefer to work with Z-filtered chain complex CF K rather than the F[U ]-module gCF K − , and so we use the basepoint conventions described in [Hom12, Remark 4.2]. In particular, the A ∞ relations on CF A now each contribute a relation filtration shift, denoted with square brackets.
We use the notation of [Pet09] , which matches that of [LOT08] . Let CF A(p, 1) denote the type A structure associated to the diagram in CF A(p, 1) are determined to be
Let Y denote the 0-framed complement of the right-handed trefoil. By [LOT08, Theorem A.11], the type D structure CF D(Y ) is as shown in Figure 3 , where the generators u i are in the idempotent ι 0 , i.e., ι 0 · u i = u i , and the remaining generators are in the idempotent ι 1 . 
The change in Alexander filtration, denoted in square brackets, can be determined from the relative Alexander filtration shifts in the A ∞ relations on CF A(p, 1).
There is a summand of CF K(T 2,3;p,1 ) consisting of the generators
with the nonzero differentials
See Figure 6 (a). We cancel the edge the edge between au 2 and b 2p−2 v 1 , and the edge between au 3 and b 2p−2 µ 1 , which introduces an edge between b 1 v 1 and b 1 µ 1 . The summand now consists of
See Figure 6(b) . Similarly, when p ≥ 3, there is a summand of CF K(T 2,3;p,1 ) consisting of the generators
After canceling the edge between b 2p−j−1 v 2 and b 2p−j−2 µ 1 , we reduce the summand to
See Figure 7 . The remaining summands of CF K(T 2,3;p,1 ) are shown in Figure 8 . Figure 6 . A summand of CF K(T 2,3;p,1 ). Left, before any simplifications. Right, after canceling the differential from au 3 to b 2p−2 µ 1 and the differential from au 2 to b 2p−2 v 1 . The labels on the arrows indicate the change in filtration.
After applying the edge reduction procedure, the nonzero higher differentials on HF K(T 2,3;p,1 ) are
as depicted in Figures 6(b) , 7(b), and 8. We determine the gradings in Table 1 Figure 7 . A summand of CF K(T 2,3;p,1 ), where 1 ≤ j ≤ p − 2. Left, before any simplifications; right, after. Figure 8 . The remaining summands of CF K(T 2,3;p,1 ), where 2 ≤ i ≤ p − 1 and 1 ≤ j ≤ p − 1.
in the following ways: our Alexander grading A is the negative of Petkova's, and our Maslov grading M is Petkova's N . This completes the proof of the proposition.
The basis for HF K in the above proposition has a particularly simple form. In the language of [LOT08, Definition 11.25], it is simplified; that is, there is at most one arrow starting or ending at each basis element. Proof. The knot T 2,3;p,1 is ε-equivalent to D p,1 , so we will study CF K ∞ (T 2,3;p,1 ) instead of CF K ∞ (D p,1 ) .
By [Hom12, Theorem 2], we know that ε(T 2,3;p,1 ) = 1. By Proposition 3.2, we know that au 1 is a generator of the total homology H * ( CF K(T 2,3;p,1 )). We will now find a basis satisfying the conditions in Lemma 2.2, and in doing so, will determine the values of a 1 (T 2,3;p,1 ) and a 2 (T 2,3;p,1 ). In order to accomplish this, we will need to find an element whose horizontal boundary in CF K ∞ (T 2,3;p,1 ) is au 1 .
We will view the Z ⊕ Z-filtered chain complex CF K ∞ (K) in the (i, j)-plane. The complex CF K ∞ (K) is filtered chain homotopic to a complex generated over F[U, U −1 ] by HF K(K), and thus the complex HF K(K) can be viewed as the subquotient complex of CF K ∞ (K) consisting of elements with i-coordinate equal to zero. See Figure 10 (a). We place a generator x at the lattice point (0, A(x)), where A(x) denotes the Alexander grading of x. For example, the generator b 1 v 1 has coordinates (0, p − 1). Multiplication by U decreases both the i-and j-coordinates by one. The Maslov grading is suppressed from the picture, although we will still keep track of it, and recall that an element U n · x has (i, j)-coordinates (−n, A(x) − n), and Maslov grading M (x) − 2n.. Figure 9 . CF K(T 2,3;3,1 ), where the horizontal axis represents the Alexander grading and the vertical axis represents the homological, or Maslov, grading.
We would like to find an element with j-coordinate equal to τ (T 2,3;p,1 ) whose horizontal boundary is equal to au 1 . In particular, we would like to find an element with j-coordinate equal to p, icoordinate greater than zero, and Maslov grading one, which is one more than the Maslov grading of au 1 . To find the elements with j-coordinate equal to p, we view the appropriate U -translates of elements in HF K(K). More specifically, given a generator x of HF K(K), the translate U A(x)−p · x will be in the p th -row, with It follows that a 1 (T 2,3;p,1 ) = 1 and a 2 (T 2,3;p,1 ) = p, and since T 2,3;p,1 and D p,1 are ε-equivalent, the result follows.
We are now ready to prove Theorem 3, giving an infinite family of topologically slice knots with 4-ball genus one and arbitrarily large concordance genus. 
