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SUMMARY
A numerical scheme to solve the unsteady Navier-Stokes equations is described. The scheme is
implemented by modifying the multigrid-multiblock version of the steady Navier-Stokes equations solver,
TLNS3D. The scheme is fully implicit in time and uses TLNS3D to iteratively invert the equations at each
physical time step. The design objective of the scheme is unconditional stability (at least for first- and
second-order discretizations of the physical time derivatives). With unconditional stability, the choice of
the time step is based on the physical phenomena to be resolved rather than limited by numerical stability
which is especially important for high Reynolds number viscous flows, where the spatial variation of grid
cell size can be as much as six orders of magnitude.
An analysis of the iterative procedure and the implementation of this procedure in TLNS3D are
discussed. Numerical results are presented to show both the capabilities of the scheme and its speedup
relative to the use of global minimum time stepping. Reductions in computational times of an order of
magnitude are demonstrated.
_TRODUCTION
Although significant progress has been made in the last twenty years to numerically model many
physical situations, most numerical schemes are limited to the prediction of steady flows. This limitation
is particularly true in the field of computational fluid dynamics (CFD), where solutions to the Navier-Stokes
equations for steady flows are now calculated on a regular basis. (See, for example, references [1-3]).
An important factor that has lead to the increased use of Navier-Stokes solvers is the recent success in
[pA,.,E ,m=_!r_O[-,1t_,lI 'y 423
PI_KGliDING PAG_ BLANK NOT FILilII_
https://ntrs.nasa.gov/search.jsp?R=19940016996 2020-06-16T18:50:22+00:00Z
reducing the computer resources necessary to obtain converged solutions. Perhaps the most promising
work has been in the use of multigrid acceleration techniques_ Convergence to steady state has been
shown in-O[1-og(n)J work, where n represents the number of unknowns to be solved. This reduction in
c0mputer're_uirements-has made steady-state solutions affordable to the practicing engineer.
However, many physical phenomena (e.g., separated flows, wake flows, buffet) are intrinsically
unsteady. The solution of unsteady problems in CFD has been limited to simplified subsets of the
Navier-Stokes equations (panel methods, potential-flow solvers, and some limited use of Euler equation
solvers). Unsteady Navier-Stokes calculations have been too expensive for routine use.
The present approach is to apply an iterative procedure for the solution of an implicit equation; thus,
the approach is called an iterative-impIicit method. The concept is not new; in fact, many of the methods
developed in the field of linear algebra for inverting large matrices are iterative. Within the field of
CFD, similar work is discussed by Jameson [4] for unsteady flows and by Taylor, Ng, and Walters [5]
for steady-state flows. The present approach is similar to that of Jameson in that a Runge-Kutta based
multigrid method is used to solve the implicit unsteady flow equations. The Navier-Stokes equations have
been treated in the present work, and Jameson's implementation has been modified so that the robustness
of the scheme is dramatically increased.
A detailed description of the implementation will be followed by an analysis of the method and the
numerical results from one- and two-dimensional test problems.
TIME-DEPENDENT METHOD
In the present work, a modified version of the thin-layer Navier-Stokes (TLNS) equations is used to
model the flow. The acronym "TLNS" used here describes an equation set obtained from the complete
Reynolds-averaged Navier-Stokes equations by retaining only the viscous diffusion terms normal to the
solid surfaces. The effects of turbulence are modeled through an eddy-viscosity hypothesis. The Baldwin-
Lomax turbulence model [6] is used for turbulence closure. For a body-fitted coordinate system ((, r/, ¢)
fixed in time, these equations can be written in the conservation-law form as
where U represents the conserved variable vector and F, G, and H represent the convective flux vectors. In
the above equation set Fv, Go and H,, represent the viscous flux vectors in the three coordinate directions
((, r/, (), and J is the Jacobian of the transformation. These equations represent a more general form of the
classical thin-layer equations introduced in reference [6] because the diffusion terms in all three coordinate
directions are included in this form. The Euler equations can easily be recovered from equation (1) by
simply dropping the last three terms on the right-hand side.
The temporal derivatives are cast as a fully implicit operator in physical time. For first- or second-order
discretizations in time, this produces an unconditionally stable scheme, which a',lows the time-step size
to be chosen based on the temporal resolution needed in the solution rather than limited by the numerical
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stabilityrequirements.Thefully implicit termsareiterativelysolvedwith multigridaccelerationratherthan
direct inversion,which would be too costly for thenonlinearthree-dimensionalNavier-Stokesequations.
IMPLEMENTATION OF TIME-DEPENDENTMETHOD
Original TLNS3D Method
In the original TLNS3D program,a semidiscretecell-centeredfinite-volumealgorithm,basedon a
Runge-Kuttatime-steppingscheme[1][7][8], is usedto obtain the steady-statesolutionsto the TLNS
equations.A linear fourth-difference-basedandnonlinearsecond-difference-basedartificial dissipationis
addedto suppressboth the odd-evendecouplingand the oscillationsin the vicinity of shockwavesand
stagnationpoints, respectively.Both the scalarandmatrix forms of theartificial dissipationmodels [9]
are incorporated.
In thesteady-stateimplementation,thephySikC-aYtimeT is replaced by a pseudo time 7-, which gives
OF OG OH OFo OGv OH,_
o (j_lu) = __ + + (2)
o77 o(
At steady state, the left-hand side of equation (2) disappears, and the right-hand side (the residual) goes
to zero, so that any stable scheme may be used to advance the solution in pseudo time.
In the original TLNS3D program, the solution is advanced with a five-stage Runge-Kutta time-stepping
scheme. Three evaluations of the artificial dissipation terms (computed at the odd stages) are used to obtain
a larger parabolic stability bound, which allows a higher CFL number in the presence of physical viscous
diffusion terms. Such a scheme is computationally efficient for solving both the steady Navier-Stokes
and the steady Euler equations. The stability range of the numerical scheme is further increased with
the use of the implicit residual smoothing technique that employs grid aspect-ratio-dependent coefficients
[l][lO][11].
Equation (2) can be rewritten to group the convective and diffusive terms from the right-hand side as
o(u)
Vol 0--7 + C(U) Dv(U ) - Da(U) = 0 (3)
where the equation has been multiplied through by the volume Vol and C(U), Dp(U), and D,t(U) are
the convection, physical diffusion, and artificial diffusion terms, respectively. The implementation of the
Runge-Kutta time stepping is shown by rewriting equation (3) as
U k _ U o
DO(u)_ k-1Vol akA_ - + Ck-I(U)- D a (U) = 0 (4)
where the superscript k indicates that the given term should be evaluated at the kth Runge-Kutta stage.
The k_-I superscript indicates that the terms are evaluated with a linear combination of the values from
previous Runge-Kutta stages.
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The solution is advanced in pseudo time with the maximum allowable time step for each cell. Enthalpy
damping, which has been used in several previous studies to accelerate the convergence of the numerical
scheme, is not employed because the Navier-Stokes equations generally do not admit constant enthalpy as
a solution. The efficiency of the steady numerical scheme is also significantly enhanced through the use
of a multigrid acceleration technique as described in reference [1]. The original TLNS3D program was
extensively modified to facilitate solution of the flow fields over a wide range of geometric configurations
through domain decomposition. A consequence of this work is the generalization of the boundary
conditions of the program to easily accommodate any arbitrary grid topology. A detailed description
of this capability is given in reference [12].
Time-dependent TLNS3D-MB
The physical time derivative of equation (1) is approximated by a discrete operator of the form
(gU LtUn+l 1 amUn+l_._ _ 1 aoU n+l q-/_ U n, U n-1 U n+I-M (5)
cg-T _ - AT \.,=o / - AT '""
to give
LtU n+l = S(U n+l) (6)
where E denotes the portion of the discrete physical time derivative that involves values from the previous
time steps and S(U TM) denotes the discrete approximation to the right-hand side of equation (1).
Equation (6) is an implicit time-accurate equation for the time advancement of the unsteady solution
of the Navier-Stokes equations. The first task is to put equation (6) in a form that is amenable to time-
asymptotic steady-state methods such as TLNS3D. This involves construction of an iteration procedure
that can be interpreted as a pseudo time. The TLNS3D code employs a Runge-Kutta and multigrid
methodology to advance the pseudo time, which introduces an additional level of iteration. To avoid the
use of multiple indices and, hopefully, avoid confusion between the various iteration procedures within
the overall algorithm, the following change of variables is introduced. Let W _=_U TM and W t denote
the lth approximation to W. Thus, lira W t is equal to U "+1 whenever the iterative method used for the
l----*_x_
solution of equation (6) is convergent. In describing the Runge-Kutta scheme, let V _ denote the solution
obtained in the kth stage of the Runge-Kutta scheme.
Equation (6) is rewritten in this notation to obtain
ao E _ S(W) (7)AT W + AT
where E again involves the portion of the physical time derivative at previous time steps and is invariant
during the iteration process which advances the solution from T n to T n+l. An iterative equation is
constructed from equation (6) simply by adding a pseudo-time derivative term to the left-hand side.
The only consideration is that the sign of the new term must be the same as that of the physical time
derivative.
ao E S(W) (8)
w +
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When X _= aoAr/AT is small, equation (8) differs from equation (2) by only a small perturbation.
Thus, we can reasonably expect that any method that efficiently solves equation (2) would also solve
equation (8).
In the previous work of Jameson [4], all contributions from the physical time term were carried to
the right-hand side of the equation and treated as explicit terms within the Runge-Kutta stages. With
efficiency as a consideration, Jameson suggested the use of this approach only when the CFL,_ based on
the physical time step, is greater than 200. (Note that a large CFL corresponds_to a small ,k). A later
section shows that this explicit approach is actually unstable for large values of A.
In many flows, especially high Reynolds number viscous flows, A may easily become large. In the
present work, the Runge-Kutta scheme is made stable for all values of-A by treating the contribution
of the physical time derivative implicitly within the Runge-Kutta scheme. Because the time derivative
appears only as a diagonal term, the modification is easily implemented as follows.
V 0 = W t
(1 + _k-A)V k = V ° + a_:A_-R..k-I(V) k= 1,2,3,...K (9)
Wz+ 1 = V r(
where R.(V) = S(V) - E/AT denotes the modified residual, and the superscript/c - 1 denotes that the
residual may be a combination of R,(V) at all the previous Runge-Kutta stages.
This formulation is not yet appropriate for steady-state flow solvers such as TLNS3D. The reason is
that these codes use several acceleration techniques, such as implicit-residual smoothing and multigrid,
both of which are designed to operate on a residual term that goes to 0 as the solution converges. Because
R, contains only the portion of the physical time derivative at previous physical^time steps, it converges
to -AW as W t goes to W. To accommodate the above acceleration techniques, R is rewritten as
(10)
where
R(V) = S(V) - (aoV + E)/AT (ll)
The residual R contains all the physical terms and goes to 0 as W l goes to W. The Runge-Kutta method,
with implicit-residual smoothing and multigrid, becomes
V 0 = W t (12a)
(1 + ak-X) V _:= V°+ c_;,._V _-1 + akA'rL_r_ " [RK:T(V) + f k = 1,2,3,...K (lZb)
Wt+l = VI( (12c)
where Lir,_ denotes the implicit-residual smoothing operator, and f denotes the multigrid forcing function
(which is zero on the finest grid).
The usual coarse-grid equation that would result from applying multigrid to equation (8) is
where the superscript in parentheses denotes the multigrid grid level at which the operator or variable is
l (2h)
defined (h on the fine grid, 2h on the next coarse grid, etc.), and the operator "(h) denotes the restriction
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processfrom thefine grid (h) to the coarsegrid (2h). BecauseE is invariant during the multigrid cycle,
its influence in the operator R (2h) cancels on the coarse grid. Consequently, the coarse-grid residual
can be rewritten to exclude E, which eliminates the need to restrict and store this term. The actual
coarse-grid equation is now
[ (eh)-(h) { W(_)_ _ k(2h) (T(_h)W(_2h)- -_(2h)(W)+ i.I(h) R k 2 V(h) W(h))]
where
_(2h)(w ) q_ f(2h) (14)
_(m) = f, R(w) _ (.j = h (15)( S(W)- AW (m) = 2h, 4h, ...
STABILITY ANALYSIS
Two stability issues are associated with the iterative-implicit method. The first issue is the stability
of the implicit equation that contains all the physics (equation (6)). The second issue is the stability and
convergence of the iterative algorithm that is used to invert the implicit equation. The second issue can
easily be studied independently of the first. The first issue can be studied independently of the second
by assuming that the implicit equation can be solved exactly (i.e., the iterative procedure is convergent).
The following analysis concentrates on the stability of the Runge-Kutta/multigrid method that is used to
solve the implicit equation; however, the section is concluded with a few comments that pertain to the
stability of equation (6).
Fourier stability analysis is used to illustrate the effect of treating the physical time derivative implicitly
instead of explicitly, as well as to illustrate other algorithmic choices. The analysis is performed for the
Runge-Kutta method given by equation (12) with a scalar model equation of the form
cgW (OW E4 304W)0----_ +_W=a -_x 32(Ax) _ --S_+Sd::::=: :: : (16)
The fourth derivative and its scaling closely model the numerical dissipation common to codes such
as TLNS3 D. Note that because the= terms E and f are constan t during the Runge-Kutta integration,
they have no influfnce on the stability and have been dropped from the analysis. The particular
version of Runge-Kutta used by TLNS3D and for this analysis is a five-stage method defined by
{ak} = { 1/4, 1/6, 3/8, 1/2, 1 }. The convection terms are commonly treated differently from the dissipation
with regard to the definition of the k - 1 index. In addition, the V k-1 terms-, which appear twice on the
right-hand side of equation (12b), may be treated differently in each instance. In this stability analysis,
the convective and dissipative terms are treated exactly as TLNS3D treats them in a steady-state case.
These algorithmic choices are denoted by rewriting (12b) as
(I +Tak-X)V k = V ° + 7ak-XV k-'-1+ akATL;X_. S_ -I +S_ -I- -XV _-_
m : _ _ n (17)
So ---0
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where {ilk} = { 1.0, 0.0, 0.56, 0.0, 0.44}. The new parameter 7 allows both implicit (3' = 1) and. explicit
(7 = 0) treatments of the physical time derivative to be studied. The choice of V k-1 and V k-1 is the
subject of this analysis; however, the analysis will focus on forms___that are easily implemented within the
current version of TLNS3D. To this end, both V k-1 and V k-1 are defined in a manner similar to the
dissipative terms with the use of ak and crk, respectively.
An evaluation of the spatial derivative with central-difference operators and the transformation to
Fourier space gives
-),_4 sm (e/2)ap - Xa_-']Cek [i)_sin(O)Gk-i 1 • 4 k-I1 + 7ak_G_ -1 + i+c_ sin_ (o/2)
(k = 1, 2, 3, 4, 5) (18)
where
G_ -1 =/3kG k-1 - (1 - flk)G_ -2
-1 = - (1- -2
= - (1-
G O = G_ = G o = G o = 1
GS I = G21 = a_ -1 = 0
(19)
e2 is the coefficient of implicit-residual smoothing, and )_ - aA'r/Ax is the CFL number based on the
pseudo-time step.
The influence of implicit versus explicit treatment of the physical time derivative is best illustrated
by considering a simplified case of equation (18). Consider the case in which e2 = 0 and ak = ak = ilk,
for which equation (18) becomes
1 + ak{i)_ sin(0)G k-1
G/_ =
- [A ½e4 sin 4 (0/2)+ "X(1- 7)] G_ -1}
(1 + 7ak'X)
(k=1,2,3,4,5) (20)
Equation (20) clearly shows that an explicit treatment of the physical time derivative (7 = 0) simply
translates the stability region to the right as _ increases from 0; an implicit treatment reduces the
amplification factor, which expands the stability region. This difference is illustrated in figures la-c,
which show equally spaced contours of the amplification factor G 5 as a function of the real (dissipative)
and imaginary (convective) parts of the spatial operator z(O) = A [i sin (0) - ½E4 sin4 (0/2)]. Values of the
contour lines are indicated by line types as indicated in the figure legend. Figure la shows the steady-state
case -_ = 0 as a point of reference. Figures lb and lc show the explicit and implicit cases, respectively,
for -X = 1. Each figure also shows the locus of the spatial operator for A = 3. Other choices for e2, ak,
and ak give qualitatively similar results. An explicit treatment of the physical time derivative will always
become unstable for sufficiently large values of _; the implicit approach is stable for all values of "_.
By plotting the amplification along the locus (figure 2), an unusual property of equation (16) is
revealed. For A = 0, the amplification goes to 1 as 0 goes to 0, which is often considered a consistency
condition. However, for A ¢ 0, the solution is damped across the entire spectrum. This property is
a consequence of the source term XW, which appears in both equations (8) and (16) and is not caused
by an inconsistency in the derivative operators. The acceleration technique known as enthalpy damping
makes use of the same property to improve the convergence of inviscid flows. This analysis suggests
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that an implicit treatment of enthalpy damping may lead to further improvements; however, verification
of this possibility is beyond the scope of this work.
Alternative choices for ak and crk are considered with the implicit-residual smoothing reinstated with a
coefficient of 0.25. The parameters are tuned to obtain good high-frequency damping, but also to obtain a
scheme for which tlGSllf0)> Ila511/20) whenever possible. The latter criterion will reduce the influence
that aliasing error may have on the coarse-grid equation. Other obvious choices for at. and o-k (in addition
to ak = crk = flk used above) are { 1.0, 0.0, 0.0, 0.0, 0.0}__= SO and { 1.0, 1.0, 1.0, 1.0, 1.0} = ,5'1. The
first choice corresponds to the case in which V k-''l or V k-i = V°; the second corresponds to the case in
which V k-1 or V k-1 = V k-1. Figure 3 shows the amplification for several implicit schemes, where, for
example, {Sl,flk} denotes that {ak} = $1 and {crk} = {/3k}. Although the case with {$1,/3k} has the
lowest overall amplification, the case with {S1, S1} is more monotone in 0 and, as such, is the preferred
method. Figure 4 shows the amplification of the latter case for a range of -X.
So far, the discussion on stability has been limited to the behavior of the Runge-Kutta used to solve
equation (6), which does not imply that equation (6) is stable. Equation (6) falls into the class of multistep
schemes for which the usual notion of absolute stability is not sufficient to ensure convergence. Instead,
the scheme must satisfy the more stringent conditions of relative stability [13] to ensure convergence to
the proper solution. Equation (6) can be shown to be unconditionally stable when the time operator is
approximated to either first or second order. Similarly, time operators of the form given in equation (6) for
which M is also the order of the operator are unconditionally unstable for M > 5. Although conditionally
stable methods would not normally be considered appropriate for large AT calculations, the nature of the
instability is such that even the conditionally stable methods are useful in many situations. A detailed
study is beyond the scope of this work; however, the interested reader is referred to the cited reference.
NUMERICAL RESULTS
To demonstrate the capability of the present method, the results of several numerical experiments are
given. The first case that is examined is the solution of an impulsively accelerated flat plate, which is
also known as Stokes first problem [14]. An analytic solution for incompressible flow is available for
this problem, which allows comparison with solutions obtained numerically with global minimum time
stepping (GMTS) and the present method (with variations in time-step size and in the temporal order of
the numerical discretizati0n). :_ _..... _ .... :- _ '
The analytic solution of Stokes first problem [14] shows that the time-dependent solution collapses
to a single solution of nondimensional velocity versus the similarity parameter r/defined as
Y
r/= 2v/-u-f (21)
where y is the direction normal to the fiat plate, u is the kinematic viscosity, and T is the physical time.
Figure 5a shows the analytic solution plotted in the similarity parameters. A solution calculated with
GMTS after 2000 time steps is also plotted. Calculations were also performed with the present method
with 1, 5, and 10 time steps to reach the same physical time as the GMTS solution. Different orders
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of accuracy of the discretization of the physical time derivative were used, and the solutions are plotted
in figures 5b-f.
Figure 5b shows the comparison of a first-order solution for the various time steps with the GMTS
solution. The single time step does not accurately match the GMTS. As more time steps are used (smaller
physical time steps), the comparison improves, although all show some error from r/= 1.5 to r/= 2.0.
In figure 5c, comparisons of the present method with second-order physical time discretizations for
the three time-step sizes are made with the GMTS. As expected, the smaller the time step, the better
the agreement.
Comparisons for third-, fourth-, and fifth-order discretizations are shown in figures 5d-f, respectively.
For the third-order solution, good agreement occurs for the two smaller time steps; however, this agreement
degrades for the fourth- and fifth-order solutions. This degradation can be attributed to starting errors
caused by the unavailability of information at previous time steps for the first few steps of the higher
order schemes. This study demonstrates that third-order discretization agrees with the GMTS solution
better than second-order discretization.
The work units required to obtain the solution of Stokes first problem at the same physical time as
the GMTS solution after 2000 steps are shown in table 1 for a first- through a fifth-order physical time
discretization. The single step solutions with the present method were performed in the least number
of work units; however, the accuracy of the solution is unacceptably poor. For first- and second-order
time discretizations, the ten-step solutions were obtained in fewer work units than the five-step solutions
because of better convergence. (All work units in the table are based on converging the viscous drag at
each time step to six significant digits.) Third- through fifth-order solutions required fewer work units
for the five-step calculations than for the ten-step calculations. These results suggest that a balance exists
between convergence speed at a given time step and the number of time steps used to obtain a solution
with the present method. If the time step is too large, then the accuracy is poor. If the time step is too
small, then unnecessary work is expended to converge at unneeded time steps.
Table 1. - Work units required to calculate solution for Stokes first problem.
Order of Physical Time
Discretization 1
54.6I st
2nd 51.2
3rd 42.1
4th 15.8
5th 15.8
GMTS
Number of Physical Time Steps
5
210.9
182.4
159.5
165.3
153.8
2000.0
l0
193.8
171.0
171.0
193.8
171.0
The second test case used to demonstrate the present method is the unsteady flow over an impulsively
started two-dimensional circular cylinder (with a Reynolds number of 1200 and a Mach number of 0.3).
Detailed experimental and numerical investigations of the flow behind a cylinder have been performed
previously by other authors. (See, for example, reference [15].) The initial flow is symmetric with zero
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lift as thewake behindthecylinderbeginsto grow. As thewakecontinuesto grow, it becomesunstable
and beginsto shedfrom alternatesidesof the cylinder.
An examinationis madeof the first part of the solutionwherethe symmetricwakebeginsto grow.
In thesecalculations,4600 GMTS stepswereusedto reacht* = 2.4. Detailed comparisons of the first-
through fourth-order solutions with both the present method and GMTS for t* = 0 to t* = 2.4 are shown
in figure 6. The calculations were performed with the present scheme with 10, 20, and 40 steps to reach
t* = 2.4. As with Stokes first problem, the first-order discretization does not give satisfactory results
(figure 6a). Second-order differencing (figure 6b) shows much better agreement with the GMTS solution.
Third-order differencing shows good agreement for the two smaller time-step sizes (figure 6c). Fourth-
order differencing gives bad overshoots for_the i0_Siep calcuiafion and instability for the 20- and 40-step
calculations (figure 6d).
The present scheme was then used to calculate the flow around the cylinder out to times where the
vortex shedding occurred. Time histories of the lift coefficient Ct and the drag coefficient based on
integrated pressures Cap are shown in figure 7. From experimental data and the results of the GMTS
calculations sh0wn in reference [15], the period of the oscillation of Cd, is known to be approximately
4 in terms of the nondimensional time t*. To give 40 time steps per period, a time step of At* = 0.1
was used. This time-step size is roughly equal to the time step used in the 20-step calculations shown in
figure 6. The first-order discretization predicted a Strouhal number of 0.21. The second- and third-order
discretizations predicted a Strouhal number Of 0.24 compared with the experimentally obtained value of
0.21. The fourth-order physical time discretization calculation diverged.
CONCLUSIONS
A method to accurately calculate time-accurate solutions to the unsteady Navier-Stokes equations
has been presented. Multigrid acceleration has been successfully employed to accelerate the calculations
of the iterative-implicit method. Run times that are one order of magnitude smaller than the run times
required for global minimum time stepping have been demonstrated.
432
FIGURES
4
2
-2
-4
_ _---:_-ol
,e'__" ;';, _"l",!!w_ . _ _ _ - i,,j
_'_'_. -" .'1, ";;i'
.:..-.-- , _,,;:.:: r-:----" _ilil,,il]
• I Ii
,':.. k ,.'...., _ _p',,;:
_:'_:---_q;:iii_''"-"'-:=:--'-"""'"_:--..--, _:,.:_,:i',
-
I i I i I I i
-6 -4 -2 0 -6 -4 -2 0 -6 -4 -2 0
Re(Z) Re(Z) Re(Z)
(a) Steady-state method, (b) Explicit time-accurate (c) Implicit time-accurate
method,_ = 1.0. method, _ = 1.0.
Figure I. Contours of stability region.
1,25
1.0
0.75
liG_ll
0.5
0.25
0.0
Steady-State
.... Explicit
icit
I
0.0 rd2 n
0
Figure 2. Amplification along
the locus of the spatial operator.
0.75
0.25
.... {Sl,Sl}
..... {Sl,l_}
.... {SO,SO}
{so,[_}
---.-:.-..--.__
o.o rd2 n
0
Figure 3. Amplification of
implicit schemes with ._ = 1.0.
IIGSll
125
1.0
0.75
0.5
0.25
0.0
-- ](=00
.... _=01
..... _=1.0
-_ .... _=3.2
o.0 n/2
Figure 4. Amplification of
{S1, 5'1} case for a range of "_.
433
2.0
1.5
r/ 1.0
0.5
0.0
I I • I I I II
..... Anolytlc Solution
GIMTS
i
/
S
S /
, I • ! _ I t I i
,;I
-- GMTS ' " ' ' I
.... 10 Time Steps
..... 5 Time Steps
.... I Time Step
/
7 °
jp/'/
-, l , I _ I _ I _ I
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
u/u. _lu. _Io.
(a) Analytic solution. (b) First order. (c) Second order.
2.0
1.5
_/ 1.0
0.5
0.0
I....lJ.....IGMTS -- GMTS.... 10 Time Steps --- 10 Time Steps..... 5 Time Steps ,_ - .... 5 Time Steps
.... I Time Step
I • I I I i
G_ITS
.... 10 Time Steps
..... 5 Time Steps
.... 1 Time Step t
/
S
///
.c :" = , I • i . I = I
.... 1 Time Step j
//
I //
s,, t jl/J
.:1 ..-" --
i
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
ul_. o/u. o/u.
(d) Third order. (e) Fourth order. (f) Fifth order.
Figure 5. Velocity profiles for impulsively started flat plate.
434
2.0
1.5
C d
p
1.0
0.5
0.0
0.0
| i I
i # /#
_"- GMTS (4600 Steps)
/ --- 40 Time Steps
..... 20 Time Steps
--- 10 Time Steps
I , I I , I ,
0.5 1.0 1.5 2.0
t"
(a) First order.
I l I I I
I
l
!
t
i i
' l
-- It i - #_.
i_',_ ,/,/ .'-*%--," ""
_,,
/i, I //; _,
_',t //.' / -
w,, Ii; !
I!',_, I// /
_,t',/ii/
_,,,,/,',; /
_:,,'b".,'
_._/I_,>.-
2.5 0.0 0.5 1.0 t.5 2.0 2.5
t"
(b) Second order,
2.0
1.5
Cdp 1.0
0.5
(d) Fourth order.
Figure 6. Initial pressure drag-coefficient history for impulsively started cylinder.
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Figure 7. Lift- and drag-coefficient histories for impulsively started cylinder.
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