We calculate the dielectric function and the second-harmonic generation susceptibility of the II-VI semiconductors in both the cubic and hexagonal phases. These results are based on a first-principles electronic structure calculation using the full-potential linearized augmented plane-wave method. A comparison is made between the two phases of the linear and second-order optical response for these semiconductors by examining this response in identical coordinate reference frames. Our calculations indicate that there is little difference in the linear optical response between the two phases of the given material below the band gap, but significant differences above the band gap. For the second-order optical response there are significant differences between the two phases of the II-VI semiconductors in both the real and imaginary parts of this susceptibility. The physics of this behavior is discussed. ͓S0163-1829͑98͒07035-0͔
I. INTRODUCTION
The II-VI semiconductors are of interest not only from the perspective of fundamental solid-state physics, but also for their potential use in a variety of technological applications. [1] [2] [3] [4] [5] [6] In addition, they are intriguing in that most can crystallize in either the cubic zinc-blende or hexagonal wurtzite structures; we refer to these as ''cubic'' and ''hexagonal'' throughout the rest of this paper. The structures are quite similar; in fact, they are equivalent up to and including the second-nearest-neighbor positions, in the limit of perfect tetrahedral bonding. From the perspective of linear and nonlinear optics, one is led naturally to inquire how different are the optical properties of the two structures, in what ways they are different, and how the differences can be understood in terms of the underlying electronic structure.
As well, there is current experimental interest in the zzz component of the second-order susceptibilities of various nonlinear optical materials. This component, present in the hexagonal structure but not in the cubic structure, is particularly attractive for suggested applications in phase matching and quasiphase matching. 7 It is thus interesting from a theoretical perspective to investigate to what degree the magnitude of this component can be attributed to effects of the lattice structure on the electronic structure. The II-VI semiconductors are an ideal set of materials for such an investigation. By examining the optical response in identical coordinate reference frames, rather than in the usual frames used for characterizing the different structures, we can initiate an examination of the effects of details of the crystal structure on optical response.
There have been a number of studies of the electronic structure of these materials using a variety of calculational methods. [8] [9] [10] [11] The linear optical response has also been examined both theoretically, [12] [13] [14] and experimentally [15] [16] [17] [18] [19] for some of these materials. The second-order optical response, however, has not received as much attention. There is a limited amount of experimental data available, [20] [21] [22] [23] [24] [25] [26] [27] [28] and most of this is relatively old. Theoretical calculations tend to focus on a subset of these materials and address the optical response for only one modification. [29] [30] [31] We have recently presented results for GaAs and GaP in the cubic ͑zinc-blende͒ structure, 32 and GaN and AlN in the hexagonal ͑wurtzite͒ structure. 33 The calculational method and analytic formalism employed there is applied to the II-VI semiconductors investigated in this work. Specifically, the goal of this work is twofold: First, to examine the similarities and differences between the optical response functions of both structures for a given material, and second, to elucidate the trends among the II-VI semiconductors in this comparison of the optical response.
This paper focuses on detailing the comparison of optical response between the different phases common to the II-VI semiconductors. To illustrate this we present a subset of our results rather than including all calculated data for the six II-VI semiconductors in both phases. It will be the goal of a subsequent paper to present a comprehensive set of results for the electronic band structures, linear optical response, and second-order optical response for all of these semiconductors.
This paper is organized as follows. We discuss very briefly some of the pertinent details of our calculational method in Sec. II. In Sec. III we present our comparison of the optical response between the two modifications for the II-VI semiconductors. Our conclusions are given in Sec. IV.
II. METHOD
As much of our method of calculating electronic structure and optical response has been detailed earlier, 32, 33 we here only include a brief outline of our approach for completeness and clarity.
The basis for the optical response calculation is a well converged electronic charge density and electronic band structure. For this we use a first-principles approach in the form of the full-potential linearized augmented plane-wave ͑FLAPW͒ method, 34, 35 within the local density approximation ͑LDA͒. This is an all-electron method, and is consequently well suited to a study of II-VI semiconductors where the d electrons play an important role. We have also included spin-orbit effects, which are significant for the heavier atoms contained in these semiconductors. This electronic structure method suffers from the usual limitation of underestimating the fundamental band gaps. To correct for this we have used the scissors approximation, 32, 36, 37 which rigidly shifts the conduction bands to higher energy. We have discussed our approach for applying this approximation in previous work. Local field corrections are neglected.
In this paper we present calculations of the dielectric function and the SHG susceptibility. The expressions for the optical susceptibilities are based on the formalism of Sipe and Ghahramani 38 and Aversa and Sipe. 39 The scissors approximation used to correct for the LDA band gaps has been incorporated within this formalism. 32 For the Brillouin-zone ͑BZ͒ integrations required for calculating the optical susceptibilities, we use a hybrid tetrahedron-random sampling method. This approach has been previously discussed, 32 so we only state here that all our calculations are based on an exact determination of the eigenvalues and velocity matrix elements at 1365 k points in the irreducible Brillouin zone ͑IBZ͒. From our experience with earlier calculations, 32, 33 and on the basis of convergence tests on our response functions with a varying number of k points, we are confident that this number of k points ensures an accurate and well-converged result.
III. RESULTS AND DISCUSSION

A. Structural differences and notation
In this work we calculate the linear susceptibility and the second-order response coefficient for second harmonic generation ͑SHG͒; in standard notation these are denoted by jk (Ϫ;) and jkl (Ϫ2;,), respectively, where the superscripts denote Cartesian components. To specify the components of the tensors, one must adopt a reference frame. The conventional reference frames adopted for cubic and hexagonal structures are linked in natural ways to the respective point group symmetries of the structures; if we denote by x C , ŷ C , and ẑ C the usual unit vectors for the cubic structure, and by x H , ŷ H , and ẑ H the corresponding usual unit vectors for the hexagonal structure, we have
if the structures are overlayed so as to emphasize the similarity in their nearest-neighbor bonding. This we do in Fig. 1 , under the assumption of perfect tetrahedral bonding; the crystals are oriented so that ẑ H points upward in the diagram. The two structures are identical up to and including the second-nearest-neighbor position. In the diagram this results in the top three planes of atoms being identical. It is in the placement of the next plane of atoms that the difference arises.
Values of C ⑀() and C () are of course usually quoted in the reference frame specified by (x C , ŷ C , ẑ C ), and those of H ⑀() and H () in the reference frame specified
But in comparing the physics of the optical response, it is more natural to compare the tensors in the same reference frame. In an admittedly somewhat cumbersome, but unambiguous notation, we denote by I ⑀ jk(J) () and I jkl(J) () the components of I ⑀() and I () in the reference frame indicated by (x J , ŷ J , ẑ J ), where both I and J can be either C or H. Transformations between reference frames are easily effected in the usual way, e.g.,
where the ⑀ and can be either H ⑀ and H , or C ⑀ and C , and ( j,k,l,m,n,p) can all be either x, y, or z.
Since second rank tensors cannot distinguish between cubic and isotropic materials, at each frequency we have
. The zinc-blende cubic structure allows only one independent component of a third rank tensor, and C jkl (C) ϭ0 unless ( j,k,l) is a permutation of (x,y,z), in which case
Transformed to the hexagonal frame, however, we find four kinds of nonvanishing elements that we can specify by giving (C) . In most of our discussions below we find it convenient to use the cubic reference frame when comparing tensors for the cubic and hexagonal phases; hence, when there is no confusion, we omit the superscript (C) when the cubic frame is used.
B. Band structures and linear response
In Fig. 2 we plot the band structures for the cubic and hexagonal phases of ZnS. These band structures have been adjusted with the scissors shift to reproduce the experimentally observed band gaps. Spin-orbit effects have been included, but remain quite small due to the light atoms in this material. We note the presence of the energetically flat delectron bands in both materials in the region of Ϫ6 to Ϫ7 eV. The band structures for the other II-VI semiconductors are qualitatively similar to those of ZnS, but differences in band gaps and spin-orbit splitting are seen, as well as differences in higher energy conduction bands. In all our calculations we use the experimental lattice parameters, which, in the hexagonal phase, do not correspond to perfect tetrahedral bonding. The departure from perfect tetrahedral bonding is, however, quite small. Such a departure has only small, secondary effects on the optical response; we refer the reader to our previous discussion on this in the context of GaN and AlN. 33 Results for the real and imaginary parts of the dielectric tensor, ⑀ 1 () and ⑀ 2 (), are presented for ZnS ͑Fig. 3͒, ZnTe ͑Fig. 4͒, and CdSe ͑Fig. 5͒. These results are representative of those for the other II-VI semiconductors, and so serve to illustrate the various aspects of linear optical response for this group of materials. We have chosen to present the components of the dielectric tensor in the cubic reference frame. In this frame lated results exhibit a general similarity in magnitude, they are very different functions of frequency. The results for the cubic structure show one dominant peak in the ⑀ 2 () spectrum, whereas there are two main peaks of roughly equal magnitude for the hexagonal structure. For all of the II-VI semiconductors we find that the peaks in H ⑀ 2 xx () straddle the main peak in C ⑀ 2 xx (). We find that the hexagonal and cubic phases of the Te-containing compounds show the best agreement in peak positions and relative magnitudes of the ⑀ 2 () spectrum. Finally, we note that the H ⑀ 1 xy () component remains relatively small for all energies, as our result for H ⑀ 2 xy () would suggest. The H ⑀ 2 xy () component is qualitatively the same for all II-VI semiconductors, showing some peak structure for those energies around the main peaks in the H ⑀ 2 xx () component. The contrast of our results for ⑀ 1 () and ⑀ 2 () between the two phases is not unexpected, considering how these functions depend on the band structure of a material. For instance, the peaks in ⑀ 2 () arise largely from regions in the band structure where pairs of bands are parallel. These regions tend to be fairly localized in k space, and so depend on broader regions of real space in the crystal. This implies that ⑀ 2 () is in effect ''seeing'' the structural differences between the two phases. The converse is true for ⑀ 1 () below the band gap, where there is little peak structure present. The response for these energies is dependent on the entire Brillouin zone, and so on more localized regions of real space. This would imply that ⑀ 1 () below the band gap depends to a lesser degree on the long-range structure of the material. The reason that such a strong similarity exists in ⑀ 1 () between the two crystal phases is primarily due to the similarity of the crystal structures themselves.
It is possible to gain some physical insight into the peak structure in the linear response function by looking at the sources for the peaks in terms of the band structures. This is reasonably straightforward for cubic materials 32 but is much more difficult for the lower symmetry hexagonal materials. 33 We will endeavor, however, to identify general regions of k space as sources for the peaks in ⑀ 2 (). We restrict our discussion to ZnS, and use this as an example for a similar analysis for the other II-VI materials.
We first look at the cubic phase of ZnS. The main peaks, as seen in Fig. 3 , are at 6.2, 7.8, and 9.2 eV. For the first two peaks, the strongly contributing regions of k space are much the same as for the III-V materials. 32 We find that the 6.2 eV peak is primarily due to transitions in the ⌫ to L region; the 7.8 eV peak is associated with transitions in the ⌫ to X and X to U regions. The last peak at 9.2 eV does not seem to be due to the ⌫ to L region as in the III-V materials, but rather from the ⌫ to X and X to U regions.
For the hexagonal structure, there are really just two main peaks, which for ZnS are at 7.4 and 8.9 eV, as can be seen in Fig. 3 . The sources for the peaks for this structure are much less localized in k space. We find that the L to A and A to H regions are associated with the first peak at 7.4 eV. The peak at 8.9 eV seems to come from transitions in many regions; the ⌫ to M , ⌫ to A, and H to K regions seem to be integral to the peak structure.
C. Second-order response
We now turn to a discussion of our calculated results for the second-order response coefficient for second harmonic We will address our results for the SHG susceptibility in the hexagonal coordinate frame towards the end of this section.
In Fig. 6 and Fig. 7 we have plotted the real part of the SHG response tensors, Re͕ H ()͖ and Re͕ C ()͖, for ZnSe and CdS, respectively. There are two aspects of these results that are in striking contrast to our results for the linear response. First, the C xyz component for the cubic phase is substantially different from the H xyz component for the hexagonal phase, even below half-band-gap; we found, in contrast, that the linear response of the two phases is essentially the same below the band gap. Second, the other components of the SHG susceptibility that are not present in the cubic structure, namely H zzz , H xxz , and H xyy , are comparable in magnitude to the H xyz component; we found, in contrast, that the linear response coefficient not present in the cubic phase was very small in the hexagonal phase. These results clearly indicate that the second-order optical response exhibits a stronger sensitivity to the structure of the material than the linear optical response. We return to this point below.
Our results for Im͕ H ()͖ and Im͕ C ()͖, shown in Fig. 8 and Fig. 9 for ZnSe and CdS, respectively, are what one would expect from the below-half-band-gap behavior of the real parts. For the xyz component the cubic and hexagonal phases are somewhat similar in magnitude and line shape, but show differences of varying degree throughout the spectrum. For the hexagonal phase, the imaginary parts of H zzz , H xxz , and H xyy are comparable in magnitude to that of H xyz . As in the case of linear response, the imaginary part of the response function is more sensitive to structural differences than is the real part below the half-bandgap.
Of technological interest is the (zzz) component of the nonlinear susceptibility of the hexagonal phase with respect to the usual hexagonal coordinate system, H zzz(H) . This we plot in Fig. 10 , along with the corresponding component of the cubic phase when viewed in this coordinate system, C zzz(H) . Our calculations show that there is very little difference between the two phases in the below-half-band-gap behavior of that component. This is generally true of the other II-VI semiconductors, although some small differences do arise. They remain fairly small even for energies approaching the half-band-gap. There are stronger differences between the crystal phases for the imaginary part of this At least below half-band-gap, this is what one would expect by analogy with the linear response. In the ''nonresonant'' region it is more-or-less the local neighborhood of the atoms that determines the response, and this is remarkably similar for the hexagonal and cubic phases. The surprise is the very large, unexpected difference between H xyz(C) and C xyz(C) indicated above. This clearly requires further investigation, but a possible reason might lie in the form of the actual component under consideration. While the zzz component is arguably simple physically and relatively straightforward, in that it describes an induced polarization in the z direction due to an electric field in the same direction, the situation is different for xyz . Here an induced polarization in the x direction is generated due to electric fields in the y and z directions. It may be that the more complicated xyz component involving all three coordinate directions, and other such components, are more sensitive to the structural details than is the ''single coordinate'' zzz component. Admittedly H zzz(C) does not vanish and C zzz(C) does, but the latter is strictly forbidden by symmetry.
For linear response, we detailed the origin of much of the peak structure in ⑀ 2 () in terms of the electronic band structure. Although in principle it is possible to do the same for Im͕()͖, in practice this task is much more difficult than for linear response: this is especially true in the case of the hexagonal structure where the band structure is much more complicated than that for the cubic phase. Furthermore, we find that it is difficult to generalize the results for one or two of the II-VI semiconductors to the remaining II-VI semiconductors. As a result, we defer such an analysis to a later, more detailed communication; for general analyses of this sort, we refer the reader to previous discussions. 32, 33 
IV. CONCLUSIONS
We have presented a comparison of the calculated linear optical response and second-order optical response for second harmonic generation, for the cubic and hexagonal phases of the II-VI semiconductors. Previous studies of these materials have been restricted to only one of the phases.
We have found that structure plays a limited role for linear response at energies below the band gap. Results for a given material are largely independent of crystal phase in this energy region. Above-band-gap response, characterized by the imaginary part of the dielectric tensor, shows larger differences between the phases. This is as one might expect from a simple physical picture of the optical response: Below-band-gap response involves essentially all regions in the Brillouin zone, and thus the local neighborhood of the atoms in real space. Since the cubic and hexagonal phases are remarkably similar here, no large differences are expected. Above band gap, the structure in the imaginary part of the dielectric tensor is sensitive to localized regions in k space and thus to more global aspects of the structure; here greater differences are expected between the phases. The result for the second-harmonic response coefficient zzz in the hexagonal phase is in accord with this. Below half-band-gap the value differs little from the value of this coefficient in the cubic phase when specified in the same coordinate system. In all the II-VI semiconductors the value of the zzz coefficient in the hexagonal structure is apparently not dependent on those details of that structure that make it specifically hexagonal.
Results for the imaginary part of the second-harmonic response coefficients show a considerable difference above half-band-gap, in accord with the physical picture mentioned above. The surprise is in the below-half-band gap values for the xyz component of the two phases, as referenced to the cubic coordinate system. When the results for the hexagonal phase are specified in the same coordinate system, the results for the two phases are seen to be very different; as well, components that are not allowed by symmetry in the cubic phase are, in the hexagonal phase, comparable to xyz . Even below the half-band-gap, where simple physical argument would indicate a sensitivity only to the local environment of the constituent atoms, the two very similar phases exhibit a significantly different response. We conjecture that this is due to the complicated nature of response characterized by the xyz component, involving electric fields in two orthogonal directions and a polarization in the third orthogonal direction.
Although we have presented results for only a few of the II-VI semiconductors in this paper, they are indicative of the semiconductors we did not present. All of the II-VI materials exhibit remarkably similar qualitative behavior, which is clearly worthy of further study.
