The desirable data for model building and calibration to support the decision-making process in flood risk management are often not sufficient or unavailable. A potential opportunity is now offered by global remote sensing data, which can be freely (or at low cost) obtained from the internet, for example, Shuttle Radar Topography Mission (SRTM) topography. There is a general sense that inundation modelling performance will be degraded by using SRTM topography data. However, the actual effectiveness and usefulness of SRTM topography is still largely unexplored. To overcome this lack of knowledge, we have explored the value of SRTM topography to support flood inundation modelling under uncertainty. The study was performed on a 98 km reach of the River Po in northern Italy. The comparison between a hydraulic model based on high-quality topography and one based on SRTM topography was carried out by explicitly considering other sources of uncertainty (besides topography inaccuracy) that unavoidably affect hydraulic modelling, such as parameter and inflow uncertainties. The results of this study showed that the differences between the high-resolution topography-based model and the SRTM-based model are significant, but within the accuracy that is typically associated with large-scale flood studies.
INTRODUCTION
The growing availability of distributed remote sensing data has allowed for significant progress in building and testing flood inundation models over past decades (Bates ; Schumann et al. ) . Among these data, digital elevation Given that traditional topography data, based on ground surveys, are only seldom available, while many remote sensing technologies are often too expensive (e.g. LiDAR; Castellarin et al. ) , testing the usefulness of freely and globally available data (such as SRTM topography) in supporting hydraulic modelling of floods is of extremely high interest from both a scientific and engineering point of view. In this context, Sander () evaluated diverse public DEMs for flood inundation modelling, and found that SRTM topography yielded a 25% larger flood zone compared with the high-resolution topography in a steady-flow Santa Clara River application. Indeed, whether or not this is a useful prediction surely depends on the application itself. Whether the high-resolution topography will justify the cost also depends on the characteristics of the study area (such as scale, geographic importance) as well as the objective of the modelling exercise. In addition, SRTM topography may appear attractive while there are other larger sources of uncertainty. However, Sander () did not account for the other sources of uncertainty (besides topography inaccuracy) that unavoidably affect hydraulic modelling. Hence, the novelty of our study is that the impact of different topographical input on the performance of flood inundation models is analysed by explicitly considering the other sources of uncertainty (such as parameters and inflow) that would unavoidably affect any hydraulic modelling exercise. The uncertainty introduced by topographic inaccuracy is therefore analysed in the following 
TEST SITE
The study was performed on a 98 km reach of River Po 
Model calibration
In October 2000, the River Po experienced a significant flood event, with a peak discharge of about 11,850 m 3 s À1 .
The return period was estimated at ∼60 years ( (Table 1) , although the optimal Manning coefficients lie in different locations of the parameter space (Figure 3 ).
Model evaluation
The River Po experienced a low-magnitude flood event 
DESIGN FLOOD PROFILE PREDICTION WITH UNCERTAINTY
The traditional approach to estimate design flood profiles is to feed the design flood into a calibrated model. In this case, 
where ε max and ε min are the maximum and minimum values of the mean absolute error of the behavioural models. Then, the likelihood weights are rescaled to a cumulative sum of 1. Rescaled likelihood weights were calculated using:
This uncertainty analysis was implemented for both the LiDAR-based model and the SRTM-based model. Thus, 
Experiment 2
The second modelling exercise also considers the important source of uncertainty in hydraulic modelling, i.e. the estimation of the design flood. To this end, the 1-in-200 year flood was estimated by statistically inferring the time series of 42 annual maximum flows, recorded at the Cremona gauge station, which is the upstream end of the river reach under study.
In particular, five distribution functions commonly used in extreme value analysis in hydrology (i.e. lognormal (LN), three-parameter lognormal (LN3), exponential (E), Gumbel (EV1) and generalized Pareto (GP)) were fitted to the annual maximum flows using the method of moments.
Five 1-in-200 year design floods were then obtained from these fitted distributions (Table 2 ). The shapes of the design hydrographs were not estimated because of the steady-state assumption already discussed. Thus, the additional uncertainties that might have been caused by the estimation of hydrograph shapes were avoided here.
Hence, five simulations of the best-fit models were run for both the LiDAR-and the SRTM-based models. The 5, 50
and 95th percentiles were computed. Comparisons are made between profiles for each percentile of the LiDARbased model and the SRTM-based model (Figure 6(b) ).
Experiment 3
The third modelling practice is carried out by combining model parameter and inflow uncertainties. Therefore, we run a total of 115 simulations by feeding 23 behavioural models using five design flood values generated from five This means the uncertain model performance will not be affected much if the number of simulations is increased.
DISCUSSION
The bed elevations in the SRTM and LiDAR models were significantly different to each other (Figure 4 ). We also conducted a two-sample Kolmogorov-Smirnov test to quantitatively evaluate these differences. We test the hypothesis H 0 : P 1 ¼ P 2 that two samples come from the same distribution. The results show that it rejects the null hypothesis as the p-value 2.78 × 10 À6 is much smaller than 0.05, which is the default value of the level of significance. Therefore, the difference between two samples is significant enough, as they have different distributions. Figure 2 shows that the bed elevations differ by around 4 m, which definitely affects the main channel conveyance. Given that approaches should be implemented according to the hydraulic model used, the available data and the source of uncertainty considered. Lastly, it should be noted that subjective assumptions were made in estimating uncertainty via the GLUE framework. This is a common issue in estimating uncertainty, which requires that all these (subjective)
decisions are made transparent to the end-users.
