Marshall and Olkin [Biometrika 84, 641-652, 1997] introduced a method for constructing a new distribution by adding a new parameter, called tilt parameter, to a parent distribution. It is observed that adding this parameter leads to a more flexible model than the parent model. In this paper, different estimators for tilt parameter as a major parameter are presented. Their performances are compared using Monte Carlo simulations. Hypothesis testing and interval estimation of tilt parameter using Rao score test is discussed.
Introduction
Let be a random variable with cumulative distribution function G( ) x and probability density function g( ) x . Ref. 11 proposed a method for adding a new parameter to a distribution family. If ( ) Gx denote the survival function of X then survival function of Marshall-Olkin family of distributions defined by:
where , > 0 and
If is a random variable with survival function (1.1) we write ~( ). In literature, is called tilt parameter. ( ) may be have some parameters. The probability density function and the cumulative distribution function is related by (1.1) are given by: Several new distributions have been introduced from this method. Adding a new parameter leads to a more flexible model than baseline model. A generalized version of a distribution often has nice structural properties in application. For example the exponential distribution has a fixed failure rate function and so this distribution doesn't have a good fitting to the data in many reliability applications. But a generalized exponential model, such as Marshall-Olkin exponential, has a failure rate with different shapes for different values of parameters. In Marshall-Olkin distribution family, tilt parameter makes this nice property. This is the motivation for considering statistical inferences of tilt parameter in this paper. Maximum likelihood and moment estimation of tilt parameter for a specific parent distribution have been studied by several authors. For further discussions see Ref. 11 In this paper we will discuss several methods for estimating tilt parameter in Marshall-Olkin distribution that will be denoted by () MO  . Also we will discuss hypothesis testing to tilt parameter. The rest of paper is organized as follow: In Section 2, the maximum likelihood estimation is investigated. In Section 3, the estimation of tilt parameter is discussed by using maximum spacing method. Least square and weighted least square estimators are discussed in Section 4. Hypothesis testing based on score test statistic and confidence interval for tilt parameter are proposed in Section 5. In Section 6, simulation results and comparison of estimators are provided. Also the coverage probabilities of confidence intervals and Rao Score test statistic are obtained. In a real dataset the statistical inferences about a particular distribution in Marshall-Olkin family of distributions, are discussed in section 7.
Maximum Likelihood Estimation
Let 1 ,... n XX be a random sample of size n from ()

And log-likelihood function is given by
The fisher information of is given by As customary, a random variable X with the density function (2.5) will be denoted by ( , ) MOEE . In this paper we focused on inference about tilt parameter, but since it is not reasonable and practical to consider one parameter for the new model and considering all other parameters to be known involved in the model, we suppose in
MOEE  are unknown. Thus by calculating log-likelihood function of (2.5) in a random samples, we have These equations should be solved simultaneously to obtain maximum likelihood estimators. Statistical software can be used to solve them numerically using iterative methods. Fx is given by
Maximum Spacing Estimation
The KLD is 0 if and only if 
where
are the order statistics of random sample, and 
where is an unknown parameter. Thus maximum spacing estimator can obtained by minimizing ( ) with respect to . When the likelihood function of  is unbounded or in distributions with a parameter-dependent lower bound such as three-parameter log-normal, weibull and gamma, the MSP estimator (MSPE) has been shown to have better performance than the maximum likelihood estimator (MLE (ii) An estimation of an unknown parameter can be obtained and (iii) By using approximation theory we can obtain a confidence region for unknown parameter. In section 6, we obtained MSPEs, when X has a Marshall-Olkin exponential distribution.
Least Squares and Weighted Least Squares Estimation
The least squares and weighted least squares estimators were originally introduced by Ref. 16 to estimate the parameters of Beta distributions. It is intuitively obvious and has long been known that:
( ) 
Hypothesis Testing and Confidence Intervals
For completeness purposes, in this section, we briefly discuss hypothesis testing for null hypothesis 0 :1 H  = H . In addition we propose two approximate confidence intervals for tilt parameter.
Score Test for =
Suppose ()  is log-likelihood function and
. So test statistic based on score test is given by
Where () I  is the fisher information of tilt parameter.
() U  and () I  is presented in section two . Under null hypothesis, S has asymptotically chi-square distribution with 1 degree of freedom, so the null hypothesis is rejected when
 is significant level. In Marshall-Olkin family of distributions when all parameters of parent distribution are known, the score test statistic using (2.2) and (2.3) is:
And under null hypothesis
The generalization version of (5.1) is
where θ is restricted maximum likelihood estimator of the vector of parameters, θ under 0 H and () I θ is the fisher information matrix of θ . Under null hypothesis, test statistic in (5.4) has asymptotically chi-square distribution with k degree of freedom when k is the number of components of θ .The score test statistic is useful because it is simple to compute and depends only on estimates of parameters under null hypothesis. Also the score test has the same local efficiency as the Likelihood Ratio test. Furthermore the distribution of score test statistic is not affected by parameters being on the boundary of the parameter space under null hypothesis. For further discussion about score tests see Ref. 
Confidence Interval for
In this section we assume all parameters expect than tilt parameter in Marshall-Olkin extended distribution be known. The normal approximation of the MLE of can be used for constructing approximate confidence intervals. Under conditions that are fulfilled for the parameters in the interior of the parameter space, we have On the other hand for obtaining confidence interval for , it is interested to use score test statistic that is discussed in previous subsection. According to (5.1) the approximate confidence interval for tilt parameter, when there is no any other unknown parameter in the model is obtained from:
Equation (5.8) can be used for obtaining confidence interval for tilt parameter in Marshall-Olkin extended exponential distribution.
Simulations
It is presented different estimators of tilt parameter that discussed in previous sections. In this section we compare the performance of these estimators by using Monte Carlo simulations. The biases and root mean square errors (RMSEs) of different estimators of  and in a Marshall-Olkin extended exponential distribution
are presented in Table 1 . These criteria were computed by simulating samples of size n = 10 and 30, each sample replicated 5000 times. The values of the are 0.25; 1 and 2.5. In all cases we take 1  = .The different shapes of density of ( , ) are shown in Fig 1. We can observe that when is fixed, the skewness of density gets to small value with increasing . From Table 1 and 2,it is observed that the MSP performs the best among all methods to estimates for small values of since is a shape parameter and based on figure 1 we can see that in these cases the density is skewed. As noted before MSP method have good performance when the distribution is skewed or heavy-tailed. For estimating , the LS method is the best for small values of . But when = 2.5 the ML method is the best among all methods. In addition with increasing sample size, the performance of the MSPEs gets to the MLEs. In all cases we assume ~( , ) . From Table 3 , it is clear that the SC confidence interval (based on score test statistic) seems to have considerably higher coverage probabilities compared to the ML confidence interval that is based on asymptotic distribution of MLE.
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Real Data
For further discussions, we analyze times to breakdown (in minutes) of an insulating fluid subjected to high voltage stress, which was reported by Ref. 12 (p. 462) . We use group 3 of data for our goal. In ) Thus the null hypothesis is rejected at 5% significant level.
Conclusions
Ref. 11 proposed a simple generalization of a baseline distribution function by adding a tilt parameter α> 0 in order to obtain a larger class of distribution functions, which contains the parent distribution when α = 1. In this paper we investigated statistical inference about tilt parameter. We calculated different estimator for tilt parameter and studied their performances. Also we discussed about hypothesis testing and interval estimation of tilt parameter based on score test statistic. Finally in a real dataset, we fitted a Marshall-Olkin extended exponential and obtain MLEs of its parameters.
