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Short well-defined domains known as peptide recognition modules (PRMs) regulate many im¬
portant protein-protein interactions involved in the formation of macromolecular complexes
and biochemical pathways. High-throughput experiments like yeast two-hybrid and phage
display are expensive and intrinsically noisy, therefore it would be desirable to target infor¬
mative interactions and pursue in silico approaches. We propose a probabilistic discriminative
approach for predicting PRM-mediated protein-protein interactions from sequence data. The
model suffered from over-fitting, so Laplacian regularisation was found to be important in
achieving a reasonable generalisation performance. A hybrid approach yielded the best per¬
formance, where the binding site motifs were initialised with the predictions of a generative
model. We also propose another discriminative model which can be applied to all sequences
present in the organism at a significantly lower computational cost. This is due to its additional
assumption that the underlying binding sites tend to be similar.
It is difficult to distinguish between the binding site motifs of the PRM due to the small
number of instances of each binding site motif. However, closely related species are expected
to share similar binding sites, which would be expected to be highly conserved. We investigated
rate variation along DNA sequence alignments, modelling confounding effects such as recom¬
bination. Traditional approaches to phylogenetic inference assume that a single phylogenetic
tree can represent the relationships and divergences between the taxa. However, taxa sequences
exhibit varying levels of conservation, e.g. due to regulatory elements and active binding sites,
and certain bacteria and viruses undergo interspecific recombination. We propose a phyloge¬
netic factorial hidden Markov model to infer recombination and rate variation. We examined
the performance of our model and inference scheme on various synthetic alignments, and com¬
pared it to state of the art breakpoint models. We investigated three DNA sequence alignments:
one of maize actin genes, one bacterial (Neisseria), and the other of HIV-1. Inference is carried
out in the Bayesian framework, using Reversible Jump Markov Chain Monte Carlo.
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Proteins play a key role in almost all cellular processes (Gavin et al., 2006), and it is by their
interactions that they carry out most of their key roles, such as building signalling networks,
post translation modification of other proteins and forming structural components for the cell.
Discovering the interactions between the proteins thus gives an insight into the function of the
protein (Nabieva et al., 2005), and helps approaches such as systems biology to build quantita¬
tive models that can predict the behaviour of the cell (Stelzl and Wanker, 2006).
Recent experiments have attempted to characterise protein interaction networks and the
complexes formed by groups of proteins on an organism-wide basis. Experimental methods
used include yeast two-hybrid (Uetz et al., 2000; Ito et al., 2001; Giot et al., 2003), Tandem
Affinity Purification (TAP, Krogan et al., 2006), and combinations of TAP and mass spec¬
trometry (Gavin et al., 2006). See Shoemaker and Panchenko (2007) for a wider overview of
experimental methods for detecting protein interactions, and of databases of known interac¬
tions. While high throughput methods can detect a substantial fraction of the interactions and
complexes within an organism, they cannot explain the purpose of these interactions, nor how
they are mediated. Low throughput methods like x-ray crystallography, electron microscopy, or
electron tomography can determine the complex formed by proteins interacting (Russell et al.,
2004). However, these methods have drawbacks. In order to perform x-ray crystallography,
a sufficient quantity of the protein complexes is required, which then needs to be induced to
crystallise. Electric microscopy and electric tomography on the other hand, suffer from low
resolution, making interpretation of the protein complexes difficult.
Sometimes however, the underlying protein-protein interaction mechanism is simple enough
that the cause of the interactions can be computationally inferred, as for instance when the in¬
teraction is mediated by a Peptide Recognition Module (PRM). PRMs are specialised compact
protein domains that mediate many important protein-protein interactions. They are responsi-
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ble for the assembly of critical macromolecular complexes and biochemical pathways (Pawson
and Scott, 1997), and they have been implicated in carcinogenesis and various other human dis¬
eases (Sudol and Hunter, 2000). These domains bind to a specific short peptide sequence motif.
In Chapter 3, we propose a novel discriminative method for discovering and distinguishing be¬
tween the binding site motifs of these PRMs based on their interaction partners. Our method is
applied to the SH3 domains in Saccharmomyces cerevisiae, where the interaction data comes
from Tong et al. (2002).
The model that we proposed in Chapter 3 was only trained on peptide sequences that were
found to interact with at least a single SH3 Domain, as its application is otherwise computa¬
tionally impractical. In Chapter 4, we propose an additional, significantly less computationally
costly method which can be efficiently applied to large numbers of sequences. This is due to
its additional assumption that the underlying binding sites of different SH3 domains tends to
be similar.
1.2 Phylogenetics and Comparative genomics
The binding site motifs of PRMs (e.g. SH3 domains) are short and degenerate. They are thus
non-trivial to correctly detect, so additional clues to their location could be helpful. While mu¬
tations are a random process and thus occur in random positions, mutations in the functional
regions of protein, like the binding site motifs of the PRM, tend to be more likely to be detri¬
mental to the survival of the organism. Natural selection acts as a filter upon the mutations that
will fixate in the population, so important regions will have less mutations and thus be more
conserved. These conserved regions can be located by comparing the sequence to its homo-
logues in other species. More conserved regions of the sequences are those where sequence
is more similar to its homologues. See for instance Nimrod et al. (2005) who used this con¬
servation (combined with the structure of the protein) to locate functionally important regions
in proteins. To summarise: regions of proteins that are found to be more conserved should
be made to have an increased a priori probability of containing the binding site motifs of the
PRM. This can be incorporated using a suitable prior as proposed in Section 7.2.1.
As the concept of conserved regions is only defined in an evolutionary context, we need
to understand the evolutionary history of a sequence. Understanding this history is the central
problem of both phylogenetics and comparative genomics. Phylogenetics focuses on inferring
the evolutionary relationships between a set of species, while comparative genomics models the
rate variation that occurs along the sequence. Phylogenetics, apart from inferring the "tree of
life", also has many useful applications in different fields such as epidemiology. For instance,
Crandall (1995) showed how multiple HIV infections could be traced to back a single HIV
positive dentist who had infected his patients. It was found that the HIV strains of the dentist
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were closely related to those found in the patients, and not to other possible infection sources.
Modelling rate variation along sequences is central to the field of comparative genomics,
where it can reveal functionally important regions. See for instance Margulies et al. (2007),
who used a wide variety of experimental methods in an attempt to rigorously find every func¬
tional element along 1% of the human genome. They then compared these functional elements
to the conserved areas found along these genome fragments, and found that most classes of
functional sequence elements were enriched in conserved, as opposed to unconserved, regions.
It was also found that significant numbers of each functional class occurred in non-conserved
regions, and that 40% of the conserved regions did not overlap any known functional region.
Ideally, the evolutionary history of every nucleotide in every gene of every species could be
traced. Not only would this be useful in identifying the binding sites of the PRMs, but it would
also be highly revealing about the function of the nucleotides, as well as the selective pressure
on the species that determined which mutations were kept.
Consider wanting to infer the evolutionary history of a set of DNA sequences, for instance
the genomes of a set of species. Specific subsequences within the genomes can evolve in
separate ways to the rest of the sequence due to recombination, gene duplication, retroviruses
inserting themselves into the genome, etc. We will not focus on the evolution of species in
this thesis, but only on modelling the evolution of the sequences. While we mention DNA
sequences here, our description applies equally well to peptide sequences.
Given that each target sequence position has only one of the four possible nucleotides, it
would naively appear that not enough information is preserved to be able to infer the evolution¬
ary history. Furthermore, it is not known which positions in each of the sequences correspond
to positions in the other sequences, because mutations can shorten or lengthen the sequences,
and other processes such as recombination copy or move around large groups of nucleotides.
These difficulties would appear to make the task impossible.
In practice, there is a strong a priori intuition that neighbouring positions in the sequences
tend to share a similar evolutionary history. Given some suitable model, it should be possible
to simultaneously infer the alignment of nucleotides (which nucleotides correspond between
sequences) and their evolutionary history. However, simultaneously estimating both the align¬
ment and the phylogenetic tree per alignment position is a difficult and unsolved computational
problem. Most phylogenetic methods (including the method proposed in this thesis) instead
start from an alignment of the nucleotides - see Lassmann and Sonnhammer (2005) for an
example of a recent, high performance sequence alignment method.
Traditional methods in phylogenetics extend the assumption that neighbouring sequence
positions have the same evolutionary history to its extreme, and assume that all nucleotides
in a given sequence share the same evolutionary history. Recall that the binding site motifs
would be expected to be more conserved (to have a lower average branch length in its phylo-
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genetic tree). Without relaxing this assumption, this type of model would not help in detecting
the binding sites motif, as all sites would show the same amount of evolutionary divergence.
This assumption is also broken in certain bacteria and viruses as they undergo interspecific
recombination. Here different strains exchange or transfer DNA subsequences, leading to a
tree topology change, breaking the assumption that all positions can be modelled with a single
phylogenetic tree. We propose a novel method for simultaneously characterising rate variation
and recombination along alignments of DNA sequences.
1.3 Overview of the thesis
Chapter 2 reviews the current literature that describes phylogenetic methods for discovering
sequence motifs and predicting protein-protein interactions. Chapter 3 introduces a novel dis¬
criminative method for discriminating between the binding sites motifs of PRMs. We investi¬
gate the performance of this method in distinguishing between the SH3 domain binding sites in
Sacchcirmomyces cerevisiae. However, it is computationally impractical to apply this method
to all sequences in yeast which do not bind to an SH3 domain. In Chapter 4 we cover an
alternative, computationally efficient method for incorporating large numbers of sequences in
finding these binding site motifs. Motifs tend to have a different rate of conservation from
other parts of the sequence, suggesting that a phylogenetic approach might prove fruitful in
helping to identify the motifs. We start by introducing some basic concepts in phylogenetics
in Chapter 5. In Chapter 6 we propose a novel method for characterising rate variation and re¬
combination along sequence alignments. In Chapter 7, we detail possible methods to combine






Discovering motifs and predicting
protein-protein interactions
2.1 Overview
In this chapter, we will review the current literature about discovering motifs and predicting
protein-protein interactions. We start in Section 2.2.1 by reviewing methods for discover¬
ing motifs. Section 2.3 then shows how motifs and domains can be used to predict protein-
protein interactions. Section 2.4 describes other in silico methods for predicting protein-protein
interactions. Finally, Section 2.5 outlines how the methods described in this Chapter lead
into our first discriminative model for simultaneously locating motifs and predicting protein-
interactions.
2.2 Discovering motifs and locating domains
2.2.1 Proteins, Domains, DNA, and Motifs
In this thesis, the focus is on locating sequence motifs that occur on proteins. However, a lot
of the methods for detecting motifs in DNA sequences are relevant. We start by introducing
proteins and DNA sequences.
Proteins consist of one or more chains of peptides, where successive peptides in each chain
are covalently bonded together. There are twenty possible peptides (also called amino acids)
that can occur in each position in each chain. It is the arrangement of these peptides that
gives the protein its shape, as different peptides interact with each other in different ways. The
interactions, and thus the functions of a protein are determined by its shape which is ultimately
determined by the sequence(s) of peptides. This description misses out various subtleties such
as other molecules binding to the proteins and post-translational modifications of proteins - see
for instance Alberts et al. (2001) for a detailed introductory text on molecular biology.
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DNA sequences are long, stable chains of nucleotides bonded together that are generally
used for long term storage of genetic information within an organism. These sequences code
for everything within the cell (including proteins) and contain regulatory elements used to con¬
trol the expression levels of the proteins. There are four different nucleotides: adenine (A),
thymine (T), cytosine (C) and guanine (G). Again, see an introductory text on molecular biol¬
ogy such as Alberts et al. (2001).
A sequence motif generally refers to a very short (4-10 positions) conserved subsequence
on either DNA or protein sequences. Sequence motifs are generally distinguishable by their
biological significance or statistical over-representation. These sequence motifs occur for dif¬
ferent reasons in protein versus DNA sequences, and we will quickly cover the most relevant
occurrences of why DNA and protein (or peptide) sequence motifs occur.
Short peptide sequence motifs are commonly known as Linear Motifs. One particularly
interesting example of such motifs are the binding sites of various domains called Peptide
Recognition Modules (PRMs). These are known to be involved in forming many important
complexes with organisms, and in various human diseases such as carcinogenesis. As PRMs
are described in Section 3.3, we will not talk about them further here.
The most interesting occurrences of sequence motifs in DNA sequences has been tradition¬
ally considered to be in the upstream region of genes as these motifs can indicate the binding
sites for Transcription Factors (TFs). However, recent research by Margulies et al. (2007) has
shown that binding sites for TF can occur in the downstream region of a gene, or indeed almost
anywhere on the genome. The binding of these TFs in turn activates or inhibits the transcrip¬
tion machinery, and hence the activity of that gene. This has been the source of significant
research activity - Sandve and Drablos (2006) mention that over a hundred different methods
for discovering DNA motifs in regulatory regions have been published in the last few years. We
will not cover all of these methods, instead focusing on methods which are either illustrative of
fundamental concepts in motif finding or the most applicable to discovering motifs in protein
sequences.
Motifs can be defined for other characteristics than sequence: a structural motif is a small,
repeatedly occurring substructure within the structures of proteins, where the amino acids in¬
volved do not have to be in consecutive sequence positions. Determining the structure of a
protein is time consuming and expensive, and not all proteins have had their structure deter¬
mined. We will focus on conserved elements which can be detected using only the sequences,
namely domains and sequence motifs (motifs will now refer to sequence motifs from here on).
Domains are conserved substructures that repeatedly occur on different proteins, generally
consisting of 40 to 350 successive amino acids (Alberts et al., 2001). We will not focus on
domains as they tend to be easier to discover than peptide sequence motifs due to their ex¬
tra length. Sequence motifs can be as short as only a few amino acids (or nucleotides) long
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and thus can sometimes exhibit only a very weak statistical signal. Locating this weak signal
amongst the noise can be a difficult computational problem. When looking for motifs with a
weak signal, other repeatedly occurring subsequences that appear to be motifs might be de¬
tected in the noise - it is determining the significance and purpose of a potential motif that
is the most difficult problem in motif discovery. The methods to detect and characterise do¬
mains also tend to be different as domains are more likely to be of variable length, and are
thus often characterised by hidden Markov models. In this thesis we will focus on the harder
case of discovering the short sequence motifs as opposed to discovering the longer domains.
If the knowledge of which domains are present on a given protein is required, we will con¬
sult databases such as Interpro (Mulder et ah, 2007). Interpro is a collation of many different
databases of domains, as found by different domain discovering methods. Different scanning
methods detect different subsets of the domains. Interpro attempts to characterise the underly¬
ing domains from the noisy and incomplete domain detections of the various domain discovery
methods. If domain information is required for peptide sequences that do not have an entry in
the database, tools such as InterproScan (Quevillon et ah, 2005) search peptide sequences for
occurrences of domains known within Interpro.
Methods for discovering the relatively short sequence motifs can be split into two main
categories: methods that only look for statistically over-represented subsequences, and meth¬
ods that explicitly incorporate additional information (e.g. gene expression data or protein-
interaction data) to try and find motifs that are more likely to be biologically relevant. We will
separately deal with DNA and peptide motif discovering methods that use additional informa¬
tion as the types of additional information useful for finding DNA sequence motifs differs from
the types of additional information useful for finding protein motifs.
2.2.2 Discovering over-represented motifs
Most motifs are detected as overrepresented sequence fragments, which appear as outliers
within some statistical model of the general characteristics of the sequence. This requires a
model of the motif and at least an implicit model of the sequence. For instance, Pavesi et ah
(2001) represented motifs as a consensus sequence, which is simply a list of successive nu¬
cleotides/peptides that represent the motif. Possible matches between a motif and a candidate
subsequence were scored by the number of changes required for the motif and the candidate
sequence to match. The advantage of such simple motif representations is that the search space
is sufficiently restricted that all high scoring motifs can be efficiently found.
Not all motifs are well represented by a consensus sequence - in practice each motif posi¬
tion will have a different affinity for all possible nucleotides/peptides. This is ignored by the
simpler consensus motif models, so we will instead focus on probabilistic models that describe
the motif as a product of multinomial distributions, where each position in the motif is mod-
10 Chapter 2. Discovering motifs and predicting protein-protein interactions
elled as an independent multinomial distribution. This model of a motif is called a Position
Specific Scoring Matrix (PSSM), or Position Weight Matrix (PWM), and will be described in
detail later.
PWM/PSSM motif models assume that the positions in a motif can be modelled indepen¬
dently. O'Flanagan et al. (2005) investigated how the assumption of independence between
motif positions affects the performance of modelling regulatory motifs in DNA sequence.
They used a computational approach to estimate protein-DNA binding energies by aligning the
structure of the protein binding site with the different possible DNA binding motifs (see Sec¬
tion 2.4.1 for more detail about such methods). This allowed them to analyse the non-additive
effects on the binding specificity of the protein. They discovered that such non-linear factors
were caused by the folding of the target DNA sequence. Barash et al. (2003) suggests various
more complex Bayesian mixture and tree based models of the motif. In a tree based model,
the distribution over some sites in the motif are dependent on other sites in the motif. These
models might be flexible enough to capture the variation caused by the non-additivity effects.
However, it is not known to what extent such non-additivity effects occur with sequence motifs
on proteins, and breaking the independence assumption makes the model significantly more
difficult to fit and use. We will focus on methods that keep the assumption that the position of
the motif can be modelled independently, but incorporating more complex motif models might
be an interesting avenue of future research.
One of the best known methods for detecting over-represented sequence motifs in either
nucleotide or peptide sequences is Multiple EM for Motif Elicitation (MEME; EM is Expecta¬
tion Maximisation), described for instance in Bailey and Elkan (1995). MEME uses a product
of multinomial distributions to describe the motifs, and a multinomial distribution to repre¬
sent the background. The background refers to the background of the motifs, or all parts of
the sequence that do not contain the motif. They define 0 — [0o 0j] to represent the parame¬
ters of their model, where 0o are the parameters of the background distribution and 0) are the













Pa,o to PZio define a multinomial distribution that describes the background distribution, i.e. the
distribution over all sequence positions that are not in a motif. The letters a to z are the set
of all possible letters that can occur in the sequence. For instance, when modelling nucleotide
sequences the letters would be: a =adenine, b=thymine, c =cytosine and d ^guanine. Then,
Pa,o is the probability of the first letter occurring in the position not containing a motif (in
the background), Pb$ is the probability of the second letter, etc. Correspondingly, Pa<\ to Pz^\
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define the probabilities of each letter occurring in the first motif position, Pa^ to PZi2 define
which letters are expected in the second motif position, etc. This continues for all W positions
in the motif. This representation of a motif is the aforementioned PSSM or PWM.
Bailey and Elkan (1995) introduced the set of latent (hidden) binary variables Z,j £ {0,1},
where Z,j = 1 if on the ;th sequence, the motif starts at the jth position (Z,j = 0 otherwise) in
order to model where the instances of the motif occur along the sequences. The log probability
of a sequence X, given that for one and only one j, Zjj — 1 was:
Background Motif Background
j-1 w-1 M
logP(X,-|Z,-j = 1,0) = £ log/^,0 + £ logEW + L logP,a.o, (2.2)
k=0 k—0 k=j+W
where Sjj, = a shows that the alh letter of the sequence alphabet occurs on the 1th sequence in
the kth position. This is a slightly different formulation from that used by Bailey and Elkan
(1995), and is chosen to be more consistent with the notation used in Chapter 3.
Discovering motifs is equivalent to finding the optimal assignments to Z,j and 0. This re¬
quires a model of how often the motif occurs in each input sequence. The authors introduced
three such models: One Occurrence Per Sequences (OOPS), Zero or One Occurrence Per Se¬
quence (ZOOPS), and Two Component Mixture (TCM). The OOPS and ZOOPS models are
self-explanatory, while the TCM can represent zero or more motifs occurring along each of the
sequences. The log likelihood of X = {Xi,... ,X„}, a set of n sequences of length L1 under the
OOPS model was:
(" m \ 1£ £ Zjj logP (Xt |Ztj = 1,0) + - log m, (2.3)|=U=i / n
where m — L — W + 1 is the number of possible starting positions along the sequence for the
motif and the log P (X,-|Z,-j = 1,0) term was defined in Equation (2.2). The likelihood of the
sequences given Z,-j and 0 under the ZOOPS model was:
(n m \ n££zuiog/>(xi|ziJ = 1,0) +£(i-<2,)iogP(x,|<2i = o,0)1=0=1 / <=1
+ £ (1 - Qi) log (1 - i) + £ Qi log 1, (2.4)£ £1 m
where Qi = %i,j indicates if the ith sequence contains an instance of the motif, and y is the
probability of each input sequence containing the motif. The likelihood of the sequences under
the TCM model was:
n m
logP(X,Z|0) =£ £ (1 -Z,J)logP(Xu|0o) +Z,JlogP(XlJ|01)
1=0=1
+ (1 - Zij) log (1 - X) + (Zij) log A,, (2.5)
'For simplicity of exposition only - the model itself is not limited to equal length sequences.
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where = [sij,Sij+\,... ,Sij+w-i} and X is the probability that any given position in the se¬
quence contains the motifs. Under this model, every possible motif position is modelled almost
independently2 as either containing a motif or being a background position. The likelihood of
a possible motif position given that there is no motif present is P(Z,j|0o) =
while the likelihood of a possible motif position given that there is a motif present is P (Xij 101) =
0 Ht-
The log likelihood described in either Equation (2.3), (2.4) or (2.5) was optimised by ad¬
justing 0 (where 0 is augmented with y or X if appropriate) using the Expectation-Maximisation
(EM) algorithm.
First, 0(°\ a starting value for 0 is chosen. Then P (Z|X,0(°'), the posterior distribution
of Z, is computed. Given that in this case this posterior distribution is both conjugate and in
the exponential family, it can be described by a small set of sufficient statistics. For the motif
finding problem, the posterior distribution corresponds to the probability that each position in
each sequence contains the motif. Computing this posterior distribution is called the E-step.
These distributions over Z are then used to find the optimal values of 0 that maximise the log
likelihood in the M-step:
0(*+i) = argmax(logP(Z,X|0))Z|Xe(„
—
arg max J \ogP{Z,X\<d)p(z\xM'])dZ, (2.6)
where (f(X))x — fx f (X) P (X) dX corresponds to taking the expectation of a function of a
variable with respect to a distribution. 0(r+1) is in turn used to calculate the posterior distribu¬
tion P (Z|X,0('+1)), which is in turn used to find 0('+2). This is repeated until the difference
|0('+O —0(01 falls below some threshold, which is taken as an indication that the algorithm
has converged. EM is guaranteed to converge to some local optimum or saddle point of the
maximum likelihood function, as shown by Dempster et al. (1977). In practice, many different
initialisations from different possible motif starting positions are tried and run for a small num¬
ber of steps. Whichever initialisation shows the most promise is then run until convergence.
Given a motif has been discovered, all parts of the sequence containing this motif are removed
from the sequences, and the algorithm is rerun to locate the next motif.
The quality of the motifs found is still highly dependent on the initialisation strategy used
due to the greedy nature of the optimisation. An alternative method is to use Gibbs sampling
for motif finding as described for instance by Lawrence et al. (1993). Here, 0 is sampled given
Z, then Z is sampled given 0, then 0 is sampled given Z, etc. This will eventually yield samples
for Z and 0 from posterior distributions of Z and 0 and is thus in theory independent of the
starting initialisations of Z and 0. In practice, Gibbs sampling can require large numbers of
2Possible motif position are not fully independent as extra care is taken to ensure that motif instances do not
overlap.
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iterations, and thus computational time, to switch between different motifs. Gibbs sampling
can thus in practice still be dependent on the initialisation.
The simplistic model for the background (any sequence position that does not contain a
motif) used by Lawrence et al. (1993) and Bailey and Elkan (1995) is too na'ive to fully capture
the behaviour of the sequences. Thijs et al. (2001) implemented a third order Markov model
of the background sequence positions, where the distribution of the current site depends on the
last two sites. The authors showed that their more realistic background model improved the
ability of the model to distinguish between DNA regulatory motifs and background sequences
compared to the more simplistic background model.
Leung and Chin (2005) introduced a method that is guaranteed to find the best possible
PSSM motif up to some given error 8. The lower the required error 8, the greater the amount of
computational time required. Their method is designed to be applied to DNA sequences, and
so will be impractical to apply to protein sequences as the search space will be too large.
Down and Hubbard (2005) introduced a novel method to locate motifs using nested sam¬
pling (see Skilling, 2006 for an overview of using nested sampling for Bayesian inference).
Nested sampling maintains an ensemble of solutions and so is a different type of approach
than the Expectation Maximisation and Gibbs methods. At each iteration, the solution with the
lowest likelihood is discarded. A new solution is sampled from the prior, under the constraint
that its likelihood must be equal to or greater than that of the discarded solution. Down and
Hubbard (2005) sampled from this constrained distribution by duplicating an existing solution,
then using standard Metropolis-Hastings to update the new duplicate to a new position within
the constrained prior.
Down and Hubbard (2005) mention that nested sampling is similar to simulated annealing,
an alternative optimisation strategy where updates are randomly proposed. In simulated an¬
nealing, the probability of accepting a worse solution depends on the current temperature and
how much worse the proposed solution is. The higher the temperature, the more likely it is that
worse solutions are accepted. Initially the temperature is high and then decreases during the
run of the simulation until no more solutions that are worse are accepted. Given this decrease
is gradual enough, simulated annealing is guaranteed to find the optimal solution. Nested sam¬
pling has the advantage of not requiring such a temperture shedule, and Down and Hubbard
(2005) claimed that nested sampling is liable to find the global optimum in a single run, given
a large enough ensemble. However, this assumes that a suitable method exists for sampling
from this likelihood-constrained prior. In practice, this can be very difficult, and is still an open
question in sampling methodology (Girolami, 2007).
In most motif discovery methods, multiple motifs are often found by first finding a single
motif, removing the subsequences containing that motif, then finding another motif, removing
those subsequences, etc. This is done for instance in MEME. In contrast, the method of Down
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and Hubbard (2005) simultaneously models all motifs that occur within the sequences by mod¬
elling the sequences as a Hidden Markov Model (HMM) where the hidden state represents the
background state, or a motif position. The model can thus transition into any known motif re¬
peatedly along each of the sequences. See also Down et al. (2007) for a large scale application
of this method to discovering novel regulatory motifs in Drosophila melanogaster.
There are other metrics for scoring motifs than the log likelihoods shown in Equation (2.3),
(2.4) and (2.5). For instance, Ng et al. (2006) focused on finding faint motifs that are difficult to
distinguish from randomly generated background sequences. They optimised the Incomplete
Likelihood Ratio which is the probability of an OOPS model (as in Equation (2.3)) as opposed
to all the sequences being generated from the background distribution. They claim that this
increases the ability of the method to detect faint motifs. However, they only tested the motif
finder on randomly generated background sequences - real biological sequences might also
have more underlying structure, which might confuse this scoring measure.
Most of the motif finding algorithms outlined above assume a target set of sequences has
been selected, where this target set of sequences are suspected to contain relevant motifs. How¬
ever, it is not always possible to directly split a set of sequences into target and background sets
in such a fashion. Instead, one might have a ranking as generated from a biological measure¬
ment such as ChlP-chip data (Chromatin ImmunoPrecipitation on a chip - see for instance
Ren et al., 2000), where motifs that are relatively more abundant at the top of the ranking are
likely to be interesting. Eden et al. (2007) introduced a method for finding motifs that are
over-represented at the top or bottom of such a ranking.
A thorough investigation into discovering regulatory motifs from DNA sequences through
the motif over-representation was carried out by Tompa et al. (2005). The authors quantitatively
compared thirteen DNA sequence motif finding algorithms that look for over-represented short
sequences that occur in the upstream region of genes, as these are likely to be good candidates
for regulatory elements. They found that there was some complementarity between the set of
motifs found with the various methods.
2.2.3 Discovering regulatory motifs by incorporating other information sources
Unlike the methods described in Section 2.2.2, the motif discovering methods described in this
section explicitly use some sort of additional information to help locate regulatory DNA motifs.
Segal et al. (2002) proposed a probabilistic model that models experimentally observed
gene expressions as the result of the presence of regulatory motifs in their upstream regions. Of
particular interest is their discriminative model for discovering motifs. Instead of modelling the
motif and the background distribution as shown in Equation (2.1), they directly modelled the
likelihood ratio of each amino acid appearing in a given motif position as opposed to anywhere
else in the motif or the background - see Section 3.4.2.
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Transcription factors do not necessarily bind only to a single motif. Instead, multiple mo¬
tifs can bind to the same transcription machinery. It is this binding to the same machinery that
forces the motifs to be in spatial proximity to each other. Such groups of motifs are called cis-
Regulatory Modules (CRMs), and the knowledge that multiple motifs occur in spatial proxim¬
ity can aid in detecting them. Segal and Sharan (2004) proposed a novel discriminative model
that exclusively focuses on pairs of motifs that are spatially correlated while ignoring other
non-correlated motifs.
See Sandve and Drablos (2006) for a large overview of regulatory motif discovery methods
in DNA sequences, organised by the type of contextual information used.
2.2.4 Discovering peptide sequence motifs using additional information
Short peptide sequence motifs are commonly known as Linear Motifs. These include the bind¬
ing sites for Peptide Recognition Modules (PRMs), which are domains that bind to short pep¬
tide sequence motifs, and are described in detail in Section 3.3.
Reiss and Schwikowski (2004) proposed a model to help disambiguate the binding sites of
a set of closely related PRM domains. This is a difficult problem as the motifs representing
the various binding sites of the PRM domains are closely related, and so distinguishing be¬
tween these binding sites is difficult. Searching for a motif amongst the sequences that bind
to each individual SH3 domain yields too few examples to be able to find the binding site.
Correspondingly, searching for motifs that occur in the sequences that bind to any SH3 domain
merges together similar binding sites. By explicitly taking into account the underlying sim¬
ilarity between the binding sites of the different SH3 domains, the authors managed to more
accurately model the binding site motifs of the SH3 domain. Their model is covered in detail
in Section 3.4.1, and will not be described further here.
Neduva et al. (2005) carried out large-scale scans for linear motifs using whole proteome
protein interaction datasets. They systematically scanned for over-represented linear motifs
amongst the interaction partners of each protein. As this does not always yield enough results to
determine the relevance of the motifs found, they also use as an alternative target set all proteins
that were found to interact with any protein that contained a particular domain. They referred to
this as a domain interaction set. Various motifs were found only in either the protein interaction
set or domain interaction set, demonstrating the importance of examining both datasets.
Neduva et al. (2005) designed a simple scoring function that looked for significantly over-
represented motifs in the target set as opposed to the background set. This scoring function was
based on the binomial distribution. This is not the main novelty of their method, which instead
comes from using protein-protein interaction datasets to select interesting target sets for their
motif discovery algorithm. Their method is available on-line at http://dilimot.embl.de/
(see Neduva and Russell, 2006 for more details of the web service).
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In the model of Neduva et al. (2005), all positions in the motif are represented as either
an amino acid or a wild card. Hence, any position in the motif which binds to a subset of
amino acids has to be represented as a wild-card, leading to an over-estimation of the number
of occurrences of the motifs in the background set, and reducing the statistical significance of
the motifs found. Hence, a more detailed model of the motifs may increase the sensitivity of
the method at discovering such motifs.
2.3 Predicting protein interactions by looking at domain interac¬
tions
In this section, we will review methods for explaining and thus predicting protein-protein in¬
teractions as the result of interactions between the domains present on the proteins. Within this
section, the term domain will refer to any domain, motif, or otherwise identifiable sequence-
signature on a protein. This does not include simple secondary structure elements such as
a-helices and |3-sheets as they occur on almost all proteins, and thus their presence or absence
is not very informative for predicting interactions.
Methods for predicting protein-protein interactions from domains generally attempt to ex¬
plain the observed interactions in terms of underlying domain-domain interactions. They can
be broadly classified into three separate classes: heuristic methods that look for domain-pairs
that frequently occur in protein-interaction pairs, probabilistic methods that infer which do¬
main interactions best explain the observed protein interactions and "black box" methods that
focus on maximum predictive performance. We will now cover each type of method in turn.
2.3.1 Domain interactions are independent
An early model for explaining protein interactions in terms of domain-domain interactions was
introduced in Sprinzak and Marglit (2001). The authors attempted to quantify the amount
of information about domain-domain interactions that can be extracted from protein-protein
interaction pairs, and to build a predictor of protein-protein interactions from the discovered
domain interactions. Let Is be the set of interacting proteins pairs, where (sa,Sb) £ Is implies
that proteins sa and Sb are interacting. The proteins were represented as the set of domains that
they contain, so duplicate copies of the same domain were ignored. The bag of domains for
each protein was extracted from Interpro (Mulder et al., 2003). Any proteins which were not
found to contain any known domains were excluded from the analysis. Sprinzak and Marglit
(2001) then counted the potential number of protein-protein interactions that each pairing of
domains could be causing:
Mij = I (i < j) ^ ^((Di £ sa/\ Dj & Sb)V {Dj £ sa A Di E Sb)) (2.7)
(sa,Sb)els
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where A is a logical-and, V is a logical-or, and I(-) is the indicator function. I(-) = 1 if the
condition inside the brackets is true, else it evaluates to 0. Only upper diagonal matrix elements
are filled in. Given the scoring matrix My, they looked for over-represented domain pairings
by searching for domain-pairings with a high log-odds score. A high log-odds score between
a pair of domains was then taken to indicate that they are likely to interact. The log-odds score
is defined as:
A protein pair (sa,Sb) is predicted to interact if there exist domains Z), and Dj such that
((A £ Sa^Dj E st,) V (Dj E saADj E Sb)) ALy > 2. In words, proteins sa and Sb interact if
there is a pair of domains D, and Dj - with one domain on sa and the other domain on Sb - that
have at least a log-odds score of 2 to be interacting. This heuristic predicts a small number of
proteins interaction pairs, with a relatively high proportion of accurately predicted interactions.
However, only a small number of interactions were predicted between the proteins, and the
authors did not estimate the proportion of protein interactions that are missed by their method.
The authors claimed that this log-odds score shown in Equation (2.8) measures the enrich¬
ment of domain-pairings occurring in protein-interactions, as compared to the number of the
domain pairings expected to occur at random, and that it is hence a good indicator of domains
that are likely to be interacting. However, random pairings between domains were only con¬
sidered between domains found on proteins that were involved in interactions. All instances
of domain-pairings between non-interacting proteins are ignored, which may significantly alter
which domains would be expected to interact. Thus, their claim that the log odds score from
Equation (2.8) is a good predictor of domain interactions is arguably suspect, as ignoring these
domains between non-interacting proteins would give occasionally give inflated significance
values to the predicted domain pairings.
Most statistical tests such as the %2 squared test are not immediately applicable, as they
would test if the variables P, and Pj are independent. This would involve summing over all
possible settings of these variables, while here we are interested in how likely it is that a pair
of domains (i.e. a specific settings of the variables) is enriched compared to what would be
expected from how often the individual domains occur, where this enrichment is taken as a sign
that the domains are interacting. If the problem is restated such that predicting an interaction
between each possible combination of domains involved an independence test between two
variables, then such tests would be applicable and thus could be used to provide confidence
values for each of the predicted domain interactions. Alternatively, their method could be
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could, for instance, be set with cross-validation to get the optimal classification performance
or the lowest rate of false positives. However, due to the reasons outlined in the last paragraph,
this would be of limited utility as it would still ignore information from non-interacting protein
pairs.
Deng et al. (2002) introduced a model for inferring domain-domain interactions. They
claimed that Sprinzak and Marglit (2001) introduced the following association measure:
A(Di,Dj) = AL (2.10)
Uj
where 7,-j is the number of interacting protein pairs where one protein contains domain D, and
the other protein contains domain Dj. Nij is the total number of interacting/non-interacting
pairs of proteins where again one protein contains domain D, and the other protein contains
domain Dj. The measure in Equation (2.10) is fundamentally different from the actual measure
introduced in Sprinzak and Marglit (2001), as can be seen by noticing that the measure in
Equation (2.10) takes into account all possible protein interactions pairs which where not found
to interact. In contrast, the measure of Sprinzak and Marglit (2001) shown in Equation (2.8)
ranges over all domain pairings resulting from proteins involved in interactions only. This can
be seen by referring back to the definition in Equation (2.7).
The apparently incorrect measure from Equation (2.10) which was introduced by Deng
et al. (2002) has been re-used by other papers, such as for instance Hayashida et al. (2003),
Hayashida and Ueda (2004), Guimaraes et al. (2006), and Huang et al. (2007). All these papers
claimed that this is the measure introduced in Sprinzak and Marglit (2001). Additionally,
Gomez et al. (2003) appears to have used yet another mutually exclusive definition of the
association method of Sprinzak and Marglit (2001).
Gomez et al. (2003) introduced an attraction-repulsion model in which the domains can
repulse as well as attract each other. The probability of an interaction between the domains D,
and Dj under the attraction-repulsion model was defined as:
n+, + vP/2
P (//,- = 1) = -r— , (2.11)
"tj + ynTj + V
where nfj is the number of times domains D, and Dj occurred in an interacting protein pair and
n~j is the number of times domains D, and Dj occurred in a non-interacting protein pairing.
Iij G {0,1} is a binary variable where /,j = 1 indicates that domains i and j interact, y is a
normalisation constant that was set such that the average probability of two domains interacting
was 0.5, and T1 is a pseudo-count to ensure that the count is non-zero. The probability of an
interaction between proteins a and b was defined to be:
(2.12)
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where D, ranges over domains in protein a, Dj ranges over domains in protein b, and eaG
{0,1} is a binary variable where = 1 indicates that proteins a and b interact
Gomez et al. (2003) found that their method outperformed applying a Support Vector Ma¬
chine (SVM - see Section 2.3.3) to the set of domains on each protein and that applying an
SVM in turn outperformed the association method of Sprinzak and Marglit (2001). Gomez
et al. (2003) also claimed that their heuristic method took significantly less training time and
memory compared to applying an SVM. In order to over-come the limitations of representing
proteins as a set of known domains, Gomez et al. (2003) investigated augmenting the informa¬
tion about which domains are present with how many times each of the possible 4-tuples of
successive amino acids occurred. In order to reduce the feature space, the amino acids were
grouped together according to their properties. Adding this extra method of characterising
the sequence slightly improved the performance of their model compared to only taking into
account the known domains. A possible reason for this is that such short features occur so
frequently that they would be unable to describe any longer sequence elements like a novel do¬
main, and thus that the knowledge of the biophysical properties of the amino acids introduced
by the grouping is lost.
While Gomez et al. (2003) mentioned the latent variable method of Deng et al. (2002),
they fail to compare the performance of their attraction-repulsion method to the latent variable
model of Deng et al. (2002). Hence, it is not possible to judge if their heuristic scheme out¬
performs Deng et al. (2002). For instance, the latent variable model of Deng et al. (2002) may
outperform the attraction-repulsion model of Gomez et al. (2003) as the attraction-repulsion
model does not into account that some of the putative interactions can be explained away -
see the example at the top of Section 2.3.2 for a detailed example. As the tuple representation
appeared to contribute only slightly to the performance of the model, it would be unlikely to
affect if Gomez et al. (2003) outperforms Deng et al. (2002).
Additionally, Gomez et al. (2003) appear to have used the slightly incorrect interpretation
by Deng et al. (2002) of the association method of Sprinzak and Marglit (2001). This may
have affected their comparison with the association method, but they would be expected to
outperform the association method as Gomez et al. (2003) explicitly take into account domain
pairings between non-interacting proteins, as well as allowing domains to be repulsed by each
other.
Gomez and Rzhetsky (2002) incorporated global network degree priors into the inference of
protein-protein interactions. The number of interactions that each protein is involved in can be
approximated by a scale-free distribution, which the authors incorporated into their inference
procedure. This required the use of Reversible Jump (RJ) Markov Chain Monte Carlo (MCMC)
methods to predict which proteins interact, as each pair of protein-protein interactions were no
longer independent. The probability of two domains interacting was simply estimated from
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how often the given combination of domains occurs in interacting protein pairs.
Ng et al. (2003) proposed a model that brings in multiple data-sources like protein complex
information and domain fusions to determine which domains interact. They use a probabilistic
confidence scheme to integrate these disparate confidence sources.
2.3.2 Inferring the underlying domain-domain interactions
The methods outlined in the last section treated domain-domain interactions locally, i.e. they
ignore that interactions can be explained away by other domain-domain pairings than the
single domain-domain pairing being looked at. For an illustration of why this is a prob¬
lem, consider a set of proteins sa,...,sz which contain the following domains: sa = {£>,}»
Sb = {Dj,Dk} and sc = Sd = ■ ■ ■ = sz — {D^}. Consider the set of interacting proteins pairs:
{(■Sa;^), (sa,Sc), (fa, sd), • • • We wish to infer how likely it is that each pair of domains
interact.
The simple heuristic methods explained in Section 2.3.1 would predict that domains D,
and Dj interact, and that domains D, and D,t interact. However, if Z), and interact, then we
have already explained the interaction between sa and Sb- Hence, a proper probabilistic method
should be unsure if D, and Dj interact, as sa and Sh would interact in any case due to the pairing
of Dt and D£.
Deng et al. (2002) formulated a probabilistic model where the probability of each possible
pairing of domains interacting were modelled as hidden variables. The visible (or known)
variables showed if each of the possible pairings of the proteins were found to interact within
the yeast two-hybrid experiment. The task is to infer the hidden variables (domain-domain
interactions) given visible variables (protein-protein interactions).
The central assumptions of Deng et al. (2002) were that all domain-domain interactions are
independent of each other and that all protein interactions are caused by a pair of domains inter¬
acting. Under these assumptions, they modelled the probability of proteins i and j interacting
as:
P(PiJ = \) = \- n (1 -K,n), (2.13)
Dm,n€PiJ
where Xm n is the (to be inferred) probability that domains m and n interact, and P,j 6 (0,1} is
a binary variable where Ptj — 1 indicates that proteins i and j interact.
One of the problems with the association method of Sprinzak and Marglit (2001) is that the
noise inherent in the experiment techniques is not modelled. Deng et al. (2002) tackled this by
modelling the effect of the experiment noise on the observed protein interactions. They defined
Oij e {0,1} and Pjj 6 {0,1} as binary variables, where Ojj = 1 indicates that an interaction
between proteins i and j was observed in the experiment, while P,j = 1 indicates that an interac¬
tion actually occurs in vivo. They then defined the rate of false positives caused by experimental
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error as fp — P(Oij = 11Py = 0) and the rate of false negatives as fn = P(Oij = 01jPi7 = 1).
The map between observed and true interactions was thus defined to be:
P (Oi} = \) = P(Pij = \){\-fn) + (\-P (.Pg = 1 ))fp, (2.14)
where fn and fp were estimated from the difference in the number of observed and expected
protein interactions and the error rates of yeast two-hybrid (the experimental method that was
used to generated the dataset). The probability of the observed interactions, also called the
likelihood, was thus:
L = n {P (■Oij = 1))°'J (1 - P(Oij = 1))'1 -°'<j, (2.15)
kj
where these terms are defined in Equation (2.13) and (2.14).
Deng et al. (2002) used the Expectation Maximisation (EM) algorithm to infer which
underlying domain-domain interactions (i.e., the values of L,j) would explain the observed
protein-protein interactions. Once inferred, these values of \jj were used to predict interac¬
tions for novel pairings of proteins using Equation (2.13), where novel combinations of do¬
mains were not predicted to interact. Deng et al. (2002) showed that their method out-performs
the association method of Sprinzak and Marglit (2001) - however, this comparison is arguably
suspect, as Deng et al. (2002) appear to have used an incorrect definition of the association
measure, as mentioned before. However, this would be unlikely to invalidate their conclusions
due to the association method of Sprinzak and Marglit (2001), as their interpretation actually
incorporates information from non-binding interaction pairs, which could well improve the
performance of the associsation method.
The likelihood based approach used by Deng et al. (2002) did not express the uncertainty
over how likely it is that a pair of domains interact. Consider again the example at the begin¬
ning of this section - their model cannot express that it is impossible to determine if domains
Dj and Dj interact. In contrast, a fully Bayesian inference scheme (see for instance Bishop,
2006) captures such uncertainty by calculating posterior distributions for the variables. These
posterior distributions help to identify good candidate domain-domain interactions, as we can
examine the confidence of the predictions, and select those Xjj which are confidently pre¬
dicted to be close to 1. Taking into account the uncertainty over the \jj variables should make
the predicted protein interactions more dependent on the confidently predicted domain-domain
interactions. This more rigorous approach should increase the performance of the model. One
of the central problems in Bayesian statistics and Machine Learning is to build methods that
can efficiently infer posterior distributions and marginal likelihoods that are of interest in a
model (see for instance Bishop, 2006 or MacKay, 1992).
Alternative, non-Bayesian methods, could also be used to express uncertainty over the
predictions. For instance, bootstrapping (Hesterberg et al., 2005) could be used to estimate
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these confidence intervals. This involves repeated sampling from the dataset with replacement,
and observing the effect on the estimated values of interest. However, these methods also lose
other benefits of the Bayesian paradigm, such as the inherent regularisation of Bayesian models
and Bayesian model selection and interpolation (again, see MacKay, 1992).
Yeast two-hybrid was used to generate the protein-protein interaction datasets for all the
methods described - see for instance Twyman (2004) for a description of this method. Yeast
two-hybrid is an experimental high-throughput method which is known to be noisy (Ito et al.,
2001). This noise can be reduced by having many datasets that cover the same interactions.
Then, the frequency of an interaction being found in the datasets indicates a relative confidence
of each interaction occurring. This was not taken into account by Deng et al. (2002), as they
only incorporated the overall uncertainty of the experimental method, not the uncertainty of
each individual interaction occurring.
Hayashida et al. (2003) introduced an alternative, non-probabilistic model which takes the
relative uncertainty of each interaction into account, slightly out-performing Deng et al. (2002)
when this extra data is available. However, Deng et al. (2002) could easily be modified to
incorporate this information by adjusting fn and fp on a per possible interaction basis, and a
more rigorous probabilistic approach should ultimately exhibit a higher performance than the
heuristic approach of Hayashida et al. (2003).
Huang et al. (2007) introduced an alternative paradigm for discovering domain-domain
interactions by reducing the problem of predicting protein-protein interactions to discovering a
weighted set of domain-domain interactions. These domain-domain interactions have to cover
the protein-protein interactions with the maximum specificity. While they did not appear to
perform significantly better than the latent variable model of Deng et al. (2002), they claimed
that their method is faster.
Expanding on the model of Deng et al. (2002), Wang et al. (2004) explicitly took into
account that domains can be buried or inactive in the proteins, and that protein interactions can
occur for other reasons than interactions between the known domains. Their interpretations of
a domain being inactive include it not being on the surface of the protein and hence not part of
the binding site. An alternative interpretation is that instance of the domain is too evolutionarily
distant from the other domains it was grouped with. While this made the model more powerful,
it also made even the EM algorithm intractable. The authors coped with this by introducing a
branch and bound method to approximate the E-step.
In order to check their predictions of which domains are active versus buried, the authors
looked at proteins co-crystallised in the PDB database of protein structure (H.M.Berman et al.,
2000). Domains on proteins involved in these interactions were determined to be active if any
of their peptides where within a small distance of the interaction partner. They found that
domains which they predicted to be active were more likely to be close to the binding partner.
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It is not possible to say if the performance at predicting protein interactions has significantly
improved as they do not attempt to use their model for this task.
2.3.3 Black box predictors
We will review methods in this section that use black box classifiers such as Support Vector
Machine (SVMs) or neural networks to predict the protein-protein interactions. One of the
principal advantages of such methods is that is they are not limited to modelling the protein
interactions as the result of two domains interacting and that more information about each
protein can easily be taken into account. However, this flexibility comes at the cost of inter-
pretability, and it is almost impossible to understand by which criteria these models perform
their predictions - hence the name "black box" classifiers.
Training an SVM is computationally efficient, and so is using the resulting trained model
to perform classification. However, one of the disadvantages of SVMs is that they are not
inherently probabilistic, and hence do not produce proper uncertainty intervals over their pre¬
dictions. These probabilities be obtained in a post-hoc manner as done for instance by Piatt
(2000). Gaussian Process are an alternative, more rigorous, probabilistic kernel based method
- see for instance Rasmussen and Williams (2005).
One of the earlier computational methods for predicting protein-protein interactions from
protein sequences is the SVM method of Bock and Gough (2001). Unlike the other methods
described, their method doesn't use information about the presence of domains. Instead, it
predicts interactions directly from the sequences of the proteins involved. Bock and Gough
(2001) defined a feature vector which represented a pair of interacting proteins. Each individ¬
ual protein was represented as a vector of its amino acids, and each amino acid was in turn
represented as a vector of its biophysical properties. Lots of biophysical properties of amino
acids are known, such as the hydrophobicity, charge and surface tension (May, 1999).
Bock and Gough (2001) defined vf to be the vector of the biophysical properties of the ith
amino acid along protein A. These vectors cannot be concatenated together as different proteins
are of different lengths, so Bock and Gough (2001) mapped all proteins to a feature space of
length N using nearest neighbour interpolation. This was done as follows: a protein of length
M was represented as (p^ = v/(i) ©V/^) ©''' © v/(jv)> where © is used to denote concatenation
of vectors. The map f(i) = [(/ — 1) ^ + l] went from i G {1,2,... ,7V}, a position in the feature
space to a position along the protein. [■] is used to represent integer rounding in the mapping.
A particular pair of interacting proteins A and B was represented as tp^ © tps- An equal
number of negative protein-protein interactions were generated by shuffling the protein se¬
quences to destroy patterns indicative of interactions. These positive and negative example
were then presented to the classifier. After the classifier had been trained on all positive and
negative examples, it could then predict if an unseen pairing of proteins would interact.
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The method of Bock and Gough (2001) is intuitively unsatisfying, amongst other reasons
due to the rescaling of the proteins required. Any informative region would change in its
representation due to unrelated extra folds occurring on the protein.
Dohkan et al. (2004) proposed an improved SVM based method by re-introducing domain
information to the prediction of protein interactions. This was done by encoding each protein
as (fu = cp^ ®df @d% © ■ • • . where df is the number of times that the ith domain occurs on
protein A. An interacting pair of proteins was then represented as ©tpb and tpgffitfG. This
is unlike the method of Bock and Gough (2001) who apparently only used a single ordering
HG © Ys- Instead of the peptide shuffling method used by Bock and Gough (2001), Dohkan
et al. (2004) used all pairing of proteins which were not found to interact as the set of negative
examples.
Dohkan et al. (2004) also investigated the effect of presenting various other features of the
protein to the classifier in the same manner by augmenting (p with other protein features such as
localisation data, amino acid composition, etc. They found that this extra information increased
the performance of the methods, and that their method out-performed the method of Deng et al.
(2002).
Ben-Hur and Noble (2005) extended this type of SVM approach by combining many dif¬
ferent kernels that describe how similar two pairs of proteins are. They examined an extensive
range of kernels that described the similarity between proteins. This included kernels based on
non-sequence information including Gene Ontology (GO) annotations, the presence of interac¬
tions between paralogs within other species and mutual clustering coefficient, which measured
how distant the proteins were within the interaction graph. The authors found that combining
many different measures improved the overall performance of the classifier. The authors also
incorporated different interactions datasets (high throughput methods generally have a lower
reliability) by allowing a lower penalty for mis-predicting a low reliability interaction than a
high reliability interaction.
Ben-Hur and Noble (2005) also argued that while the performance of non-sequence kernels
at predicting protein-interactions was not much worse than the sequence based kernels, the
non-sequence based kernels were not good at distinguishing between real interactions and co-
complexed proteins. This is in contrast to the sequence based features which depend more
on the properties of the interaction site itself. Overall, Ben-Hur and Noble (2005) exhibit
promising levels of performance in predicting protein-protein interactions.
2.4 Other methods for predicting interactions
In this section, we will briefly review other methods for predicting protein-protein interactions.
Within the scope of this thesis, these methods could prove useful for reducing the noise in the
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interaction datasets. For instance, (Uetz et al., 2000) used yeast-two hybrid to map all protein
interactions that occur in yeast. When Ito et al., 2001 repeated these experiments, they found
only a small (10%) overlap of their results with those of (Uetz et al., 2000). Due to the large
number of potential interactions (any protein could interact with any other protein), even a very
low rate of false positives can swamp the true interactions. Hence, independent predictions of
interactions could help to corroborate which interactions actually occur, and provide suitable
prior information about potential protein-protein interactions.
2.4.1 Structural methods
The methods that have been discussed until now have not involved looking at the three dimen¬
sional structures of the protein. These structures are recorded in databases such as the PDB
(see H.M.Berman et al., 2000). The protein structures can be used to predict interactions by
attempting to optimally align the structures of these proteins that are suspected to interact. If
the interaction surfaces between the structures align, then it may possible to predict that an in¬
teraction occurs between these proteins. In practice, this can be significantly more difficult than
finding the best alignment between two rigid bodies as proteins can flex when they interact.
A yearly competition called Critical Assessment of PRediction of Interactions (CAPRI -
see Janin, 2002 or the website at http://capri.ebi.ac.uk/) is held to assess the state of
the art in the protein docking methods, and their ability to predict interactions. We will not
cover these methods in detail here, as the focus of this thesis is on directly using sequence
information. As an example, Davis et al. (2006) use a protein-protein docking method to
predict protein complex formation.
It should be noted that if one of the structures of a protein in a putative protein-interaction
pair is not known, it is impossible to predict whether the proteins will interact with each other.
Not all proteins have known structures, limiting the set of protein-protein interactions that can
be predicted. Predicting the structure of a protein given its sequence is a difficult problem.
There are also almost yearly competitions to determine which method is the state of the art at
predicting protein structures - see Lattman (2005) for the last set of published proceedings, and
their website at http: //predictioncenter .org/. We will not cover these methods in detail
here as the focus of this thesis is on using sequence information.
2.4.2 Exploiting evolutionary information
When two proteins interact, it affects how they evolve as mutations in the proteins are likely
to break the interaction. Breaking the interaction affects some aspect of the behaviour of the
cell, and thus will generally be detrimental to its survival. Hence it is more likely that these
proteins will undergo co-evolution, where either mutations are selected against, or there are
compensating mutations on both interaction partners. Goh et al. (2000) investigated this co-
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evolution effect on ligands and receptors. The authors first tracked the co-evolution of domains
on a single protein. Using a large multiple-sequence alignment of the two interacting domains
for many species, they built the corresponding phylogenetic trees, which were found to have
a correlation of 0.79. This is an upper bound of how much information can be deduced from
the co-evolution of the domains. When the analysis was repeated looking at the co-evolution
of ligands and the receptors, the correlation was found to be 0.57, significantly less but still
informative.
This correlated evolution between binding partners was exploited by Ramani and Marcotte
(2003) to predict protein interactions. The task was to predict interactions between ligands
and receptors, where a ligand binds to a receptor in order to have some biochemical effect
upon it. In particular, they looked at hisitidine kinases and their corresponding sensors, a two-
component sensor network. Ramani and Marcotte (2003) attempted to match up the ligands
and receptors between a family of ligands and a family of receptors. This is because the more
similar the evolution of a pair of ligand and receptors is, the more likely it is that they interact.
First, the authors aligned a set of ligand sequences. This alignment was then used to generate
a matrix of the evolutionary distance between each pair of ligands. Similarly they aligned
a set of receptor sequences and built the corresponding matrix of the evolutionary distances
from every receptor to every receptor. They then used simulated annealing to try and find the
optimal permutation of the ligand matrix that most reduces the Root Mean Square (RMS) error
between the two matrices. The proteins that headed each column in the respective distance
matrices were then predicted to interact.
However, their method is highly computationally expensive due to having to find the best
permutation of a large matrix - the number of permutations is n\, where n is the number of
ligands and receptors. This search problem grows very quickly with the number of sequences,
limiting their method to small numbers of sequences. For instance, they failed to the opti¬
mal permutation with 14 sequences, where the size of the search space was 14! « 1011. A
more sophisticated optimisation strategy may let the method tackle larger families of ligands
and receptors. Alternatively, a probabilistic specification of the problem could give posterior
distributions over the quantities of interest, and remove the focus on finding a single optimal
permutation.
Alternatively, it is possible to use prior knowledge to reduce the size of the search space.
Jothi et al. (2005) significantly reduced the computational cost and improved the performance
of this method by taking into account the phylogenetic tree of the ligands and the phylogenetic
tree of the receptors. They started by pruning internal nodes that were poorly supported in
either tree from both trees. The support for each node was calculated by bootstrapping. Given
these pruned trees, they show that the reduction in the search space is 2'^T\ where I (T) =
log (A!) — logx(T) is the information content of T (the tree), N is the number of leaf nodes and
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x(T) is the number of automorphisms of T. An automorphism is an isomorphism of a graph
to itself, and an isomorphism is a map where all edges between vertices are preserved between
the graphs. If the phylogenetic trees are so poorly supported that all internal nodes are pruned,
the search space becomes as large as with the matrix method of Ramani and Marcotte (2003).
For real life examples, the reduction of the computational cost was found to be very substantial.
This reduction in the computational cost improved the performance of the method as superior
optimums could be found.
Species can both gain and lose genes, and functionally linked genes will tend to show cor¬
related presences or absences across the species. This is because when one gene in the linkage
is disabled or disappears, there is less selective pressure to keep the other gene. However,
simply looking at the correlations treats all the species as equally diverged from each other,
which ignores that some pairs of species will be more closely related. Barker and Pagel (2005)
incorporated the common ancestry of the species by building a phylogenetic tree of representa¬
tive sequences from the species, allowing inference of whether the common ancestors of those
species contained those genes, and thus how many lose/gain events would be involved. These
lose and gain events were found to be better predictors of functional linkage between the genes.
Hence taking into account the phylogenetic tree of the species improved the performance of
predicting these functional linkages between these genes. These functional linkages between
genes can indicate that the corresponding proteins interact.
Other types of evolutionary information can be informative for predicting functional link¬
ages between genes, and thus probable protein-interactions. For instance, Enright et al. (1999)
predicted functional linkages between genes, and thus probable protein-protein interactions, by
identifying gene-fusion events in complete genomes. Their underlying assumption was that if
a composite protein is uniquely similar to two component proteins in another species, the com¬
ponent proteins are more likely to interact. While this is not a common event, it is an illustrative
example of an in silico that takes into account the genomic context. See also von Mering et al.
(2003), who combined a variety of such predictors that take into account the genomic context
into a single predictor of functional linkages between genes.
2.5 Chapter conclusion
In this section, we have reviewed methods for discovering sequence motifs, and a variety of
methods for predicting protein-protein interactions, focusing on methods that predict these
interactions as the result of domain-domain interactions. However, the models for locating
motifs can be too simplistic to pick up the differences between apparently similar motifs, which
will tend to be merged into a single motif instead. The differences between these motifs can
only be judged to be biologically significant with extra biological information. In the next
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chapter, we will introduce a discriminative method to tease apart the short peptide motifs that
describe the binding sites of the various SH3 domain by building a model of the resulting
protein-protein interactions.
Chapter 3
A regularised discriminative model for
predicting protein-peptide interactions
• Parts of this chapter have been published as Lehrach et al. (2006a), submitted in 2005.
3.1 Chapter Introduction
In the last chapter, we reviewed the current literature about protein-protein interaction pre¬
diction and motif discovery methods. In this chapter, we will propose a novel discriminative
method that can distinguish between similar binding site motifs based on their interactions.
3.2 Chapter abstract
Short well-defined domains known as peptide recognition modules (PRMs) regulate many im¬
portant protein-protein interactions involved in the formation of macromolecular complexes
and biochemical pathways. Since high-throughput experiments like yeast two-hybrid and
phage display arc expensive and intrinsically noisy (see for instance Ito et al., 2001), it would
be desirable to more specifically target or partially bypass them with complementary in sil-
ico approaches. In the present chapter, we present a probabilistic discriminative approach to
predicting PRM-mediated protein-protein interactions from sequence data. The model is moti¬
vated by the discriminative model of Segal and Sharan (2004) as an alternative to the generative
approach of Reiss and Schwikowski (2004). In our evaluation, we focus on predicting the inter¬
action network. As proposed by Williams (1995), we overcome the problem of susceptibility
to over-fitting by adopting a Bayesian Maximum A Posteriori (MAP) approach based on a
Laplacian prior in parameter space.
The proposed method was tested on two datasets of protein-protein interactions involving
28 SH3 domain proteins in Saccharmomyces cerevisiae, where the datasets were obtained with
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different experimental techniques. The predictions were evaluated with an out-of-sample re¬
ceiver operator characteristic (ROC) curves. In both cases, Laplacian regularisation turned out
to be crucial for achieving a reasonable generalisation performance. The Laplacian-regularised
discriminative model outperformed the generative model of Reiss and Schwikowski in terms of
the area under the ROC curve on both datasets. The performance was further improved with a
hybrid approach, in which our model was initialised with the motifs obtained with the method
of Reiss and Schwikowski.
3.3 Introduction
Peptide recognition modules (PRMs) are specialised compact protein domains that mediate
many important protein-protein interactions. They are responsible for the assembly of critical
macromolecular complexes and biochemical pathways (Pawson and Scott, 1997), and they
have been implicated in carcinogenesis and various other human diseases (Sudol and Hunter,
2000). PRMs recognise and bind to peptide ligands that contain a certain class of proline
rich motif. This motif tends to fold to a conserved structure known as the polyproline type II
(PPII) helix. See Li (2005) for a review of the current literature about the PRMs. One of the
most actively studied PRMs is the SH3 domain, which binds to peptide ligands that contain a
particular type of proline-rich core.
Tong et al. (2002) carried out two extensive experimental studies to infer the network
of SH3-mediated protein-protein interactions in Sciccharmomyces cerevisiae. They identi¬
fied 28 SH3 domain proteins in the S. cerevisiae proteome, which were used as baits and
screened against conventional and Proline-rich libraries in a yeast two-hybrid (Y2H) experi¬
ment (Twyman, 2004). In a second independent study, they screened random peptide libraries
by phage display (Twyman, 2004) to identify the consensus sequence for preferred ligands that
bind to each PRM. Based on these consensus sequences, they inferred a protein-protein in¬
teraction network that links each PRM to proteins containing the preferred ligand. Since both
experimental procedures are intrinsically noisy, the two independently inferred interaction net¬
works were found to show only a modest degree of overlap.
Reiss and Schwikowski (2004) addressed the question of whether computational in silico
approaches would allow some of the difficult and expensive experimental procedures to be
more specifically targeted, or even bypassed altogether. To this end, they developed a proba¬
bilistic generative model of the SH3 ligand peptides, based on the widely used Gibbs sampling
motif finding algorithm (Lawrence et al., 1993; Liu et al., 1995). Directly applying the standard
Gibbs motif sampler to the S. cerevisiae SH3 interaction data faces the difficulty that each SH3
domain is only involved in a small number of interactions (between 1 and 20), which leads to
a poor motif conservation and a high susceptibility to random artifacts due to the small sample
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size. Conversely, searching for a single motif in all identified SH3 domains lacks the specificity
to identify anything but a broad consensus pattern. Reiss and Schwikowski (2004) therefore
devised a compromise strategy, where the network information was used as a prior on the struc¬
ture of individual motifs, which were searched for with a modified version of the Gibbs motif
sampler. The prior was adjusted to become discriminative, giving higher probability to those
motifs that are distinct from non-binding motifs.
Reiss and Schwikowski (2004) encouragingly demonstrate that a probabilistic model trained
on protein sequences and observed physical interactions can succeed in independently predict¬
ing new protein-protein interactions mediated by SH3 domains. However, a shortcoming of
their model is a dependence on tuning parameters that have to be chosen in advance by the
user and that are not inferred from the data. These state how similar the binding sites moifs
of the different SH3 domains are to each other and how strongly to attempt to discriminate
between the binding sites of different SH3 domain - see Section 3.4.1 and in particular Equa¬
tion (3.3) for details. Inappropriate values reduce the performance of their algorithm to using
standard motif searching algorithms, and it is unlikely that universal values applicable to differ¬
ent protein (super-) families exist. Also, the proposed model borrows substantial strength from
its heuristic discriminative modification of the prior, which again depends on various tuning
parameters.
This chapter proposes an alternative in silico method for the prediction of SH3-mediated
protein-protein interactions, which addresses some of the shortcomings of the model intro¬
duced by Reiss and Schwikowski (2004). A key feature of our model is that it is discrimina¬
tive: given a set of protein sequences, the model only attempts to find domains that distinguish
between different SH3 binding domains. This is in contrast to the approach of Reiss and
Schwikowski (2004), which is based on a generative model of the whole sequence. As dis¬
cussed in Segal and Sharan (2004), a generative approach can be confounded by repetitive or
over-represented motifs that are unrelated to PRM-peptide interactions, which our discrimina¬
tive model avoids by formulating the learning problem in terms of a supervised classification
problem.
The model we propose is based on a DNA-sequence model applied by Segal et al. (2002)
and Segal and Sharan (2004). However, due to the larger size of the alphabet (20 amino acids
instead of 4 nucleotides) and the small number of interactions per SH3 domain, their maxi¬
mum likelihood approach to parameter estimation is bound to lead to serious over-fitting. An
essential component of our approach, therefore, is the inclusion of a regularisation scheme,
resulting in a maximum a posteriori (MAP) or penalised maximum likelihood estimate of the
parameters.
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Figure 3.1: The yeast two hybrid interaction network of the SH3 domains in yeast. The labelled
squares represent the central SH3 domains, while the circles represent the peripheral proteins
that were found to bind to the SH3 domains.
3.4 Methods
In this section, we first define the problem, followed by an overview of the model of Reiss and
Schwikowski (2004). We then derive our discriminative model and describe how to apply it.
Table 3.4 summarises our notation. Let D = {di} denote a set of SH3 domains, and S = {Sj}
a set of protein sequences. We introduce a binary variable e,;- e (0,1}, where e,y = 1 indicates
that sequence Sj binds to SH3 domain dj, while £i;- = 0 indicates the absence of an interaction.
We assume that we are given a protein interaction network E = {Zjj,d, e T),Sj £ S} from a
Y2H or phage display experiment. The objective is to derive a model that predicts this network
from the sequences alone.
3.4.1 The generative model of Reiss and Schwikowski
Reiss and Schwikowski (2004) model P(s;j£,j = 1), the probability of the sequence Sj given
that it binds to the PRM d{. The PRM for a domain di is modelled as a position specific
scoring matrix (PSSM) 0,- = }, where 0,^,2 £ [0,1] is the probability of observing amino
acid / in the klh position of the 2th PSSM (that is, the PSSM that indicates binding to the
PRM di). 0 = {©,} is the set of all PSSMs. Each position in the PRM is modelled as an
independent discrete distribution - in other words, for all di, for all positions k, 0= 1
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Figure 3.2: The phage display interaction network of the SH3 domain in yeast, laid out in an
identical fashion to Figure 3.1.
holds. They also model the background distribution as a zeroth order Markov model Go,/, where
again 60,/ = 1.
Given there is an interaction between domain dj and sequence sj, they introduce a hidden
variable atj, where j + 1 indicates the position of the first binding site of the binding motif
in sequence sj. Note that ai;- ranges from 0 to n.j — p, where rij is the length of the /h sequence
Sj and p is the length of the binding motif. A = {fl/y } is the set of all hidden location variables.
The residues involved in the binding are then modelled as:
p
P {sj,aij+\isj,aij+2, ■ ■ ■, sj,aij+p\®i,£iJ — l) = ®i,k,sjMai ■ (3.1)
<t=l
The likelihood of sequence sj with binding events E.j to domains D = {rf,} (with PSSMs ©. j)
at the corresponding binding sites A.j may then be written as (see Reiss and Schwikowski,
2004):
"j Iej| / p Qiks \EiJ
p(sjEj,Aj@,Q0) - ne0„n nT^ • ^
q— 1 i=\ \k=\ sjjt+aij J
The Gibbs motif sampler works by sampling the location parameters {atj} and the PSSM pa-
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rameters {©,} from the posterior distribution with Gibbs sampling, iterating between sampling
{©,} given {a,-j} and then {a;,;} given {©,}. The posterior distributions depend on the data
via sufficient statistics that are summarised in the matrices Cjj, whose elements are defined as
Citj,k,l = &{sj,aij+k = /) where 8 is the indicator function. In words: Cij^j is 1 if the lcth position
of the binding motif in sequence sj that binds to PRM domain di is amino acid /. Otherwise,
it is zero. As opposed to the standard Gibbs sampler, Reiss and Schwikowski (2004) made use
of the protein-protein interaction information E = {e,;} in computing the modified sufficient
statistics Qj, which they define as follows:
G/.y = ^^£,a,jCajpo^^^^£.aj)Ca,b P\1^£.jbCitb- (3.3)
a a b b
The third term encourages similarity of the binding motifs in sequences that bind to the same
PRM domain. The second term encourages all binding motifs of all SH3 domains to be similar.
The first term increases the similarity between the binding motifs for SH3 domains linked
by 'promiscuous' sequences, that is, those sequences binding to more than one SH3 domain.
While this approach is intuitively appealing, the scheme depends on two tunable parameters
po and pi, which have to be set by the user in advance. Furthermore, the counting matrices
are adjusted in a discriminative way: when two sites equally match a given PSSM ©,, then
the one that is most dissimilar to a third, highly conserved but non-binding PSSM ©,-, should
preferentially be chosen. Define P(a/j) to be proportional to a rank test between probabilities
of all SH3 domains that are predicted to bind to any site on that sequence binding to that site
against the probabilities of all SH3 domains which are not predicted to bind to any site on that
sequence of binding to that site. This then favours sites which are different from the binding
site motifs of the non-binding SH3 domains. These binding site probabilities are then adjusted
with user-tunable parameter q^, and ultimately defined to be P (cijj) « p (a,j) + qj. Hence, this
discriminative prior depends on the choice of the rank test and the user-tunable parameter qj,
which has to be set in advanced by the user in the same manner as po and p\.
3.4.2 A discriminative model
In our discriminative approach, we do not directly model 9o, the background distribution and
©,, the motif distributions. Instead, we directly model the probability of the occurrence of a
binding motif for the 1th PRM in sequence sy Pfajlsj). We start with a very similar model
to Reiss and Schwikowski (2004). The probability of a sequence given a binding site motif
in position m is shown in Equation (3.4). Equation (3.5) shows the probability of a sequence
without a motif. In order to keep the notation concise, we drop the conditioning on ©, and 9q
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from this derivation.
P(sj\Eij = l,aij = m) = rK,n^- (3.4)
q= 1 k= 1
"J
P(sj\eiJ = 0) = H<W (3-5)
9=1
We assume a uniform prior over a,j, the possible binding positions for the binding site motif
of the SH3 domain:
1
rij—p+ 1
Marginalising out the unknown binding position a,j gives:
P(a.ij=m) — — —. (3.6)
"J 1 n'~p P fl-t
<7=1 nJ P + J m=0 k=\
j,m+k
<7=1 "7 F 1 A & 1 V,u>'y;,m+A:
Applying Bayes' rule:
(3.7)
= %) = Ffa|eiJ"f('^(e'J"'>. (3.8)
where P(sj) = Leu=o?(sj\^ij)f (eG')> an^ combining Equations (3.5) and (3.7), we get:
Pfej = %,W,T) = logit (tog f w._^+1 Yexp| j +Tj • (3-9)
where we have defined Wj^,i = log^^, 7} = ar>d logit(x) — (l +e~x) 1. The
dependence on ©, and 0o has been replaced by a dependence on the weights W —{Wj^j}. For
convenience, we also introduce a dependence on the set of thresholds T = (7)}, replacing our
earlier implicit dependence on our choice of P(£i,j = 1)- We can now apply this discriminative
model, which corresponds to Equation (2) in Segal et al. (2002), and the Equation in Section 2.1
of Segal and Sharan (2004), to infer the presence of an interaction between a peptide sequence
and an SH3 domain.
3.4.3 Parameter estimation
Having specified the model, we next need to estimate the parameters, which are the set of
weights W ={Wiu} and thresholds T = {7}}. A standard way to optimise these parameters,
adopted for instance in Segal et al. (2002) and Segal and Sharan (2004), is to follow a maximum
likelihood approach. Given the training data D, which is the set of all training sequences Sj and
binding interaction indicator variables e,j, we want to maximise the log likelihood —Ed'-
-Ed = logP(D|W,T)
= L eG log P (e,-,7- = 11 , W, T) +
U (3.10)
(1 -eij) log (1 -P(e,-j = l|j;,W,T)).
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Note that P(£ij = l|s/, W,T) has been defined in Equation (3.9). It is straightforward to
~\p ~\r?
derive the partial derivatives •§j^l and which allows us to apply an iterative gradient-based
optimisation scheme.
3.4.4 Regularisation
A shortcoming of the maximum likelihood approach discussed in the previous section is its
susceptibility to over-fitting as for each SH3 domain, we have 20p+ 1 parameters to estimate.
This exceeds the number of peptide sequences an SH3 domain binds to and hence calls for
the implementation of an effective regularisation scheme. To be more specific, there are 181
parameters per SH3 domain, and the mean number of peptide sequences each SH3 domain
binds to in the yeast two-hybrid dataset is 10. A standard approach widely applied in machine
learning is to impose a prior probability on the weights W such that large weight values are
discouraged and a priori a value of zero is assumed. Define Eyj to denote a function of W that
is monotonically increasing with the magnitude of the weights W. We define the prior:
^(W|<x) = I^exp(-aEvv(W)), (3.11)
where Z is a normalisation constant, and a represents a scale factor. This choice of prior
is particularly meaningful in our application. From the definition of the weights in the text
below Equation (3.9) it is seen that — 0 corresponds to the assumption that the amino acid
distribution at the kth position of the ;th motif, 0/,*,., is equal to the background distribution 0or.
Consequently, the /th amino acid occurring in the kth motif position provides no information
about whether the amino acid is part of the background or part of the motif, which considering
the larger number of parameters compared to sequences will be a common occurrence.
A prior commonly used in machine learning is the Gaussian distribution for P(W|a) (see,
for instance, MacKay (1992)), where:
MW) = (3.12)
Less widely applied, but for our application particularly appropriate, is the Laplacian prior
(Williams, 1995):
MW) = £|WU/|. (3.13)
i,k,l
The difference between these priors will be explained shortly. Note that we have left the thresh¬
olds T unregularised, as suggested in Williams, 1995. This corresponds to a uniform prior
P(T) = Constant. (3.14)
From our definition of 7) from below Equation (3.9), this is seen to correspond to a lack of prior
knowledge about the global connectivities of the different SH3 domains. If this knowledge is
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available, it is straightforward to replace P(T) by a more informative prior. Now, the ideal
approach would be to follow a fully Bayesian approach and sample the parameters [W,T] and
the so-called hyperparameter a from the posterior distribution P(W,T,a|D). Since this distri¬
bution is not available in closed form and cannot directly be sampled from, we have to resort
to a numerical approximation with Markov chain Monte Carlo. Neal (1996) has applied this
scheme in the context of neural networks, where he observed a significant improvement in the
generalisation performance over maximum likelihood. Originally, we thought that the compu¬
tational costs of inferring so many parameters would be excessive and hence we investigated
the approach outlined in this chapter. Note that in Section 3.9.1 we describe an alternative
sampling scheme which could improve the performance of the model described in this chapter,
and we, later in this section, reduce this coupling between the parameters making a sampling
approach easier. In our alternative approach, rather than sample from the posterior distribution,
we find the parameters that maximise this distribution, the so-called maximum a posteriori
(MAP) estimate:
[W,T]opt = arg maxP(W, T|D, a). (3.15)
W,T
Now:
P(W,T|D,a) oc P(D|W,T)P(W|a)P(T). (3.16)
From Equations (3.10), (3.11), and (3.14) we see that the optimisation of the thresholds T
remains unaffected by the proposed regularisation scheme. For the weights W, however, we
now have to minimise the modified cost function
£*(W) = Ed{W) + ct£V(W). (3.17)
where we have two alternative functions for Ew', see Equations (3.12) and (3.13). These two
priors can be justified in a maximum entropy sense under different invariance assumptions, as
discussed in Williams (1995). The practical difference between the two priors can be under¬
stood from the derivatives of the regularisation term Ew. In the Gaussian case, this derivative
is proportional to the size of the weights: dEw = |W^,/|. This implies that large weights are
more heavily penalised than small weights, and the model tends to end up with a large number
of small weights. For the Laplacian prior, the derivative is constant: «= 1. This imposes
less of a penalty on large weights, while driving small weights more strongly down to zero. In
fact, the discontinuity of the derivative at the origin = 0 can be used for a pruning scheme,
as discussed in Williams (1995).
The proposed regularisation scheme seems to depend on the hyperparameter a. In fact, this
hyperparameter can be integrated out:
P(W) = JP(W\a)P(a)da. (3.18)
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GEN Generative model of Reiss and Schwikowski (2004)
DIS-I Discriminative model, informative initialisation
DIS-E Ensemble of discriminative models, random initialisations.
Table 3.1: An overview of the models compared in our study.
Since a is a scale parameter, it is reasonable to use the improper t/a ignorance prior (Williams,
1995). It is then straightforward to show that for Ew (W), as in Equations (3.11) and (3.13),
-logP(W) = |W| log£jy, (3.19)
where |W| is the number of weight parameters. Replacing P(W|a) by P(W) in Equation (3.16):
P(W,T|D) oc P(D|W,T)P(W)P(T), (3.20)
and noting that the threshold parameters 7] are unregularised (corresponding to a uniform
prior), this leads to the following modification of the objective function E* (compare with
Equation (3.17)):
E*(W) = Ed(W) + |W| log£V. (3.21)
Now, taking derivatives we get:
dE* 3En 3Ew
cc^-——, (3.22)3WiM 3WiM 3Wuky
where the effective hyperparameter a = is determined adaptively during training. Hence,
as opposed to Reiss and Schwikowski (2004), we have no arbitrary parameters that would need
to be hand-tuned by the user. As an aside, we notice that the integration over the hyperparam-
eters has been criticised by MacKay (1999) on the grounds that in conjunction with the MAP
approximation it may lead to over-regularisation. An alternative, proposed by MacKay (1992),
is a computationally more expensive maximum likelihood type II optimisation of a. Inter¬
estingly, these approaches lead to identical results when using the Laplacian prior (Williams,
1995), hence rendering the MAP approach more valid than in the Gaussian case.
The regularisation method proposed in this section can easily be generalised to allow for
more than one hyperparameter a. In fact, we divided the weights W^,/ into separate weight
groups, one for each SH3 domain protein, where each weight group was associated with a
separate hyperparameter. Such weight groups have been found in previous studies to improve
the generalisation performance of neural networks (MacKay, 1992). To reduce the opacity of
the notation, we have not made this modification explicit in the text. This has the additional
advantage of making sampling schemes easier to implement, as the parameters for each SH3
domain decouple, meaning that only 181 parameters need to be simultaneously inferred.
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3.4.5 The algorithm
We adapted the parameters with conjugate gradients, using the MATLAB implementation in
the NETLAB library (Nabney, 2002). We rescaled the objective function of Equation (3.10) by
assuming that there is a small = 10~8 chance of measurements being incorrect. The effect of
this is to constrain the objective function to remain finite within floating point accuracy, leading
to a significantly faster rate of convergence. This corresponds to the model of uncertainty in
measurements discussed in Deng et al. (2002). The weights Wtfj were regularised according to
Equation (3.22) and we updated the effective hyperparameter a every 10 iterations, as described
below Equation (3.22). After each update, the search direction of the conjugate gradients
method was reset. For parameter pruning in conjunction with the Laplacian prior, we followed
the procedure described in Williams (1995).
3.5 Simulations
We removed SH3 domain proteins that only bind to a single peptide, as there would be no way
to validate these interactions on an independent test set. With this modification, the Y2H dataset
(displayed in Figure 3.1) has 28 SH3 domains, 143 binding partners, and 285 interactions,
while the phage display dataset (displayed in Figure 3.2) contains 17 SH3 domains, 207 binding
partners, and 381 interactions. Further details are in the supplementary material of Tong et al.
(2002).
We evaluated the generalisation performance with a 10-fold cross-validation scheme where
the data was randomly partitioned into 10 folds. The generalisation performance was then eval¬
uated on the current fold, and the other 9 folds were used for training. We obtained an average
out-of-sample performance by repeating this for all 10 folds. Only the ensemble method de¬
scribed in Section 3.7 used random restarts.
The performance was measured in terms of ROC curves, which are obtained by subjecting
the predicted posterior probabilities P(e,y|iJ) to various threshold parameters 0 G [0,1]. By
numerically integrating over the whole parameter range 0 G [0,1] we obtain the area under
the ROC curve. This so-called AUROC score ranges from 0.5 for a random predictor to 1.0
for a perfect predictor, with larger values generally indicating a better performance. Since the
left part of the ROC curves, where the number of false positives is low, is often of particular
interest, we also restrict the integral to false positive values of less than 0.1. We refer to the
resulting score as AUROC01.
To evaluate the performance of the generative model of Reiss and Schwikowski (2004),
we used the software provided by the authors, which is available from http://sf.net/
projects/netmotsa. Recall that the generative model depends on various tuning parame¬
ters, which are not inferred from the data but rather have to be set by the user in advance.
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For our comparative study, we used the default values defined in the software of Reiss and
Schwikowski (2004). These parameters had been optimised by the authors on the same data
set as used in our study; hence they should reflect a quasi-ideal performance.
3.6 Regularisation
3.6.1 The effect of regularisation
The effect of regularisation is clearly demonstrated in Figure 3.3. Figure 3.3a shows various
graphs obtained from unregularised training simulations. The bottom left sub-figure shows the
evolution of the AUROC scores during the training process when no regularisation is applied.
The AUROC score on the training set increases monotonically and, in fact, converges to its
maximum possible value of AUROC=l. However, on the test set, the AUROC score increases
only during the first few iterations, after which it steadily deteriorates. This behaviour is also
reflected in the cross-entropy (Ed in Equation (3.10)), shown in the bottom right sub-figure -
note that a high AUROC score corresponds to a low cross-entropy while a low AUROC score
corresponds to a large cross-entropy. The final training ROC, shown in the top right sub-figure,
is that of an ideal classifier where all interactions are detected at a zero false positive rate
(AUROC=1.0). However, the test ROC is very poor and not that much better than a random
predictor (AUROC=0.59). This effect is called overfitting. Compare this with the results ob¬
tained from the regularised training simulations, which are shown in Figure 3.3b. The training
and test ROCs are very similar, with AUROC scores of 0.66 and 0.71, respectively. These
scores are markedly worse than the ideal AUROC score of 1.0. However, they show a con¬
siderable improvement compared to the final test AUROC of 0.59 that was obtained without
regularisation. The effect of regularisation is also clearly seen in the evolution of the AUROC
and cross-entropy scores during the training cycles (bottom graphs). The monotonic trends on
the training set only prevail for the first 10-20 iterations, after which the trend is reversed until
it eventually reaches a stationary plateau. The final training and test scores are similar, clearly
indicating that overfitting is avoided.
The improvement of the regularisation scheme also becomes clear from the results of the
ten-fold cross-validation analysis shown in Figure 3.4. Note that the AUROC scores of the
Laplacian regularised model substantially exceed those of the unregularised model (Y2H: 0.66
vs 0.60, PD: 0.71 vs 0.57).
3.6.2 The relative performance of Gaussian and Laplacian regularisation
A comparison of the performance of the different regularisation schemes is shown in Figure 3.4.
For both the phage display and Y2H networks, the ROC curves obtained with the Gaussian-
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Figure 3.3: An illustration of the importance of regularisation, demonstrated on the phage dis¬
play network. Sub-figure a) shows the performance of the predictor in an unregularised frame¬
work, while Sub-figure b) shows the equivalent simulation performed with a Laplacian regu-
lariser. In both Sub-figures a) and b), the top left graph represents the final ROC curve obtained
on the test data, while the upper right graph shows the corresponding ROC curve for the train¬
ing data. The bottom left graph shows how the AUROC score changes as the training algorithm
is run. The bottom right graph shows how the negative log cross entropy of Equation (3.10)
changes during the run, where lower values indicate better classifiers. Comparing the test and
training ROC curves and AUROC scores in Sub-figure a) shows that the unregularised model
is clearly overfitting as the training performance is perfect while the test performance is poor. In
Sub-figure b), however, there is a very good correspondence between the test and the training
scores, indicating that the regulariser is working as intended and giving us an improved final
test performance.
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GEN DIS-I DIS-E
Yeast two-hybrid AUROC 0.61 0.67 0.67
AUROCOl 0.17 0.17 0.16
Phage display AUROC 0.69 0.83 0.71
AUROCOl 0.17 0.44 0.19
Table 3.2: AUROC and AUROC01 scores obtained with ten-fold cross-validation for different
models on the yeast two-hybrid and phage display data. The corresponding ROC curves are
shown in Figure 3.5.
regularised discriminative approach are very similar to those of the naive method, where:
i |S|
P(eO=1) = i^I>J- (3-23)l»l j=l
The naive method predicts the probability of an interaction as the frequency of the SH3 domain
interacting with the peptide sequences. The performance of the Gaussian-regularised discrim¬
inative approach is close to that of the naive predictor, which suggests that the quadratic regu-
lariser is too restrictive and pulls all weights Wyy to values close to zero. The prediction of an
interaction according to Equation (3.9) is therefore dominated by the threshold parameters 7),
which are unregularised. These thresholds represent the prior probability of an interaction, as
obtained from the overall connectivity of a node; see the definition of 7} below Equation (3.9).
Hence, the Gaussian-regularised discriminative model effectively reduces to the nai've predictor
of Equation (3.23), which explains the similarity between their ROC curves.
The Laplacian-regularised discriminative model, on the other hand, leads to ROC curves
that are significantly better than those obtained with both the naive and the unregularised dis¬
criminative model. This finding suggests that the Laplacian regulariser prevents the overfitting
of the unregularised approach while avoiding the over-regularisation of the Gaussian regu¬
lariser. In particular, the improvement of the ROC curves over those of the naive method
indicates that the prediction does not only depend on the global connectivities captured by the
threshold parameters 7), as for the Gaussian regularised model, but that the weights Wlj(.i have
encoded useful additional information about the protein interaction sites.
3.7 Results
As we found that the Laplacian regularised model outperformed both the unregularised and the
Gaussian regularised models, we now focus our investigations on using Laplacian regularisa-
tion. In the simulations reported in the following sections, we have compared three approaches:
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Figure 3.4: The relative performance of Laplacian and Gaussian regularisation, performed with¬
out using an ensemble method or informative initialisation. We compare the original generative
model of Reiss and Schwikowski (2004), the improved generative model where the generative
model instead uses the prior probabilities from Equation (3.23) and the na'ive classifier from
Equation (3.23) with our discriminative method. We apply three types of regularisation (none,
Gaussian and Laplacian) to our discriminative method. Both Sub-figures a) and b) represent
ROC curves, where the area under the ROC curve (AUROC score) is shown in the legend.
Sub-figure a) shows the performance on the yeast two-hybrid (Y2H) data, while Sub-figure b)
shows the performance on the phage display data.
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Figure 3.5: ROC curves obtained for the three methods compared in our study: GEN (narrow
solid lines), DIS-I (thick solid line) and DIS-E (dashed line). A ten-fold cross-validation scheme
was applied, as described in Section 3.7. Left panel: yeast two-hybrid network; right panel:
phage display network. The bottom panel shows the left part of the ROC curves in a higher
resolution. The corresponding AUROC scores are shown in Table 3.2.
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model, where the weights were initialised from the PSSMs learnt with the generative model;
and (3) an ensemble of discriminative models; this ensemble was created by training ten mod¬
els from different initialisations1, and keeping the five models with the highest training set
scores. In what follows, we will refer to these methods as (1) GEN, (2) DIS-I, and (3) DIS-E,
respectively; see Table 3.1 for a summary. For training the discriminative models, the Lapla-
cian regularisation scheme was applied throughout. Note that when adapting the weights which
were initialised with the PSSMs learnt with the generative model (DIS-I), an ensemble of the
resulting weights was not created.
3.7.1 Assessing the prediction performance
The top left panel of Figure 3.5 shows the ROC curves obtained for the yeast two-hybrid net¬
work. Both discriminative methods, DIS-I and DIS-E, clearly outperform GEN in the right part
of the graph, for false positive rates (FPR) greater than 0.3. This is reflected in higher overall
AUROC scores, as seen from Table 3.2. In the left part, for FPR < 0.3, the three methods
perform more or less equally. Plotting the ROC curves for values of FPR < 0.1 at a higher
resolution, as done in the bottom left panel of Figure 3.5, reveals that DIS-I and GEN perform
equally (AUROC01=0.17), and slightly better than DIS-E.
The right panel of Figure 3.5 shows the ROC curves obtained for the phage display net¬
work. The discriminative methods outperform the generative model, both in terms of overall
(top panel) and left-side (bottom panel) performance. This improvement is considerably im¬
proved when starting the training simulations from an informative initialisation (DIS-I). Also,
we found that the performance of all methods is consistently better for the phage display net¬
work than for the yeast two-hybrid network.
Note that we do not get confidence intervals from using cross-validation, as we combine all
these predictions into a single set of predictions. This is then used to calculate the ROC curve,
and hence the AUROC score. It does not hold that the mean of the AUROC scores is the same
as the AUROC of the combined results, so displaying the standard deviation of the AUROC
score between cross folds with the overall AUROC score would be meaningless
3.7.2 Locating binding regions
To test whether the proposed model is actually able to locate the binding sites, we focused
on Las 17, which can form protein complexes containing multiple SH3 domains. Tong et al.
'This is an approximation to a sampling scheme. Probably, integrating over all weights using a sampling scheme
would give better performance - see Section 3.9.1.
46 Chapter 3. A regularised discriminative model for predicting protein-peptide interactions
Figure 3.6: Predicting the binding locations of SH3 domain proteins interacting with Las17.
The top row shows the results obtained for yeast two-hybrid; the bottom row refers to phage
display. The columns correspond to three different in silico methods. Left column: the generative
model of Reiss and Schwikowski (2004). Centre column: the proposed discriminative model
trained from an informative initialisation. Right column: an ensemble of ten randomly initialised
discriminative models. Each of the six panels represents the five proline-rich peptide fragments
of Las17 studied in Tong et al. (2002). These fragments are located in the following regions: 1)
153-190, 2) 306-336, 3) 339-366, 4) 374-403, 5) 423-476. The positive interactions observed
in the ELISA experiments of Tong et al. (2002) are shown in the bottom of the panel. Empty
boxes indicate interactions that are predicted in silico among the 14 highest-scoring interactions.
Empty boxes with a dashed border show interactions that are predicted in silico among the 28
highest-scoring interactions. Shaded boxes represent interactions that have not been predicted
(false negatives). The boxes in the top of the panel refer to in silico predictions, where empty
boxes indicate interactions confirmed in the ELISA experiment (true positives), and shaded
boxes show predicted interactions that have not been found in the ELISA experiment (false
positives).
GEN DIS-I DIS-E
Yeast two-hybrid AUROC 0.60 0.65 0.68
p-value 0.24 0.07 0.03
Phage display AUROC 0.77 0.84 0.71
p-value 0.002 8 x 10-5 0.014
Table 3.3: AUROC scores and p-values for locating binding regions in Las17. The correspond¬
ing ROC curves are shown in Figure 3.7.
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Figure 3.7: Predicting binding locations in Las17. The ROC curves capture the prediction of
binding locations of SH3 domain proteins interacting with Las17. Left panel: Yeast two-hybrid.
Right panel: Phage display. Each panel consists of three graphs, which refer to the three models
compared in our study. Thick solid line: DIS-I. Dashed line: DIS-E. Narrow solid line: GEN.
Further details are provided in the text.
(2002) have applied an enzyme-linked immunosorbent assay (ELISA) to identify the region
of the target protein that binds the SH3 domain. They focused on five proline-rich peptide
fragments of Las 17, whose locations are indicated in the caption of Figure 3.6. In our study,
we removed Las 17 from the training set, and repeated the training simulations for both the
yeast two-hybrid and the phage display data. We then tested whether the binding locations of
SH3 domain proteins interacting with Las 17 could be correctly predicted.
We evaluated the models in three different ways. In the first evaluation, we took the in¬
teractions of the ELISA experiment, reported in Tong et al. (2002), as true interactions. We
applied the models to these segments separately, ranked the SH3 domains for each segment
according to their segment-specific binding scores, and obtained the ROC curves from these
rankings. The results are shown in Figure 3.7.
In the second evaluation, we selected the threshold that resulted in a total of 14 predicted
SH3 domains. This number is equal to the total number of interactions detected with the ELISA
experiments when omitting Yfr024 (Yfr024 binds only to a single sequence and was therefore
omitted from our study for the reason discussed above). We then compared the predictions
between the different models and with the ELISA experiment. The results are shown in Fig¬
ure 3.6.
In the third evaluation, we tested whether the predictions obtained with the different models
were significantly better than would be obtained by chance. This is similar to the procedure
reported in Reiss and Schwikowski (2004), except that the authors do not provide details of
how they obtained their p-values. We proceeded as follows. For each proline-rich segment, we
ranked the SH3 domains according to the binding score predicted by the model. We divided
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the SH3 domains into two classes: those detected as binding with the ELISA experiment, and
those not detected as binding. We then applied the Wilcoxon rank sum (or Mann-Whitney) test
to obtain the p-values.
The top panel of Figure 3.6 shows the thresholded predictions obtained for the yeast two-
hybrid data. Both GEN and DIS-I predict 5, while DIS-E predicts 4 true positive interactions.
The slightly worse performance of DIS-E can be understood from the ROC curves in the left
panel of Figure 3.7, where DIS-E shows a poorer performance in the very left part of the graphs.
Lowering the threshold turns out to be beneficial only for the discriminative models: DIS-I
predicts 1, and DIS-E predicts 4 additional true interactions. Again, this finding is consistent
with the ROC curves in Figure 3.7, where both discriminative models outperform GEN. The
three models show a modest degree of complementarity. GEN fails to predict any SH3 domain
protein binding to the second segment of Las 17, and this failure persists even as the threshold is
lowered. To the contrary, both discriminative models predict at least one SH3 protein binding
to this segment, and this number increases as the threshold is lowered.
The bottom panel of Figure 3.6 shows the predictions obtained for the phage display data.
Among the 14 highest-scoring interactions, GEN predicts 6 true positives, while DIS-I and
DIS-E predict only 5 and 4, respectively. However, among the next 14 highest-scoring in¬
teractions, GEN only gains 2 extra true positives. DIS-E gains 5 extra true positives, and thus
performs slightly better than GEN. Both methods are noticeably outperformed by DIS-I, which
predicts all but two interactions. This improved performance is consistent with the ROC curves,
shown in the right panel of Figure 3.7. While GEN obtains higher true positive rates in the left¬
most region of the graph, both discriminative models experience a considerable performance
boost at a false positive rate of 0.18, and DIS-E shows the best performance overall.
The results discussed in this section are concisely summarised in Table 3.3. For the yeast
two-hybrid data, both discriminative models slightly outperform the generative model: DIS-E
(AUROC=0.68) > DIS-I (AUROC=0.65) > GEN (AUROC=0.60). For the phage display data,
the discriminative model with the informative initialisation outperforms the generative model:
DIS-I (AUROC=0.84) > GEN (AUROC=0.77) > DIS-E (AUROC=0.71). The performance on
the phage display data is, overall, better than that on the yeast two-hybrid data, with all p-values
significant. For the yeast two-hybrid data, only the p-values obtained for the discriminative
methods would be regarded as significant.
3.7.3 Biological validation and application
An important practical application of the proposed method would be the cleaning and filter¬
ing of high-throughput interaction data. Our conjecture is that protein interactions that are
assigned a higher posterior probability score in silico are more reliable than those with a lower
score. We would therefore assume that interactions found with both the yeast two-hybrid and
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the phage display experiment have higher posterior probability scores than those found with
only one experiment. Phrased differently, we would assume that the intersection of the sets of
interactions found with yeast two-hybrid and phage display shows an enrichment for higher-
scoring in silico interactions. To test this conjecture, we extracted for both experiments the
400 highest-scoring interactions; this is the number of interactions detected experimentally
with phage display. When training our model on the yeast two-hybrid data, we recovered 25
percent of the interactions in the intersection set, but only 8 percent of the interactions in the
complementary non-intersection set. When training our model on the phage display data, we
again recovered 25 percent of the interactions in the intersection set, but only 9 percent of the
interactions in the non-intersection set. Hence, in both training simulations, we found that the
subset of more reliable interactions (that is, those interactions found with both experimental
methods), was noticeably enriched for high-scoring in silico predictions. This finding corrob¬
orates our hypothesis that the proposed in silico method could, in fact, offer a useful tool for
filtering noisy high-throughput interactomic data.
3.8 Discussion
The model we propose is based on the assumption that protein interactions are mediated by
short peptide segments that bind to PRM domains. This assumption is valid for the phage
display data, which explains why all the models achieve a better performance here than on the
yeast two-hybrid interaction network. Yeast two hybrid finds all peptide sequences present in
the organism that bind to the SH3 domain. These interactions do not have to be mediated by
a motif. In contrast, in the phage display dataset, short peptide fragments were tested against
an SH3 domain. The peptide sequences that were found to bind were then used to create a
model of the motif that binds to that domain. This motif is then searched for in all the peptide
sequences in yeast. Peptide sequence containing this motif were then predicted to interact with
that SH3 domain. This closely matches what the generative and discriminative motif finding
models search for, hence the model mismatch is smaller. This leads to the significant increase
in performance exhibited by all models on the phage display dataset.
Our simulations suggest that the randomly initialised discriminative model achieves a per¬
formance at least as good as the generative model of Reiss and Schwikowski (2004). While the
AUROCOl score for the yeast two-hybrid network is slightly worse, the overall AUROC scores
have noticeably improved. The discriminative model also shows some complementarity to the
generative model with respect to locating the binding regions.
When initialising the discriminative model with the PSSMs predicted by the generative
model, its performance further improves. With this informative initialisation, the discriminative
model outperforms the generative model of Reiss and Schwikowski (2004) both in terms of
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predicting protein interactions and locating binding regions. The improvement is particularly
noticeable for the phage display network, where the data are more in line with the model
assumptions.
Note that the model we have proposed has only been trained on proteins in the SH3 inter¬
action networks. Hence, the objective of our approach is to predict the probability of a partic¬
ular protein interaction, given that the protein is in the interaction network. In principle, it is
straightforward to generalise this approach to not only distinguish between the different pro¬
tein interactions, but also to predict whether the protein is in the interaction network. All that
is required is to include an extra output node representing non-binding background sequences.
However, the inclusion of background sequences, which substantially outnumber the binding
sequences, would substantially increase the computational costs of the training scheme, and
has therefore not been attempted.
In our paper, we had suggested a hybrid approach in which, at the first stage, the gener¬
ative model of Reiss and Schwikowski (2004) is applied to predict if a protein sequence is
binding, and our discriminative model is applied at the second stage to predict which protein
the sequence binds to. Our simulations suggested that this combined scheme will outperform
the generative model of Reiss and Schwikowski (2004) owing to the better performance of
the proposed discriminative model at the second stage. In Chapter 4, we instead suggested an
alternative discriminative model to incorporate information from the non-binding sequences.
This improved performance is presumably the consequence of two important modifica¬
tions. First, the hyperparameters in our approach, which are in some way akin to the tuning
parameters in the model of Reiss and Schwikowski (2004), have been integrated out. As a
consequence of this integration, our scheme depends on some effective hyperparameters that
are automatically updated during training (see Subsection 3.4.4). This renders our approach
independent of any tweaking parameters that would otherwise have to be hand-tuned by the
user. The second improvement is related to the discriminative nature of our model. Note that
Reiss and Schwikowski (2004) also tries to include a discriminative feature into his generative
model by penalising the detection of over-represented but non-discriminative motifs. How¬
ever, this approach is rather heuristic, and introduces another user-defined tuning parameter.
The model applied in our study is a proper discriminative model per se, which has been con¬
sistently derived within the probabilistic context and dispenses with the need of hand-tuning
another parameter.
3.9 Future work
In this section, we further propose additional avenues of research to those that were suggested
in the published paper.
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3.9.1 Methodological improvements
Despite the excessive computational costs of sampling mentioned in Section 3.4.4, the problem
might be still amenable to using a full sampling method such as Metropolis-Hastings or hybrid
MCMC (see for instance Neal, 1996) for integrating out the uncertainty over the weights. The
problem with the MAP method used is that it is known to not be invariant to reparameterisation
of the parameter space. In fact, for each point in the parameter space, there always exists a
one-to-one monotonic mapping of the parameters to make that point the MAP (Beal, 2003).
As the log likelihood shown in Equation (3.10) separates for each individual SH3 domain, and
the regularisation is done per SH3 domain, the sampling problem can be split into a series of
smaller easier problem, each of which may be of a tractable size. However, sampling requires
a different method to incorporate the informative initialisation from the generative model, as
an ergodic Markov chain loses the memory of its initialisation. The informative initialisation
could instead be kept by regularising the distance between the weights and the solution found
by the generative model. Additionally, using a sampling approach could rigorously deal with
changing the length of the motif using a Reversible Jump Markov Chain Monte Carlo (RJM-
CMC) inference scheme. RJMCMC allows changing the size of the parameter space being
searched, corresponding in this case to different length motifs. See Chapter 6 where we apply
a RJMCMC scheme for inference in a phylogenetic model.
In Chapter 4, the performance of the unregularised ensemble was found to be very close to
that of the Laplacian regularised ensemble. The overfitting effect by the unregularised model
shown in Figure 3.3 that resulted in the poorer AUROC scores in Figure 3.4 might also be
removed by creating an ensemble of unregularised models. Creating an ensemble probably
removes the over-fitting effect due to the bias-variance decomposition of the generalisation
error - see Section 4.6 for more details. However, it is the author's opinion that a sampling
scheme would be a more fruitful avenue of research, as an ensemble approach is simply an
approximation to a sampling scheme.
Ferraro et al. (2006) proposed a model that jointly modelled the SH3 domain and the bind¬
ing site. While their performance appears to be slightly inferior to that of the methods outlined
in this thesis (see Section 4.9 for this comparison), the idea of jointly modelling the domain
and the motif allows generalisation to novel SH3 domains. Incorporating this idea of building a
joint model of the SH3 domain and the binding site is a promising avenue of future research, as
it can directly incorporate the underlying similarity between the binding sites. See Section 4.9
for more details.
O'Flanagan et al. (2005) showed that independently modelling motif positions in DNA
regulatory motifs was sub-optimal and could not fully capture the distribution over the motif
instances. This could also apply to modelling the binding site motifs of the PRMs or general
linear motifs in peptide sequences. Barash et al. (2003) introduced more complex models of
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the motif that may better capture these dependent effects. The simplest model to implement
from their proposals is a mixture of PSSM motif model, where each motif consists of a mixture
of multiple normal PSSMs. Other proposals included a tree structure Bayesian network where
the distribution of certain motif sites are dependent on the distribution of other motif sites.
The last, most complex motif model was a combination of these, mixture of tree structured
Bayesian networks.
3.9.2 More informative priors on the binding sites
The structures of some protein complexes and proteins in interactions are known (see the PDB
database, H.M.Berman et al., 2000), and a priori it would be reasonable to expect that sites
that are involved in one interaction should be more likely to be involved in other interactions.
Hence, the highest prior should go to sites found in an interacting surface. This could be
averaged over all the interaction partners of the protein in question. The structure of all possible
protein complexes and interactions are not known however. Instead, the known structures could
be used to build a classifier that predicts if a amino acid is likely to be in the interaction surface.
Prediction of interaction sites using a local sequence window and a neural network was first
done by Piero et al. (2002). They trained a neural network to look at a given window of the
physical properties of residues and attempted to predict whether or not the central residue was
part of the interaction surface with the other protein. A SVM approach was later tried by Koike
and Takagi (2003) that exhibited slightly improved performance.
A second reasonable expectation is that sites on the surface of the protein are more likely to
contain the motif. Again, however not all proteins have had their structure worked out. In this
case, predicted structures could be used, averaged over the set of candidate structure solutions.
Given that a structure, or at least a predicted structure would be known in this case, the structure
of the putative motifs could also be taken directly into account. For instance, the motif could
be additionally characterised by the internal bond angles between successive peptides.
Neduva et al. (2005) describe various types of peptide sequence regions that are less likely
to incorporate linear binding motif such as globular domains and trans-membrane segments.
This could easily be incorporated in our model by a suitable adjustment of the prior in Equa¬
tion (3.6) to down-weight the a priori probability of such regions in the peptide sequences
containing the binding site motif.
The binding sites of proteins tend to be more conserved (Nimrod et al., 2005), so giving
a higher prior probability to conserved regions may help locate the binding site motifs - see
Chapter 7.
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3.9.3 Encoding the protein sequences as physical properties
Our discriminative model can be viewed as a Time Delay Neural Network (TDNN - see Keeler
et al., 1991). This can be seen by rewriting Equation (3.9) as:
P(e«,y = 1 \sj) = l°git (log ( . E exp J £ (\ \nJ /"+ 1 m=0 [k= 1 V
where Fjj>n is /lh property of the nlh amino acid along the /h peptide sequence, while W^k,i is
how highly to rate the /th property in the klh position of the binding site motif for the i SH3
domain. L is the size of the encoding of the sequence. Equation (3.24) reduces to Equation (3.9)
when a l-of-20 encoding is used to represent the original sequence: Fj^m+k = I (sj^m+k — /),
the /th property equals 1 if the Ith amino acid occurs in that sequence position. There are twenty
amino acids, so in this encoding L = 20.
The PRMs bind to their binding sites on the peptide sequences due to the physical prop¬
erties of the binding site. Hence, representing the sequence in terms of its physical properties
could improve the generalisation performance. Encoding the peptide sequence as a series of
physical properties is comparatively easy as tables of the biophysical properties of the amino
acid, such as the hydrophobicity, charge and surface tension, have been collated (May, 1999).
For instance, Fj\n could be hydrophobicity of the nth amino acid in the jth peptide sequence,
Fj 2,n could be the charge, etc. Due to the regularisation scheme used, these properties would
probably have to be normalised in some fashion. For instance, each property could be rescaled
such that it has zero mean and a variance of one when averaged across all amino acids.
Additionally, some of the properties that represent the sequence could reflect non-local
characteristics of the sequence such as predictions of solvent accessibility and secondary struc¬
ture. However, the predictions of the solvent accessibility and secondary structure may in turn
be highly predictable given that the motif being searched for consists of a proline rich core.
This is because proline is known to be highly solvent accessible, and good at breaking up sec¬
ondary protein structures like a-helices and (3-sheets due to its structural conformations and
bond angles (Li, 2005). As these extra characteristics would be highly predictable given the
proline rich core, they would not necessarily help to improve the performance of the model at
distinguishing between proline rich regions. However, if the model is applied to discovering
other linear motifs on sequences, these predictions may prove informative.
The binding site priors mentioned in Section 3.9.2 can be used as additional properties
of the peptide sequence. This would allow the discriminative model to determine the relative
importance of each of these priors, instead of needing additional parameters.
Taking more inspiration from the TDNN approach of Keeler et al. (1991), the mapping
from the sequence to these properties could in turn be adaptable. This mapping can be simulta¬
neously optimised with the weights. These properties do not have to be limited to looking at a
£ Fjj,m+kWUJ U 1+7} (3.24)
'=i
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single amino acid position, and could instead represent some property derived from a window
onto the sequence. Properties which depend on a long window of amino acids also can help
model motifs that are not well modelled by a single PSSM (see end of Section 3.9.1).
3.9.4 Refining the motifs produced from other methods
The peptide motif discovering method of Neduva et al. (2005) that was described in Sec¬
tion 2.2.4 searched for over-represented subsequences that occur in the interactions partners
of a given protein or domain. They merged together closely related binding site motifs to try
and find a single consensus motif. This reduced their representation of the SH3 domain bind¬
ing site motif to simply PxxP, where x represents any amino acid. The model described in this
chapter focused on differentiating these closely related binding site motifs. This suggests that
once the consensus binding site motif for a set of domains has been found using the method
of Neduva et al. (2005), the discriminative model described in this chapter could be applied.
This would serve to separate out different instances of these motifs by examining in detail the
observed protein-peptide interactions related to this domain, instead of merging all interacting
sequences together as done by Neduva et al. (2005).
3.9.5 A model to predict general protein-protein interactions
Deng et al. (2002) proposed a method to predict protein-protein interactions based on inferred
domain-domain interactions (described in Section 2.3.2). The method described in this chap¬
ter finds motifs (or domains) based on domain-protein interactions. This suggests that these
two models can be coupled together to build a general protein-protein interaction predictor,
which would simultaneously learn which motifs/domains interact while detecting all motifs or
domains involved in the interactions. It was found that this model suffered from serious con¬
vergence issues due to the large number of parameters in modelling the interaction between
domains, and modelling the motifs/domains. The performance was found to be highly de¬
pendent on correctly pre-seeding the weights to detect known domains. The enhancements
suggested in this section may significantly reduce this problem.
3.10 Chapter conclusion
The approach outlined in this chapter has shown promising performance at distinguishing be¬
tween SH3 domains. However, it is computationally inefficient to apply the model to all se¬
quences present in yeast due to its fully discriminative nature. As suggested earlier, one option
is to investigate the hybrid scheme between the generative and discriminative models that was
mentioned in Section 3.8. Instead, in the next chapter we propose an alternative discriminative
method which can be efficiently trained on all sequences in yeast.
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Symbol Description
di Represents the 1th SH3 domain.
Sj Represents the /h peptide sequence.
E,-j Indicates if the ilh SH3 domain and /h peptide sequence interact.
rij The length of the / peptide sequence.
p The length of the motif which is searched for. We set p = 9.
ciij The location of the binding site motif of the Ith SH3 domain along the 7th peptide
sequence.
Wj<mj The log likelihood ratio of seeing the cth amino acid in the mlh position of the
binding site motif for the ;th SH3 domain, as opposed to seeing that amino acid when
not in a motif.
Ti The log likelihood ratio of a peptide sequence containing the binding site motif of
the 1th SH3 Domain as opposed to not containing it.
0i,jy The probability of observing the /th amino acid in the klh position of the binding site
of the Ith SH3 domain.
00,; The probability of observing the /th amino acid in any position in the sequence
which is not part of a motif.
/ Indexes the 20 amino acids.
i Indexes the SH3 domains.
j Indexes the peptide sequences.
k Indexes motif positions, k £ {1,2,... ,p}.
m Indexes possible positions one space before the start of the motif.
m <E {0,1 ,...,rij-p}
Cijki Cijjcj — 8{sj,aij+k — /)• Alternatively, Qj^,/ = 1 if the A:th position of the binding
motif in sequence sj that binds to PRM domain dj contains amino acid /. Otherwise,
it is zero. From Reiss and Schwikowski (2004)
Table 3.4: Notation used in this chapter.
Chapter 4
Incorporating non-binding sequences
into the detection of SH3 domain
binding motifs
• An abridged version of this chapter was published as Lehrach et al. (2006b), submitted
in 2005. Most of the redundant descriptions between this chapter and Chapter 3 have
been removed.
4.1 Context within the thesis
In Chapter 3, we proposed a discriminative method to distinguish between the binding site
motifs of different SH3 domains based on their interactions. That model was trained on all
peptide sequences that were found to interact with at least a single SH3 Domain, as inclusion
of all peptide sequences would have been computationally impractical. Furthermore, we pro¬
posed that a hybrid scheme using both Reiss and Schwikowski (2004) and our method that
might increase performance. In this chapter we investigate an efficient and fully discriminative
method that incorporates information from all non-binding sequences present - see Figure 4.1
for a comparison between the two models.
4.2 Chapter Abstract
We propose a novel discriminative method to distinguish between the binding sites of the SH3
domain. This model is compared to an alternative generative model using two different eval¬
uation strategies. In the first evaluation strategy, non-binding sequences are excluded (as in
Chapter 3). This strategy focuses on the ability of the models to distinguish between the bind¬
ing sites of different SH3 domains. In the second evaluation strategy, non-binding sequences
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a)
Figure 4.1: An illustration of the approach of the model described in this chapter compared to
the model described in Chapter 3. Sub-figure a) demonstrates the approach taken in Chapter 3.
The brown bar represents the sequence, while the blue bar represents the binding site of an
SH3 domain where the label specifies which SH3 domain. Here, each graph represents a
different peptide sequence. The line above the bar shows the posterior probability of the binding
site of the ABP SH3 domain being detected in that position along the sequence. As all other
SH3 binding site motifs are similar, they are partially detected as shown by the small resulting
spikes. This decreases the incentive for the model to distinguish the binding site motif from the
background. Sub-figure b) shows the approach taken in this chapter. We assume that the SH3
domains are sufficiently similar that their binding motifs can be found using a generic binding
motif detector, which we represent here as P(M = 1). The second assumptions is that the SH3
domain binding site only binds to a single SH3 domain, allowing us to define a distribution that
ranges over the possible SH3 domains, as shown by P(0 = BBC) and P(0 = ABP1). The
resulting predictions - P(M =1,0 = BBC) and P(M = 1,0 = ABP\) - separately detect and
discriminate between the binding site motifs, removing the small mis-detections seen earlier.
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are included, and thus this strategy is more influenced by the ability of the models to detect
if any SH3 domain binding sites are present. Our proposed discriminative model was found
to outperform the generative model on the phage display dataset in both evaluations. On the
yeast two-hybrid dataset, the generative model slightly outperformed the discriminative model
when including non-binding peptide sequences. The discriminative model still outperformed
the generative model when non-binding sequences where excluded, arguably showing the su¬
perior ability of the discriminative model at distinguishing between the similar binding sites
motifs of the SH3 domains.
4.3 Introduction
See Section 3.3 for an overview of why modelling the binding site motifs of the SH3 domain is
an interesting problem, and the potential improvements compared to the generative approach
taken by Reiss and Schwikowski (2004). Our proposed model is again influenced by the protein
to DNA-sequence interaction model applied by Segal et al. (2002) and Segal and Sharan (2004).
However, in contrast to the model proposed in Chapter 3, the model proposed in this chapter
assumes that all SH3 domains are sufficiently similar that a single binding motif detector can
discover the presence of a binding site of any of the SH3 domains1. This consensus motif will
be referred to as the generic motif. The assumption that we can detect this generic motif splits
the problem into two separate stages. The first stage consists of learning to detect this generic
binding site motif. Then, the second stage is learning to discriminate between the binding
sites of the different SH3 domain. Detecting this generic binding motif which binds to all
SH3 domains has a comparatively low computational cost. Given the presence of the binding
sites, it is also then computationally inexpensive to explicitly model the differences between
the binding site motifs of the various SH3 domain.
Segal et al. (2002); Segal and Sharan (2004) introduced similar discriminative approaches
to modelling motifs, which they applied to DNA sequences. Due to the larger size of the al¬
phabet (20 amino acids instead of 4 nucleotides) and the small number of interactions per SH3
domain, their maximum likelihood approach to parameter estimation is susceptible to over-
fitting. An additional component of our approach, therefore, is the inclusion of a regularisation
scheme, resulting in a maximum a posteriori (MAP) scheme. Additionally, we train an ensem¬
ble of models, which also reduces over-fitting.
'This will probably result in a loss in the discriminative power of the method, but it is computationally cheap.
We propose some ways to relax this assumption in Section 4.7.
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4.4 Methods
In this section we define the problem and propose a novel discriminative model to solve it - an
overview of the notation used is in Table 4.3. Let D — {c?,} denote a set of SH3 domains, and
S = {sj} a set of protein sequences. We introduce a binary variable £,j £ {0,1}, where £,j = 1
indicates that sequence Sj binds to SH3 domain dt, while £,j = 0 indicates the absence of an in¬
teraction. We assume that we are given a protein interaction network E — {£(J,cft £ IL.sy £ S}
from a Y2H or phage display experiment where Sj refers to the /h protein sequence and Sj)q
refers to the amino acid in the qth position along the /h sequence. The objective is to derive a
model that predicts this network from the sequences alone.
The central assumptions of our model are that the binding site motifs of the SH3 domains
are sufficiently similar to allow them to be found using a single generic motif detector, that each
binding site only binds to a single SH3 domain, and that sequence contains a single binding
site (the OOPS model - see Section 2.2.2). These assumptions can be concisely expressed as:
P(£ij = 11sj) = YJP{Mj= 1,Oj = i,aj\sj), (4.1)
ai
where the binary variable Mj indicates if the generic motif that represents the SH3 domain
binding site is present in the /h sequence, Oj £ D represents which SH3 domain the binding
site interacts with and the multinomial variable aj represents the location of unknown position
of the single binding motif on the /h sequence. These assumptions make the model easy to
work with but it can be seen from examining Figures 3.1 and 3.2 that some sequences violate
the assumption that only a single SH3 domain binds. An obvious avenue of future research is
to relax some of these assumptions.
We can split up the term on the right hand side of Equation (4.1) as follows:
P(Oj — i,Mj — l,aj — k\sj) = P(Oj = i\Mj = 1 ,aj = k,Sj) x
P(Mj = 11aj — k,Sj) x
P(aj = k\sj) (4.2)
The first term in Equation (4.2) is the probability that the /h sequence contains the specific
binding site for the /h SH3 domain in position aj. The second term is the probability that in
the y'th sequence, the generic binding site occurs in position aj. The third term is the position of
the binding site, aj is a priori independent of the sequence. Hence, P (aj = k\sj) = P (aj = k).
We assume that the prior over the binding motif position is uniform:
P(aj = k) = l—— (4.3)
rij- p + 1
The first and second terms from Equation (4.2) are derived starting from generative models.
We start derivation of the second term by defining the probability of the piece of sequence that
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contains the generic binding site motif as:
p
p (sj,k,...,k+p\Mj = \,dj — k) = (4.4)
m=1
where §m>c is the probability of the generic binding motif containing the cth amino acid in the
mth position, p is the length of the motif. In order to carry out comparisons with the work of
Reiss and Schwikowski (2004), we set p = 9. We define the probability of the c,h amino acid
occurring in any part of the sequence which is not in a motif as cpc. Hence, the probability
of a sequence which does not contain the generic binding motif is: P (sj\Mj — 0)— n^Li 9.^,,
where nj is the length of the /h sequence. The probability of the whole sequence given that it

















thwhere Bjk = FTm-i ,k+"' is the likelihood ratio of the klh possible motif position on the j
V5j,k+m
sequence containing the generic motif as opposed to consisting only of the background distri¬
bution. Then, following the derivation in Section 3.4.2 (which in turn follows the derivation of
Segal and Sharan, 2004), we can now derive the final form for the product of the second and
third term of Equation (4.2). The product of the second and third term of Equation (4.2) is:
P (Mj = 11aj = k,sj) P (cij = k) = P (Mj = 1,dj = k\Sj). (4.8)
Applying Bayes theorem from Equation (3.8) yields:
P(sj\Mj=l,dj = k)P{Mj = l)P(dj = k)P (Mj = 1 ,dj = k\sj) = Zd<e P (Sj IMj = d,dj=e)P (Mj =d)P (dj = e)
^BjtkP(Mj= 1) (4.9)
P (Mj = 0) + LW BjeP {Mj = \)
Dividing top and bottom by P(Mj — 1) yields:
1 g .
P(Mj = \,dj = k\sj) = , "j~P+1 hk . (4.10)v 1 1 " p(mj—0) 1 nj-p+1
p(Mj=l) nj-p+l Le=\ j,e
The first term in Equation (4.2) is the probability of a binding site binding to a specific SH3
domain. As before, we start by generatively modelling the part of the sequence which the (th
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SH3 domain binds to:
p
P (sjlkl...Jc+p\Oj = i,Oj = &) = J~J > (4-11)
m= 1
where 0ljm,c is the probability of the binding site of the Ith SH3 domain binding site motif
containing in the mth position the cth amino acid. This is suspect, as we are modelling the same
piece of sequence with two independent variables. As this is only used in the derivation of our
model we will ignore this issue here. The probability of the whole sequence is then:
p(Sj\Oj i,aj=k)=fin (4.i2)
q=1 m= 1 tSjjc+m
Applying Bayes' Rule gives:
P(Oj = i\sj,, aj = k) °c P (Oj = i) n Qi,m,Sj,k+m ■ (4.13)
m=1
For conciseness, we define Rj^k — P{Oj = i) Y\Pm=\ ®i,m,s]k+m- Then:
P (Oj = i\sjt, cij = k) = . (4.14)
U Rj,l,k
Combining Equations (4.2), (4.10), and (4.14) gives:
J? 1 .
P{Oj = i,Mj = l,aj = k\sj) = — 7 , hk • (4.15)LiRjJJcF("j=°) , i r"rP+' R L
p(Mj=1) + nj-p+l U= 1
Marginalising over the unknown motif position aj gives:
1 ^nj~P~^~^ p
P(Oj = i,Mj = 1|s)= LlRm JJt • (4.16)7 V P(MJ=0) | l Tnj-P^B ,
/>(My=l) + «;-P+l ^=1 "j*
In order to easily train the model, it is useful to define weights which can be adjusted without
q
worrying about constraints. We define the motif location weights Wm c — log (where c G
{1,...,20} ranges over the possible amino acids), and the threshold as T = log ^|2J_o) ^or
detecting the generic binding motif of the SH3 domains. Bj^ expressed in terms of Wm^c is
Bj:k — exp (]LP=1 o.t+m). Using the definition of T, Equation (4.16) becomes:
1 y*nj~P+l Rj,i,k p
P(Oj = i,Mj = l\s) = —"J~P+l *=' . (4.17)J J
( T\ i 1 x^nJ-P+1 r>
exp (-7) +j^p^+iLkU Bj,k
The corresponding weights for discrimination between the SH3 domain binding sites mo¬
tifs are defined as Wi,miC = log9limiC, and their thresholds as P(Oj = i) « exp 7). Hence: Rj,i,k =
exp (lLiwWM+m)exp(7)-
For P{Oj\Mj — 1 ,dj,Sj) to be a well defined distribution, it must always hold that:
£P(0,;\Mj = l,aj,Sj) = l. (4.18)
i





The parameters of the model (the set of weights W ={Wm)C,Wi)m<c} and thresholds T = {7,7]})
need to be estimated in some fashion. A standard way to optimise these parameters, adopted for
instance in Segal et al. (2002) and Segal and Sharan (2004), is to follow a maximum likelihood
approach. Given the training data T>, which is the set of all training sequences Sj and binding
interaction indicator variables £,j, we want to maximise the log likelihood:
-Ed = log7(D|W,T)
= L £'j 10gp(e<\.t = 1k/>w,T)+
tj (4.19)
(1 -Eij) log(l —P(£ij — 1|$/,W,T)).
It is straightforward to derive the partial derivatives and ^4 for Equation (4.19),
which allows us to apply an iterative gradient-based optimisation scheme as done in Chapter 3.
However, this direct approach ignores one of the main advantages of this model, namely that
training can be performed efficiently and quickly by splitting it into separate subtasks of loca¬
tion and classification. First, the binding sites are located by adapting the overall weights Wm<c
and threshold T by minimising the following likelihood function:
logE(Dany | W, T) = £ e,- log P(Mj = 1\Sj) + (1 - £;) log (1 - P {Mj = 1 \sj)). (4.20)
j
where Ej — 1 if there is an interaction from any of the SH3 domains to the /h sequence, and
we have defined Dany = {ey}- The term:
1 VnJ~P+ 1 R
P{Mj = 1|sj) = (4.21}
exp + Bj*
is obtained by marginalising out O, in Equation (4.17). Once the weights for detecting the
generic SH3 domain binding site motif (Wm<c and T) have been found, the weights to dis¬
criminate between the SH3 domains binding site motif (W)imiC and 7)) are adapted using Equa¬
tion (4.19). This is only performed on the peptide sequences that were experimentally found
to interact with at least a single SH3 domain2, as it is only possible to learn to discriminate
between SH3 domains when at least one is predicted to bind. Consider a non-binding sequence
which has not been experimentally shown to bind to a SH3 domain. However, it has a high
posterior probability that a binding site motif of one of the SH3 domains is present. Training
W/,m,c and Ti on this sequence will simply favour the solution where all SH3 domains predicted
to be equally likely to bind. Hence, we only train and 7} on the sequences found to bind
to at least one SH3 domain as it is an order of magnitude computationally cheaper. This is due
2Note that this is not all peptide sequences that interacted with at least a single SH3 domain due to our use of
cross-validation to ensure we never test upon sequences which we have trained from.
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to the discriminative nature of our model, and an alternative generative formulation could still
learn from these sequences. Note that this does not apply when attempting to predict binding
sites.
4.4.2 Approximating the joint posterior
Evaluating Equation (4.17) is computationally expensive as it is evaluated per potential motif
binding position on each peptide sequence, per SH3 domain, and per optimisation step. Hence,
it is evaluated at least 25 x 105 x 500 times (there are about 105 potential motif positions,
and we assume 500 optimisation steps). It is hence a good candidate for approximation. The
intuitive idea behind the approximation is that when Bj^ is relatively small compared to Y,kBj,k,
then assuming that Bjk = 0 has little effect on the result and stops us from having to compute
R •
the
YdlR klk terms- We introduce a binary variable Iwhere Ij# = 1 indicates that the Bj^ term
remains in the approximation, and Ijtk implies that the term is removed. Our approximation to
Equation (4.17) is then:
P(Oj = t,Mj = Ik) = "^+lL*=1 . (4.22)
exP(-r) + ^_Et7+1/MJBM
Next, we specify that the approximation must still evaluate a fraction / of the mass of Bjjk for
each sequence. Hence, we choose IJtk such that for all j:
v-nj 1 J D
/ < »' +/' J' (4-23)Lt" Bj,k
holds, and deal with choosing / instead.
Given /, we pick Ijtk to minimise the computational costs of the approximation. First Bj^
is sorted, and we initialise all Ij^ <— 0. We then repeatedly set Ijtk <— 1 for the largest values of
Bj k where Ijtk = 0 until the constraint in Equation (4.23) is satisfied. For a randomly chosen
protein sequence of length 1200, we only needed two sites to capture 80% of the mass of the
Bj k, four to capture 90%, etc. We can calculate the quality of the approximation as follows.
Consider the relative accuracy of the approximation:
P(Oj — j,Mj = l|s)
_ /E/t=f+ Y.iRjkuIJ'kBj'k\ ( 6XP( T) + nj-p+\^k=\+ Bj,k
P(Oj = l,M,= l|j) ^ S£f+1 ) (exp(-7) + ^£;fcf+1/MBtf
(4.24)
Note that the first term can be upper-bounded as:
L-p-\-1 p L—p+\ p
E E y (4'25)




The second term in Equation (4.24) can be upper-bounded:
LL—p+1 jr Dr=i v r jM j-kL,R,u < j (4.26)
exp (-n + ^Etr'flM „ expl-n+^Et^1i ^j,k< (4.27)
exp (-r) + «p(-r)+/^TT EEr
due to the definition of / in Equation (4.23). Our overall upper-bound is thus:
FiOj - i.Mj 1 i) exp( 7) 2g




d = T^n TT E (4'29)-r)n;-p+l £1
and dividing the top and bottom of the right hand side of Equation (4.28) by exp (—7), the
upper bound from Equation (4.28) becomes:
P(0, = i,M,= \\s) J+£
P(Oj = i, Mj = 1 |x) " 1 +fd
As lim^_o = 1. lim^oc = {/f, and 1 < i// (as / < 1), we redefine our upper bound as:
rip,no .. i (4J1)
P(0, = i.M, = l|i) - /
The relative lower bound cannot be derived in this fashion as the first term of Equa¬
tion (4.24) cannot be usefully lower bounded. This can be seen by considering a situation
where Rj,i,k = 1 ~ Ij,k for j = 1. However, we can derive the maximum amount a probability
could be underestimated. Consider:
£u>, + 5 = 1
i
X> = 1-5, (4.32)
i
X> = 1 (4.33)
i
where 5 is some maximally underestimated probability, w are the other probabilities and vv are
the approximated probabilities. Dividing the correct and estimated probabilities, we obtain:
^ ' (4.34)W 1—0
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Hence, 8 = 1 — /. In our experiments we choose / = 0.9. Hence, any probability approximated
using this method is over-estimated at most by a factor of 1.1, or underestimated by 0.1, whilst
giving significant computational savings of around an order of magnitude. As this is the worst
case analysis, we would expect that in practice the approximations will be closer to the correct
answer.
4.4.3 Regularisation
The maximum likelihood approach discussed in the Section 4.4.1 suffers from a susceptibility
to over-fitting. We follow the approach outlined in Section 3.4.4 to combat this over-fitting,
where instead of finding the maximum likelihood solution, we instead place priors on the
weights and find the Maximum A Posterior (MAP) solution.
Ten different MAP solutions are found from ten different random initialisations. The re¬
sulting models are sorted by their posterior probability and the top half are used to create an
ensemble, approximating the use of a sampling scheme. A prediction for an edge is then the
mean prediction from the models in the ensemble. See also Section 3.4.5 for more details of
the optimisation algorithm used.
4.5 Simulations
We used the same datasets that are described in Section 3.5. Section 3.5 also describes the
ROC curves, and AUROC scores that are used in this evaluation. We again refer to the model
of Reiss and Schwikowski (2004) as the generative model. Their model is described in detail
in Section 3.4.1.
The ability of the generative model to learn the differences between the SH3 binding do¬
mains is poorly reflected in the evaluation of Reiss and Schwikowski (2004), where all of the
sequences that are not predicted to bind to an SH3 domain are included in their evaluation.
As an illustration, consider a model that correctly predicts every instance of an SH3 bind¬
ing domain, but without distinguishing between different SH3 domains, which corresponds to
what the authors refer to as the global model. In terms of predicting actual protein interaction
networks, as depicted for example in Figure 3.1, the performance of this predictor is poor; it
will either predict an interaction with none or with all SH3 domain proteins. However, due to
the large number of non-interacting sequences - Reiss and Schwikowski (2004) include about
6000 in their evaluation - its AUROC score will be close to the optimal value of 1.0. Conse¬
quently, large AUROC scores do not indicate a reliable prediction of the actual SH3 protein
interaction network. To avoid this fallacy, we additionally perform a comparison where only
the binding partners of the SH3 domains are included in our evaluation; these are the proteins
that correspond to the nodes shown in Figures 3.1 and 3.2. This was the evaluation strategy
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used in Chapter 3.
When evaluating the classifier with non-binding sequences (the same evaluation strategy
used by Reiss and Schwikowski, 2004), it is of particular interest if the classifier can predict
positive interactions with a low rate of false positives. In order to evaluate this, we additionally
calculate the AUROCOl score, which is the proportion of the possible area filled under the
ROC curve given that the rate of false positives is smaller than 0.1. Hence, when evaluating
the models with non-binding sequences, the AUROCOl score is more informative. In contrast,
when evaluating without non-binding sequences, the number of non-interactors is considerably
reduced, and the total AUROC becomes more informative. See also Ben-Hur and Noble (2005)
for a discussion of cases where AUROC is more informative versus AUROCOl or visa versa.
The models are compared against the generic SH3 domain binding motif locator, which
does not distinguish between the SH3 domains but only looks for motifs indicating that any
SH3 domain binding site is present. This is the classifier that results from the optimisation of
Equation (4.20), where the probability of each interaction is set to be: F(£,-j) = E(e,).
When examining the ability of the models to discriminate between SH3 domains, the naive
classifier is also shown. The naive classifier simply predicts that the probability of each inter¬
action occurring is the prior frequency of that SH3 domain binding to each peptide sequence:
1 |S|
= 1) = — (4.36)
1^1 7=1
4.6 Results
4.6.1 Yeast two-hybrid dataset
Figure 4.2 shows the performance of the models on the yeast two-hybrid network (see Fig¬
ure 3.1). Figures 4.2a and 4.2c show the performance of the models when non-binding se¬
quences are included. In this evaluation we will take the AUROCOl score as being a better
measure of the performance - see Section 4.5. Correspondingly, Figures 4.2b and 4.2d show
the results when non-binding sequences are not included. Here we will take the AUROC score
as being more important - again, see Section 4.5.
Whether evaluating with or without non-binding sequences, the Faplacian regularised mod¬
els always outperformed the equivalent unregularised models. The simple "generic" models
(see Section 4.5) were outperformed by the full models when non-binding sequences where
excluded from the evaluation. This is not surprising as this evaluation focuses on the ability of
the model to distinguish between the binding sites of the different SH3 domains. When eval¬
uating with non-binding sequences, the generic models slightly outperformed the full models,
as can be seen by their greater AUROCOl scores. This indicates that the full model might be
over-fitting noise that is present in the dataset, or that our assumptions poorly fit the dataset.
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Figure 4.2: A comparison of the performance of the discriminative and generative models on the
yeast two-hybrid network. Sub-figure a) shows the performance of the various classifiers when
all non-binding sequences are included. The left bar for each model represents the AUROC
score, while the right bar represents the AUROC01 score. Sub-figure c) shows the correspond¬
ing ROC curves. Sub-figures b) and d) show the performance of the models without non-binding
sequences, which focuses the evaluation on the ability of the models to distinguish between the
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Figure 4.3: Evaluating the performance of the models on the phage display dataset, laid out in
an identical fashion to Figure 4.2.
The simpler models cannot overfit the noise as they contain less parameters. This would also
explain why regularisation was found to increase the performance of the models.
When evaluating with non-binding sequences, the generative model of Reiss and Schwikowski
(2004) slightly outperformed the discriminative models. When the non-binding sequences are
removed the full models outperformed the generative model (as measured by the AUROC
score), indicating that they are probably superior at distinguishing between the binding sites
motifs of the SH3 domains.
4.6.2 Phage Display dataset
Figure 4.3 summarises the results obtained on the phage display dataset of Figure 3.2. In
contrast to the results on the yeast two-hybrid dataset shown in Section 4.6.1, regularisation
did not always improve the performance of the model. While regularisation improved the
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performance when including non-binding sequences (Figure 4.3a), it appeared to be counter¬
productive when discriminating between the different SH3 domains (Figure 4.3c). Note that
this effect is probably a consequence of using an ensemble of models. It can be explained
in terms of the bias-variance decomposition of the generalisation error, where an ensemble of
individually overfitting predictors may substantially reduce the variance term; see Sollich and
Krogh (1996) and Husmeier and Althoefer (1998) for further details.
The full discriminative models outperformed the simpler "generic" models. When evalu¬
ated with non-binding sequences, the AUROCOl scores of the full models are higher. When
non-binding sequences are excluded, the full models always significantly outperformed the
simpler "generic" models. The benefit from using the full model as opposed to only the generic
binding site detector is more pronounced than on the yeast two-hybrid dataset. This is probably
due to the better match between the phage display data and the model - yeast two-hybrid data
is known to be very noisy.
When evaluating with non-binding sequences, all the discriminative models outperformed
the generative model of Reiss and Schwikowski (2004). The simplest "generic" models slightly
out-performed the generative model when the non-binding sequences where removed, but the
full discriminative models significantly outperformed the generative model.
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4.7 Discussion
Like Reiss and Schwikowski (2004), the present chapter has focused on the prediction of pro¬
tein interactions from sequences alone. This ab initio approach is known to be a hard problem,
as demonstrated recently by Ben-Hur and Noble (2005) and Yamanishi et al. (2005), who
independently showed that a substantial improvement in the prediction performance can be
achieved by integrating different types of heterogeneous post-genomic data. However, Ben-
Hur and Noble (2005) also showed that non-sequence data do not distinguish between real
physical interactions and the involvement of protein pairs in common pathways and complexes,
while a sequence-based approach tends to detect signals that are directly related to a binding
site. Consequently, improvements in ab initio methods, like the one investigated in our paper,
are important to distinguish between co-complexed proteins and real physical interactions, and
will substantially contribute to the overall problem of protein interaction prediction.
The work presented in the present chapter has been motivated by Reiss and Schwikowski
(2004), who developed a probabilistic sequence model based on the Gibbs motif sampler. Our
alternative discriminative approach removes the need for hand-tuning heuristic parameters, al¬
lowing easy application to novel datasets. Both models perform sufficiently well in discrimi¬
nating between binding and non-binding sequences, with large AUROC scores and large slopes
of the ROC curves for low false positive values. The generative model performed slightly better
on the Y2H dataset when all sequences are included, while the discriminative model was better
at distinguishing between the SH3 domain binding motifs for the Y2H datasets and always
performed better on the phage display dataset.
The task of discriminating between the different SH3 domains is substantially harder, ow¬
ing to two reasons: the training set is much smaller, and the binding motifs are quite similar
(e.g., all exhibit a proline-rich core), requiring the model to pick up on subtle differences be¬
tween them. The ROC curves obtained for the discriminative task (right panels in Figures 4.2
and 4.3) are noticeably better than what would have been obtained by chance. This is an en¬
couraging finding that should stimulate future work on in silico prediction methods. On the
discriminative task, the model proposed in this chapter outperforms the generative model on
the yeast two-hybrid as well as the phage display data. Hence, it makes an important contri¬
bution towards the actual identification of the protein interaction network, as opposed to only
discriminating between binding and non-binding sequences.
The model promises to provide biologically relevant information like predictions of lo¬
cations of the binding sites. The discriminative basis of the model encourages focusing on
distinguishing between the binding motifs that mediate the different PRM-peptide interac¬
tions, allowing the model to pick up on faint but potentially important differences which
could otherwise be lost with the heuristic and parameterised discrimination used by Reiss and
Schwikowski (2004).
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Method Chapter AUROC AUROCOl
Generic only, Discriminative, unregularised 4 0.58 0.14
Generic only, Discriminative, Laplacian regularisation 4 0.59 0.14
Generative model 4 0.61 0.17
Naive 4 0.61 0.03
Discriminative, unregularised 4 0.65 0.16
Discriminative, Laplacian regularisation 4 0.68 0.16
Discriminative model, informative initialisation 3 0.67 0.17
Discriminative model, randomly initialisation 3 0.67 0.16
Table 4.1: A comparison of the performance on the yeast two-hybrid dataset between the
model in Chapter 3, the model proposed in this chapter and the generative model of Reiss
and Schwikowski, 2004. No none binding sequences are included in this evaluation.
Note that our model can equally be applied to the prediction of protein-DNA interactions
and the identification of transcription factor binding sites. In fact, the reduced alphabet size for
DNA (4 nucleotides rather than 20 amino acids) will render the over-fitting problem less severe,
thereby reducing the need for the stringent regularisation scheme applied in our approach. In
general, this discriminative model should be applicable to the modelling and recognition of
many different regulatory elements. Other promising future work is to enhance the detection
of the generic motif. This can be done by modelling it using a mixture of motifs, capturing
more of variation that occurs when modelling the generic binding site. Most suggestions from
Section 3.9 can also be applied to this model.
4.8 Comparison with the model in Chapter 3
Table 4.1 compares the AUROC and AUROCOl scores achieved on the yeast two-hybrid
dataset between the discriminative model proposed in Chapter 3, the discriminative model
proposed in this chapter and the generative model of Reiss and Schwikowski (2004). As in
Chapter 3, only sequences which are predicted to bind to at least a single SH3 domain are
included. Both discriminative models have a larger AUROC score than the generative model
of Reiss and Schwikowski (2004), but there is no significant performance difference between
the discriminative model proposed in this chapter and that proposed in the last chapter. The
model proposed in this chapter not only distinguishes between SH3 domains, but is applied to
all sequences present in yeast in a computationally efficient manner, unlike the discriminative
model of Chapter 3.
In Table 4.2, we show the corresponding performance comparison between the models on
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Method Chapter AUROC AUROC01
Generic only, Discriminative unregularised 4 0.63 0.1
Generic only, Discriminative Laplacian 4 0.63 0.11
Naive 4 0.68 0.11
Generative 4 0.69 0.17
Discriminative Laplacian 4 0.76 0.23
Discriminative unregularised 4 0.8 0.29
Discriminative model, informative initialisation 3 0.83 0.44
Discriminative model, randomly initialisation 3 0.71 0.19
Table 4.2: A comparison of the on the phage display dataset between the model in Chapter 3,
the model proposed in this chapter and the generative model of Reiss and Schwikowski, 2004.
Again, no non-binding sequences where included in this evaluation.
the phage-display dataset, again excluding non-binding sequences. We find that the discrimina¬
tive model proposed in this chapter outperforms the ensemble model from Chapter 3, but is in
turn out-performed by the informatively initialised model from Chapter 3. However, the model
proposed in this chapter is trained on and provides predictions for the non-binding sequences,
unlike the model of Chapter 3.
4.9 Relevant literature published since the submission of paper
Ferraro et al. (2006) proposed a novel method to predict interactions between SH3 domains
and peptide sequences. The principal novelty of their method is that they jointly model the
SH3 domain and the peptide sequences which they bind, allowing generalisation to as yet
unseen SH3 domains. In particular, they look at the structures of some known SH3 domain
and peptide sequence complexes to determine which amino acids on the SH3 domain and the
peptide sequence interact for the different classes of SH3 domains. An amino acid on the SH3
domain and the peptide sequence were said to be in a pairwise contact if they were sufficiently
close to each other in the structure. Each of these pairwise contacts was then encoded as vector
describing the physical properties of the two amino acids involved. The interaction between a
putative sequence and a SH3 domain can then be described as the vector concatenation of all
vectors involved in individual pairwise contacts. A neural network is trained on the resulting
vector to predict if an interaction occurs between that piece of peptide sequence and the SH3
domain. Only possible candidate sites containing the consensus sequence for the motif were
scanned in this fashion.
Ferraro et al. (2006) compare their method to our discriminative model outlined in Chap-
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ter 3, and to the generative model of Reiss and Schwikowski (2004) on the phage display
dataset. However, the AUROC value they quote for Reiss and Schwikowski (2004) is 0.79,
which is the overall AUROC value found on the yeast two-hybrid method, not on the phage
display method. Additionally, they do not remove the set of non-binding sequences as done
in Chapter 3. Hence their comparison to Lehrach et al., 2006a also appears to be invalid. The
AUROC score of 0.83 shown by Ferraro et al. (2006) should be compared to the scores in
Figure 4.3, namely the generative AUROC score of 0.88, and our overall score on the phage
display dataset of 0.95. This suggests that their method is performing significantly worse than
the method outlined in this chapter. This may be due to their simplistic initial scanning step
which identifies putative SH3 domain binding sites using regular expressions.
4.10 Chapter conclusion
The fact that the model proposed in this chapter was outperformed by the informatively ini¬
tialised model from Chapter 3 suggests that a promising avenue of future research is to adapt
the informative initialisation that was used for the model in Chapter 3 for the model proposed
in this chapter. However, there is no longer a direct correspondence between the weights in
the generative and discriminative models, making the mappings of the weights more complex.
While a heuristic could be designed for mapping these weights from the generative model
across to the discriminative model, in the authors opinion the phylogenetic context of each
SH3 domain and binding sequences provides significant amounts of information about the lo¬
cation of these binding sites. Hence, the focus will now be on investigating the phylogenetic
context for the peptides sequences.
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Symbol Description
di Represents the z'th SH3 domain.
sj Represents the /h peptide sequence.
Eij Indicates if the z'th SH3 domain and /h peptide sequence were found to interact.
£j Indicates if any SH3 domain was found to interact with the jth peptide sequence.
rij The length of the /h peptide sequence.
p The length of the motif which is searched for. We set p — 9.
Mj The variable indicate if the / sequence contains the generic binding site motif, the
presence of which indicates that it binds to one of the SH3 domains.
Oj Indicates which SH3 domain the peptide sequence was found to bind to.
aj The location of the binding site motif along the /h peptide sequence.
Wm,i The log likelihood ratio of seeing the clh amino acid in the mlh position of the
generic bind site motif, as opposed to elsewhere in the sequence.
T The log likelihood ratio of a peptide sequence containing a generic binding motif.
Wj^mj The log likelihood ratio of seeing the cth amino acid in the mlh position of the
binding site motif for the z"1 SH3 domains, as opposed to elsewhere in the sequence.
Ti The relative log likelihood of each peptide sequence containing the binding site
motif of the zth SH3 Domain.
c Indexes the 20 amino acids.
i Indexes the SH3 domains.
j Indexes the peptide sequences.
k Indexes the potential starting positions of the motifs. ke {l,2,...rij-p+\}.
m Indexes positions in the motif, m £ {1,2
q Indexes the positions in a given peptide sequence, q e { 1,2,... ,«/}•







Concepts within phylogenetics and
comparative genomics
5.1 Context within thesis
Detecting the binding sites of Peptide Recognition Modules (like the SH3 domains) is a non-
trivial problem due to the short length and degenerate nature of the binding site motif. However,
it is known that functionally important regions of sequences, such as binding sites, tend to
have a different rate of observed mutations (Nimrod et al., 2005) than non-functional regions.
Hence, we will develop a method for characterising the rate along a sequence. In this chapter,
we start by introducing some basic concepts in phylogenetics and comparative genomics - see
Section 1.2 for other additional motivations for investigating such methods.
5.2 Introduction
Species diverge over time as illustrated in the phylogenetic tree shown in Figure 5.1a, where
a phylogenetic tree is a tree that shows the evolutionary relationships within a set of species
(this tree is also known as a topology). However, as we cannot look back in time, we do
not know how long ago the species diverged. Instead, we have to introduce some measure of
the divergence between species, and postulate the existence of unknown ancestor species that
correspond to the branching points in the tree. The branch lengths in the tree then represent
the amount of divergence between that pair of species instead of the time since the species
split. We can then find the phylogenetic tree and set of ancestors that best explain the observed
divergences between the species.
A suitable measure of divergence could be the difference in a phenotypical trait like ratios
between bone lengths of adults of the different species. We can propose a phylogenetic tree
and corresponding set of unknown ancestor species (with postulated bone ratios) that explain
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Figure 5.1: Rooted compared to unrooted phylogenetic trees. The rooted phylogenetic tree
shown in sub-figure a) illustrates that as time progresses, a given species will diversify. Sub-
figure b) shows the unrooted phylogenetic tree that can be inferred from the remaining species.
Instead of time, the branch lengths now represent the amount of divergence between the
species, and their hypothetical ancestors. Reproduced with permission from Husmeier et al.
(2005).
the observed divergences between the species. The length of each branch would then corre¬
spond to the overall change in these ratios, where longer branches imply more changes. The
phylogenetic tree with the shortest sum over the branch lengths would be the simplest model
that explains the data and thus the most likely. This is a version of Occam's razor, which
states that if two models explain the data equally well then the simpler model is the more likely
explanation.
Using such phenotypical differences (like how similar the different species appear) can be
misleading due to convergent evolution where different species evolve to fill the same niche. In¬
stead, comparisons are now performed on genotypical differences, where the branch lengths in
the phylogenetic tree now reflect the frequency of mutations between the underlying genomes
(DNA sequences) of the species. This also gets away from the idea of the species being the
only unit of evolution, as subsequences in the genome like genes can evolve in different ways
to the species as a whole. For instance, bacteria can directly pass genes that confer antibiotic
resistance to each other and genes can duplicate and diverge in function. This gene will then
have a different evolutionary history to the organism as a whole, and the phylogenetic tree of
this gene will differ from the phylogenetic tree of the corresponding species.
Naive measures of the sequence divergence, such as the number of non-matching sequence
positions, are symmetrical and thus time independent. It is then impossible to determine which
of the ancestral sequences are the root of the tree, as all possible choices of the root result in
equally likely phylogenetic trees. Hence, unrooted trees, as shown in Figure 5.1b, are used
instead.
We will focus on the simpler case of unrooted topologies in this thesis, as it is possible to
recover a rooted tree from an unrooted tree by including a distant relative in the set of species.
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The root is then the postulated ancestral sequence which connects to distant relative. There
are also methods that can have divergence measures which are not invariant to the direction
of time. This breaks the symmetry of any ancestral sequence being the root of the tree, al¬
lowing recovery of the original rooted tree. We will not focus on such methods here. See for
instance Galtier and Gouy (1998) who devised a time dependent model of nucleotide evolu¬
tion, and Galtier et al. (1999) where it was applied to show the common ancestor of life was
not-hyperthermophilic as was thought until then.
As well as individual nucleotides along the sequences mutating, the sequences can also
undergo nucleotide insertations and deletions, obscuring which nucleotides in each of the se¬
quence correspond to each other. However, finding the best phylogenetic tree for a set of
sequences requires knowing which nucleotides correspond between the sequences. An align¬
ment of the sequences shows which nucleotides correspond between the various sequences,
and is demonstrated in Figure 5.2. The best-known alignment method is ClustalW (Thompson
et al., 1994). See also for instance Lassmann and Sonnhammer (2005) for an example of a
recent, high performance sequence alignment method. In this thesis, we will assume that we
are provided with an alignment of the sequences of interest.
Maximum Parsimony was an early method for constructing phylogenetic trees that at¬
tempted to find the best phylogenetic tree by minimising the number of mutations encountered
along each branch of the tree. The intuition behind this is that models which require more mu¬
tations to explain the same alignment are more complex and thus should be penalised against.
Again, this is a version of Occam's razor, which states that if two models explain the data
equally well, the simpler model is the more likely explanation. While originally the lack of a
model was regarded as an advantage (see Felsenstein, 2001 for an entertaining history), it was
later realised that maximum parsimony is the limiting case of a simple probabilistic model.
Even worse, it was found that maximum parsimony will consistently return incorrect answers
in certain situations, even in the limit of infinite amounts of data being provided. The underly¬
ing reason for its failure is its implicit assumption that all branch lengths are of equal length.
When the branch lengths are sufficiently unequal, the topology which minimises the number of
mutations along the branches is not the correct topology, as shown in Figure 5.3. More sophis¬
ticated models will score the correct topology more highly than the topology which minimises
the number of mutations, and thus will not encounter this problem.
An alternative approach is to use a distance-based method, where the sequences are sum¬
marised as a matrix of the evolutionary distance between each pair of species. There are a
variety of methods for building a phylogenetic tree out of these distances. For instance, a hier¬
archical clustering algorithm can then be used to produce a phylogenetic tree by successively
pairing together similar sequences (and then clusters). Again, the underlying cause of its failure
is its assumption that all branch lengths are of approximately equal lengths, and it will again in
























Figure 5.2: An example DNA sequence alignment. Sub-figure a) shows an example set of un¬
aligned sequence, while sub-figure b) shows an example inferred alignment. Notice that while
nucleotides can be inserted, deleted or simply mutate in place, the alignment shows which nu¬
cleotides correspond between the different sequences. The asterisks at the bottom of the align¬
ment mark columns where all sequences have a corresponding nucleotide. The methods in this




Figure 5.3: A demonstration of the short-comings of parsimony. y\,...,y^ are the observed
alignment positions, while y$ and ye are the inferred ancestral sequences. In sub-figure a), we
show the true topology. In sub-figure b), we show the best topology according to parsimony,
which captures the fact that y\ and y2 are often the same nucleotide (there is a short path
between them) at the expense of predicting the true topology. When y\ = y2, then there is
still a one in four chance that ys = ye, whereupon the figure on the right requires only a single
mutation (as y\ = y2 = ys and ^3 = 74 = ye) while the true topology requires two mutations.
Given a sufficiently unbalanced tree, parsimony will thus lead to incorrect predictions of the
topology.
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certain cases give the highest score to an incorrect topology. See Husmeier et al. (2005) for a
more in-depth discussion of how these methods fail.
In this chapter we will focus on probabilistic methods, starting with a model of how nu¬
cleotides mutate over time. The advantage of probabilistic methods is that they are rigorous,
and if our model matches the real world, are guaranteed to give the correct answer given enough
data. Additionally, a model of how nucleotides mutate over time also allows us to attempt to
map between the observed mutations and the amount of time that has passed since the species
diverged.
5.3 Continuous time Markovian models of nucleotide evolution
A popular probabilistic model of nucleotide mutations over time is a continuous time discrete
space Markov model. This does not model nucleotide insertations or deletions. Let P (5(f)) be
the distribution over the four nucleotides at time t, where S (t) e {T,C,A,G}. Then, for any set
of time points t\ < t2 < G <•■•</„, a first-order Markovian assumption implies that:
P(S(r„) \S(tn-i) ,5(r„_2) ,...) = P(S(tn) \S(f„_i)). (5.1)
This means that the model has no memory from before its current state. A further assumption
is that the model is homogeneous. This means that the mutation process does not change over
time (more complex models relax this assumption, but we will not cover them here). This
implies that:
P(S (t + s) = j\S(t) =i)=P (S 0f) = j\S (t-s) = i), (5.2)
for all s,t,ij• The actual transitions in such a homogeneous system are described by a rate
matrix Q, where its elements Q,j for j ^ i are proportional to the probability of a transition in
interval time li as h approaches 0. We now specify the probability of a transition as:
P (5 (r + h) = j\S (t) = i) = hQij + o(h), (5.3)
where j ^ i and o (h) are all terms that decreases to 0 faster than h. Qis an instantaneous
transition probability and, for a sufficiently short period of time h, is proportional to how likely
a transition is to occur. The o (h) term captures the fact that this transition probability must
incorporate higher order terms (i.e. functions of h2 and above), as otherwise the transition
probability could go over 1 for large enough h. The smaller h is, the less of an effect these high
order terms have. See, for instance, Grimmett and Stirzker (1994) for more details.
We will further make the assumption that the process is stable, which implies that all
values of qij are finite. Also, we will assume that the process is conservative, which holds
when Q= -ZjjkiQij- Then:
P(S(t + h = i)\S(t) = i) = l-hY,Qij + o(h). (5.4)
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5.3.1 Deriving the transition matrix
Let us define T (f) as the transition matrix for a given time t:
T (0 =
P(S(t) = A|S(0) =A)
P(S(t) = G\S(0) =A)
P (S (t) = C|5 (0) = A)
P(S(t) = r|5(o) = A)
P(S(t)=A\S(0) = T)
P(S(t) = G\S(0) = T)
P(S(t) = C\S{0) = T)
P(S(t) = T\S(0) = T)
(5.5)
so that Equations (5.3) and (5.4) can be stated as:
T(t + h) =T(t) + Qh + o(h). (5.6)
Sett = 0, and we find that T(h) = T (0) + Qh + o(h), where it is obvious that T (0) = I. Hence,
T (h)=I + Qh + o(h). (5.7)
The Chapman-Kolomogrov equations state that the transition matrices of a homogeneous
Markov process satisfy T (t + h) — T (t) T (h) = T(h)T (t). These equations are equivalent to
simply marginalising out the nuisance variables that represent the distribution of the nucleotides
at time t or h, depending on which equality is used.
Writing out the Chapman-Kolomogrov equations and substituting in Equation (5.7) gives:
T(f + A) = T(A)T(f).
= {I + Qh + o(h))T(t)
= T (f) + QhT (t) + o(h)T (t)
T{t + h)-T(t) = hQT(t) + o(h)T(t)
T(t + fi) — T(?) ^QT(f) | o{h)T(t)






Further differentiating this function shows that: d ®n^ = QnT (t). The Taylor expansion of a
function at position x based on its derivatives at position a is:
r/N r, \ , f'(a) , \ , f"(a) ( ^2 , /(3)(«) / ^ ,f{x)=f{a) + -—{x-a) + -——(x-a) + —-—(x-a) +■ (5.10)1! 2! 3!
We know that T (0) = I, as given that no time has passed, no mutation could have occurred.
Expanding T around a = 0, we find that:
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This is the matrix exponential function applied to tQ. Hence:
T(r)=exp(rQ). (5.12)
Substituting Equation (5.12) back into Equation (5.9) shows that it satisfies the required condi¬
tion. Given a starting distribution over the nucleotides x, the distribution over the nucleotides
at time t is then exp (rQ) x. This derivation was inspired by that of Husmeier et al. (2005).
The stationary distribution it = [itTjitcyttc^G]7 is the final distribution over nucleotides
that the model converges to: lim^ooexp (fQ)x = it, where x is any starting distribution over
the nucleotides. Notice that it does not depend on the starting distribution - this solution exists
if the Markov process is ergodic (visits all states), and aperiodic (never repeats itself). The
stationary distribution can be derived from its property that Qit = 0.
We will concentrate on models of nucleotide evolution that are reversible. This implies
that:
P(S(t + h) = i\S (*) = j)=P (S (t) = j\S (t + h) = i) (5.13)
P(S(t + h) = i\S(t) = j)P(S(t))
P(S(t + h))
P (5 (t + h)) P (S {t + h) = i\S (t) = j)=P (S (t + h) = i\S (t) = j) P (S (r)). (5.14)
A reversible model obeys the balance equations: 7trQ = Qit. This implies that we cannot infer
rooted phylogenetic trees as shown in Figure 5.1a as the model is a symmetric measure of
distance. Instead, we will use such models to infer the unrooted trees shown in Figure 5.1b.
5.3.2 Normalising the branch lengths
In this project, we will normalise these rate matrices to ensure that the time parameter t rep¬
resents the expected number of mutations. This gives an intuitive meaning to branch lengths.
Instead of referring to the time t, we will simply refer to the weight w, where w is now the
expected number of mutations. We will not look into how to calibrate the number of mutations
per year to the number of mutations. The aim is to rescale the rate matrices so that the "time" t
is the expected average number of mutations. We want to rescale Q such that the average time
before transition to another state is 1, weighed by how likely it is we end up in that state. The
probability of remaining in state i is:
P(S(t + h = i) |S(t) = i) — 1 —hqi + o(h), (5.15)
where we have introduced qi = —Q/, = Q,j (otherwise identical to Equation (5.4)). Let
us assume that the system is stopped after a single transition - we simply want to model the
time between transitions. Then, for sufficiently small h\
P{S(r) = iVr € (f,t + h] |S (r) = i) = P (S(t + h) = i\S(?) = i), (5.16)
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and:
P(S(r) = iVre (0,t + h]\S(0) = i\) =
P(S(r) = iVr € (t,t + h]\S(t) = i)P(S(r) = t'Vr € (0,/]|S(0) = i|). (5.17)
Let M,(r) = P{S{r) = iVr £ [0,? + /i]|5(0) — /), the probability that no mutation has occurred
until time t. Then:
Mi (t + h)=P{S (r) = z'Vr £ (f,f + /t]|S (t) = i)Mt {t)
= (1 -hqi + o(h))Mi(t)
Mi (,t + h)= Mi (t) - hqiMj (t) + o (h) Mt (t)
Mi{t + h)-Mi(t)
h
Take lim/^o* we find that:










We know the boundary condition Af,- (t) = 1. Using a similar argument as in Section 5.3.1, we
find that:
Mi (t) = exp {-qit). (5.22)
This is the probability that no mutation has occurred until time t. Hence, the probability that
the mutation has occurred after time t is 1 — exp {—qit), which is the Cumulative Density Func¬
tion (CDF) of the exponential distribution with parameter qt. The corresponding Probability
Density Function (PDF) of the exponential distribution is:
E{t\qi) = qiQxp{—qit). (5.23)
This is the instantaneous probability of the mutation occurring at time t, from which we can
now calculate the expected time until the mutation occurs:
noo noo









where we have used integration by parts (// (x) g' (x) dx = [/ (x) g (x)] — /f (x) g (x) dx). Hence,
the expected time between mutations is E, and thus the rate of mutations per unit of time start¬
ing from the ith nucleotide is Recall that the amount of time spent in state i is 7t,. Hence, if
we want mutation to occur on average once per unit of time, then we need to ensure that the
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A transition A transversion
Figure 5.4: The difference between transitions and transversions.
time before a mutation occurs is on average 1, weighted by the amount of time spent in each
state. This implies that: £tt= 1, or equivalently: L,-7t(Q,y = — 1.
In summary: given a starting distribution over the nucleotides x, the expected distribution
over the nucleotides after the time for which we have an expectation of w mutations is then
exp (wQ) x, where Q = Q/-E,7t,Q,-,. We no longer refer to the time t, as this has been replaced
by w.
5.3.3 Different models of nucleotide evolution rates
A reversible design that incorporates some biological knowledge into the rate matrix Q is the
Kimura model, where:
Q =
T C A G
T * -a-2p a P P \
C a -a- 2f) P P
A P P —a - 2(3 a
G I P P a -a-2p
(5.25)
This model takes into account the important differences between the rate that transitions occur
and the rate that transversions occur - see Figure 5.4 for an illustration of the differences
between a transition and a transversion.
However, this model assumes that all nucleotides are equally likely. This can be seen by
the equilibrium distribution of n = [x/a, s/4, 1/4, '/4]7'. However, most DNA sequences do not
contain equal numbers of the nucleotides. Hasegawa et al., 1985 remedied this problem with
their HKY85 model where the rate matrix is specified as follows:
Q
T C A G
T - (X7tc P7kt P^G \
C a^j- - P^A pjtc
A P7tr P^C - ootg
G \ pnt PKc (X7tA - )
(5.26)
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The diagonal entries are the negative sum of the other entries in that row. Notice that the
equilibrium frequencies are already specified within the model, and thus can be directly set to
the frequencies observed within the alignment.
Tavare (1986) introduced the most general reversible Markovian model of nucleotide evo¬
lution where:
T C A G
fi rn Xi \
(5.27)
T ( _ X\ X2 X-i
C - X4 *5
A Ktxi/Ka ncM/nA - X6
G *C*>/Kc ^AX6/%C - /
where again the diagonal terms are the negative sum of the other terms in the column. This
rate matrix incorporates 9 parameters in total: 3 equilibrium distributions (as the equilibrium
probabilities must sum to 1), and 6 rate parameters.
The rescaling required for the HKY85 model (see Section 5.3.2) is:
1
Q. (5.28)
2k (7zcnT + nAkg) + 2(tca + nG) {nc + nT)
where k = «/p is the transition-transversion ratio (Q has been divided by (3 so it can be expressed
in terms of k). Hence, instead of specifying the rate of transitions a and the rate of transversions
(3, we now instead specify the number of expected mutations t, and the transition-transversion
ratio k. The equilibrium frequencies have to be specified in either case.
5.4 Linking nucleotide evolution to phylogenetic trees
Throughout this thesis, we will assume that any nucleotides which do not occur in all of the se¬
quences (columns containing gaps) are removed from the alignment. In Figure 5.2, the columns
annotated by a star are those considered by these models.
Consider an alignment LDofm DNA sequences, and within that consider a column where all
sequences have a corresponding nucleotide. Let y\ to ym be the nucleotide in the mth sequence.
We will use the terms ym+\ to ym+a to represent the nucleotides in the a unknown ancestral
sequences corresponding to the branch points in the phylogenetic tree - see Figure 5.1). We
define y = {yi ,>>2, • ■ -Tm} to be the set of non-ancestral nucleotides.
The probability of column of data given the topology displayed in Figure 5.5 is:
^(y|V. w,0) = XX%5T (wl )«,>>, T (w2kw T Myw T My6,yiT , (5-29)
ys y<,
where T is defined in terms of the rate matrix Q in Equation (5.12), and we represent our choice
of topology by \|/. Here, we define the rate matrix Q in terms of some evolutionary parameters
9. For instance, in the HKY85 mode, these parameters would be {TZT,T^G,tlA,nc,'K}. We drop
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V i 2/3
Figure 5.5: The graphical model corresponding to a 4 sequence rooted topology, with two hid¬
den ancestral sequences. y5 is taken to be the root sequence from which all sequences have
descended. When using a reversible model of nucleotide evolution, the root sequence can be
chosen arbitrarily without affecting the probability of the alignment column.
the dependency on 9 to keep the notation concise. Figure 5.5 uses the notation of graphical
models where filled circles represent known variables which in this case are the observed se¬
quences. The empty circles represent the unknown ancestral sequences. The arrows indicate
dependencies of each node, where arrows pointing from variable A to variable B implies that B
depends on A. When an arrow points from A to B, we say that A is the parent and B is the child.
This has various implications for the independencies and conditional independencies between
the variables - see, for instance, Bishop, 2006 for an in-depth explanation of graphical models.
More specifically, in our model the arrows point from the copied nucleotide to the possibly
mutated copy. Hence, we would never see a model where a node has multiple arrows pointing
at it. As all arrows lead away from ys, it is the root nucleotide, and all other nucleotides are
mutated copies of it. The first term in Equation (5.29) specifies a distribution over y\ given
that we start from nucleotide ys and we expect on average w\ mutations, while the second
term specifies a distribution over yi given that we start from ys and we expect on average
W2 mutations, etc.. These terms all follows the models of nucleotide evolution discussed in
Sections 5.3.1, 5.3.2 and 5.3.3.
Recall that our model of nucleotide evolution is reversible. This implies our choice of the
root node is arbitrary, and the tree can be arbitrarily re-rooted without changing the probability
of the alignment. We will exploit this property to simplify the evaluation of the likelihood.
This also reduces the number of possible topologies, as there are (2m — 5)!! possible unrooted
topologies (as in Figure 5.1a) for m sequences, while there are (2m —3)!! possible rooted
topologies (as in Figure 5.1b). ml! is the double factorial of m, which is defined as follows:
ml! = m x (m — 2) x (m — 4) x • ■ • x 1 - see Durbin et al. (1998) for a proof. This reduction
in the number of topologies for a given number of sequences also makes detecting changes in
topology easier.
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In general, the topology consists of a number of branches, each of which corresponds to one
of the weights. We define \|/ to be a function such that \)/(l,i) and \|/(2,i) are the start and end
sequence indices of the branch that corresponds to the Ith weight. Hence, yv(i,,) corresponds to
the nucleotide at the beginning of the ilh link in the tree. We can now calculate the probability
of a column in the alignment:
/>(y|v|/,w,6) = £...£ 7t,v(].) fjexp (wkQ (9)) ■ (5.30)
Xm+1 ym+a i=i
Evaluating Equation (5.30) is computationally expensive as it requires a summation over the
4"~2 unknown ancestral sequences - for n sequences in the alignment, there are n — 2 ancestral
sequences. Felsenstein (1981) points out these summations can be carried out independently,
as each of the summations only relate to 3 sequences.. In order to efficiently evaluate big trees,
the summation signs are pushed in as much as possible. This is equivalent to ensuring that the
evaluation always prunes of the tips of the tree, exposes new tips and thus proceeding inwards.
For instance, Equation (5.29) would be evaluated as follows:
^(y|V,w) = £7ty5T(wi)W)yiT(w2)>,5):y2e(y5), (5.31)
>5
where the possible values of:
<(w) = ET(.!)„Ih)„T(»,]„, (5.32)
ye
would be evaluated first. Each of these intermediate functions requires only a single summa¬
tion, and can quickly be evaluated. Hence, the overall cost of evaluating the algorithm has
decreased from 4"~2 to 4 {n — 2), a time linear with the number of hidden sequences. The sav¬
ing becomes highly significant as the number of sequences increases. See Felsenstein (1981)
for more details, and more examples of applying this pruning method. This method is also
known as the variable elimination method (with a suitable ordering) in the machine learning
field.
5.5 Maximum likelihood phylogenetic methods
We will now review methods that make two simplifying assumptions: that an alignment of
the nucleotides is provided, and that all the sites in the alignment are identically and indepen¬
dently distributed (iid). There are flaws in this assumption due to effects like rate variation and
recombination. We cover these more advanced methods in Section 5.6.
Consider again m sequences in an alignment that is N columns long. Let a column in the
alignment be represented by yt, where the subscript t represents the site, 1 < t < N. Hence y,
is an m-dimensional column vector that contains the nucleotides at the rth site of the alignment,
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and £> = (yi,... ,yn). Given a tree topology \)/> an associated vector of branch lengths w (or
divergences along each branch in the tree), and a nucleotide substitution model (with extra
parameters 0), the probability of the DNA alignment is given by:
P(£>|\|/,w,0) = [^P(y,|\|/,w,0), (5.33)
/=l
where P (yf |\|/, w, 0) denotes the probability of the /th column in the alignment - see Section 5.4
for how to calculate this. Given some model of nucleotide evolution, the task is to find the
topology \|/ and corresponding branch length w that maximise Equation 5.33:
argmaxP(£>|\|/, w,0). (5.34)
W,l|/
Finding the optimal topology and branch lengths is a difficult computational problem as
the number of possible topologies grows very quickly with the number of sequences. Recall
that there are (2n — 5)!! possible unrooted topologies (as in Figure 5.1a) for n sequences, and
(2n — 3)!! possible rooted topologies (as in Figure 5.1b).
Various heuristic methods exist that attempt to find the branch lengths and topology with
the maximum likelihood. Two of the best known methods are DNAML (Felsenstein, 1981)
and PUZZLE (Schmidt et al., 2002). DNAMF builds a phylogenetic tree of a small subset of
the sequences in the alignment, and then greedily adds on the remaining sequences. It then
also attempts to remove sequences that had been added earlier and re-add them in new position
in order to escape local optima. PUZZLE solves all phylogenetic trees for all selections of 4
sequences from the alignment. It then uses a heuristic to combine these mini-trees together into
the overall phylogenetic tree for the full alignment.
5.6 Methods for detecting recombination and rate variation
The aim of these methods is detect recombination and/or rate variation. Recombination is a
process whereby different organisms/species swap genetic material. The evolutionary history
of this swapped material does not match that of the rest of the sequence. This often manifests
itself as a change in topology. The methods in Section 5.6.1 attempt to detect this.
Mutation is a random process. However, along alignments of DNA sequences some regions
contain more mutations. This effect is called rate variation, and occurs because mutations
in functionally important regions tend to detrimentally affect the ability of the organism to
pass on its genes to the next generation. Hence, mutations in these regions are less likely
to fixate, and thus less likely to be conserved. We call the rate at which these mutations are
conserved the conservation rate. In Section 5.6.2, we cover methods to detect these changes in
the conservation rate. Finally, in Section 5.6.3 we cover methods that attempt to simultaneously
detect both recombination and rate variation.
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5.6.1 Detecting recombination
This is not meant to be an exhaustive overview of all possible recombination detection methods,
as the main focus of the thesis is on exploiting rate variation to find motifs. See, for instance,
http://www.bioinf.manchester.ac.uk/recombination/programs.shtml which contains
an extensive list of 46 different methods that detect recombination. Our focus is on methods
that detect recombination based on an alignment of the sequence, as these are the most relevant
to the method used in Chapter 6.
5.6.1.1 Maximum/2
Maynard Smith (1992) introduced one of the earliest methods for detecting recombination. His
method is based upon the %2 statistic, often used to test the null hypothesis that the observed
frequencies match up to the expected frequencies. The /2 statistic is defined as follows:
x^i:(0'-/')2. (5.35);=i
where £,• is the expected number of the ith event, and O, is the i'th observed number of events.
The higher the value of /2, the bigger the discrepancy is.
The essence of the approach of Maynard Smith (1992) is to find some characteristic that
varies between recombinant and non-recombinant regions. For instance, consider two parent
sequences (A and B) and a recombinant (C) where the first half of C is from parent A, and
the second of C is from parent B. The number of polymorphisms between recombinant C and
parent A will vary significantly between the recombinant and non-recombinant regions. Thus,
the method can be used to identify the breakpoint.
The characteristic is first assumed to be uniform over the whole alignment. A breakpoint
is then introduced to split the alignment into two regions. The expected distributions (E\ for
the region before the breakpoint and Ei for the region afterwards) are then calculated from
the fact the characteristic (e.g. the number of polymorphic sites) is expected to have a uniform
density over the sequence. 0\ and O2 are the observed number of events before and after the
breakpoint. These values are inserted in Equation (5.35), where %2 will now measure if the
characteristic is significantly partitioned by the breakpoint, and thus that recombination has
occurred. The position where /2 is maximised is the most likely position for recombination
to have occurred. The statistical significance of finding that breakpoint is found by randomly
shuffling the columns of original alignment and repeating the procedure. If the maximised /2
scores in the shuffles fail to match the %2 score found in the unshuffled data, then the finding of
recombination is likely to be significant.
The main drawback with this method is that it has difficulties distinguishing between rate
variation and recombination, and that the method fails on more complex recombinant structures
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where more than one recombination event has occurred, resulting in multiple topology changes.
5.6.1.2 Window based methods
An alternative method to finding breakpoints is to move a window along an alignment in an
attempt to find regions where the characteristics of the alignment change. This approach was
used by Grassly and Holmes (1997) in their Partial Likelihoods Assessed Through Optimisa¬
tion (PLATO) method. First, a consensus phylogenetic tree is built for the whole alignment. A
window of columns along the alignment is then scored for how well it fits the tree. The dif¬
ference between the scores in this window and rest of the alignment is measured in a window-
length independent manner with the Q statistic:
where L, is how well the global tree fits the column in the alignment, as calculated using
Equation (5.30), and s is the length of the window. A wide range of different window lengths
are tried, with s ranging from 5 to half the length of the alignment.
Areas of recombination would be expected to have a low likelihood under the consensus
phylogenetic tree. This translates to low likelihood values, and thus L, within that region will
be large and negative. In the rest of the alignment, L, will be small and negative. The negative
sign of the numerator and denominator cancel, so recombinant regions will have large values
of Q. In comparison, in normal regions the numerator and denominator will be approximately
equal and thus cancel. Hence, Q will approximately equal 1. In order to determine statisti¬
cally significant values of Q, a null hypothesis distribution of Q is simulated by shuffling the
alignment, and examining the resulting distribution of over the Q values.
The primary problem with this method is that the global tree was also estimated on the
recombinant regions as well as the non-recombinant region. Imagine that the recombinant
region is half the sequence while the other half is the non-recombinant region. Then, Q will not
vary along the alignment. The strength of this effect depends on the fraction of the alignment
that is has undergone recombination. If only a small fraction of the alignment has undergone
recombination, then those regions should still be detectable by this method.
McGuire et al. (1997) attempted to remedy this shortcoming by estimating the tree from the
first half of the window and testing how well that tree applies to the second half of the window.
However, they reduced the computational costs of the process by estimating the phylogenetic
tree from the matrix of pairwise distances in the first half of the window. In this method,
they pick the phylogenetic tree where the expected matrix of pairwise distances most closely
resembles the actual matrix of pairwise distances observed in the alignment. This is called the
1 v •
J Lf. (5.36)
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Sum of Squares (SS) statistic, and is defined as follows:
(expected distances — observed distances)2
SS =Y5 — (5.37)observed distances
However, this method of constructing phylogenetic trees is a heuristic approach that loses infor¬
mation, and is known to produce incorrect results under certain circumstances. See Husmeier
et al. (2005) for more details about why such heuristics for estimating phylogenetic trees fail.
First the phylogenetic tree that minimises SS for the left half of the window is found - the
remaining distance is called SSa. The branch lengths of this tree are adapted to best fit the
second half of the window, and the remaining distance on the second half is called SSb. The
difference in squares is then DSSF — SSa — SSb, where the F notes that this proceeds in a
forwards direction. This is repeated with the halves of the window flipped over, where the re¬
sulting statistic is instead called DSSB. For each window position, DSS = max {DSSF,DSS8}.
As with the Q statistic shown in Equation (5.36) for the PLATO method, peaks in DSS imply
that the tree between the first and second half of the window differ significantly. While this can
be an indication of recombination due to a topology change, it can also indicate rate variation
- see McGuire and Wright (2000) for a possible method to address this problem.
Another difficulty with PLATO is that the spatial resolution of their method is poor, and
locating the actual position where the topology changes is difficult as demonstrated by Hus¬
meier et al. (2005) in their comparison of various recombination methods. It may appear that
decreasing the window size decrease would help. However, as the window size decreases, it
becomes harder and harder to infer sensible trees from the first half of the window, causing
spurious predictions of recombination.
Husmeier and Wright (2001b) introduced a new method called the Probabilistic Divergence
Measure (PDM). The principal advantages of their method compared to PLATO and TOPAL
is that they rigorously deal with uncertainty in the estimation of the phylogenetic trees. The
authors use sampling to infer the unknown posterior topology distribution and to marginalise
out the unknown weights and parameters of the nucleotide substitution matrix.
Husmeier and Wright (2001b) use the Kullback-Leibler (KL) divergence to estimate the
difference between the distribution of topologies in the window compared with the global
distribution of topologies. The difference between two distributions F,- and Q, is defined as
follows:
KL(P\\Q) = yPl\og^ (5.38)
i
This KL score would be expected to increase in areas of recombination. Comparing the global
characteristics to that found in the local windows corresponds to the methodology used in
PLATO. So, in this case F, = P(sP — z|y) and <2; — P(SQ = %) where sP is the posterior dis¬
tribution of the topology within the local window, while sq is the posterior distribution of
topology along the whole alignment.
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In order to compare the distribution of topologies in the current window to the last window
(as in TOPAL), they introduce a modified KL-divergence measure that took into account the
distance between the compared window. Again, this modified KL score would be expected
to increase in areas of recombination. The authors actually found that overlapping windows
yielded the best performance.
One of the drawbacks of the PDM method is that as the number of sequences increase,
the posterior distribution over the topologies becomes increasingly diffuse and uninformative.
Husmeier et al. (2005) introduced a pruning step to the PDM method where uninformative
topologies were removed from the posterior distribution with a post-processing clustering step.
They found that this improved the performance of their model.
5.6.1.3 Hidden Markov models
The problem with the window based methods is that their spatial resolution can be limited. An
alternative approach is to couple hidden Markov models with phylogenetic models. Hidden
Markov models have often been used in bioinformatics - see for instance Baldi and Brunak
(1998). While methods that combine phylogenetic models with hidden Markov models can
often determine the location of the breakpoints with more precision (see the comparisons in
Husmeier et al., 2005), the trade off tends to be that it is only possible to examine alignments
containing a smaller number of sequences.
The common theme between all the methods in this section is that they represent the align¬
ment as a hidden Markov model, where the unknown and hidden states represent the topology
while the visible states represent the alignment. The hidden state that represent the topology
at site t depends on the topology at site t— 1. Hence, these models account for the fact that
successive positions in the alignment are not independent and likely to share the same topol¬
ogy. This is also the approach taken in the model proposed in Chapter 6. Here, we will briefly
review the history of such methods.
Marrying a hidden Markov model to a phylogenetic model was pioneered by Hein (1993).
Their method was based on parsimony, allowing the inference to be performed in polynomial
time with the length of the sequence. For the drawbacks of parismony, see Section 5.5.
McGuire et al. (2000) proposed a more rigorous probabilistic phylogenetic hidden Markov
model. Let yt be the tth column in the alignment and s, be the corresponding topology. The
probability of the alignment given the topology at each alignment is then:
P(s|y) =P(Sl)l\P(st|s,-1)P(y,|st), (5.39)
t
where s = {si,S2,... ,s„} and y = {yi,y2,... ,yn}- The task is then to find the best assignments
of the topologies s to explain the observed alignment. Changes in the hidden topology states
are then evidence that recombination has occurred. When we refer to topologies here, we do
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not refer to the branch lengths, but instead only to the hierarchical set of relationships between
the species.
To find the best assignment of topology states in Equation (5.39) requires a model of the
emission probabilities .P(y,|j7). This in turn depends on the branch lengths and parameters
of the evolutionary substitution model associated with that topology. McGuire et al. (2000)
estimated these per topology parameters by taking each topology in turn and fitting the branch
lengths to that topology based on the whole alignment. They then used the Viterbi algorithm
to find the best assignments of the topology to each alignment position, and thus topology per
alignment position.
Husmeier and Wright (2001a) used the Expectation Maximisation (EM) algorithm to si¬
multaneously optimise the weights for each topology while learning the alignment. The ad¬
vantage of this approach is that the branch lengths for each individual topology were only opti¬
mised from alignments positions that actually contained that topology, in contrast to McGuire
et al. (2000). Another improvement of the model of Husmeier and Wright (2001a) was that they
inferred V, the probability of the topology not changing between successive sites (see Equa¬
tion (6.9) for the mapping between v and P(s,|.s(_i)). This is useful because the frequency of
recombination is not generally known in advance, and can significantly vary between different
alignments.
Husmeier and Wright (2001a) is based upon EM. This has the disadvantage that parameter
over-fitting can occur. This required the authors to repeat the experiment with a wide range of
initial parameter setting in order to estimate of how reliable the predicted recombinations were.
This test of reliability is called parametric bootstrapping.
Husmeier and Wright (2002); Husmeier and McGuire (2003) instead follow a Bayesian
approach which provides full posterior distributions over the variables of interest. This also
removes the need for the potentially computationally expensive parametric bootstrapping, as
sampling from the posterior should be cheaper than continually having to re-optimise from
random starting positions. See, for instance, Larget and Simon, 1999, who claimed that to get
comparable results, bootstrapping required an order of magnitude more computational time.
The Bayesian approach also has other benefits, like built-in regularisation and straightforward
model comparisons. The Bayesian sampling approach taken is used in Chapter 6.
5.6.1.4 Other methods for detecting recombination
There are other methods of detecting recombination that do not depend on an alignment. For
instance Boni et al. (2007) proposed a simple, fast, deterministic algorithm to determine if a
sequence is a good candidate for being a recombinant of its two parents. This can be quickly
applied to all possible parents and children. However, such algorithms have difficulties if the
recombination has occurred a long time ago, and a significant number of mutation and splitting
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events have occurred since the recombination event.
As it is easy to confuse rate variation and recombination, more sophisticated models simul¬
taneously detect rate variation and recombination - see Section 5.6.3 for a description of such
methods. We start by describing methods for detecting rate variation along alignments.
5.6.2 Incorporating rate variation
It has been found that the rate variation found amongst sites can be modelled with a gamma
distribution. Yang (1993) showed how to infer the maximum likelihood phylogenetic tree in
the presence of such rate variation. However, it is computationally impractical to work di¬
rectly with the gamma distribution. Yang (1994) approximated the gamma distribution with a
few discrete rate states, spaced such that they capture most of the variability from the gamma
distribution. However, this still treated all the alignment columns as independently and identi¬
cally distributed. In practice, rate variation occurs in whole regions and is thus correlated (and
thus not independent) between successive columns in the alignment. Yang (1995) introduced
the auto-discrete gamma method, which took these correlations into account. Felsenstein and
Churchill (1996a) claimed that in attempting to approximate the auto-discrete gamma function,
Yang (1995) derived from their model an auto-correlated hidden Markov model.
Felsenstein and Churchill (1996a) proposed a model that consisted of a hidden Markov
model that is very similar in practice to that of Yang (1995). Their hidden Markov model
selects for each column in the alignment a rate from set of predefined rate states that rescale
the branch lengths of a consensus phylogenetic tree of the alignment.
It is known that the triplet of nucleotides that code for a peptide have different rates (see
Section 6.5 for more details). Not taking this effect into account makes it difficult to find
regional rate variation, as the HMM will only find the local site variation. Felsenstein and
Churchill (1996a) suggested that the rate for a site (column in the alignment) should be the
product of the rate category with a site specific offset. The authors suggest that the there
should be four site-specific offset categories: three for each of the possible codon positions in
an exon, and a separate offset for introns. These site-specific offsets are chosen by the user in
advance.
Other research indicates that modelling rate variation might be a more complex process
than just following a gamma distribution - Mayrose et al. (2005) found that the rate variation
observed along alignments was better modelled as a mixture of gamma distributions, instead
of by a simple gamma distribution.
It is also informative to look at how large scale identification of conserved rate regions has
been carried out in practice. Margulies et al. (2007) performed a comparative genomic analysis
on a large scale to identify conserved regions within part of the human genome. This involved
the genomes of many different species being compared to the human genome. In order to gain
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more confidence in their results and overcome shortcomings in any single individual method,
Margulies et al. (2007) used four different alignment methods to generate their large alignment,
and three different methods to identify areas of rate variation. We will now briefly cover the
methods that were used to look for regions of rate variation.
Siepel et al. (2005) proposed a method called phastCons. This is a phylogenetic-HMM
to determine rate variation along an alignment. There are two possible hidden states for each
alignment position: one state indicates that the position in the alignment is neutral, while the
other state indicates that the position is conserved. The amount of conservation in a conserved
state (where the conservation is the shrinkage of the branch lengths compared to the neutral
evolution tree) is a global parameter that is learnt using EM.
Cooper et al. (2005) proposed the Genomic Evolutionary Rate Profiling (GERP) method
where every column in the alignment is independently classified as being conserved or neutral.
The authors compared the observed substitution count for each site with that expected under
the neutral evolution model. All alignment positions where the observed count was smaller
than the expected count were classified as conserved. Neighbouring conserved position were
merged into a single conserved region, where a gap of one unconstrained base would not stop
conserved regions merging.
Margulies et al. (2003) introduced two different methods to detect rate variation. Both
methods attempt to score the amount of conservation found with successive and overlapping
25 base windows onto the sequence. In the binomial method (BinCons), the probability of
a substitution under the neutral evolution model is calculated for each species, allowing for
the fact that more diverged species contribute less to this score. The cumulative binomial
distribution is then used to evaluate how likely it is that the observed number of non mutated
sites in the alignment would be observed under the neutral evolution model. This score is then
averaged along the branches in the phylogenetic tree to account for biases in the species that
are included in the alignment (e.g. multiple rodents but only a single bird). The other method
introduced by Margulies et al. (2003) is based on parsimony, which was not used by Margulies
et al. (2007) and so is ignored here.
5.6.3 Simultaneous detection of recombination and rate variation
Rate variation and recombination are confounding effects, so it is natural to attempt to detect
both effects simultaneously, minimising the probability of confusing the effects. This section
follows on closely from the hidden Markov models for detecting rate variation covered from
Section 5.6.1.3.
Husmeier (2005) improved upon the model of Husmeier and Wright (2002); Husmeier and
McGuire (2003) by explicitly incorporating an extra factor in the hidden Markov model to in
order to capture this rate variation. See Chapter 6 for more details of this model.
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Suchard et al. (2003) and Minin et al. (2005) introduced breakpoint based models for de¬
tecting recombination and rate variation. Their method introduces a series of breakpoints along
the alignment, with different topologies and rates between each pair of breakpoints. We will
describe their model in Section 6.6.2.
Chapter 6
A Phylogenetic Factorial Hidden
Markov Model
• An abridged version of this chapter has been submitted for publication to Royal Society
of Statistics, Applied Statistics journal. This work is an generalisation of an earlier
published paper from Husmeier (2005) - see Section 6.4.4.
6.1 Chapter Context
We have introduced some basic concepts in phylogenetics and some methods for detecting
rate variation and recombination of DNA sequences. Varying rates of conservation along an
alignment can indicate where the binding site motifs of interest are. We develop a novel model
for simultaneously detecting rate variation and recombination.
6.2 Chapter Abstract
The traditional approach to phylogenetic inference assumes that a single phylogenetic tree
can represent the relationships and divergence amongst the taxa. However, taxa sequences
exhibit varying levels of conservation, e.g. due to regulatory elements and active binding sites.
Also, certain bacteria and viruses undergo interspecies recombination, where different strains
exchange or transfer DNA subsequences, leading to a tree topology change. We propose a
phylogenetic factorial hidden Markov model to simultaneously detect recombination and rate
variation. We investigate the ability of the model to reconstruct the rate and topology of various
synthetic alignments, and compare its performance to state of the art breakpoint models. Our
method is applied to three DNA sequence alignments: one of maize actin genes, one bacterial
(Neisseria), and the other of HIV-1. Inference is carried out in the Bayesian framework, using
Reversible Jump Markov Chain Monte Carlo.
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6.3 Introduction
The underlying assumption of most phylogenetic reconstruction methods is that a single phy¬
logenetic tree captures the evolutionary history of a set of taxa. Phylogenetic trees describe the
relationship among the taxa as a hierarchical tree, where the length of each branch indicates
the average divergence between the associated pair of related taxa. These trees are generally
estimated from an alignment of DNA or protein sequences, where the corresponding DNA or
protein sequence is taken from each taxa. However in functional regions of proteins, such as
the binding site for oxygen in haemoglobin or catalytically active sites in enzymes, the average
divergence between the sequences decreases (Nimrod et ah, 2005). Mutations in these areas are
likely to adversely affect the probability of the organism surviving until reproduction, and thus
these mutations are less likely to become fixed in the population. Hence, these differences in
the divergence indicate areas of interest along the alignment, which is exploited in fields such
as comparative genomics to find conserved regulatory elements (Chen and Blanchette, 2007).
These variations are lost when the divergences between the taxa are represented by a single
tree, which suggests that heterogeneity in the evolutionary rate should be explicitly taken into
account. Furthermore, while the assumption of an unchanging hierarchy between the taxa is
reasonable when applied to most DNA sequence alignments, it can be violated in certain bac¬
teria and viruses due to interspecies recombination. The resulting transfer or exchange of DNA
subsequences can lead to a change of the branching order (topology) in the affected region,
which results in conflicting phylogenetic information from different regions of the alignment.
If undetected, the presence of these so-called mosaic sequences can lead to systematic errors
in the estimation of the phylogenetic tree and the rate of divergence along the sequence. Their
detection, therefore, is a crucial prerequisite for consistently inferring the evolutionary history
of a set of DNA sequences.
Various methods for detecting evidence of interspecific recombination in DNA sequence
alignments have been developed; see, for instance, Husmeier et al. (2005) for a recent review.
The objective of the present chapter is to discuss how the performance of simultaneously detect¬
ing rate variation and recombination using a recently proposed (Husmeier, 2005) combination
of phylogenetic trees with Hidden Markov models (HMMs) can be substantially improved.
HMMs provide a powerful tool widely used in Bioinformatics (Baldi and Brunak, 1998),
and they have been successfully applied to the segmentation of DNA sequences (Boys et al.,
2000; Boys and Henderson, 2001, 2004). Here, the objective is to locate homogeneous seg¬
ments within individual DNA sequences which are compositionally different from the rest of
the sequence. The hidden states represent the homogeneous segments to be detected, which
are characterised by their distribution of nucleotides, or by their first-order Markovian transi¬
tion probabilities between nucleotides (Boys et al., 2000). A critical question is to infer how
many different segment types a DNA sequence is composed of. To this end, Boys and Hen-
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derson (2001, 2004) adopted a Bayesian approach and sampled the number of hidden states
from the respective posterior distribution with reversible jump (RJ) Markov chain Monte Carlo
(MCMC).
The problem of detecting recombination and rate variation is related to the segmentation of
a single sequence described above, but differs from it in two important aspects. First, the data
to be segmented is not a single DNA sequence but a DNA sequence alignment. Second, homo¬
geneity in a segment is not defined with respect to the nucleotide composition, but with respect
to the underlying evolutionary history. This evolutionary history is captured by a phylogenetic
tree, consisting of its topology H$ and associated vector of branch lengths wHs (depending on
the nucleotide substitution model used, there might be some additional model dependent pa¬
rameters 9). Hence, in generalisation of both the standard HMM applied to DNA sequence
segmentations and the traditional approach to phylogenetics, one can marry the HMM to a
phylogenetic tree - henceforth referred to as a phylogenetic HMM - where the latter defines
the emission probabilities associated with the columns in the alignment.
Phylogenetic HMMs were originally introduced by Felsenstein and Churchill (1996b) to
allow for correlations between evolutionary rates at different sites. The rates associated with the
hidden states were set to a priori fixed values that were not inferred from the data. Siepel and
Haussler (2004) applied phylogenetic HMMs to model msoaic structures in DNA sequence
alignments in the context of comparative genomics. In this context, mosaic structures in an
alignment imply that the alignment contains regions of a different topology or rate. The pa¬
rameters were inferred by maximum likelihood in a supervised way, assuming that the hidden
state sequences were known. The application of phylogenetic HMMs to the detection of re¬
combination was first proposed by McGuire et al. (2000), with subsequent improvements of the
inference methodology by Husmeier and Wright (2001a) and Husmeier and McGuire (2003).
However, these models can confuse regions subject to recombination and rate variation. Hus¬
meier (2005) addressed this problem by introducing a phylogenetic factorial HMM (FHMM),
with two different types of hidden states. This disentangles topology changes - indicative of
recombination - from changes of the nucleotide substitution rate. For the latter, a set of fixed,
a priori chosen values was used, akin to the approach of Felsenstein and Churchill (1996b).
This set of fixed rates limits the accuracy to which the rate variation along the sequence can be
characterised.
The present chapter improves on the approach of Husmeier (2005) in three important re¬
spects. First, rather than setting the parameters associated with the hidden states to a priori
selected fixed values, we sample them from the posterior distribution with MCMC. Second,
we infer the number of hidden states, which corresponds to the number of homogeneous seg¬
ments in the DNA sequence alignment, with RJMCMC. Finally, we also apply this inference
scheme to allow for changes in the transition-transversion ratio along the alignment.
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6.4 The Model
Our notation is summarised in Table 6.3.
6.4.1 The Bayesian phylogenetic factorial hidden Markov model (FHMM)
Consider an alignment T> of m DNA sequences, N nucleotides long. Let a column in the
alignment be represented by y,, where the subscript t represents the site, 1 <t<N. Hence y,
is an m-dimensional column vector that contains the nucleotides at the r"1 site of the alignment,
and f = (yi,... ,yjv). The traditional approach to phylogenetics assumes that sites in the DNA
sequence alignment are identically and independently distributed (iid); see, for instance, Durbin
et al. (1998) or Husmeier et al. (2005) for a review. Given a tree topology H$ (the notation will
become clear later), an associated vector of branch lengths w, and a nucleotide substitution
model (with extra parameters 0), the probability of the DNA sequence alignment is given by:
N
P{Z>\Hs,vr,B) = Y[P(yt\Hs,w,Q) (6.1)
(=1
P(yt\Hs,v/,Q) denotes the probability of the rth column in the alignment, and is defined by the
nucleotide substitution model used. In this chapter, we use HKY85, the reversible Markov
process model introduced by Hasegawa et al. (1985), which has the nucleotide substitution rate
matrix N:
I - anc (toe ^
anT - P7tA (37tG
Pjly PrtC ~ 0C7tG
y pTtr prtc 00tA -
where nA, nc, Kg and Kr are the equilibrium probabilities of the nucleotides, a and (3 are the
transition and transversion rates, and the four rows and columns of the matrix refer to the four
nucleotides in the order thymine (T), cytosine (C), adenine (A) and guanine (G). Each row of N
sums to 0 - hence the diagonal entries are the negative sum of the other entries in each row.
The transition probability for a given time t is then exp(Nf), where the entries of this matrix
give the probability of each nucleotide mutating into each of the other nucleotides in a given
time t.
Dividing N by P allows N to be expressed in terms of k = «/p. Instead of using k like
Husmeier (2005) and Minin et al. (2005), we follow DNAML (Felsenstein, 1981) and PUZZLE





the ratio of expected transition mutation events to transversion mutation events (Rosenberg
et al., 2003), which we will refer to as the transition-transversion ratio. We define x = log10£
N = (6.2)
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as it is more natural to deal with ratios in the log space. We also normalise N to ensure that
the branch lengths w represent the expected number of mutations. This is done by rescaling N
such that = —1 (see Section 5.3.2). Calculating the rescaling needed by referring to
the appropriate terms from Equation (6.2), we see that our new N is:
N = ^—7 r~W7 77 rN. (6.4)2k (kctZt + nAnG) + 2(nA + tcg) (7tc + nT)
To simplify the model, we follow Suchard et al. (2003) and impose a product of indepen¬
dent exponential distributions as a prior on the branch lengths w:
E(w|r) = P[P(w,|r,9); /3(w,|r) = r~x exp(—w,/r) (6.5)
i
where the w,s are the lengths of the individual branches of the phylogenetic tree. This prior is
conjugate to the likelihood and makes analytical integration of the branch lengths tractable:
P(yt\Hs,r,Q) = /'p(y,|/fr>w,9)^J, (Wi\r) dwJ i
= %> E E n MWr) (6-6)
yi,m+1 yt,m+a [i,j)£Hs
where y,]in+\ to yt,m+a represent the nucleotides at position t of the a unknown ancestral se¬
quences, and Hs describes the tree as a list of connections between the sequences defined by
the topology of the phylogenetic tree. Suchard et al. (2003) have derived that:
4
M (r) = E (1+rVp)~1 u!vf, (6.7)
i=t
where N = Y.1=\ is a decomposition of the nucleotide substitution matrix in Equa¬
tion (6.2) and u,-, v,- and 3,,- are all functions of 9, the parameters of the nucleotide substitution
model - see Hasegawa et al. (1985). We use the pruning algorithm of (Felsenstein, 1981) to
efficiently calculate these terms in polynomial time. The hyperparameter r is a scale parameter
representing the expected number of mutations over all branches. We define pt< = log10r, as
an uninformative prior for a scale parameter is uniform on a log scale.
The iid assumption underlying Equation (6.1) is violated in the presence of recombination,
rate variation or changes in the transition-transversion ratio. We first look at modelling topol¬
ogy changes caused by recombination. We assume we know the set of possible tree topologies
Ps — {Ps,i, • • •, Ps,ks}• F°r simplicity of implementation, we follow Husmeier (2005) and deal
only with 4 sequences in the alignment, so p5 = {p.s,i,p.s,2,Ps,3} exhaustively covers all possi¬
ble unrooted tree topologies. A method to select a suitable candidate set ps for alignments with
more sequences is suggested in Minin et al. (2005) and straightforward to integrate into our
model (although our current software does not support it yet). We introduce the site-dependent
discrete hidden state Hs,t, where £ p5 represents the topology for site t. So, if Hs<t = ps,,-,
then the topology at alignment position t is ps,;.
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Given a discrete set of the logs of the possible mean branch lengths (we also call them rates)
Pr = {Pfl,i > • • • j Pfl,**} and a set of discrete log transition-transversion ratios pT = {pr,i, • • •, Pr,kT}<
we allow for rate variation and changes in the transition-transversion ratio by associating each
alignment position t with hidden random variables Hr,i £ pR and HT,t £ pr. These pick a rate
p/? from Pa and a log transition-transversion ratio from pT respectively. As before, if Hr,, = prj
and Ht,i = ptj, then at alignment position t the rate is prj and the log transition transversion-
ratio is ptj- This allows the mean rate and the transition-transversion ratio to vary along the
sequence alignment. To summarise, for a site t in the alignment there are in total three hidden
variables1: Hs,t, Hr,i and Hja, giving us three a priori independent hidden chains.
In this chapter, the subscript A will be used to refer to any A £ {S,R,T}, where S, R and
T refer to states that represent the different tree topologies, rates, and transition-transversion
ratios, respectively. We use this notation to define the chains of hidden variables: =
{Ha,i, .. • ,Ha,n}, and we represent all hidden variables in the model by defining h = {Hs,H^,H7-}.
To allow for correlations between sites that are close together in the sequence - while keeping
the computational complexity limited - a Markovian dependence structure is introduced:
n
P{HA\kA,pA) = P(HA,u...,HAjv\kA,pA) = Y\P(HA,l\HA,t„ukA,pA)P(HA,l\kA,pA) (6.8)
t=2
where again A £ {S,R,T}. Following Felsenstein and Churchill (1996b), the transition proba¬
bilities V = {vs, V/j, V7} are defined as:
/ 1 v \ [l-I(^=«A.,-l)]
P{HA,t\HA^uvA,kA,PA) = (va)1^'^'-1* ( ) for^ > <6-9)
where I(-) is 1 if the condition is satisfied and 0 otherwise. The parameters V5, Vr and vT
denote the probabilities of the tree topology, rate and transition-transversion ratio, respectively,
not changing between adjacent sites. We follow Husmeier and Wright (2001a) and set the
initial state probabilities to:
P(HAj\kA) = ±- (6.10)
M
The resulting model is a FHMM - as illustrated in Figure 6.1 - containing three a pri¬
ori independent chains of hidden states, H5, H/e and H^, for the tree topologies, evolution¬
ary rates and transition-transversion ratios, respectively. The probability of a column of nu¬
cleotides in the alignment, the so-called emission probability, depends on all three hidden
states: P(yt\Hs)t,HR,t,HT,t), which can then be calculated using Equation (6.6). It also de¬
pends on the equilibrium frequencies ttA, nc, ttc and tit (note that the Vs, u,'s and v,'s in
the decomposition of N, as stated below Equation (6.6), depend on the transition-transversion
ratio and the equilibrium frequencies; see Hasegawa et al. (1985)). However, we leave this
dependence out to keep the notation simple. We also summarise our model in the form of a
probabilistic graphical model in Figure 6.2.
1 Note that for notational conciseness, we have merged hidden states and their associated parameters into quan-
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Figure 6.1: Illustration of the factorial hidden Markov nature of our model. Empty circles repre¬
sent parameters or hidden variables while filled circles indicate observed variables. For each
position in the alignment, there are three hidden variables representing the topology, the evolu¬
tionary rate and the transition-transversion ratio, and that these hidden variables are correlated
between neighbouring positions. These specify the characteristics of the phylogenetic tree,
shown in the bottom right, in which empty nodes represent the nucleotides of unobserved an¬
cestral sequences, while shaded nodes represent nucleotides in the DNA sequence alignment.
The topology Hs,t specifies the connectivity of this tree while the log rate Hrj specifies how
likely mutations are along each branch in the tree. The relative likelihood of seeing a transition
as opposed to a transversion along each branch is specified by HTj - the difference is illustrated
in the bottom left (squares represent nucleotides).
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© User set parameter
o Latent/hidden variable
G&j) Observed variable
S: Topologies R: Rates T: Transition-transversion ratio
\ /^min /^max \ /omin /"tmax









Prior mean number of states in chain A.
The number of states in chain A.
The set of possible choices for chain A.
Probability of not changing state
between sucessive position in chain A
Constraints on vA - more later.
= {ha,1, Ha>2, ..., ha<n}
All assignments along the state sequence.
{ViVj y{J}
The alignment data
Figure 6.2: The full graphical model of the phylogenetic FHMM. Empty circles represent param¬
eters or hidden variables, filled circles indicate observed variables, and dotted circles indicate
specified parameters. We summarise our model in the form of a probabilistic graphical model
(Pearl, 1988), where Hy, H/?, Hy and 2) are all chains of hidden states, as shown in Figure 6.1a.
Note that ks and p5 are not inferred by the construction of our model. vA is not defined when
kA — l, which we symbolise with a dashed line.
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6.4.2 Prior distributions
We introduce prior probabilities on the transition parameters v: P(ys), P(yR) and P(V7-). As
shown in Husmeier and McGuire (2003), the conjugate prior is a beta distribution:
®(x;a'P) = r(a)r(p)xa"1(1~x)P"'' (611)
whose shape is determined by the hyperparameters a and p. The normalisation constant for
this distribution is defined of terms of gamma functions, which are defined as follows: T (z) =
JJV-V-'d/.
In the present work, we set a = P = 1, reducing our prior to a uniform distribution over the
interval [0,1], where we additionally constrain the range of valid values:
P(yA) - V(vA\a,¥,)l(cr<vA<cr), (6-12)
the reason for this will become clear in Sections 6.9.2 and 6.9.1. We define C to be the set of
all such thresholds: C = {C™n,C™ax|A £ {S,R,T}}. VA defines a geometric distribution over
nA, the segment length:
P{nA) = (yA)"A~l (l-vA). (6.13)
Hence, (nA), the average segment length can be derived as follows:
OO OO 7 CO
(nA) = £nP(n) - (1 -vA) ^n^)"-1 = (1 -vA)~ £ (vA)"
n=0 n=0 aVn=0
= (1 — W ) "T" ~j—"— = "j—"— (6-14)dv 1 —vA l-v^
Thus setting CjJ11" and C^ax implies that the average segment length is between 1/1 -cf" and
'/l—c™3", allowing an intuitive specification of prior knowledge. Also, the posterior distributions
of Vs, Vr and Vj can contain multiple modes, which can be easily selected and more closely
investigated by setting C™n and C™ax appropriately.
We set our prior belief on Icr, the number of rate states and kr, the number of transition-
transversion ratios to be:
P(kR) « 1 < kmax) P{kT) oc ^^i'i(kT — \ < /cmax) (6-15)
which are truncated Poisson distributions over the number of additional rate and transition-
transversion ratio states. These are distributions over the number of additional states as the
model is nonsensical without at least a single rate and transition-transversion ratio. We ex¬
pect an average of XR additional rate states and X-f additional transition-transversion states.
For instance, if we expect that on average a new rate state occurs every thousand alignment
columns, then we could set XR — yThese priors are truncated Poisson distributions, where
tities that we refer to as "hidden variables".
110 Chapter 6. A Phylogenetic Factorial Hidden Markov Model
the truncation (kmax = 15 in our case) reflects our desire for a parsimonious solution, with re¬
use of rates and transition-transversion ratios for different parts of the alignment. In practice,
we never observed Icr or kj to be as high as kmax, implying that our model was not affected by
this truncation.
To complete the specification of our probabilistic model, we specify priors for pR and pr,
which have /q? and kj entries respectively:
kA
P{PaI*A) = riCMPa,), (6-16)
i=i
One choice for QA we investigate is Qa (Pa,;) = (pA/,pA,a\) where:
^<Jt;"'o2) = ^exp("^") <6I7)
is the probability density function of the Gaussian distribution. For comparability to Minin et al.
(2005), we set these hyperparameters to the values used by Minin et al. (2005): pr = —21og10e,
c| = 21og]0e, pT = 21og10e and o2T = 1 log10e.
Note that the likelihood of the model given the data is unchanged if we reorder the entries
in pR or pT. Hence, the posterior exhibits large degrees of symmetry. One way to break this
symmetry is to use ordered but otherwise independent priors on pR and pT:
kA
P(pa\ka) = E(Pa,i < Pa,2 < ■ • • < pA,jtM) (^aO ne, (Pa,,-) (6.18)
i=i
where QA is the distribution over a single entry, for A £ {/?,7"}. The kA\ term compensates
for the amount of space excluded by the ordering. While imposing an ordering on the prior
distribution may appear intuitive, it does not affect the posterior distributions for any other
variable in the model. For instance, the choice of prior does not affect the posteroir probability
P{T)\kA)- see Appendix A. Hence, we simply use the unordered prior from Equation (6.16),
and note that if the posterior distribution of an individual component p^,; is of interest, post
simulation relabelling procedure should be performed as described for instance in Jasra et al.
(2005).
A reasonable alternative a priori belief about pR and pT is that neighbouring factors are
unlikely to be very similar. We investigate using even-numbered order statistics (Green, 1995)
as a prior on pK and pT which has the effect of penalising rate states or transition-transversion
ratios that get too close to each other. This prior is also an ordered prior, and again constrains
pR and pT such that p^i < Pr^ < ■ ■ ■ < prtkr and pj,\ < Pr,2 < • • ■ < Pr,kT- The even-numbered
order statistics constrains the prior to lie within a certain range, where we constrain p^ £ [—4,1]
and pr £ [—1,2] (so the transition-transversion ratio is between 0.1 and 100). These intervals
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where chosen to contain the log rates and log transition-transversion ratios that we expect to
see in the alignment.
Due to the proposal moves we use with the Reversible Jump algorithm, we never have
to calculate the value of even-numbered order prior directly. Instead, we only calculate the
ratio of two prior settings, where one interval is added, removed or relocated. The ratio of the
probabilities of a set of even-numbered order statistics intervals, to which an interval has been
added is:
P([xl,-..,xi,x*,xi+\,...,xk\,k+1) , oWl -x*)(x*-Xi)
— = 2(2k + 5){k+\) , (6.19)
P{[xi,...,xk\,k) Xt+i-Xi
where x* is a new interval, which is situated between existing intervals x,- and x,+i (Green,
1995). We define £„in = x\ and £max = x,<( as the upper and lower boundary of prior, which are
not changed in our sampling scheme. Then, X2,.. .x^-i are used as the set of rates or transition-
transversion ratios. Both the set of internal points X2,...Xk-\ and the number of points, k vary
in our inference scheme. The ratio of the probability of the even-numbered order statistics
when value x,- has been changed to x*, where x,_i < x* < x,+i still holds is:
P([X1,...,X,--1,X*,X,.,Xjfc],&+ 1)
= (x,+ l -x*)(x*-x,_l) 20^
P ([xi,... ,xk], k) (Xi+i - Xf) (xf - Xf_ 1) '
As a baseline to compare the other priors with, we also investigate a simple uniform distri¬
bution 11 [£min,£max] over the range of the even-numbered order statistics, where:
„ I(a < x < b)
U[x\a,b = —— (6.21)b — a
is the uniform distribution over the interval [a,b\. We will often drop x from the specification
of the distribution, as it does not effect the probability as long as it is within in the interval.
Hence, our prior on the pR and pT both have the same form as Equation (6.16), with QR (p«,;) —
W[-4,1] and fir(p7\<) = a[-l,2].
In summary, the full prior distribution for the model is:
lP = JP(v,^)fe7-,pX)pr|/:s,p5)C) = P(v5fe,Cr,C?,ax)x
R^{Rj}P(kA)P(pA\kA)P(vA\kA,cr,cr), (6-22)
as defined in Equations (6.12), (6.15) and (6.16). We do not define prior distributions over ks
and p5 as these parameters are not changed within our model, owing to the fact that the number
of different tree topologies is fixed.
6.4.3 Likelihood
Our complete-data likelihood is:
L = P(CD,h\v,ks,kR,kT,ps,pR,pT) = I"I?LiP{jtWs,t,HRt,HT,t) X
ri4e{5,/?,r} {P (HA,\ \^a i Px) nf=2^ (^A,t \^A,r—\>)} , (6.23)
as defined in Equations (6.6), (6.9) and (6.10).
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6.4.4 Posterior inference
In the Bayesian paradigm, we are interested in the posterior distribution of the parameters and
the hidden variables:
P(h,V,kR,kT,pR,pT\CD,ksyps,C) °c(PxL (6.24)
where the prior T and likelihood L are defined in Equations (6.22) and (6.23). Recall that
for certain bacteria and viruses the tree topology along the alignment can change as a conse¬
quence of recombination. This corresponds to a state transition H$ t — p^,- —> Hs,t+1 = Ps,(kfr)
at the breakpoint t of the affected region. Likewise, different segments of a DNA sequence
alignment can be under different selective pressure, which corresponds to transitions between
different rate states HRl. Hence, our main objective is the prediction of the marginal posterior
probabilities:
P{HAtt\<D,ks,Ps) = L ■■■ZP(HA\'D,ks,Ps) (6.25)
Ha,\ Ha,i+1 Ha,N
where again A £ {S,R,T} , and the dependence on C has not been made explicit to simplify the
notation. Plotting the distributions of Hs,t, HRj and Hjj along the DNA sequence alignment
gives clear indications about the location of recombinant regions, differently diverged regions
and regions with changes in the transition-transversion ratio respectively. The distributions
P (HA\CD,ks,ps) are obtained by marginalisation of the posterior:
B(H,4|2),ks,p5) = L LLf dpR f dpT f dvP{h,v,kR,kT,pR,pT\'D,ks,ps) (6.26)
H{s,«,r}\/t kR kT
While the marginalisation in Equation (6.25) can be carried out efficiently with linear time
complexity using dynamic programming techniques discussed in Rabiner (1989), the implicit
marginalisations to make Equation (6.24) into a distribution, and the explicit marginalisations
in Equation (6.26) are intractable and have to be numerically approximated with Markov chain
Monte Carlo (MCMC). For fixed pR and kR, Husmeier (2005) demonstrated a Gibbs sampling
procedure (Casella and George, 1992) for H$, H«, Vs and VR (the transition-transversion ratio
was assumed to be invariant along the alignment). However, it is computationally intractable
to directly sample from the appropriate marginal distributions of p^, kR, pT or kj. The novelty
of our approach comes from extending Husmeier (2005) to rigorously marginalise over pR, pT,
kR and kj by adopting a Reversible Jump Metropolis-Hastings scheme (Green, 1995), allowing
us to generate samples for p^, kR, pT and kj despite the dimensionality of the parameter space
changing. The motivation for our model comes from Boys and Henderson (2004), who applied
RJMCMC to inference in non-phylogenetic HMMs for segmenting individual DNA sequences.
We refer to our model, which generalises this approach to the segmentation of whole DNA
sequence alignments in a phylogenetic context, as the Phylogenetic Reversible Jump Factorial
Hidden Markov model (PRJ-FHMM).
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6.4.5 The posterior probability that Vr and V7- are not relevant
As the number of rate states can vary, the model may find that the alignment is best modelled
by a single rate state instead of multiple rate states. This implies that Vr has no effect on the
system, and is hence irrelevant. We calculate the posterior probability of Vr being relevant as:
M* = ^EI(*W>1)- <6-27)
where is the 1th sample of We then say that the posterior probability of Vr being relevant
is Mr. Correspondingly, the probability of Vr not being relevant, and the alignment being better
modelled by a single rate state is 1 — Mr. The same argument applies to Vj and log transition-
transversion ratio states, v.y is always relevant or irrelevant depending on how the topology
states p5 are fixed.
For all plots of the posterior distribution of P(vr\(D) and P(V7-|2?), we will mention the
posterior probability of Vr and Vr being relevant to modelling the alignment.
6.5 Inference using Reversible Jump MCMC
The following moves are performed for each iteration of the MCMC sampler:
1. Sample forA = {S,R,T}.
2. Sample ~/,(-|C™n,C™ax,^,H/1,©) forA = {S,R,T}.
3. ForA = {/?,T}:
(a) Propose pA and k*A by adapting p^ and kA.
(b) Propose H* ~ P (•|, p*, , H{iS^r}^, <D).
(c) Accept pA, k*A and if U [0,1] < acceptance probability, where U [0,1] is a sam¬
ple from the uniform distribution over the unit interval.
Note that the conditioning part of each distribution contains the Markov blanket (Pearl, 1988)
of the respective random variable to be sampled. Recall that a random variable given its Markov
blanket is independent from the remaining variables in the domain. Hence, conditioning on the
Markov blanket is equivalent to conditioning on the complete set of random variables (without
the sampled one). The Markov blanket of each random variable can easily be read off from
Figure 6.1b: B is in A's Markov blanket if and only if there is either an edge between A and
B, or both A and B are parents of another random variable (Pearl, 1988). This proves that the
proposed scheme is a valid Gibbs sampling scheme.
Note that, in principle, 71^, Tic, Kg and %t (the equilibrium nucleotides frequencies) from 0
in Equation (6.6) should be included in the Gibbs sampling scheme, as described in Husmeier
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and McGuire (2003). However, Husmeier and McGuire (2003) found that in practice a fixation
of tia, Kc, Kg and Kt at values estimated from their occurrences in the alignment makes little
difference and has the advantage of reduced computational costs.
Sampling the hidden state sequences Hs, and H7- can be effected with a Gibbs-within-Gibbs
procedure, as described in Husmeier and McGuire (2003). However, the stochastic forward-
backward algorithm of Boys et al. (2000) has proven to lead to a faster mixing and convergence
of the Markov chain (Werhli et al., 2006) and was, thus, used in the simulations reported in this
chapter.
The sampling steps for Vs, Vr and Vj are straightforward due to the conjugacy of the beta
distribution (2, as defined in Equation (6.11). Define:
P(vA|C7n,crx,HU,^,©) oc I(CTn<vA<crt)®N,I'4 + a,^ + P). (6-29)
See Husmeier and McGuire (2003) for a derivation for the untruncated case. If = 1, then
Equation (6.29) does not apply, as there is only a single possible Ha- Given that sampling
from the beta distribution is straightforward (see, e.g. Rubinstein, 1981), we can easily generate
samples from the truncated beta distribution by repeatedly sampling V from the beta distribution
until we get a sample satisfying V > C. In practice however, the resulting acceptance probability
can be too low. Instead, we sample these parameters by performing 50 Metropolis-Hastings
samples, proposed uniformly between C1™" and Cmax, followed by 200 Metropolis-Hastings
steps proposed from a Gaussian centred on the current V value, with the standard deviation set
to the distance to the closest boundary. While even a single Metropolis-Hastings step would
still allow the model to converge eventually, in practice sampling from this one dimensional
space is computationally cheap. The final sample produced from this scheme was found to
be sufficiently uncorrelated for minimising the overall computational cost of our inference
scheme.
Additionally, T'a and T'a allow us to generate an estimate of the posterior distribution of
6.5.1 Sampling HA ~ P (-|vA, PA,kA,H{s,R,T}\A, ©)
6.5.2 Sampling Va ~ P (• |C™n, C™x, kA, pA, UA, <D)
Va = I(HA,t = HA,I+I) = N-I-VA (6.28)
It is then easy to show from (6.9) that:
vA:
(6.30)
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where the superscript (i) represents the ith sample and we have S samples. The integral is easily
calculated using the trapezoid method.
6.5.3 Proposing and conditionally accepting p*A, k*A and
We adopt a Reversible Jump Metropolis-Hastings scheme (Green, 1995) where we propose a
new number of rate states k*R and a new set of rate states pR from kR and p^. This is done using
a birth move (with probability b,t), a death move (with probability dk) or a relocation of one of
the rate states (with probability rk). A new is then proposed given the new p^*. The new set
of rate states p)j is then accepted with a probability such that given ergodicity, the Markov chain
is guaranteed to converge in distribution to the correct posterior distribution. This procedure is
similar to the reversible jump move (b) from Boys and Henderson (2004).
pT and kr are adapted in the same way with identical derivations, so we only show the
derivation for pR and drop the R subscript on kR. To use the Reversible Jump method, we need
to specify how we propose k* and pjj.
The set of all possible proposal moves is outlined in Table 6.1 for the Gaussian or uniform
prior distribution, and Table 6.2 for the even-numbered order statistics prior. If using an ordered
prior like the even-numbered order statistics prior, the rate states in p)j are then sorted to satisfy
the ordering constraints. Note that k* is proposed such that the Hastings factor cancels out
against the prior ratio. Lastly, we propose HJj ~ /'(•|v/e,p^,A:*,H1s,H7-,D) as described in
Section 6.5.1.
The acceptance probability a of k*, pjj and HJj is min {1 ,AB}, where:
Ab = Likelihood ratio x Prior ratio x Inverse proposal probability ratio x |det (Jacobian)|,
(6.31)
see Green (1995) - our formulation is closer to that of Suchard et al. (2003). We first derive
the acceptance probability of a birth move. We first propose a new rate state pR* from QR
in Equation (6.16). We then map (p«,p^) to (p«). If using an ordered prior such as the
even-numbered order statistic prior, this map is such that pjj is sorted. In Equation (6.31), the
Jacobian term refers to this mapping, and det stands for the determinant. This mapping is a
permutation, hence the Jacobian is a permutation matrix, which implies det (Jacobian) = ±1,
so |det (Jacobian) | = 1.
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Move type Probability of move and
proposal for pR*
Description of how p^* is proposed
Birth bk -cmm|l,-^±y^| A new rate is sampled from Q in
k* = k+\ ^(P/|P/t) = itTT<2(P«*) Equation (6.16), the prior distribution
on ps for a single rate. Where to
insert the new rate state is randomly
and uniformly sampled from the k + 1
possibilities.
Death dk = cmin |l,^^| A randomly chosen rate is deleted.
k*=k- 1 MPK1P*)=4
Relocation rk = 1 - (bk + dk) An existing rate factor position is ran¬
*
II {PR* IP/?) — \Q{PR*) domly chosen, and its position re-
sampled from Q (see birth move).
Table 6.1: Possible proposal moves for a uniform or Gaussian prior, the probability with which
they are selected, and the corresponding proposal probability km (pR* |p^) for pR*. All x distribu¬
tions presume that p^* is a valid proposal given the move type, as otherwise the n distributions
are not normalised. We use c — 0.4 - see Green (1995).
6.5.4 Acceptance probability with a uniform or Gaussian prior on
From Equations (6.16), (6.22) and (6.23), and Table 6.1 we see that after cancelling, the terms
(by their initials) are:
LR P(fP|H*,Hs,H7-) P(H*\<D,k + l,v^,p*,H5,Hr)
PCP.H^+l.VK.pkHs.Hr)
P(2),H^,v*,P«,H5,Hr)




P(k) p(pR\k) —Tw[q{Pr)] (6-33)
IPPR />(Hfil*,Vfi)p/?,Hs,Hr,;P) dk+lnd(pR\pR*)
P(HR*\k+l,\R,p*R,Ks,^T,(D) bknb(pR*\pR)
P(H^lA:,vfi,p^,H5,Hr,^) P{k) k+\ 1
p(nR*\k+ i,v*,p*,Hs,Hr,£>) P(k+1) k+1 Q{pR*)
(6.34)
PR cancels against IPPR, except for the proposal probability ratio for which in turn cancels
with ratio of P(Hfl|£>,...) in LR. Hence:
P(®|t+l,v»,ps«,HSlHr)A" ~/■(®|t,v„p„,Hs.Hr) ' <6J5)
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where due to the HMM structure, P{D\pR*, k + 1,Hs,H7-,V/j) can be computed from the com¬
plete likelihood of Equation (6.23) in linear time with a dynamical programming algorithm
known as the forward algorithm (Rabiner, 1989). Note that the stated dependence on the con¬
ditioning variables becomes clear from the conditional independence graph of Figure 6.1b and
the properties of the Markov blanket, as discussed above. Using HMMs has had two main
benefits for our model: efficient sampling from the marginal distribution of H#, and efficient
integrating over all possible H«.
The same cancellations and simplifications occur when considering the acceptance proba¬
bility of the death move as the death move is the inverse of the birth move. Hence the accep¬
tance probability of a death move is:
D
P(2)|k + l,vfl,ps,H5,Hr)'
which is identical to Equation (6.35) after replacing k* =k + 1 with k* =k — 1. The acceptance
probability of a relocation is:
*
pm+i,vR,pR,Hs,uTy
which is again the same to also the same Equation (6.35) after replacing k* = k+ 1 with k* =k
as relocation moves are symmetrical to themselves, in the same way as the birth and death
moves are symmetrical.
Note that Equation (6.29) does not apply when k = 1 as there is only a single possible
H/j. Hence Vr has no effect on the likelihood. When moving from two rates to a single rate
state, Vr is removed from the system. Correspondingly, when moving from a single rate state
to two rate states, Vr is proposed from the prior. To see that this leaves the acceptance ratios
unchanged, first consider the death move from two rate states to a single rate. We have an extra
P (v/?|C™n,Cjjiax) in the denominator of PR, and a new proposal term Q(vr) in the numerator of
the IPPR. We set Q (vR) — P (v«|Cflin,C™ax) so that these terms cancel, leaving the acceptance
probability unchanged. The reverse argument applies to the birth move, so the acceptance
probability is again unchanged.
6.5.4.1 Acceptance probability with the even-numbered order statistics on
When using even-numbered order statistics, the acceptance probability is different as the prior
and inverse proposal probability ratios for pR are no longer symmetrical. This is because
is proposed from R, a uniform distribution that covers the interval of the even-ordered number
statistics and not directly from the prior.
Referring to Table 6.2 and Equation (6.19), we see that the prior ratio PRe. for the even-
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Move type Probability of move and
proposal for
Description of how p^ is proposed
Birth
**=*+1
bk = c min •
Mp*1p*)
1 P{k+V\' P(k) /
1
£max ^min
A new rate is sampled from
2f[£min,£max]> a uniform distribution




dk — cmin •
P*1
N ^-1)1
L ' P(k) J
J«) = T
A randomly chosen rate is deleted.
Relocation
k*=k





An existing rate factor position is
randomly chosen, and its position
re-sampled from 11 [Smin^max] (see
birth move).
Table 6.2: Possible proposal moves for the even-numbered order statistics prior, the probability
with which they are selected, and the corresponding proposal probability TCm(P/?|P/?) for pK*.
All n distributions presume that pjj is a valid proposal given the move type, as otherwise the 7t
distributions are not normalised. We use c = 0.4 - see Green (1995).
numbered order statistics prior is:
= P(H*R\k+l,vR)P(p*R\k+l)P(k+\)
P(H*|*,v*) P(PR\k) P{k)
= (2fc + 3)(^+l)iPi±l^P^^7^ (6.38)P(HR\k,vR) P/+1-P/ P(k)
where p* lies between existing rates p,_i < p* < p,. p,_i can be the lower bound, and p,+i can
be the upper bound on the even-numbered statistics prior. Again, referring back to Table 6.2,
we see that the inverse proposal ratio IPPR,, for the even-numbered order statistics prior is:
P(Hfi|k,V/?,pR,H5,Hr,!D) dk+i%d (pR|p«)IPPR —
P(H**|*+l,v*,pJ,Hs,Hr>©) bkTtb (PkIPk)
_ ^>(H«l^)Vtt)P/;;H5,H7-,g>) P(k) 1 1
P (H«*|k+ l,V/e, p^,Hs,Hr, 2)) P(k+ 1) k+ 1 Emax —-Emin
Multiplying Equations (6.32), (6.38) and (6.39) gives:
P(H*R\(D,k + l,V/?,p^Hs,Hr) P{V\k + l.v^pJ.Hs.Hr
(6.39)
LR x PRg x IPPRe =
/»(HJ|*+l,v*,p£,Hs,H7-,©)
x2 (2& + 3) (pi+1-p*)(p*_p,.)/>(£+!) P(k) k+1
^rnax ^min Pi+1 Pi P (k) P(k-p l)k-|- 1
where the terms involving P(k), P(k+ 1), k+l or cancel. Simplifying and substituting
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back into Equation (6.31) gives an overall acceptance probability of:
= P{D\k+ l,Vft,Pft*,HJs,H7-) 2(2/: + 3) (p,+1 - p*) (p* - p,)
P (fD\k, V/j, Emax —-^min Pi+1 Pi' x
(6.40)
Again, the inverse proposal move of the birth move is a death move, so the derivation is almost
unchanged. Terms involving CD and simplify as shown in the derivation for the birth move,
while swapping terms that model k* and between the prior and the inverse proposal gives
an acceptance probability for a death move of:
For the derivation of the relocation move, terms involving CD and simplify as shown in the
derivation for the birth move. Inserting Equation (6.20) into the prior ratio, we see that the
acceptance probability is:
where p* is the new rate sampled for the old rate state p,- - see Table 6.2. See Section 6.5.4 for
a discussion of why the acceptance probability are not changed when k = 1 or k* = 1.
6.5.5 Checking the correctness of the implementation of the inference scheme
Three separate functions of the code were tested for correctness: calculating the probabil¬
ity P(y,\Hs,,,HRt,,HTtt,n), generating sequence alignments and the reversible jump inference
scheme outlined in Section 6.5.
To test our calculation of P(yt\Hs,t,HR,t,HT,t,n), we generated a variety of synthetic se¬
quence alignments of known topologies, rate, and transition-transversion ratio using the pro¬
gram SEQ-GEN (Rambaut and Grassly, 1997). Following the assumption in Equation (6.1) -
which we know holds in this case - we calculated likelihood values for a wide range of rates and
transition-transversion ratios. This technique identified mismatches between the definitions of
the rate and transition-transversion ratio that were used by DNAML (Felsenstein, 1981) and
SEQ-GEN (Rambaut and Grassly, 1997) versus those initially used by our model.
In order to check the correctness of our code for generating synthetic DNA sequence align¬
ments, we generated a variety of sequences alignments from our implementation, and checked
that the rate and transition-transversion ratio of the resulting alignments were correctly esti¬
mated by DNAML (Felsenstein, 1981). Hence, we can be reasonably certain that both our
method to generate sequence alignments, and our method for estimating the probability of a
given column in the alignment are correct.
Finally, we checked the correctness of the reversible jump MCMC scheme. The topology
and transition-transversion ratio were set to fixed values, which sufficiently reduces the com¬
plexity of the problem that numerical integration can be used to calculate interesting posterior
P (lD|k + 1, Vft, P^*, Hs,Ht-) Emax ^rnin P/+1 Pi
PCD\k,vR,pR,Hs,tlT) 2(2k + 3) (pi+1 - p*) (p* - p,)'
(6.41)
Ae = PQP|fc+l,v«,p£,Hs,Hr) (Pi+1 p*) (p* Pi— 1)R D(!D|£,Vtf,P«,H5)Hr) (Pi+1 -pO(p'-Pi-t) ' (6.42)
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distributions directly. In particular, we used a simple trapezium rule to approximate the poste¬
rior distributions for one or two rate states being present in the alignment. This is only feasible
due to being able to efficiently marginalise over with the forwards backwards algorithm to
get the likelihood of the alignment.
The likelihood of the data was evaluated at set of p and vR values. The set of p values was
= (—4, —3.95, —3.9,... ,0.5) while the set of vR was: = (0,0.005,0.01,..., 1). Then:
P(pR = M \<D,kR = 1) « ±-P(0\kR = l,Pjj = W)P(pR = W 1^ = 1), (6.43)
Z\
where
z, = £PmkR_i,p,. (p„_W _,).
IA.I r6^
Z\ is the normalising constraint, which takes into account the density of the points at which we
evaluate our approximation to the posterior. This is actually an approximation to the trapezoid
method, and assumes that points in ^ are evenly spaced. The posterior distribution of the
variables of interest given there are two rate states is:
{l,h},vR = n\'D,kR = 2) «
±-P{V\kR = l,pR = {l,h} ,vR = n)P{pR = {l,h} |kR = 2)P(yR —n), (6.44)
Zl
where:
^ _ t/2 (max (%.) — min (HQ)2 (max (C\Q — min (5\£))
2~
1/2 (|^|+ 2) (|^.| + 1) |^|
E E Y,P(V\kR = l,PR = {l,h},vR = n)P(pR = {l,h}\kR = 2)P(yR = n).
From Equation (6.44), we can easily calculate the individual posterior distributions for VR and
pR by marginalisation. Additionally, from the normalisation constants, we can compute the
Bayes factor for two rate states as opposed to one rate state begin present in the alignment:
P(kR = 2\<D) _ P(kR = 2) ;;Z2
P(kR= 1|Z>) ~ P(kR = l)XZl-
We compared the results for this numerical interaction scheme and our reversible jump
inference scheme on the Neisseria alignment described in Section 6.8.1, All posterior distribu¬
tions were found to closely match between those calculated with this method and those inferred
using our RJMCMC scheme. Overall, this should give a high confidence that the model is cor¬
rectly implemented.
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6.6 Setting up the simulations
6.6.1 Specific Markov chain settings and convergence diagnostics
We used the method of Gelman and Rubin (1992) to check for convergence by computing the
Potential Scale Reduction Factors (PSRF) of Hrj and Ht,i for t G {1,...,Af}, and v^. These
characteristics were chosen as they are invariant to the dimensionality of the parameter space.
All results presented in this chapter, for all models, were run in triplicate, with the exception of
the synthetic codon effect study. In the synthetic codon effect study, we started ten simulations
with a uniform spread of initial values.
For our proposed model, the initial number of rates was picked uniformly between 1 and
kmax. with each rate sampled randomly from the uniform distribution. In this thesis, we are
mainly interested in investigating the rate along the alignment, so all runs were started with
only a single transition-transversion ratio, randomly sampled from the uniform distribution.
We discarded the first 10,000 iterations of the PRJ-FHMM samples as the burn-in period.
Then, for the next 200,000 iterations every 10th sample was kept so that we could form the
posterior summaries. The Multiple-Changepoint Process (MCP) of Minin et al. (2005) was run
for 200,000 burn-in iterations, followed by 4,000,000 sampling iterations where every 200th
sample was kept. These lengths were chosen as they resulted in sufficient convergence indi¬
cations, as measured by the PSRF. The highest PSRF observed for any characteristic for the
PRJ-FHMM was 1.0015, while for the MCP it was 1.077, indicating a sufficient degree of con¬
vergence. The maximum PSRF for the MCP resulted from the runs with a low value of XBR, but
these values are still sufficiently small to indicate sufficient convergence.
6.6.2 Comparisons with a breakpoint model
Suchard et al. (2003) introduced the Multiple-Change Point (MCP) model where a DNA se¬
quence alignment is split into discrete segments by a series of breakpoints. The number
of segments is thus always one greater than the number of breakpoints. The topology, rate
and transition-transversion ratio are estimated independently between each successive pair of
breakpoints. This joint estimation causes a priori correlation between the locations of the
changes in the rate and the locations of changes in the topology, which Minin et al. (2005)
removed by using one MCP to model the topology changes, and a separate MCP to model
changes in both the rate and transition-transversion ratio. A software implementation of their
model is available from http: //www.biomath.ucla.edu/msuchard/DualBrothers/.
Minin et al. (2005) place truncated Poisson distributions over ba, the number of break¬
points of the rate or transition-transversion ratio along the alignment, and bs, the number of
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breakpoints of the topology along the alignment:
PfaV® " ^HbR<N) P(bs\X$) - ttff-I(bs<N) (6.45)
where XR and A.| define the a priori expected mean numbers of joint rate and transition-
transversion ratio, and topology breakpoints respectively.
While the MCP of Minin et al. (2005) separates out estimating the phylogenetic topology,
their model still jointly estimates the rate and transition-transversion ratio. The PRJ-FHMM
estimates these quantities independently, complicating our theoretical comparison. For the
purposes of comparing the models, we will henceforth assume that pR in the PRJ-FHMM has
been augmented to additionally contain the transition-transversion ratio associated with each
rate, allowing us to ignore \ This simplification of the PRJ-FHMM allows us to make the
following observations. In the PRJ-FHMM, Vr defines a binomial distribution over the number
of rate breakpoints in the alignment:
where this argument also applies to Ms (Vt is assumed to have been merged into Vr). In the
limit of N —> °° and Vr —> 1, the distribution in Equation (6.46) tends to that of (6.45), with:
as the Poisson distribution is the limiting case of the binomial distribution (Poisson, 1837). In
practice, these distributions are extremely similar for small values of XR. Hence, the Poisson
priors used in the MCPs of Suchard et al. (2003) and Minin et al. (2005) can be regarded as
almost equivalent to a single setting of Vs and Vr, the transition probabilities in the PRJ-FHMM.
To summarise: the MCP of Minin et al. (2005) is effectively a special case of our model
with a fixed value of Vs and vR, each state occurring only once and no separation between
the processes leading to changed rates and changed nucleotide substitution parameters. In
contrast, our PRJ-FHMM separates kR, the number of states (or different segment types) from
the average segment length (determined by v^), where the average segment length is not set to
a fixed value, but also inferred.
6.6.3 Generating synthetic alignments
Given an alignment position that has rate r, we sample the branch lengths from the gamma
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is the Gamma distribution parametrised in terms of the mean g and variance a. Both the
PRJ-FHMM model and the MCP of Minin et al. (2005) expect some variance in the branch
lengths, as they integrate out the exact branch lengths using the exponential distribution in
Equation (6.6). Instead of matching the variance introduced by the exponential distribution,
we instead set the variance on the branch lengths to be 10~5. This introduces a small model
mismatch as we do not in general expect alignments to exactly match our model assumptions.
As the focus in our simulations is on modelling changes in p^, the rate, the mutations in the
synthetic datasets were always sampled with the transition-transversion ratio set to 2.27, the
estimated transition-transversion ratio for the Neisseria alignment. Our equilibrium frequen¬
cies were set to the uniform distribution, with the exception of the alignments generated for
checking the correctness of our model in Section 6.5.5.
Our distribution over a column in the alignment is P(y,\Hs,w,Q). This depends on the
topology, the branch lengths, the transition-transversion ratio and the equilibrium distribution
of the nucleotides. We have specified all of these, and can now sample y, from this distribution.
6.7 Investigating the behaviour of PRJ-FHMM
6.7.1 The advantages of adapting
In Figure 6.3, we demonstrate the need for adapting p/?, the set of rate states. We generate
a synthetic alignment where the rate states are picked to lie between the fixed rates used by
Husmeier (2005), representing a worst-case scenario for the fixed-parameter model. The fixed
set of rates are set to the default set of rate states in Husmeier (2005):
Pr — {~3, —2.5,—2, —1.5, -1,-0.5,0,0.5,1,2}.
The rates used in the synthetic alignment were {—1.75, —1.25,—0.75}, which were used to
generate the alignment as outlined in Section 6.6.3. We also include a segment where recom¬
bination occurs, modelled by a change in the topology. As the focus was on finding the effect
of adapting p^, we fixed pT = {0.35}. This sets the transition-transversion ratio to the correct
value for the alignment.
Both models map each position in the alignment to a rate in pR. Ideally, the fixed parameter
model should find that the two rates surrounding the true rate are equally likely, as then the
mean predicted rate would equal the true underlying rate. Instead, as the model moves along
the alignment, it consistently and frequently changes between the two closest rate states, poorly
modelling the rate and causing spurious predictions of rate variation. When pR is adapted, the
model successfully finds the underlying rate along the alignment, clearly demonstrating the
need for adapting p/(,. The fixed-parameter model could still correctly distinguish between the
recombination and rate variation.
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Figure 6.3: A synthetic alignment that causes problems for the fixed-parameter phylo¬
genetic FHMM. Each segment has a rate picked from: {—1.75,-1.25,-0.75}. Sub-
figure a) shows the credibility intervals of the posterior distribution of the rate for the
fixed parameter model of Flusmeier (2005) with the default set of possible rates: pR =
{—3,—2.5,—2, —1.5, —1,-0.5,0,0.5,1,2}. Sub-figure b) shows the credibility intervals of the
posterior distribution of the rate when is adapted. In both graphs, the rate is represented
by the vertical axis, while the position along the horizontal axis represents the position along
the alignment. The solid thick grey line shows the true underlying rate, while the solid black
line shows the mean predicted rate and the dashed and dotted lines show the 66% and 95%
percentiles of the posterior rate distribution.
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Figure 6.4: The influence of on the posterior of Vr, demonstrated on the alignment of Neis¬
seria which will be described in Section 6.8.1. Sub-figures a) and b) illustrate that the posterior
of Vr is dependent on the choice of pR. The expected value of Vr in Sub-figure a) is close to
1, which implies that the alignment contains long segments where the rate doesn't change. In
Sub-figure b), the expected value of vR is close to 0.5, implying a large number of transitions,
and hence generally short segments. vR was never observed at such low values in Husmeier
(2005) as some unrealistically high rates were included. These drive up Vr as demonstrated
in Sub-figure c), which has the same pw as Sub-figure b) with an unrealistically high rate state
added, driving vR upwards. See Section 6.10.1 for an explanation of this effect.
6.7.2 Locating multiple behaviours in Vr when adapting
Husmeier (2005) fixes the model to a single choice of p^. In Figure 6.4, we investigate how the
choice of pR affects the posterior of VR, the probability of staying in the same rate between adja¬
cent alignment positions. We investigate the alignment of Neisseria described in Section 6.8.1,
where the log transition-transversion ratio is fixed at 0.35 = log102.27, as in Husmeier (2005).
Sub-figures a) and b) illustrate that the posterior of Vr is dependent on the choice of p^. The
large expected value of Vr in Sub-figure a) implies that the alignment contains long segments
where the rate doesn't change. In Sub-figure b), Vr peaks at a low value, implying a large
number of transitions, and hence on average short segments.
The posterior distribution of VR is determined by the choice of pR in a non-obvious fashion.
Hence, picking different static choices of pR in order to investigate all behaviours present in
the sequence is difficult. In contrast, adapting pR during the simulation will find all behaviours
present. Furthermore, Vr was never found to peak at such low values in Husmeier (2005). This
is because some unrealistically high rates were included. These drive up Vr as demonstrated
in Sub-figure c), which has the same p^ as Sub-figure b) with an unrealistically high rate state
added, driving Vr upwards. See Section 6.10.1 for an explanation of this effect.
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6.7.3 Investigating position specific codon rate variation
In the presence of both large-scale rate heterogeneity as well as codon position specific rate
variation, the posterior of Vr will be multi-modal: one mode representing the large scale be¬
haviour and the other mode reflecting the codon specific rate variation. When a DNA sequence
codes for a protein, each triplet in the sequence codes for a single amino acid. However, a
change in the third position of the triplet often does not change which amino acid is coded for.
Hence, often a mutation in this position has no impact on the function of the protein, and there
is a smaller penalty for a mutation in this position. Additionally, even when a mutation in the
third codon position changes the resulting amino acid, the biophysical properties of the new
amino acid tend to be similar, further implying a lower selective pressure. Given a segment of
rate p«, we generate synthetic alignments that exhibit this effect by making each third codon
position have rate ps + c, where c reflects the strength of the codon specific behaviour. To leave
the average rate unchanged, the first and second codon positions have rate pr —
Our synthetic alignment consists of a series of segments of length 150. We first define a
segment with p« = —1.5, a segment with high rate of Pr = — 1 and a segment with a low rate
of pR — —2. To investigate how this interacts with topology changes, we also add a region
with a different topology to simulate recombination. The segments along the alignment are
arranged as: normal, low rate, normal, recombination, normal, high rate, then normal again.
We then generate the alignment as outlined in Section 6.6.3. The transition-transversion is
inferred using our normal inference scheme.
In Figure 6.5, we investigate the effect of changing c on this synthetic alignment. Sub-
figure a) illustrates how the codon positions in each region start to overlap as c increases. In
Sub-figure b), we see that the posterior of Vr becomes multi-modal, as expected. Sub-figure c)
represents the posterior for Vr. We see that as c increases, the posterior for v$ is not affected -
it still correctly peaks at values close to 1, indicating that changes in the topology are unlikely.
Sub-figure d) shows how the probability of only having one state varies between the chains.
The model correctly predicts that there is only one transition-transversion ratio until c becomes
sufficiently large.
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Figure 6.5: Investigating the behaviour of the PRJ-FHMM model in the presence of both large-
scale rate heterogeneity and codon position specific rate variation. Here, the log rate of each
codon triplet along the sequence is: [p« — |— §, pR + c], where p« is the rate of the seg¬
ment and c reflects the strength of the codon specific behaviour. Sub-figure a) shows the setup
of the synthetic study with different shadings indicating different segments. The three lines for
each segment indicate the three codon positions. Sub-figure b) shows how the posterior for Vr
varies as we increase c. The horizontal axis represents c while the y-axis displays the posterior
distribution of Vr for that value of c. Darker shadings indicate higher probability. As the codon
effect becomes stronger, it starts to dominate the predictions. At c w 0.6, we can see a multi¬
modal posterior as the model picks up both behaviours, corresponding to the multiple peaks
found in Figures 6.15 and 6.10. Sub-figure c) represents the posterior for V5. We see that as c
increases, the posterior for is not affected - it still correctly peaks at values close to 1, indi¬
cating that changes in the topology are unlikely. Sub-figure d) shows how the probability of only
having one rate and one transition-transversion ratio along the sequence. The model correctly
predicts that there is only one transition-transversion ratio until the codon effect is twice as big
as the rate difference between the long segments.
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6.7.4 Comparison with the MCP of Minin et al. (2005) on a synthetic alignment
We compare the performance of the PRJ-FHMM model and the MCP of Minin et al. (2005)
on a simple synthetic multiple-sequence alignment consisting of alternating segments of length
200 at rates — 1 and —0.7. The low and high rate segments alternate 6 times, starting and ending
with the low mutation rate. In our plots, the thick grey lines will display the underlying true rate
compared to the predictions, as seen in Figure 6.7. See Section 6.6.3 for how we generate the
synthetic alignment given the rates. This setup, for instance, simulates an alignment consisting
of alternating introns and exons.
In Figure 6.6, we investigate the posterior distributions of v$, Vr and V7 for the synthetic
comparison outlined above, where we have set XR = 3. The posterior probabilities of vR and
Vt being relevant to modelling the alignment are shown at the top of the appropriate graph. For
instance, if the alignment consists of a single rate state, then Vr is irrelevant - see Section 6.4.5.
The posterior distribution of Vs peaks at values close to 1, correctly indicating that very few
topology changes can occur along the alignment. Vr is relevant as the rate changes along the
alignment, and the posterior probability of Vr being relevant according to the PRJ-FHMM
model is 0.988. Additionally, the posterior distribution of Vr peaks close to the true value of
0.99545, calculated using Equation (6.47) and inserting the number of segments present. The
PRJ-FHMM model correctly predicts that it is unlikely that Vj is relevant. V7- being irrelevant
correctly indicates that the transition-transversion ratio is constant along the alignment.
In Figure 6.7, we investigate how changing the prior on the number of rates affects the
predicted number of underlying unique rates and rate segments for the synthetic alignment.
This reflects how both methods would be used in practice. We examine the effects of setting
the parameters that describe the priors to three different values: A conservative (or most par¬
simonious) setting, the best setting (where the prior distribution is closest to the posterior) and
high variability setting (offset from the best by the difference between best and conservative
setting).
The conservative setting is where XR = 1 for the PRJ-FHMM (on average expecting one
rate state) and A^ = 1 for the MCP of Minin et al. (2005), which corresponds to on average
expecting one breakpoint. The best setting is where XR — 2 and XR = 10. The high variability
setting is offset from the best by the difference between the conservative and best settings,
hence Xr = 2+ (2— 1) = 3 and A= 10 + (10— 1) = 19.
On average, the MCP of Minin et al. (2005) exhibits a higher error compared to the PRJ-
FHMM model, exhibits a noticeably higher variability as seen by the wider confidence inter¬
vals, and appears slightly more dependent on the setting of the prior.
In Figure 6.8, we investigate the effect of repeated state visits by using equivalently infor¬
mative priors on the average number of segments for both models. We re-use the priors on
the average number of breakpoints from before: Af = 1, XBR = 10 and A^ = 19. Using Equa-
6.7. Investigating the behaviour of PRJ-FHMM 129
Posterior probability of vnH
being relevant is 1 ± 0
vs is always relevant.
Posterior probability of v(
being relevant is 0.515 ± 0.01
Figure 6.6: The posterior distributions of Vs, vR and vT for the synthetic alignment described
at the beginning of Section 6.7.4. For each graph, the horizontal axis indicates the value of v,
plotted logarithmically approaching 1, while the vertical axis represents P(y\fD), the posterior
probability of v, plotted on a logarithmic scale. The posterior probabilities of vR and Vj being
relevant to modelling the alignment are shown at the top of the appropriate graph. For instance,
if the alignment consists of a single rate state, then vR is irrelevant - see Section 6.4.5. The
posterior for Vs peaks at values close to 1, correctly indicating that very few topology changes
occur along the alignment. vR is relevant as the rate changes along the alignment - the posterior
probability of vR being relevant according to the PFtJ-FHMM model is 0.988. Additionally, the
posterior distribution of VR peaks close to the true value of 0.99545. The PRJ-FHMM model
correct predicts that Vy is irrelevant, which is correct as the alignment was sampled using a
single transition-transversion ratio.
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PRJ-FHMM MCP of Minin et al. (2005)
Figure 6.7: A simple synthetic study where the MCP of Minin et al. (2005) has a larger average
error and suffers from a slightly stronger dependence on the prior. The alignment consists of
repeated alternating segments with rates —1 and -0.7, both 200 columns long. Each graph is
set up in an identical fashion to Figure 6.3.
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Figure 6.8: We investigate the effect of repeated state visitations by using equivalently informa¬
tive priors on the average number of rate breakpoints (or rate changes) for both models. We
investigate the same values for as in Figure 6.7, which we translate to minimum values for
Vs, Vr and Vy for the PRJ-FHMM model using Equation (6.47). See Figure 6.7 for the meaning
of the lines and axis in each graph.
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tion (6.47) and substituting in L = 11 * 200 = 2200, we find that Vr = 0.99955, vR — 0.99545
and Vr = 0.99136 respectively. We use these values as our lower thresholds on Vs, Vr and V7-,
and set Xr = 1, where Xr is the prior on the average number of rate states.
As can be seen from the setting of XB that makes the prior distribution most closely match
the posterior, the MCP cannot as accurately characterise the rate along the sequence as the
PRJ-FHMM model. Adding a more informative prior on the average number of segments to
the PRJ-FHMM model only slightly reduces the average distance between the mean predicted
rate and the true rate, but does produce a cleaner prediction by reducing the 95 percentiles of
the credibility intervals of the posterior rate. The average error has not significantly decreased,
which implies that the PRJ-FHMM model has already managed to infer Vj, \r and Vt to some
degree of accuracy. The remaining uncertainty was reflected in the uncertain 95 percentiles of
the posterior distribution of the rate along the alignment in Figure 6.7.
In Figure 6.9 we investigate the posterior number of rate states found by the PRJ-FHMM
model, and the posterior number of rate segments found by both models. Using the same con¬
servative, best and high variability settings from before, the PRJ-FHMM model confidently
predicted the correct number of rate states. The number of rate segments predicted by the MCP
of Minin et al. (2005) vary strongly as setting of the parameter describing the prior change,
making it hard to use the MCP to predict the number of segments present in the alignment.
The mode of the PRJ-FHMM model prediction is 17-20 segments, which is an over-estimate.
In Sub-figures c) and d) we limit the PRJ-FHMM model to the equivalent of the high vari¬
ability Xbr setting for the MCP. This mapping is done as outlined in Section 6.6.2. Both the
posterior number of states and segments are now more highly peaked around their correct val¬
ues, showing that more informative prior knowledge about the number of segments makes the
PRJ-FHMM model more confidently give the correct predictions.
When the PRJ-FHMM model is applied to real alignments, we have the option of di¬
rectly thresholding vR to introduce more prior knowledge about segments, as outlined in Sec¬
tion 6.4.2, or alternatively introducing more informative prior on VR by changing the a and (3
parameters in Equation (6.12). Currently, all values of vR are a priori equally likely as a = 1
and (3 = 1. However, we might expect that values of vR closer to 1, corresponding to longer
segments, to be more likely, which can be specified by adjusted a and (3.
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Figure 6.9: The posterior number of rate states found by the PRJ-FHMM model, and the pos¬
terior distribution of the number of rate segments for both models on the synthetic alignment
described in Section 6.7.4. Sub-figure a) shows for the PRJ-FHMM model how the posterior
number of rate states change when using the conservative, best and higher variability priors
from before (labelled as low, correct and high priors respectively). The horizontal axis ranges
across these priors, where for each prior the posterior distribution over number of states is
shown vertically, summing to one. For all priors tested, the PRJ-FHMM model confidently and
correctly predicted that there are two rate states. Sub-figure b) compares the posterior num¬
ber of rate segments between the models, where bar-graphs that point upwards represent the
posterior number of segments for the PRJ-FHMM model, while the bar-graph that point down¬
wards represents the posterior number of segments for the MCP of Minin et al. (2005). The
mode of the PRJ-FHMM models predictions is at 17-20 segments, which is an over-estimate. In
Sub-figures c) and d), we instead of setting Xf, we lower-bound Vs, Vr and Vr from PRJ-FHMM
model to the equivalent of Xr from the MCP of Minin et al. (2005).
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6.8 Application to real DNA sequence alignments
6.8.1 Neisseria
One of the first indications for sporadic recombination was found in the bacterial genus Neis¬
seria (Maynard Smith, 1992). We selected the four strains Neisseria gonorrhoeae (X64860),
Neisseria meningitidis (X64866), Neisseria cinera (X64869) and Neisseria mucosa (X64873),
where GenBank/EML accession numbers are shown in brackets. Zhou and Spratt (1992) found
two anomalous, or more diverged regions in the DNA alignment, which occur at positions
r = 1 — 202 and t = 507 — 538 (Note that Zhou and Spratt, 1992 used a different labelling
scheme, with the first nucleotide at t = 296, and the last one at t = 1082.) In the rest of the
alignment, N.meningitidis clusters with N.gonorrhoeae (defined as topology Hs,t — Pk.i in our
HMM), while between t — 1 and t — 202, they found that it is grouped with N.cinera (defined
as state Hs,t = 3). Zhou and Spratt (1992) suggested that the region t = 507 — 538 is the result
of rate variation.
6.8.2 Maize
We investigate an alignment of the gene family of maize actin genes where gene conversion has
been found to occur - a process similar to recombination. This process occurs in multi-gene
families, where a DNA subsequence of one gene can be replaced by the DNA subsequence
from another. Indication of gene conversion between two pairs of maize actin genes has been
reported in Moniz de Sa and Drouin (1996). We use the same alignment and specification of
the topologies as Husmeier and McGuire (2003).
6.8.3 HIV-1 KAL-153
In 1996, a recombinant HIV-1 strain termed KALI53 caused an epidemic outbreak of AIDS
infection among intravenous drug users around Kaliningrad, Russia. Liitsola et al. (1998)
identified KAL153 as a recombinant of subtypes A and B. We use a whole genome sequence
alignment of KALI53 with three consensus sequences of subtypes A, B and F from the Los
Alamos HIV Sequence Database. We used the same sequence alignment as in Suchard et al.
(2003).
6.8.4 Simulation settings and an empirical comparison with the MCP of Minin
et al. (2005)
For an empirical comparison between the proposed phylogenetic FHMM and the dual MCP
of Minin et al. (2005), we map 7.^ = 2XR — 1. This assumes that on average every extra rate
state causes two extra breakpoints and that when XR = 1, both models are set to their most
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conservative prior distributions. We investigate the stability of the methods by investigating
the settings: As G {1,... ,5}, which is thus mapped to \BR G {1,3,5,7,9} for the MCP of Minin
et al. (2005). In order to easily compare our inference scheme to that used by the MCP, we use
their Gaussian priors on pR and pr, as described in Section 6.4.2. We investigate the effect of
using the uniform and the even number order statistics prior in Section 6.9.4.
This leaves us to specify A,® from Equation (6.45), the mean number of topology break¬
points expected. We follow their recommendations and set Af = \/2. In contrast, the PRJ-
FHMM model infers Vs, the equivalent parameter.
6.9 Results on real sequence alignments
6.9.1 Segmenting the alignment of Neisseria DNA sequences
6.9.1.1 The posterior probability distributions of Vj, Vr and Vy
In Figure 6.10, we explore the posterior distributions of v$, Vr and Vy for the alignment of
Neisseria DNA sequences described in Section 6.8.1. This initial exploration was performed
with Afl = 3, the middle of the range of investigated priors. The posterior probabilities of Vr and
Vy being relevant to modelling the alignment are shown at the top of the appropriate graph. Vr
is relevant with probability 0.982±0.003. Hence, it is highly likely that the alignment exhibits
rate heterogeneity - see Section 6.4.5. In contrast, the posterior probability of Vy begin relevant
is only 0.41 ±0.005, indicating the transition-transversion ratio probably does not vary along
the alignment. Vs is always relevant, as ps and ks are fixed by the construction of our model.
Notice that the posterior distribution of Vs has only a single mode, while the posterior
distribution of Vr has multiple modes. The multi-modality is presumably due to a codon po¬
sition specific rate variation. To test this conjecture, we synthetically generated a set of DNA
sequence alignments with different trade-offs between codon-specific and region-specific rate
variation - see Section 6.7.3. The results of this investigation on a synthetic alignment suggests
that the bimodality observed in the distribution of P (Vr) on Neisseria could, indeed, result from
an interplay of these two effects. This implies that the peak around Vr — 0.9 could be due to
the codon effect. We are mainly interested in region-specific rate heterogeneity, owing to its
confounding effect on the detection of recombination (Husmeier, 2005), and its increasing rele¬
vance in functional genomics (Nimrod et al., 2005; Siepel and Haussler, 2004). For that reason
we focus on the peak representing promising long scale behaviour at around Vr = 0.995, by
setting Cr1'" = 0.667, the minimum between the codon and region effect peaks.
Vy also exhibits multiple modes, indicating that there might be multiple different be¬
haviours in the original alignment. However, the low posterior probability of Vy being relevant
indicates that the transition-transversion ratio is probably invariant along the alignment. Again,
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Posterior probability of v
being relevant is 0.677 ± 0.006
Posterior probability of v_H
being relevant is 0.9998 ± 0.0003
vs is always relevant.
Figure 6.10: The posterior distributions of Vs, Vr and Vt for the alignment of Neisseria DNA se¬
quences described in Section 6.8.1. This figure is laid out in an identical fashion to Figure 6.15.
The posterior probability of vR being relevant for modelling the alignment is 0.982 ±0.003 (in¬
dicated at top of graph), where vR is irrelevant if there is only a single rate state {kR = 1). The
posterior probability of Vj begin relevant is 0.41 ±0.005, indicating the transition-transversion
ratio probably does not vary along the alignment.
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Figure 6.11: The posterior distribution of the phylogenetic tree topology along the alignment
of Neisseria DNA sequences. Sub-figure a) shows the predictions for the PRJ-FHMM while
Sub-figure b) shows the predictions for the MCP of Minin et al. (2005). The x-axis represents
the alignment position, the y-axis the probability, and each sub-plot indicates the posterior prob¬
ability of each possible topology. Topology 1 : [(N.gonorrhoeae, N.meningitidis), (N.cinera,
N.mucosa)]] Topology 2 : [(N.gonorrhoeae, N.cinera), {N.meningitidis, N.mucosa)]] Topology 3:
[{N.gonorrhoeae, N.mucosa), (N.cinera, N.meningitidis)]. Zhou and Spratt (1992) predicted a
breakpoint at position 202, while the phylogenetic FHMM predicts it to lie in the region 80-200
- this is the region where the posterior probability of the recombinant tree topology gradually
decreases from 1 to 0.
we are interested in long scale variation, and set C™in = 0.995.
This experiment was then rerun, and C^"n and C™n were set to the values of vR and
with the lowest posterior probability. This was repeated until C™n and C™ax were located at the
minimums of vR and V^, which occurred when Cr*" = 0.977 and C™ax = 0.995.
In all cases, the posterior distribution of v$ peaked at values close to 1, indicating that a
posteri there are only a few topology changes in the alignment.
6.9.1.2 Posterior distributions of the phylogenetic tree topology and rate
In Figure 6.11, we investigate the posterior distribution of the phylogenetic tree topology for
the PRJ-FHMM and the MCP of Minin et al. (2005). The predictions are in good agreement
with those of Zhou and Spratt (1992) - see the caption of the figure for details. We display the
predictions for Xr = 1 and XR=\ — the predictions appeared stable for the ranges of priors on
the rates we tested: Xr & {1,... ,5} and the corresponding X% £ {1,3,5,7,9}
Figure 6.12 compares the predicted rate along the alignment for the PRJ-FHMM and the
MCP of Minin et al. (2005). We display the results for the extremities of the prior range. The
PRJ-FHMM consistently finds that regions 1-75 and 425-530 are more diverged, with some
minor divergence around 345-385. In contrast, the MCP is strongly dependent on the prior
138 Chapter 6. A Phylogenetic Factorial Hidden Markov Model
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Figure 6.12: The credibility intervals of the posterior rate distribution along the alignment of
Neisseria DNA sequences. In each panel, the x-axis indicates the alignment position and the y-
axis indicates the log rate. The black line represents the mean predicted rate, while the dashed
and dotted lines represent the 66th and 95th credibility intervals. The panels on the left represent
the PRJ-FHMM, while the panels on the right represent the MCP. The top and bottom panels
compare the lowest and highest values of Xr (hence also X%, due to the mapping described in
Section 6.6.2) that were investigated.
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as the detection of rate variation at positions 1-75 is found only for specific settings of the
prior. Zhou and Spratt (1992) found two anomalous regions present in the alignment: 1-202
and 507-538. They suggested that 1-202 is the result of recombination, while unsure of the
origin of the anomalous region 507-538. Both the PRJ-FHMM and the MCP agree with Zhou
and Spratt (1992) that no topology change occurs around the region 507-538, but identify the
anomalous region as part of a larger region of rate variation, namely 425-530. The PRJ-FHMM
and MCP consistently identified that a recombination event occurs towards the beginning of the
sequence. However, only the PRJ-FHMM consistently identified the region 1-75 as being more
diverged. In contrast, the MCP predictions were dependent on the setting of X^.
Figure 6.13 shows comparisons of the predicted numbers of rate states and segments by the
PRJ-FHMM and the MCP of Minin et al. (2005), and their dependence on the prior. The PRJ-
FHMM gives a stable prediction of the number of different rate states present, which neither
the MCP nor the model of Husmeier (2005) can estimate. For Xr g {1,..., 5}, the PRJ-FHMM
predicts that there are two to three rate states that occur repeatedly along the alignment. Sub-
figure b) shows the predicted number of segments with the PRJ-FHMM and MCP shown in the
top and bottom panels, respectively. The MCP cannot predict the number of states present, and
furthermore is sufficiently sensitive to changes in Xr that predicting the number of segments
present is extremely difficult due to our lack of knowledge about how XR is set. In contrast, the
predictions of the PRJ-FHMM are stable - a consequence of the fact that in the PRJ-FHMM,
we infer the distribution over vR from the DNA sequence alignment. This produces stable
predictions which indicate uncertainty over the true number of segments present. Sub-figures c)
and d) show the effect of increasing prior knowledge on the PRJ-FHMM, where increasing the
amount of prior knowledge makes the predictions of the number of segments found more in
line with our expectations.
6.9.1.3 Posterior distribution of the transition-transversion ratio.
Figure 6.14 shows the credibility intervals of the posterior distribution of the transition-transversion
ratio along the alignment for both models. The predicted transition-transversion ratio along the
alignment is very stable for the PRJ-FHMM model and independent of the prior on rate states.
In contrast, the predictions of the MCP of Minin et al. (2005) show slightly more variation, pre¬
sumably due to its tying together of the rate and transition-transversion ratio into the same seg¬
ment. As shown in the Figure 6.10, the most likely explanation for the transition-transversion
ratio found by the PRJ-FHMM model is that there is only a single log transition-transversion ra¬
tio for the whole alignment, which is reflected in the predicted posterior transition-transversion
ratio.
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Figure 6.13: Comparisons of the predicted numbers of rate states and segments present on
the alignment of Neisseria DNA sequences by our PRJ-FHMM and the MCP of Minin et al.
(2005). In all cases, the horizontal axis represents A,/?, the expected mean number of rate states,
mapped to the MCP as described in Section 6.6.2. Sub-figure a) shows the predicted number of
states. The PRJ-FHMM gives a stable prediction of the number of different rate states present,
which neither the MCP nor the model of Husmeier (2005) can estimate. For XR e {1,...,5},
the PRJ-FHMM predicts that there are two to three rate states that occur repeatedly along
the alignment. Sub-figure b) shows the predicted number of segments with PRJ-FHMM and
MCP (depicted in the top and bottom panel, respectively). The MCP is sufficiently sensitive
to changes in XR that predicting the number of segments present is highly dependent on prior
knowledge. The segment predictions for the PRJ-FHMM are uncertain, with 1, 4 or 6 segments
most likely. Sub-figures c) and d) show the effect of increasing prior knowledge on the PRJ-
FHMM, where in Sub-figure c) vR is constrained such that 0.98 < vR, equivalent to expecting
that segments are not on average shorter than 50 base pairs. Sub-figure d) shows the result of
constraining vR such that the average number of segments is at most 9. This is equivalent to
the distribution over segments when XR = 5 for the MCP.
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Figure 6.14: The credibility intervals of the posterior distribution of the log transition-transversion
ratio along the alignment of Neisseria DNA sequences. This figure is laid out identically to
Figure 6.12, expect that the transition-transversion ratio is plotted, not the rate. The predictions
of the PRJ-FHMM model are more stable to changes in the rate prior, while the predictions of
the MCP of Minin et al. (2005) are slightly more variable.
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6.9.2 Segmenting the alignment of maize DNA sequences
6.9.2.1 The posterior probability distributions of v5, Vr and vT
In Figure 6.15, we examine the posteriors distributions for Vs, vR and Vr on the alignment
of maize DNA sequences described in Section 6.8.2. Again, for our initial explorations of
the alignment, we set Xr = 3, the middle of the range of settings investigated. The posterior
probability for vR being relevant to modelling the alignment is 0.903 ±0.005, hence, it is highly
likely that the alignment exhibits rate heterogeneity (see Section 6.4.5). In contrast to Vr, the
posterior probability of Vr being relevant is 0.18 ±0.01, indicating that it is likely that the
transition-transversion ratio does not vary along the alignment.
The posterior distribution of Vr contains multiple modes. As with the alignment of Neis¬
seria in Section 6.9.1, the peak around 0.5 probably corresponds to the codon effect - see
Section 6.7.3 for our synthetic experiments that investigate this effect. The peak representing
promising long scale behaviour is at around Vr = 0.995. Like with the alignment of Neisseria
DNA sequence, we focus on the peak representing promising long scale behaviour at around
Vr = 0.995, by setting C™n = 0.963, the minimum between the codon and region effect peaks.
Vr also exhibits multiple modes, indicating that there might be multiple different be¬
haviours in the original alignment. The low posterior probability of Vr being relevant indicates
that the transition-transversion ratio is probably invariant along the alignment. Again, we are
interested in long scale variation, and set C™n = 0.992.
This experiment was then rerun, and C™n and C™n were set to the values of Vr and Vr
with the lowest posterior probability. This was repeated until C™n and C™ax were located at
the minimums of Vr and Vr, which occurred when C^1'" = 0.677 and C™ax = 0.994. As with
our analysis of the alignment of Neisseria DNA sequences, the highly peaked distribution of
Vs shows that the model predicts that there are only few topology changes in the alignment.
6.9.2.2 Posterior distributions of the phylogenetic tree topology and rate
In Figure 6.16, we investigate the posterior distribution of the phylogenetic topology along
the alignment of maize DNA sequences, where Xr = 1 and X% = 1. The predictions appeared
stable for the ranges of priors on the rates we tested. The posterior topology distributions are
very similar between the models, as both detect the topology changing somewhere between
alignment positions 700 to 980 - this is where the posterior probability of topology 1 changes
from 1 to 0. This change in topology is evidence that gene-conversion occurred along these
sequences.
Figure 6.17 compares the credibility intervals of the posterior rate distribution for both
models, for the extremities of the prior range. The area of low selective pressure (or high rate)
detected between positions 370 and 465, might be an intron that was inadvertently included in
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Posterior probability of v(
being relevant is 0.335 ± 0.01
vs is always relevant. Posterior probability of vDH
being relevant is 0.987 ± 0.004
104
Figure 6.15: The posterior distributions of Vs, Vr and vT for the alignment of maize DNA se¬
quences described in Section 6.8.2. This is laid out in an identical fashion to Figure 6.10. The
posterior probability of Vr being relevant for modelling the alignment is 0.903 ± 0.005 (indicated
at top of graph), where Vr is irrelevant if there is only a single rate state (kR = 1), while the pos¬
terior probability of Vt being relevant is only 0.178 ±0.01, indicating that it is highly likely that
the transition-transversion ratio is constant along the alignment. Both and Vt exhibit multiple
modes, indicating that there might be multiple different behaviours in the original alignment.
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Figure 6.16: The posterior distribution of the phylogenetic tree topology along the alignment of
maize DNA sequences. Sub-figure a) shows the posterior distribution of the topology along the
alignment for the PRJ-FHMM model, while Sub-figure b) shows the corresponding posterior dis¬
tribution for the MCP of Minin et al. (2005). In both cases, the x-axis represents the alignment
position, and each sub-plot indicates the posterior probability of each possible topology. The
posterior topology distributions are very similar between the models, as both detect the topol¬
ogy changing somewhere between alignment positions 700 to 980 - this is where the posterior
probability of topology 1 changes from 1 to 0.
the alignment, as indicated by its significantly higher rate.
In Figure 6.18, we investigate the number of predicted rate states for the PRJ-FHMM
model, and posterior number of rate segments for both models, and their dependence on Xr.
For Xr G {2,3,4}, the PRJ-FHMM model predicts that there are 3 rate states in the alignment,
and it is most likely that there are three segments along the segment. We also investigate the
effect of more informative priors on V/?.
6.9.2.3 Posterior distribution of the transition-transversion ratio.
In Figure 6.19, we investigate the posterior distribution of the log transition-transversion ratio
along the alignment. Comparing the columns on the left, we see that the PRJ-FHMM model
gives stable predictions independent of the rate prior, while the predictions of the MCP of Minin
et al. (2005) are slightly more variable. This is to be expected, as the PRJ-FHMM decouples
predictions of the rate from those of the transition-transversion ratio. As shown in Figure 6.15,
the most likely model for the transition-transversion ratio by the PRJ-FHMM model is that
there is only a single transition-transversion ratio for the whole alignment, which is reflected
in the predicted posterior transition-transversion ratio.
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Figure 6.17: The credibility intervals of the posterior rate distribution along the alignment of
maize DNA sequences for the PRJ-FHMM and the MCP of Minin et al. (2005), laid out in an
identical fashion to Figure 6.12. Both models detect an area of low selective pressure (or high
rate) between positions 370 and 465, which might be an inadvertently included intron, as indi¬
cated by its significantly higher rate.
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Figure 6.18: Comparisons of the predicted numbers of rate states and segments present on
the alignment of maize DNA sequences by our PRJ-FHMM and the MCP of Minin et al. (2005).
This is laid out in an identical fashion to Figure 6.13. For XR 6 {2,3,4}, the PRJ-FHMM model
predicts that there are 3 rate states in the alignment. It is most likely that there are three
segments according to the PRJ-FHMM model. The MCP is sufficiently sensitive to changes in
Xr that predicting the number of segments present is highly dependent on prior knowledge. In
Sub-figure c) Vr is constrained such that 0.98 < vR, equivalent to expecting that segments are
not on average shorter than 50 base pairs. Sub-figure d) shows the result of constraining vR
such that the average number of segments is at most 9.
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Figure 6.19: The credibility intervals of the posterior distribution of the log transition-transversion
ratio along the alignment of maize DNA sequences, laid out as in Figure 6.14.
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Figure 6.20: Investigating why the codon effect is significantly smaller in the alignment of Maize
DNA sequences. The panels on the left show the posterior rate for each codon position in
that segment, while the panels on the right show the corresponding codon position posterior
distributions of the transition-transversion ratio. The middle panels show the per codon position
posterior distributions for the area of high rate seen in Figure 6.17, while the panels at the top
and bottom show the corresponding per codon position distribution for the region before and
afterwards.
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6.9.2.4 Investigating the codon effect on Maize
Figure 6.20 investigates why the codon effect is significantly smaller along the alignment than
along the alignment of Neisseria DNA sequences. The graphs indicate that the region 370-465
does not exhibit a codon effect, while the rest of the sequence does. This explains the smaller
size of the codon effect peak in the posterior distribution of Vr seen in Figure 6.15 as there is
no codon effect in this middle region. This also provides additional evidence that the spike in
the rate is caused by an inadvertently included intron, as introns would not generally exhibit a
codon effect.
The posterior distributions of the transition-transversion ratio for each codon position does
not provide strong evidence for a codon position specific transition-transversion ratio effect.
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vs is always relevant. Posterior probability of vR
Posterior probability of v
Figure 6.21: The posterior distributions of Vs, Vr and Vy for the alignment of HIV-1 DNA se¬
quences described in Section 6.8.3. The expected value of v$ is 0.995, clearly shows that the
model predicts only a few topology changes. The posterior distribution of Vr indicates more
changes in the rate than expected - see Section 6.10.4 for some possible explanations for this.
We instead threshold and Vy such that 0.999 < Vr and Vy < 0.999, indicating that there
are not more than 9 rate or transition-transversion ratio breakpoints in the alignment, which is
equivalent to the prior used by Minin et al. (2005). V5 is correctly inferred by the model.
6.9.3 Segmenting the alignment of HIV-1 DNA sequences
6.9.3.1 The posterior probability distributions of V5, Vr and Vy
Figure 6.21 shows the posterior distributions for Vs, Vr and Vy for the alignment of KAL153
HIV-1 DNA sequences described in Section 6.8.3. As the posterior distribution of V5 peaks
at values close to 1, it clearly shows that the model predicts only a few topology changes.
Vr was always relevant, where relevant in this context implies that the HIV-1 DNA sequence
alignment was never modelled as a single state. This indicates that it is highly likely that the
rate heterogeneity occurs - see Section 6.27. However, Vr indicates more changes in the rate
than expected, which may be due to problems related to the alignment of the HIV-1 DNA
sequences, or some other mismatch between the assumptions of the model and what actually












































Figure 6.22: The posterior distribution of the phylogenetic tree topology along the alignment
of HIV-1 DNA sequences, laid out in an identical fashion to Figure 6.11. Again, Sub-figure a)
shows the predictions for the PRJ-FFIMM while Sub-figure b) shows the predictions for the MCP
of Minin et al. (2005). Using a letter to represent the sub-type, the topologies are Topology 1:
[(F,A),(B,X)]; Topology 2: [(F,B),(A,X)] and Topology 3: [(F,X)(A,B)]. The predictions are very
similar between the models, as both indicate that KAL153 (labelled X) is a recombinant of
subtypes A and B, as found by Liitsola et al. (1998).
occurred in the evolution of these DNA sequences. Instead, we follow Minin et al. (2005) and
set C™n = 0.999 and C™n = 0.999, a lower bound equivalent to the setting of Minin et al.
(2005) where A,® = 9. This is because their model is a special case of our model, with fixed
values of Vs and vR - see Equation (6.47). Since HIV-1 contains ten major genes along the
alignment (gag, pro, pol, env, vif, vpr, vpu, tat, rev and nef - see Suchard et al., 2003), this
corresponds to both the MCP and the PRJ-FHMM expecting on average each gene to have
its own rate and transition-transversion ratio. After this constraining is done, the posterior
probability of V7- being relevant increases from 0.377 ±0.01 to 0.766 ±0.006. This indicates
that it is likely that the transition-transversion ratio varies along the HIV-1 DNA sequence
alignment.
6.9.3.2 Posterior distributions of the phylogenetic tree topology and rate
Figure 6.22 shows the predicted phylogenetic tree topology along the alignment. The predic¬
tions are very similar between the models, as both indicate that KAL153 is a recombinant of
subtypes A and B, as found by Liitsola et al. (1998) and confirmed by Suchard et al. (2003).
Suchard et al. (2003) finds another region of recombination occurring at around 4000-4200,
which was not found by Minin et al. (2005). Interestingly, the PRJ-FHMM finds more support
for this area of recombination than Minin et al. (2005). However, the probability of this region
changing back to topology 2 is not significant enough to justify this conclusion.
Figure 6.23 shows the posterior distribution of the rate along the HIV-1 sequence alignment.
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Figure 6.23: The credibility intervals of the posterior rate distribution along the alignment of HIV-
1 DNA sequences, laid out in an identical fashion to Figure 6.12. When the MCP of Minin et al.
(2005) and the PRJ-FHMM are given informative priors about the number of segments - each
gene is expected to constitute a separate segment - they predict very similar patterns of rate
variation.
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Figure 6.24: Comparisons of the predicted numbers of rate states and segments present on
the alignment of HIV-1 DNA sequences by our PRJ-FHMM and the MCP of Minin et al. (2005),
laid out in an identical fashion to Figure 6.13. The PRJ-FFIMM model predicts that there are
between 3 and 6 rate states.
While these predictions are difficult to verify, we show that when the MCP of Minin et al.
(2005) and the PRJ-FHMM are given similar priors about the number of segments - each gene
is expected to constitute a separate segment - they predict very similar patterns of rate variation.
Changing the prior number of rate states in the PRJ-FHMM model appears to have little affect
on the predicted rate along the alignment.
Figure 6.24 shows the posterior number of rate states found by the PRJ-FHMM model and
the sensitivity of the methods to changes in the prior. For most settings of the prior, the PRJ-
FHMM model predicts that there are between 3 and 6 rate states in the alignment. As the mean
number of posterior rates is always larger than the setting of Xr (the mean prior number of rate
states), it provides a possible indication that our attempted priors might be too small, and that
applying a second hyper-prior inference scheme might be useful here, in an equivalent fashion
as is performed for the number of segments.
It is interesting to note that even when the PRJ-FHMM is allowed to predict as many
segments as the MCP (as 0.999 < vR is equivalent to = 9), it predicts a smaller number of
segments. This can be seen by comparing the posterior number of segments of the MCP when
XR = 5 (and thus X% = 9), to the predictions of the PRJ-FHMM.
6.9.3.3 Posterior distribution of the transition-transversion ratio.
Figure 6.25 shows the posterior transition-transversion predictions for both models. Both
modes predict significant changes in the transition-transversion ratio along the alignment. The
principal difference is that the MCP of Minin et al. (2005), probably due to its tying the esti¬
mation of the transition-transversion ratio to estimating the rate, predicts block like changes in
the transition-transversion ratio.
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Figure 6.25: The credibility intervals of the posterior transition-transversion ratio along the align¬
ment of HIV-1 DNA sequences, laid out in an identical fashion to Figure 6.14.
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6.9.4 Investigating alternative priors on and pT
In Figure 6.26, we investigate the effect of changing the priors on and pT on the predicted
rate along the alignment of Neisseria DNA sequences. The Gaussian prior gives a higher
probability to the observed rates. As the set of observed rate states is more likely under the
Gaussian prior, the PRJ-FHMM predicts more rate states, shifting the posterior distribution of
the number of states to higher values. This may account for the slightly increased variance of
the rate predictions.
Under the even-numbered order statistics prior, the ideal situations is that all states are
spaced equally. Instead, in the rate case they cluster around -1.2, where this arragnement has a
low prior probability. This results in having the lowest expected number of rate states, and
most conservative predictions for the rate. The uniform prior appears to be somewhere in the
middle of the even-numbered order statistics prior and the Gaussian prior.
In Figure 6.27, we perform the equivalent investigation on the alignment of HIV-1 DNA
sequences. The Gaussian prior removes the more extreme predictions as seen in the 95% con¬
fidence interval, as they are less supported by the prior. In contrast, the even ordered statistics
prior encourages these extreme rate states, as can be seen by the more extreme spikes in the
95% credibility intervals. Again, the Gaussian prior gives the highest posterior number of rate
states, while the even numbered order statistics gives the lowest posterior number of rate states.
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Figure 6.26: Investigating the effect of using different priors on and pr for the posterior
distribution of the rate on the alignment of Neisseria DNA sequences. Panels on the left show
the credibility intervals of the rate distributions, as seen in Figure 6.12, while the panels on the
right show the posterior distribution of the number of states.
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Figure 6.27: Investigating the effect of using different priors on pR and pr for the predictions on
the alignment of HIV-1 DNA sequences, laid out in the same fashion as Figure 6.26.
158 Chapter 6. A Phylogenetic Factorial Hidden Markov Model
6.10 Discussion
6.10.1 Why extreme rate states drive up the value of Vr
In Husmeier (2005), the posterior distribution for vR was always found to peak at values close
to 1, which indicates the presence of long rate segments. Here, we discuss how their model was
limited to find such high vR values due to including an unrealistically high rate in the default
set of rate states chosen. We offer two with two alternative explanations for this phenomenon.
For illustration purposes, assume that the emission probability associated with the unreal¬
istically high predicted rate p* is consistently equal to 0 and ignore the topology states H$ and
transition-transversion ratio states H^. The computation of the marginal likelihood P(T>\vR)
requires a marginalisation over all hidden state sequences:
P(0|Vk) = (6-49)
H* t
Each hidden state sequence that transits into p* has a zero contribution due to the fact that
P(y,\p*) = 0. Consequently, the marginal likelihood P(2)|V/;) when including the extra hidden
state is formally identical to the marginal likelihood without the extra hidden state except that
the transition probabilities P{HRt,\HR^\) with HRt ^ HRtr_i are scaled down by a factor of
k/k+1, where k is the number of different hidden states with the extreme rate state p* included.
Hidden state sequences with more transitions get more strongly penalised owing to the larger
accumulation of penalising factors k/k+1. Larger marginal likelihood values can be achieved
by giving a stronger weight to sequences with few state transitions, which is the case for high
values of vR. This effect does not happen if an alternative non extreme rate state p is added, as
transitions into this would not have such a large penalty term.
As an alternative explanation, consider that the marginal likelihood can be computed with
Monte Carlo by sampling hidden state sequences from the prior distribution P(H^|v^) and
weighting them by the likelihood P(D|H^) according to
F(©|v«)=^F(©|H/?)P(H«|v/?) (6.50)
H„
This gives an estimator of the marginal likelihood as />(£>\vR) ~ ^ Y4L1P (®|;tW) where
_*(') ~ P(-\vR) is the /th sample of the state sequence given VR. Low values of VR lead to more
state transitions, and hence a higher probability of transiting into the extreme rate state p*.
However, upon transiting into p*, P(2?|H^) is zero. These sequences hence do not augment
the accumulated Monte Carlo sum in Equation (6.50), while they augment the denominator
and, hence, effectively incorporate a penalty effect. Consequently, low values of decrease
the marginal likelihood and are effectively penalised against.
This behaviour was revealed when using the Reversible Jump as when the rate states are
adjusted, these high rate states are lost, with the result that vR can deteriorate, allowing the
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model to pick up on other short range behaviour like codon specific rate variation. This codon
specific rate variation occurs because nucleotide sequences can code for protein sequences
where successive triplets of nucleotides specify an amino acid - see Section 6.7.3 for more
details of this codon effect. Modelling the transition matrix between states in more detail would
remove this effect, which comes from the combination of only modelling a single transition
probability Vr between rate states and including unrealistic states.
6.10.2 Neisseria results
For the Neisseria DNA sequence alignment analysed in Section 6.9.1, the PRJ-FHMM has
provided independent verification for the claim of Zhou and Spratt (1992) that the anomalous
region around 507 — 538 is not the result of recombination. Instead, the PRJ-FHMM and the
MCP of Minin et al. (2005) have predicted that this anomalous region is part of a larger region
of rate variation. In contrast to the MCP, we have also consistently identified rate variation
occurring between alignment positions 1 —75, one of the more diverged regions found by Zhou
and Spratt (1992). The MCP of Minin et al. (2005), on the other hand, did not consistently
detect this region; the variability of its rate prediction results from the uncertainty in how to
set We have demonstrated that the proposed model infers the transition probability -
equivalent to by Equation (6.47) - from the DNA sequence alignment, picking up long
scale behaviour, and codon position specific rate variation, and we have shown that by setting
the hyperparameters C appropriately, we can focus on the behaviour we wish to investigate.
Additionally, the decoupling of segments and states allowed us to predict that there were two
to three different types of rate states present along the alignment.
6.10.3 Maize results
In the analysis of the maize DNA sequence alignment in Section 6.9.2, we provided indepen¬
dent confirmation of the prediction of Husmeier and McGuire (2003) that gene conversion
occurred in the maize actin genes. We additionally discovered a region which exhibits a region
with significantly lower selective pressure (as seen in Figure 6.17). Husmeier and McGuire
(2003) could not detect this region as their model cannot detect rate variation2.
Furthermore, we have shown that this region, in addition to its high rate, does not exhibit
a codon effect (see Figure 6.20). These findings indicate that it is possible that the original
alignment inadvertently included an intron, as introns generally have a higher rate, and do not
exhibit a codon effect. This may also explain the smaller magnitude of the codon effect in the
maize alignment as opposed to the Neisseria alignment (compare Figures 6.10 and 6.15), as a
part of the maize alignment does not exhibit a codon effect, reducing the support for this mode
2If examined closely, there is a very small blip in the topology predicted by Husmeier and McGuire (2003)
where the rate variation occurs.
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in the posterior distribution. This conjecture was independently confirmed in a discussion with
a biologist (Frank Wright, personal communication).
6.10.4 HIV-1 results
For the HIV-1 DNA sequence alignment, we did not infer a clearly interpretable probability
distribution of v«; this is in contrast to the distribution obtained for Neisseria, depicted in
Figure 6.10b. A possible reason is inaccuracies in the DNA sequence alignment; owing to
their large genetic diversification, HIV sequences are well-known to be intrinsically difficult
to align. This points to an advantage of our proposed method over the MCP method of Minin
et al. (2005), which does not include this inference step (X®, the parameter equivalent to vR,
is set fixed) and hence lacks this diagnostic tool. However, when setting the value of vR to a
fixed value corresponding to the value of used by Minin et al. (2005), our method effectively
reproduces the authors' predictions.
The model of Husmeier (2005) is also unable to indicate a mismatch between the model
and alignment due to the effect discussed in Section 6.10.1.
6.10.5 Comparison with the model of Husmeier (2005)
The extra flexibility gained from varying the rate states allows the PRJ-FHMM model to pick up
on many different behaviours that occur in real sequence alignments. The model of Husmeier
(2005) would never be able to infer solutions like the multi-modal posterior distribution for
vR found for Neisseria in Figure 6.10. This is because their model, given a specific setting of
the rates, appears to be limited to picking up on a single posterior \>R mode. Furthermore, the
model does not even provide indications that other solutions exist. Certainly, there is no way
to set the rates such that all behaviours can be seen. This is made even more difficult by the
non-obvious behaviour outlined in Section 6.10.1.
The extra flexibility has other advantages as well, like greater accuracy in characterising
the rate along the alignment. This was demonstrated on a synthetic alignment in Figure 6.3. We
show that using a single setting of the rates limits the accuracy of the predictions, and causes
spurious predictions of rate variation.
Husmeier (2005) does not model the transition-transversion ratio as changing along a se¬
quence. However, the transition-transversion ratio does vary along some alignments, like that
of HIV-1, as shown in Figure 6.25 and already predicted by Minin et al. (2005).
The PRJ-FHMM model gives predictions of the number of states (or patterns or evolution)
present, which the model of Husmeier (2005) is inherently incapable of. These patterns may
lead to insight about what is occurring in the underlying biology, and allow a more detailed
exploration of why this behaviour occurs. Discovering that multiple parts of the genome have
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similar patterns of rate variation might reveal interesting hidden connections between these
regions.
6.10.6 Comparison with the MCP of Minin et al. (2005)
Boys et al. (2000) outlined some of the advantages that HMMs have compared to breakpoint
models. When, for instance, recombination occurs in the middle of a DNA sequence alignment,
the PRJ-FHMM can easily identify that the segments on either side have identical character¬
istics by assigning them to the same state, and thus with every extra occurrence of the state
increase the confidence of estimating the state characteristics. In contrast, the MCP indepen¬
dently estimates the rate and transition-transversion ratio for each repeated occurrence of a
state because it is modelled as a separate segment. We investigated the effect of revisiting
states on a synthetic alignment in Section 6.7.4, and found repeated state visitations can re¬
duce the average error in the predicted rate, as seen in Figure 6.8. The PRJ-FHMM can find
repeated occurrences of states in a computationally efficient manner due to the existence of
efficient algorithms for inference in HMMs.
Additionally we have shown that the MCP of Minin et al. (2005) is effectively a special
case of our model with a fixed value of Vr, equivalent to the parameter A.®, by Equation (6.47).
In practice, there is uncertainty about how to set A,®. The proposed Bayesian inference scheme
addresses this uncertainty consistently by sampling A,^ from the posterior distribution. As seen
from Figures 6.12 and 6.13, this leads to a considerable stabilisation of the predictions of the
rate along the bacterial DNA alignment.
Fixing A.^ or Vr has other disadvantages as well, as due to only using a single fixed value,
Minin et al. (2005) cannot infer the multiple behaviours exhibited by the alignment of maize in
Figure 6.15 and the alignment of Neisseria shown in Figure 6.10.
6.11 Conclusion
In this chapter, we proposed a fully Bayesian phylogenetic factorial hidden Markov model to si¬
multaneously detecting recombination and characterise the rate states (or patterns of evolution)
and rate segments of alignments of DNA sequences. This has many applications in functional
genomics like identifying functional regions of proteins (Nimrod et al., 2005) and in compara¬
tive genomics (Chen and Blanchette, 2007) for detecting regulatory elements. In contrast, the
focus of previous work such as Husmeier (2005) was on detecting recombination, and required
choosing the set of possible rate states (or average branch lengths) in advance, leading to lim¬
ited accuracy in characterising the rate, spurious predictions of rate variation, and an inability
to analyse the rate states. We applied the model to a range of real and synthetic alignments
to understand the properties of our proposed model, and contrast our proposed model to other
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state of the art methods.
We have shown that the MCP model of Minin et al. (2005) is a special case of our HMM
formulation, and that we have consistently addressed the uncertainty inherent in the breakpoint
model about how to set the number of rate segments. This was shown on the bacterial DNA
sequence alignment where the predictions of the MCP were highly dependent on the exact
settings of the prior. In contrast, our predictions of the rate along the alignment were stable,
and due to the decoupling of states and segments allowed us to predict that there are only two
to three rate states present in agreement with the two anomalous regions found by Zhou and
Spratt (1992).
Our model can be enhanced to exploit the annotations that are available for the alignments,
namely that given the positions of introns and exons, the codon effect can be modelled by
defining codon position specific rate offsets. This was suggested by Felsenstein and Churchill
(1996b), but has not yet been integrated into our model and software.
There are many promising ways to exploit the model's ability to use considerably more
complex state/segment specific evolutionary models, involving substantially more parameters
than the HKY85 model employed in the present analysis. Consider using the model of Gold¬
man and Yang (1994), which directly characterises the rate of nucleotide triplets with a detailed
model involving 63 parameters; this will be almost unfeasible under a breakpoint model as each
segment would require independently estimating this large number of parameters (see also Ko-
siol et al. (2007) for a recent 71 parameter model). In contrast our proposed model would use
all repeated occurrences of a state to estimate these parameters, due to its HMM formulation.
6.12 Future Work
Other future work apart from that mentioned in the conclusion is to apply the model to very
long alignments like to whole chromosomes. The more instances of each state, the better its
properties can be estimated. This also increases the benefits of modelling the transition matrix
in Equation (6.9) in more detail, as there will be more examples of transitions between the
states.
The sharp rate peaks in the posterior distribution of the rate along HIV-1 seen in Figure 6.23
might be due to alignment issues. It may be possible to combine estimating mutation rates
with attempting to discover flaws in the alignment, or to directly aligning the sequence while
estimating the mutation rates. However, there are not yet any methods that simultaneously
align a sequence, detecting recombination and rate variation, indicating that this is a difficult
problem.
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Symbol Description
y, Represents the rthcolumn in the alignment.
2) The set of all columns from the alignment - (D = {yi ,y2,... ,y/v}.
N Number of columns in the alignment.
S Represents the topology factor of the hidden Markov model.
R As above, but represents the evolutionary rate factor.
T As above, but represents the transition-transversion ratio.
C™ax Maximum allowed value of v^.
C®'n Minimum allowed value of vA.
C The set of all constraints - C = {C™ax, C™n |A € {S, R, T} }.
vA The probability than any two successive sites Haj-\ and HA.t are equal.
V The set of all variables - V = {vs,Vr,Vt}-
pA,i The 1th factor that is allowed in chain A.
pA The list of different values that are explored in chain A, i.e. pw is the set of list rate
states.
kA The number of different states that the hidden chain A can assume, equal to the
length of pA. For instance, kR is the number of different rate states.
HA)i The hidden variable representing the factor A of the ith column position.
HU The chain of hidden variables of the factor A along the sequence -
= {Ha:\ , • • • jHa,N}•
h The set of all chains - h = {p5, p^, Py-}-
Xa The mean prior number of states in where A e {R, T}.
Table 6.3: Notation used in this chapter. Unless stated otherwise, A e {5,R,7}.
6.13 Chapter Conclusion
We have shown in this chapter that the we can with some degree of accuracy model the rate
along a sequence alignment. This model is a substantial contribution to the field of phyloge-
netics in its own right. In the next chapter, we summarise the contributions of this thesis and
proposed some future methods to exploit this extra information rate information for detecting






In this thesis, we have proposed two novel alternative models for detecting the binding site
motifs of Peptide Recognition Modules (PRMs), and a novel method for determining rate vari¬
ation and recombination along sequence alignments. The principal contributions of this thesis
are:
• Proposing (in Chapter 3) a novel discriminative model to distinguish between the closely
related binding site motifs of different PRMs. We have also shown that this model out¬
performs an alternative, generative model.
• Proposing (again in Chapter 3) a novel hybrid model where the motifs from the gener¬
ative model are further refined in a discriminative fashion. We further showed that this
hybrid model achieved a better performance than either model on its own.
• Suggesting (in Section 3.9) many avenues of future research, ranging from model en¬
hancements, methodological improvements, significant sources of alternative prior in¬
formation about binding site, to possible applications of the model as an additional step
to improve an alternative motif finding method.
• Proposing (in Chapter 7) a novel, computationally efficient discriminative model that
incorporates information from all non binding sequences into discovering the binding
motifs of PRMs.
• Proposing (in Chapter 6) a novel model for simultaneously detecting rate variation and
recombination along DNA sequence alignments. Due to its RJMCMC inference scheme,
this model can also infer the unknown set of rate and transition-transversion states.
• Illustrating on synthetic (in Section 6.7) and on real (see Sections 6.8 and 6.9) alignments
of DNA sequences that state based models can be superior to breakpoint based models.
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7.2 Future Work
We have already outlined many promising avenues of future research for enhancing the dis¬
criminative binding site models in Section 3.9 and for the phylogenetics model in Section 6.11.
Ultimately, it is the combination of the methods proposed within the thesis that could provide
the best performance. We will now outline some directions for future research.
7.2.1 Methods for enhancing motif searching by incorporating evolutionary con¬
text
Functionally important regions on proteins such as binding sites tend to be more conserved
than the rest of the sequence (Nimrod et al., 2005). Hence, binding motifs are more likely to
occur in conserved sequence regions, so we should bias our search towards such regions. The
discriminative models described in Chapters 3 and 4 currently use the uniform binding prior
asshown in Equations (3.6) and (4.3) respectively. These priors can be replaced by a prior such
as:
P(aij = m) oc io~(//Rim+*-1) |®^ , (7.1)
where (/(X)).|y = (/(X))X|K = JxP(X\Y) f(X)dX is the expectation operator, CD is the align¬
ment and Hrj is the log10 of the average branch length in 1th column along the alignment.
{Hrj).I© = fHrjP(Hrj\ID)dH^i is the posterior mean of the inferred log10 of the average
branch length for the ith column along the alignment. Hence, lO-^^!® is the reciprocal of the
branch length in ilh column along the alignment, and so more conserved regions end up with a
higher prior. Hrj is inferred with the model proposed in Chapter 6. p is again the length of the
motif, as in Chapters 3 and 4.
Equation (7.1) implicitly normalises over the different average conservation rates that might
occur in alignments of sequences of different species - a region that is twice as converged as
the rest of the sequence will still be twice as likely to contain the motif independent of the
overall scaling of the branch lengths in the alignment of that sequence. Equation (7.1) also
implicitly normalises over all putative motif positions.
The value assigned to C controls the effect of the rate conservation prior. Initially experi¬
menting with C = 1 might be a good starting point, as this implies that regions that are twice
as conserved are twice as likely to contain the binding site. Alternatively, C could be estimated
by looking at how much more conserved some known motifs are compared with the generally
observed, or suitable values for C could be determined using cross-validation.
This extra prior information should arguably increase the accuracy of the method by remov¬
ing ambiguities about the true locations of the binding sites. It may also make the optimisation
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process quicker and easier as the binding sites should be more obvious, leading to faster con¬
vergence.
The method of Reiss and Schwikowski (2004) can be updated to use this extra information.
The prior on ciij from their method can also be changed to Equation (7.1), thus favouring
possible binding positions that are more conserved.
Alternatively, we can expand our input alphabet to incorporate information from the mul¬
tiple sequence alignment. For instance, O'Rourke et al. (2005) use the information bottleneck
method in an attempt to discretise the large amount of information available from a multi-
alignment of an interesting sequence to a simple discrete alphabet. Their goal was allowing
for sequence searches that are considerable quicker than using the full distribution. It would
be a simple modification to use this method. However, they found that they lost information as
compared to the full multiple sequence alignment. This also has the disadvantage of making it
harder to apply the method to single sequences to locate the motif sites.
7.2.2 Incorporating structural information into the inference of rate variation
Nimrod et al. (2005) proposed an in silicio method to detect interaction surfaces on proteins.
Their method requires the structure of a protein, and an alignment of that protein and a large
collection of its homologues. These homologues are used to estimate a per position conserva¬
tion score. The authors find these interactions surfaces through their conservation by "growing"
a patch from a conserved site to any spatially close site that is also conserved. The aim to find
the most conserved patches, as these are likely to correspond to functionally important areas
like interaction surfaces. However, this is a heuristic method and an alternative is enhance the
method that was proposed in Chapter 6. The links between the rate states of succesive posi¬
tions alignment (as shown in Figure 6.1) model the fact that consecutive alignment positions
are more likely to have the same same conservation rate. The model performance might be fur¬
ther improved by adding links between the rate states of peptides that are close in the protein
structure but not consecutive. Then, the posterior probability of different alignment positions
being in the same rate state would provide a rigorous method of identifying conserved patches.
Appendix A
The effect of the order constraint upon
the prior
Jasra et al. (2005) claimed that imposing ordering constraints upon priors leads changes the
resulting inference compared to performing the re-ordering after the simulation. Here, we
show that this does not apply in our model. Consider two alternative prior distributions on the
rate or transition-transversion ratios. Let A be either R or T. The ordered prior is:
kA
P(PA\kA,Xl) — I (pA,l < Pa,2 < ••• < PA,kA){kA\)Y\QA (P/t,i)> (A.l)
1=1
where we introduce J-[\ to represent the assumption of an ordered prior. An alternative choice
of prior distribution would be:
kA
P(pA\kA^2) = riCMPA.), (A.2)
i=l
where this choice of prior is represented by We wish to show that the marginal posterior
probability P(T>\kA) is unaffected by our choice of prior. Consider:
P{n\kA)= [ P(fD\pA,kA)P(pA\kA,^)dpA, (A.3)JPA
where:
PCD\pA,kA) = Y, f I E P (A.4)
h JV JP{R,T}\Ak{RtT)\A
where we drop the dependence on p5 and ks to keep the notation simpler. All these summa¬
tions and integrations are independent of our choice of prior on p v We want to show that:
P(kA\(D,d{\) — P(kA\rD^0i2). This is equivalent to showing that P(D\kA,9{\) — P {'D\kA,J{2)
as the priors on (D and kA do not depend on our choice of an ordered or unordered prior on p^.
Consider that:
P{<D\kA,H2) = J J ■■■ JPCD\pA,kA)P(pA\kA,^2)dpAtkA---dpAadpAA (A.5)
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We can split up this integral into various sub-integrals:
P{D\kA,fH2) =
[ \ ■■ [ PCD\pA,kA)P(pA\kA,?{2)J PA,l<pA,2<PA3<~<dpA,kA ■> PA,2<"'<PA,kA JpA,kA
dpA,kA • ■ dpApdpApdpA^\ +
[ [ ■■ [ P(<D\pA,kA)P(pA\kA,?{2)•> pA,\<-"<pA,kA •> PA,kA
dpA,kA ■ ■ -dpApdpAAdpAt2-\ • (A.6)
There are kA! such order constrained integrals, each corresponding to a different possible per¬
mutation of Pa- Each point in the unconstrained integral is in only one of the constrained
integrals1, and none of the constrained integrals include points that were not in the original in¬
tegral. Hence, the sum of these constrained integrals is the same as the original unconstrained
integral.
As we know that P(fD\pA,kA) is invariant to the order of terms in pA, all these integrals are
equal as they simply permutations of each other. Hence:
P{<D\kA,fH2) =
(kA\) [ [ ■■[ P(<D\pA,kA)P(pA\kA,&)J PA,l<PA,2<PA,3<—<dpA,kA -1 PA,2<"'<PA,kA J ?A,kA
dpA,kA ■■ - dpApdpAi2dpAti =
[ [ ■■■[ pmpMP{pA\kA^\)
" pA.l —pa,2—pa,3—'"—dpA,kA J PA,2<-"<Pa,*4 PaJca
dpA,kA ■ • -dpApdpA,2dpA:i
= P(fD\kA,9-(\). (A.7)
We have thus shown that the marginal likelihoods do not depend on the choice of ordered or
unordered prior. It is also easy to show that the posterior distribution over the other variables
in the system is not affected in a similar fashion.
'We will ignore that points where t = pAj where i =4 j occur in multiple integrals as this does not affect the
result of the integration.
Glossary
Protein Proteins are polypeptides, i.e. consist of one or more chains of amino acids, and play
an integral part in every cellular process. It is the arrangement of peptide chains that give
the protein its shape, as different peptides have different properties. The interactions, and
thus the functions of a protein are determined by its shape which is ultimately determined
by the sequence(s) of peptides. Various post-translational process can affect their final
shape, and thus function.
Amino acids The building blocks of a protein. Proteins are formed by condensation reactions
between L-amino acids. There are in total twenty different amino acids, all of which
share a common H2NCHRCOOH base, where R is the side chain that differs between
the amino acids. These side chains have varying biochemical properties such as their
charge, their polarity, their acidity, and whether they are hydrophobic or hydrophilic.
This last property is often vital in determining the final structure of the protein.
Domain A domain is a structurally conserved subsequence that occurs on many different pro¬
teins, not necessarily consisting of consecutive amino acids, or amino acids only on one
chain. Domains tend to be significantly longer than motifs.
DNA Deoxyribon Nucleic acid (DNA) is the principal means for long-term storage of infor¬
mation within in a cell. It consists of a long chains of nucleotides joined together. DNA
is present in most cells as complementary double strands.
RNA RiboNucleic Acid (RNA) is similar to DNA, but contains ribose, instead of deoxyribose.
RNA occurs only rarely as a double stranded, but single stranded RNA folds back on it¬
self and can form many different structures. RNA is chemically more prone to hydrolysis
than DNA, and thus is not generally used for long term storage of genetic information.
Nucleotide The building blocks of both DNA and RNA. They consist of a 5-membered ribose
or deoxyribose ring linked to one of four bases. In DNA, the four bases are: thymine
(T), cytosine (C), adenine (A) and guanine (G), while in RNA, thymine is replaced with
uracil. Nucleosides are linked to the next by a phosphate group in a phosphodiester bond,
where a nucleoside with a phosphate is called a nucleotide.
173
174 Appendix A. The effect of the order constraint upon the prior
Ligand In general, any molecule that binds and forms a complex with another molecule. The
other molecule is generally entitled the receptor. This binding generally changes the
shape of the receptor, altering or enabling its function. Ligands and receptors play central
roles in signalling pathways.
Receptor A protein that is bound by a ligand and then initiates a cellular process.
Sequence Motif Generally referred to simply as a motif, this is a short sequence of conserved
nucleotides or amino acids that have some biological significance. They are usually
detected by their statistical over-representation.
Alignment An alignment of sequences shows which nucleotides (or letters in general) corre¬
spond between the sequences. This is required when the sequences not only mutate, but
also undergoes insertions and deletions. See Figure 5.2 for an example.
Topology A binary hierarchical structure describing the evolutionary relationships between a
set of taxa (or species).
Recombination Recombination is process whereby different organisms swap or copy genetic
information to each other. This can often be detected as a change in topology.
Mutation The process by which a nucleotide changes to another nucleotide over time. These
mainly occur due to copying errors. Mutations can be point substitutions where a nu¬
cleotide changes to another nucleotide, insertions of extra nucleotides or deletions of
existing nucleotides.
Mutation rate The average number of mutations observed between the sequences. Note
that mutation is a random process, but in functionally important regions, mutations can
severely impact the ability of the organism to pass on its genetic material. Hence, this
will vary along alignment.
Rate variation Refers to changes in the observed mutation rate along sequences.
Codon Effect Each amino acid is coded for by a triplet of nucleotides. This gives a redun¬
dant code, and most of this redundancy is in the last nucleotide position. Hence, muta¬
tions here are less likely to affect the resulting protein and thus less likely to be selected
against.
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