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a b s t r a c t
Given an undirected graph G = (V , E), we consider injective mappings of its vertices to
the k-dimensional Cartesian integer grid. Among such embeddings we are interested in
those that minimize the sum of the resulting edge lengths, where the length of an edge is
defined by the L1-metric. The case k = 1 is the well-known Minimum Linear Arrangement
Problem. We prove that the general problem is NP-hard for any fixed grid dimension. Our
computational study focuses on the case k = 2. We present as a first exact optimization
algorithm a branch-and-cut scheme for sparse graphs. Several classes of valid inequalities
are introduced and analyzed for facet defining properties of two corresponding polyhedra.
Finally, computational results from a successful real-world application of the problem at
the German Cancer Research Center (DKFZ) are presented.
© 2012 Published by Elsevier B.V.
1. Introduction
The Minimum Linear Arrangement Problem is a classical combinatorial optimization problem. It consists of finding for
an undirected graph G = (V , E) a bijective mapping φ of V on {1, . . . , |V |} such thatuv∈E |φ(u) − φ(v)| is as small as
possible. The mapping φ can also be interpreted as embedding the vertices of G on the integer points of the interval [1, |V |].
The problem can be generalized to the k-dimensional (Grid) Arrangement Problem (k-GAP) if the vertices are not mapped on
the line but on a k-dimensional Cartesian integer grid ([1, a1] × · · · × [1, ak]) ∩ Zk with ai ∈ N+. We denote this grid by
g(a1, . . . , ak). As length of an edge we now take the Manhattan- or L1-distance d1 between its two endnodes on the grid.
In general,models and algorithms for the 1-dimensional version cannot be easily adapted, since they are based on notions
like ‘‘permutation’’, ‘‘ordering’’, ‘‘labeling’’ or ‘‘betweenness’’. Furthermore, some questions which can be trivially answered
for k = 1 are much more complicated for the higher dimensional problem. An example is the question about the necessary
size of the grid to allow for an optimum embedding. Whereas for k = 1 the grid [1, |V |] ⊂ Z is clearly sufficient, in higher
dimensions grids need to provide farmore grid points than the number of vertices. Clearly, the grid g(|V |, . . . , |V |) is always
large enough to contain the optimum solution. However, |V |k−|V | grid points will remain unoccupied. For k = 2, we could
show that g

|V |
2

,

|V |
2

is the smallest possible square grid size such that all graphs with |V | vertices can be optimally
embedded [1].
Applicationsmake use of the fact that a graphwhich has been optimally embedded tends to preserve its local topological
structure, i.e., by minimizing the edge lengths, adjacent vertices are placed close to each other. We will address one such
application in Section 6.3.
The NP-hardness of the problem is known for k = 1 (shown by Johnson et al. [2]). In Section 2 we will prove that the
problem remains NP-hard for any fixed choice of k.
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Fig. 1. Cube ladders in dimensions 1, 2 and 3.
Hansen [3] introduces the GAP as a special case of k-dimensional Geometric Embedding Problems without assigning a
distinct name to it. He was also the first to give a polynomial time algorithm which provided a graph embedding within
an O((log |V |)2) factor of optimality. Even et al. [4] significantly improve this approximation result to O(log |V | log log |V |)
using a general branch-and-bound scheme called Spreading Metrics Approach. Recently, this bound was further improved to
O(
√
log |V |) by Charikar et al. [5] through a recursive subdivision of the problem according to optimal balanced cuts.
In 2011, Demaine et al. [6] present a dynamic programming scheme for the embedding of the complete graph Kn on
the 2-dimensional grid. It intelligently exploits symmetry characteristics and the width–height relation of the optimum
embedding to solve instances with up to 80 vertices. However, these considerations are only valid if the graph is complete.
Exact solution methods have neither been studied for non-complete graphs nor in the multi-dimensional case yet.
We present the first exact branch-and-cut scheme for the 2-dimensional problem on general graphs. It can be easily
extended tohigher dimensions. In Section 3 an IP-modelwill be introduced, followedby apresentation of themost important
classes of valid inequalities in Section 4. Some of themwill be shown to define facets of corresponding polyhedra in Section 5.
The branch-and-cut algorithm is addressed in Section 6. We conclude the paper with computational results on a practical
application in Section 6.3.
2. Computational complexity
Presently, general complexity results are only known for the case k = 1. Johnson et al. [2] prove its NP-hardness for
general graphs, Even and Shiloach [7] for bipartite ones. The general problem k-GAP is solvable in polynomial time for
simple structures of G, e.g., if G is a path, cycle or star graph (see Section 4). If G is a complete graph Kn, there is an O(n7.5)
algorithm to calculate an optimum embedding on Z2 [6]. However, the complexity of k-GAP for general graphs and fixed
dimension k ≥ 2 has not been determined yet.
In this section, we prove that k-GAP is NP-hard for any fixed k ≥ 2. For k = 2, this result even holds for planar graphs in
which every vertex has at most 3 neighbors. The proof technique used is different from Garey and Johnson’s corresponding
proof for 1-GAP and comprises a transformation from the Partioning Problem.
2.1. Decision problems and transformation
We need to show that the following decision problem is a member of the classNPC of NP-complete problems.
Definition 1 (k-GADP). Given an undirected graph G = (V , E), a fixed dimension k ≥ 2, a grid g = g(a1, . . . , ak) and an
integer h, is there an embedding φ : V → g such thatuv∈E d1(φ(u), φ(v)) ≤ h?
This problem is clearly inNP as, informally speaking, the correctness of a ‘‘yes’’—answer can be checked in polynomial time
by summing up the integral edge lengths and comparing the result to s. To show its membership inNPC, we subsequently
provide a transformation from the Partition Problem:
Definition 2 (PD). For a given multiset S of positive integers s1, . . . , s|S|, is there a partitioning of S into two subsets S1 and
S2 such that

s∈S1 s =

s∈S2 s?
The NP-completeness of PD is proven by Karp [8]. Before we state the transformation algorithm, two definitions need to
be introduced. A set of integral points induces a graph in the following way. Introduce a vertex for every point and then
introduce edges between those pairs of vertices whose corresponding integral points have distance 1.
Definition 3. Given a finite set of points Z ⊂ Zk and a graph G = (V , E), we say that G is induced by Z if there is a
bijection ψ : V → Z such that uv ∈ E ⇔ d1(ψ(u), ψ(v)) = 1.
Definition 4. A graph is called k-dimensional cube ladder of length x ∈ N0 if it is induced by the k-dimensional grid
g(x+ 1, 2, . . . , 2).
Some cube ladders are depicted in Fig. 1. We assume sum(S) := s∈S s to be an even number for the rest of this section.
Otherwise, the corresponding PD-instance has the answer ‘‘no’’. For every fixed dimension k ≥ 2, the following algorithm
transforms an instance of PD into an instance of k-GADP in polynomial time.
Algorithm 1. Input: s1, . . . , sn. Output: G, g, h.
1. Initialize g to the k-dimensional grid g(4, 1+ 12 sum(S), 2, . . . , 2).
2. For every si in S, construct a (k− 1)-dimensional cube ladder graph Fi of length si − 1.
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Fig. 2. The partition problem S = {2, 3, 5} is transformed by Algorithm 1. (a) The grid g . (b) The graph F0 (black vertices) and the three cube ladders
(paths) with 2, 3 and 5 vertices (gray vertices). (c) The same construction in dimension k = 3.
3. Construct the graph F0 = (V0, E0) in the following way: Delete from g the points (x1, . . . , xk) for x1 ∈ {1, 4}, x2 ∈
{2, . . . , 1+s∈S s}, x3, . . . , xk ∈ {0, 1}. Set F0 to a graph induced by the set g− of remaining points (see Fig. 2).
4. Set G =ni=0 Fi.
5. Set h to the number of edges in G.
The idea of this transformation becomes clear from Fig. 2. In our local replacement strategy, we substitute each integer si
with a cube ladder. These can be embedded on G in a way such that every edge has length 1 if and only if the numbers si can
be partitioned into two sets of equal sums.
Definition 5. G = (V , E) is said to be 1-embeddable on g if there is an embedding φ : V → g such that d1(φ(u), φ(v)) = 1
for all uv ∈ E.
2.2. Complexity results
Theorem 1. 2-GAP is NP-hard for planar graphs with maximum vertex degree 3. k-GAP is NP-hard for any fixed k ≥ 2 for
graphs G in which every vertex has at most k+ 1 neighbors.
To prove the statement, we have to consider embeddability properties of cube ladders first.
Remark 1. For the k-dimensional unit cube Ik := [0, 1]k ⊂ Rk and one of its skeleton graphs Gk = (Vk, Ek) the following
statements hold:
1. The facets of Ik as a polytope are (k− 1)-dimensional cubes.
2. The vertices of Ik are exactly the vectors {0, 1}k. All facets can be written as either {x ∈ {0, 1}k | xi = 0} or
{x ∈ {0, 1}k | xi = 1} for a respective i ∈ {1, . . . , k}.
3. If F is a facet of Ik, then exactly half of the vertices lie on F . The remaining vertices lie on a common facet H of Ik, called
the opposite facet of F .
4. Given a facet F and its opposite facet H , Ek defines a bijection between the vertices on F and H: v ∈ F → u ∈ H with
(v, u) ∈ Ek.
Proof. (1) and (2) arewell-known. (3) The set of all vertices on a facet is the set {x ∈ {0, 1}k | xi = 0} or {x ∈ {0, 1}k | xi = 1}
for an i = 1, . . . , k. The remaining vertices obviously lie on the facet {x ∈ {0, 1}k | xi = 1} or {x ∈ {0, 1}k | xi = 0}
respectively. (4) If u ∈ {0, 1}k lies on F = {x ∈ {0, 1}k | xi = 0}, then v with vj = uj for all j = 1, . . . , k, j ≠ i, and vi = 1 is
the only vertex both lying on the opposite facet and has distance 1 to u. 
Remark 2. Let Gk = (Vk, Ek) denote a skeleton graph of the unit cube Ik. Then, all 1-embeddings of Gk on Zk are pairwise
congruent.
Proof. For k = 1, the statement is trivially true. Now assume it is true for k = k′ for a k′ ≥ 1. We will show that it is also
true for k = k′ + 1. According to Remark 1(1) and (3), Vk′+1 can be split into two parts V1, V2 with |V1| = |V2| = |Vk′+1|/2
such that the vertex induced graphs G(V1) and G(V2) are both isomorphic to Gk′ . By induction hypothesis, G(V1) must be
embedded on a 2× · · ·× 2-sub grid. W.l.o.g., let this sub grid be {0}× {0, 1}k′ . As every v ∈ G(V2) is adjacent to exactly one
u(v) ∈ G(V1) according to Remark 1(4), either φ(v)1 = −1 for all v ∈ V2 or φ(v)1 = +1 for all v ∈ V2. W.l.o.g. assume the
second case. Now every v ∈ V2 with φ(v)i ∉ {0, 1} for an i ∈ {2, . . . , k′+1}would cause the edge (v, u) to be longer than 1,
where u is the opposite vertex defined in Remark 1(4). So both V1 and V2 need to be embedded in the (k′ + 1)-dimensional
g(2, . . . , 2). 
From the proof we see immediately:
Corollary 1. If the vertices of one facet F of the unit cube Gk are fixed on Zk such that all edges E(F) have length 1, then there
is only one mapping of the remaining vertices V (Gk) \ F on the remaining grid points such that all edges Ek have length 1.
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From Corollary 1 and Remark 2 we get:
Corollary 2. The 1-embeddings of a cube ladder on Zk are pairwise congruent. 
Proof of Theorem 1. It follows from Corollary 2 that the graph F0 of Algorithm 1 is uniquely 1-embeddable on g . The
unoccupied points of g , given such an embedding, induce two (k − 1)-dimensional cube ladders of length 12 sum(S). It is
thus clear that (s1, . . . , s|S|) is a yes-instance of PD if and only if the corresponding cube ladder graphs Fi are 1-embeddable
on these remaining grid points. 
3. Integer programming model
We introduce a formulation of the 2-dimensional GAP as an integer programming problem. It can easily be generalized
to higher dimensions.
We use integral distance variables duv for every unordered pair {u, v} of vertices giving the L1-distance between u
and v on the grid. The use of distance variables is proposed by Liu and Vannelli [9] for computing lower bounds for the
Minimum Linear Arrangement Problem. This model is improved by Caprara et al. [10]. We follow a similar approach for the
2-dimensional GAP but extend the lower bound calculation method to derive a complete IP formulation.
Ourmodel is based on so-called embeddability constraints. Aswe cannot formulate themdirectly in d-variables,we encode
them with binary variables xuvh. We define xuvh = 1 if the endnodes u and v of edge e have distance de ≤ h and xuvh = 0
otherwise. Thus, we have the relation de = dmaxh=1 xuvh, where dmax is an upper bound on the maximal possible distance.
Note that every constraint in d-variables can be reformulated in x-variables.
Now we are able to define the embeddability constraints. For a graph G = (V , E)we denote E = {e1, e2, . . . , e|E|}. If we
have integral distances de associated with every e ∈ E, we call d = (de1 , . . . , de|E|) distance vector for G. If H is a subgraph
of G then dH denotes the distance vector d restricted to the edges of H .
Definition 6. Let G = (V , E) with distance vector d and the grid g = g(a, b) or g = Z2 be given. (G, d) is said to be
g-embeddable if there is an embedding φ : V → g with d1(φ(u), φ(v)) = de for all e = uv ∈ E.
Definition 7. For a graph G = (V , E) and distance vector d the inequality
e∈E
xede − xe(de+1) ≤ |E| − 1
is called embeddability constraint for G and d.
As an example, consider K3 (complete graph on 3 nodes) and dmax = 3. This graph is not g-embeddable with distance vector
d = (1, 2, 2) for any 2-dimensional grid g . Thus, the embeddability constraint x121 + x132 + x232 − x122 − x133 − x233 =
1+ 1+ 1− 0 ≤ 2 is violated. Note that this constraint is satisfied by all other distance vectors.
For a given maximum edge length dmax the IP-model can be stated as follows.
min

uv∈E
dmax
h=1
xuvh
uv∈EH
xuv(duv) − xuv(duv+1) ≤ |EH | − 1, for all subgraphs H = (VH , EH) of G
such that (H, d) is not Z2-embeddable, (1)
xuvh ≥ xuv(h+1), for all uv ∈ E, 1 ≤ h ≤ dmax − 1, (2)
xuvh ∈ {0, 1}, for all uv ∈ E, 1 ≤ h ≤ dmax. (3)
The value dmax can always be chosen as the diagonal diameter (a1 − 1) + (a2 − 1) ∈ Z of the grid. Constraints (2) and (3)
define the x-variables. The objective function minimizes the total edge length of the embedding of V . For any (H, d) which
is not Z2-embeddable constraint (1) cuts off all variable assignments in which the distances d′e =
dmax
d=1 xuvd are equal to de
for all e ∈ EH . In this case inequality (1) is violated, sinceuv∈EH xuv(duv) − xuv(duv+1) = |EH |. However, it is satisfied by all
other distance vectors. Namely, assume that d′e ≠ de for c ≥ 1 edges in EH . Then

uv∈EH xuv(duv) − xuv(duv+1) = |EH | − c ,
thus inequality (1) is satisfied.
There are several advantages of this model in comparison to a simple position variable model, where binary variables
indicatewhether or not v is placed onto grid point (i, j). First of all, such a positionmodel needs additional distance variables
in order to formulate the objective function. For g = Z2, there are only 2 · |V | · |E| variables in our model, compared to
|V |3 variables in the position model. This difference grows exponentially with the grid dimension. Moreover, the number
of feasible solutions is less in our model, as, e.g., congruent embeddings share a common distance vector. On the other
hand, the number of embeddability constraints is exponential and no polynomial separation procedure is known so far.
The position variable model can be easily extended to other metrics. However, concerning the L1-metric, our computational
experiments on sparse graphs show that the same solution quality can be obtained up to 103 times faster when we apply a
branch-and-cut algorithm based on the distance model.
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4. Valid inequalities
In this section we present further inequalities for strengthening the above model.
4.1. Parity constraints
For expressing that the sum of some distances needs to be odd or even, we can make use of parity constraints.
Definition 8. The even parity constraint set associatedwith a subgraphH ofG is defined as the set of all (H, d)-embeddability
constraints where d is a distance vector with

e∈E(H) de odd.
Proposition 1. If G contains a cycle H, then the even parity constraint set of H is satisfied by all feasible solutions of the k-
dimensional GAP of G, for all k ≥ 1.
Proof. Consider a coloring of Zk with colors black and white in a checkerboard manner, i.e., choose an arbitrary starting
point s ∈ Zk and color it white, then color every t ∈ Zk black (white, resp.) if the L1-distance from s to v equals 1 mod 2
(0 mod 2, resp.). Consider an embedding φ : V (H)→ Zk where w.l.o.g. φ(v1) = s. As every edge of even (odd, resp.) length
has endnodes of the same (different, resp.) color and H starts and ends at the white colored s, we conclude that the number
of odd edge lengths must be even. Thus, the total edge length of the embedded cycle H is even. As this property holds for
every embedding of H , the proposition is proven. 
4.2. Hypermetric inequalities
Definition 9. For given b1, . . . , bn ∈ Z, n ≥ 2, andni=1 bi = 1 the inequality
n−1
i=1
n
j=i+1
bibjdij ≤ 0
is called hypermetric inequality.
We obtain the so-called triangle inequalities duv − duw − dvw ≤ 0 for bu = bv = 1, bw = −1, bi = 0 otherwise. They
are clearly valid for every embedding of K3. Deza and Laurent [11] show that all hypermetric inequalities are valid for any
embedding of the complete graph Kn into themetric space (Rk, L1). As a consequence, for a graphG = (V , E), all hypermetric
inequalities with bibj = 0 for all ij ∉ E are valid for any embedding φ of G into (Rk, L1). For a non-complete graph G, this
condition implies that the hypermetric inequalities are only valid if the sum runs over the vertices of a clique in G.
4.3. Rank constraints
In this subsection, we consider subgraphs G′ = (V ′, E ′) of G such that the total edge length of any embedding can be
bounded from below by a nontrivial, but easily computable bound lb(G′). This so-called rank constraint approach is proposed
by Liu and Vannelli [9] for k = 1. Because a trivial lower bound is always given by the number of edges |E ′|, we will use the
difference Q (G′) = lb(G′)− |E ′| as a quality measure for the bound. If Q (G′) > 0 then the bound is nontrivial. It is sufficient
to look for minimal graphs G′ (with respect to inclusion) of a certain quality Q (G′), since the corresponding inequalities
dominate those of all supergraphs G′′ of G′ which provide the same quality Q (G′′) = Q (G′).
Proposition 2. Let G = (V , E) denote a graph and G′ = (V ′, E ′) a subgraph with Q (G) = Q (G′). Thene∈E de ≥ lb(G) is the
sum of

e∈E′ de ≥ lb(G′) and de ≥ 1 for all e ∈ E \ E ′.
Proof. The left-hand sides are identical. From Q (G) = Q (G′) we get lb(G) − |E| = lb(G′) − |E ′|. Hence lb(G) =
lb(G′)+ (|E| − |E ′|), showing that the right-hand sides are equal. 
Definition 10. If lb(G) is the optimum value of the GAP for G on Z2, we call

e∈E de ≥ lb(G) the rank constraint induced
by G.
4.3.1. Odd cycle inequalities
The right-hand side of the rank constraint for an even cycle is the number of its edges. However, for odd cycles we get
nontrivial constraints.
Proposition 3. If G = (V , E) is a cycle of length 2l + 1, l ≥ 1, then its rank constraint is e∈E de ≥ 2l + 2 for every
dimension d ≥ 1.
Proof. An embedding with value 2l+ 1 is impossible as a cycle can only be embedded with an even total edge length (see
Proposition 1). A lower value is impossible as the minimum edge length is 1. 
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Fig. 3. The prefixDxQy indicates that the depicted tree is a x-grid breaking treewithQ (T ) = y. The numbers give the right-hand sides of the corresponding
rank constraints.
4.3.2. Star inequalities
A star is a graph where all edges share a common endnode, the so-called centernode. We present an explicit formula for
the optimum embedding of stars on Z2 which is proven in [1].
Proposition 4. For a star graph G = (V , E), the induced rank constraint is
e∈E
de ≥ ρ(|V |) := i(|V | − 1)− 23 (i
3 − i), where i =

0.25(2|V | − 1)− 0.5

.
4.3.3. Clique inequalities
Theminimumembedding of a clique graph is trivial for the 1-dimensional GAP because anyminimum linear arrangement
of the vertices is optimal. For k ≥ 2 no general formula is known. For k = 2, however, Demaine et al. [6] computed these
values for cliques with up to 80 nodes using a dynamic programming algorithm. The first nine values were used for our
practical computations: opt(K1) = 0, opt(K2) = 1, opt(K3) = 4, opt(K4) = 8, opt(K5) = 16, opt(K6) = 25, opt(K7) = 38,
opt(K8) = 54 and opt(K9) = 72.
4.3.4. Grid breaking tree inequalities
This class of inequalities gives lower bounds for some further subgraphs which do not include any of the ones considered
previously.
Definition 11. A tree T = (V , E)with maximum vertex degree at most 4 and diameter D is called D-grid breaking tree, if
(i) Q (T ) > 0 and
(ii) there is no proper subgraph T ′ ⊂ T such that Q (T ′) ≥ Q (T ).
We now present complete lists of grid breaking trees with some fixed diameters D and qualities Q . The structure of the set
of all grid breaking trees is still unknown. The following results were obtained by considering systematically all possible
cases.
Proposition 5. (i) There are no 1-, 2- and 3-grid breaking trees.
(ii) If T is a 4-grid breaking tree, it is isomorphic to either of the graphs with prefix ‘‘D4’’ of Fig. 3.
(iii) If T is a 5-grid breaking tree with Q = 3 (resp. Q = 4), then it is isomorphic to one of the graphs D5Q3 (resp. to the
graph D5Q4) of Fig. 3.
5. Polyhedral aspects
In our context two polyhedra are of interest: the convex hull P2(G) of all embeddable distance vectors and its dominant
polyhedron D2(G), being more suitable for an analysis of its outer description. Throughout this section, we will assume
that G is connected, which is no restriction of generality if embeddings on Z2 or on grids with side lengths of at least |V | are
considered.
Let S2(G) = {d | (G, d) is embeddable on Z2} be the set of embeddable distance vectors. The GAP polyhedron is then
defined as the convex hull P2(G) = conv(S2(G)). We obtain the dominant polyhedron D2(G) = conv(S ′2(G)), if we instead
consider the dominant set S ′2(G) = {d | d ≥ d′ and (G, d′) is embeddable on Z2}, where ‘‘≥’’ denotes componentwise
comparison.
In one dimension, these polyhedra have been extensively studied by Caprara et al. [10] and Amaral and Letchford [12].
In this paper we focus on new results and omit the proofs whenever they are in analogy to the 1-dimensional case.
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Fig. 4. Illustration of proof of Proposition 6.
Proposition 6. For a connected graph G = (V , E) the polyhedron P2(G) is unbounded and full-dimensional, i.e., dim(P2(G))
= |E|.
Proof. Clearly, P2(G) is unbounded for |E| ≥ 1, as for any given d0 there is an embedding φ with corresponding distance
vector dwhose maximum distance maxe∈E de is greater than d0.
Assume that P2(G) is not full-dimensional. Then there is an equation

e∈E λele = λ0 which is valid for all embeddings
φ : V → Z2, where luv = d(φ(u), φ(v)). For an arbitrary edge e = uv, consider two distinct embeddings φ1, φ2 with
φ1(w) = φ2(w) ∈ Q = [0,
√
n
] × [0, √n ] for allw ∈ V \ {u, v}.
The embeddings map all vertices except for u and v into the square Q . Fig. 4 gives an illustration for n = 1, n = 4 and
n = 9. Black dots give the positions of u and v with respect to φ1, the arrow indicates the position of v with respect to φ2.
For n ≥ 1 the figure shows a possibility to map u and v to points ∉ Q such that
d1(φ1(u), φ1(v)) = 4,
d1(φ2(u), φ2(v)) = 2,
d1(φ1(u), φ1(w)) = d1(φ2(u), φ2(w)) for allw ∈ V \ {u, v},
d1(φ1(v), φ1(w)) = d1(φ2(v), φ2(w)) for allw ∈ V \ {u, v}.
As the equation

e∈E λele = λ0 is valid for bothφ1 andφ2, we get 4λe = 2λe, fromwhich λe = 0 follows. As ewas arbitrarily
chosen, the equation reduces to 0 = 0. 
This result does not hold in the 1-dimensional case, where e.g. dim(Kn) = |E|−1. From the proof we see that the statement
remains valid if we consider the polytope which is defined as the convex hull over all distance vectors embeddable on the
bounded grid g(|V |, |V |). Furthermore, it can be easily transferred to higher dimensions.
The following basic lemma holds for both the 1-dimensional case (as proposed in [10]) and the 2-dimensional case.
Lemma 1. Let G = (V , E) be a graph and G′ = (V ′, E ′) a subgraph of G induced by the edge set E ′ ⊆ E. The inequality
e∈E′ aede ≥ α with ae ≥ 0 is valid (facet defining, resp.) for D2(G′) if and only if it is valid (facet defining, resp.) for D2(G).
Amaral and Letchford [12] show how facets of P1(Kn) can be restricted to facets of P1(G), if all distance variables in the
inequality correspond to edges of G. We now show that transformations into the opposite direction are also possible under
some restrictions.
Proposition 7. Let G = (V , E) and G′ = (V ′, E ′) be two graphs with V ′ ⊆ V and E ′ ⊂ E such that no e ∈ E \ E ′ is contained
in a cycle of G. If

e∈E′ aede ≥ α is a facet defining inequality for P2(G′) then it is also facet defining for P2(G).
Proof. Let e1, . . . , e|E\E′| be a sorted sequence of the edges of E \ E ′ such that all graphs Gi induced by E ′ ∪ {e1, . . . , ei}
are connected, for i = 1, . . . , |E \ E ′|. Moreover, set G0 := G′. Assume that aTd ≥ β is facet defining for P2(Gi) for some
i ∈ {0, . . . , |E \ E ′| − 1}. We will show that it is also facet defining for P2(Gi+1).
As ei+1 = uv is not part of a cycle in Gi+1, we can assume w.l.o.g. that u ∈ Gi and v ∉ Gi. As aTd ≥ β defines a
facet of P2(Gi), there are |Ei| − 1 linearly independent points d1, . . . , d|Ei|−1 on it. Since u is the only neighbor of v in Gi+1
(otherwise uv would be part of a cycle), there is a d0 ∈ N+ with the following property: all of the vectors di can be extended
by one new component d0 (representing the length of uv) such that the extended vectors remain embeddable. We claim
that the |Ei| vectors d′1 = (d1, d0), . . . , d′|Ei|−1 = (d|Ei|−1, d0), d′|Ei| = (d1, d0 + 1) are linearly independent. Assume that
there exist λ1, . . . , λ|Ei| ∈ R, not all equal to zero, such that
|Ei|
j=1 λjd
′
j = 0. Then λ|Ei| ≠ 0 and λ2 = λ3 = · · · = λ|Ei|−1 = 0,
since otherwise the dj would have been already linearly dependent. Thus, λ1d′1 + λ|Ei|d′|Ei| = 0 implies λ1 = −λ|Ei| because
of the first |Ei| − 1 components. This implies d0 − (d0 + 1) = 0, which is a contradiction.
Hence, the d′j are |Ei| linearly independent vectors satisfying aTd = β and aTd ≥ β defines a facet of P2(Gi+1). 
Caprara et al. [10] use a special technique to prove that rank constraints define facets of D(G) for stars. We generalize
this technique and apply it to the presented 2-dimensional rank constraints, with the help of the following definitions.
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Definition 12. Let G = (V , E) be a graph. The set {e1, e2} ⊂ E is called a switching pair, if there are two optimum
embeddings φ1 and φ2, φ1 ≠ φ1, of V such that all edge lengths coincide except for those of e1 and e2 which interchange
their lengths, i.e., lφ2(e1) = lφ1(e2), lφ2(e2) = lφ1(e1), lφ1(e1) ≠ lφ1(e2) and lφ1(e) = lφ2(e) for all e ∈ E \ {e1, e2}.
Definition 13. The switching graph G′ = (V ′, E ′) of a graph G = (V , E) is an undirected graph defined by V ′ = E and
E ′ = {(e1, e2) ∈ E × E | {e1, e2} is a switching pair}.
The proof of part (i) of the following theorem is a generalization of the proof in [10] to k = 2.
Theorem 2. For a graph G = (V , E), let uv∈E duv ≥ β denote a supporting inequality, i.e., β ∈ N is maximally chosen.
Assume that the switching graph of G is connected. Then the following statements hold.
(i)

uv∈E duv ≥ β defines a facet of D2(G′) for every supergraph G′ of G.
(ii)

uv∈E duv ≥ β defines a facet of P2(G′) for every supergraph G′ = (V ′, E ′) of G, where no e ∈ E ′ \ E is contained in a cycle
of G′.
Proof. Let λd = λ0 denote an equation which is satisfied by all points which also satisfyuv∈E duv = β . If λ was a scalar
multiple of the unit vector (1, . . . , 1) ∈ R|E|, then the facet defining property for the polyhedra would already be implied, as
the unit vector constitutes the left-hand side of our inequality. The supergraph properties would then follow from Lemma 1
and Proposition 7.
Thus, it remains to be shown that λi = λj for all i, j ∈ {1, . . . , |E|}. Let {e1, e2} ⊂ E be a switching pair and φ1, φ2 two
embeddings of V fulfilling the properties of the switching pair definition. Since they are optimal, they satisfy λd = λ0 and
we have λ0 = e∈E λelφ1(e) = e∈E λelφ2(e) = λ0. As lφ1(e) = lφ2(e) for all e ∈ E \ {e1, e2}, the equation can be reduced
to λe1 lφ1(e1) + λe2 lφ1(e2) = λe1 lφ2(e1) + λe2 lφ2(e2), which is equivalent to λe1(lφ1(e1) − lφ2(e1)) = λe2(lφ2(e2) − lφ1(e2)),
where the two expressions within the brackets are identical and non-zero by the definition of switching pair. Finally, we
get λe1 = λe2 .
For any λi, λj with i, j ∈ {1, . . . , |E|}, there is a path ei, eψ(1), eψ(2), . . . , eψ(k), ej from ei to ej in the switching graph of G
as it is connected. As any two subsequent elements of the path are switching pairs, we get λi = λψ(1) = λψ(2) = · · · =
λψ(k) = λj, so we get λi = λj. As i and jwere arbitrarily chosen, the proof is completed for G itself. 
We are now able to apply the theorem to some rank constraints in order to prove that they define facets of our polyhedra.
Remark 3. The bounding inequalities de ≥ 1 define facets of D2(G) for all e ∈ E. If G is acyclic then they define facets of
P2(G).
Proof. If G = ({v1, v2}, {(v1, v2)}), the dimension of D2(G) = P2(G) is 1 and d = (1) fulfills d(v1,v2) ≥ 1 at equality, hence it
defines a 0-dimensional face. If G is an arbitrary connected graph, de ≥ 1 defines a facet of D2(G) according to Lemma 1. If G
is acyclic, then de ≥ 1 defines a facet of P2(G) according to Proposition 7 since no edge of E \ {e} is contained in a cycle. 
Corollary 3. For G = (V , E), u ∈ V and N ⊆ ∆(u), the star inequalitiesv∈N duv ≥ ρ(|N| + 1) define facets of D2(G) if and
only if |N| = 1 or |N| ≥ 5. If G is acyclic, they define facets of P2(G) if and only if |N| = 1 or |N| ≥ 5.
Proof. For |N| = 1, the star inequality is a bounding inequality de ≥ 1, which is facet defining according to Remark 3.
For 2 ≤ |N| ≤ 4 we have ρ(|N| + 1) = |N|. Therefore, the star inequalities can be written as the sum of the bounding
inequalities duv ≥ 1 for all v ∈ N and are thus not facet defining.
Now assume |N| ≥ 5 and that G is a star graph itself, as we want to apply Lemma 1. Let v0 denote its center vertex. Let φ
denote an optimum embedding with some standard enumeration of the vertices, i.e., the vertices v2k2−2k+1, . . . , v2k2+2k
are embedded with distance k to the center. Clearly, {(v0, v1), (v0, vi)} is a switching pair for all i = 5, . . . , |N|, so is
{(v0, vi), (v0, v5)} for i = 2, 3, and 4. Hence, the switching graph is connected. Theorem 2 provides the result. 
Corollary 4. For all l ≥ 1 the cycle inequality for a (2l+ 1)-cycle C of G defines a facet of D2(G). If C is the only cycle in G, it
also defines a facet of P2(G).
Proof. W.l.o.g. considerG = C according to Lemma 1. Pairs {ei, ej} ⊂ E are switching pairs for all ei ≠ ej due to the optimum
embeddings φi and φj with lφi(ei) = 2 (resp. lφj(ej) = 2). So the switching graph of G is complete and the result follows from
Theorem 2. 
Corollary 5. Let G be a graph containing a 4-grid breaking tree subgraph D4Q1. Then the rank constraint for this subgraph
defines a facet of D2(G) and, if G is a tree, also of P2(G).
Proof. Assume G = D4Q1(a) as shown in Fig. 5 according to Lemma 1. For i = 1, . . . , |E| there is an optimum embedding φi
of graph D4Q1(a)with lφi(ei) = 2 and lφi(ej) = 1 for all j ∈ {1, . . . , 11}, j ≠ i, as shown in Fig. 5. Thus, the switching graph
of G is complete and the result follows from Proposition 2. The analogous result is obtained for graph D4Q1(b). 
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Fig. 5. Illustration of proof of Corollary 5.
6. A branch-and-cut solver
As a first exact solution method for the 2-dimensional Grid Arrangement Problem we implemented a branch-and-cut
algorithm. Starting with constraints (2) and the bounds 0 ≤ xuvd ≤ 1, we separate rank and hypermetric inequalities until
an optimum integral distance vector d∗ for the model is obtained. If there is no embeddability constraint which is violated
by d∗, then d∗ is also the optimum solution of the GAP. Otherwise, we return such a violated constraint, add it to the IP and
find a new integral optimum.
6.1. Separation of embeddability constraints
For a given integral distance vector d∗ ∈ N|E|, we need to decide whether there is an embedding φ : V → Z2 such that
for every edge uv the L1-distance of φ(u) and φ(v) equals d∗uv . If not, we say that d∗ is unembeddable and search for a smallest
subgraph H of G such that d∗H is already unembeddable. We use the embeddability constraint of the latter as an inequality
separating d∗ from P2(G).
A separation of embeddability constraints in polynomial time is only known for very restricted special caseswhenG = Kn.
Deza and Laurent [11] show that (G, d∗) is embeddable on Z2 if and only if every subgraph (H, d∗H) with at most 6 vertices
is, implying an O(n6) algorithm that is improved by Malitz and Malitz [13] to O(n3).
We therefore check the embeddability in the following way. In the first step, an arbitrary vertex v0 is fixed at the center
of an empty grid. In the second step, a vertex v1 adjacent to v0 is chosen and placed on a grid point with distance d∗v0v1 to
the grid point of v0. In the ith step, the vertex vi−1, which is adjacent to at least one of the vertices v0, . . . , vi−2, is placed on
a grid point which respects all distances of d∗. If there are several possible positions for vi−1, say pi−1 ≥ 2, we first eliminate
some of the possibilities due to symmetry considerations such that p′i−1 of them remain. If this value is still greater than 1,
we distinguish the p′i−1 resulting arrangements and fix the next vertex vi in every arrangement independently. Obviously,
the set of all fixing possibilities can thus be described by a tree structure B. We explore B in a depth-first search manner
until a node of node depth |V | is created, whichmeans that we found an embedding of Gwith respect to d∗, or the algorithm
stops with a depth ofB lower than |V |. Then d∗ is unembeddable.
The order of the vertex fixing is chosen in a way that keeps B as small as possible. This can be achieved heuristically
by choosing successively a vertex that satisfies a combination of the following criteria: A small distance to an already fixed
vertex, adjacency to many already fixed vertices and a high vertex degree.
Furthermore, congruence considerations help to keep the tree small. A straightforward way to break all congruences
from the start is not to begin with the fixing of a single vertex, as described above, but with the simultaneous fixing of a
set V0 that satisfies the following properties:
(1) V0 together with d∗V0 is uniquely embeddable, i.e., there is only one possible embedding of V0 on Z
2 up to congruence
transformations.
(2) If the calculation of B is initialized with V0, then for each pair of nodes of B the corresponding embeddings are not
congruent.
(3) V0 is easy to detect.
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Examples are vertex sets that induce a 4-clique in G such that the pairwise distances correspond to the distances of a
rectangle, i.e., d12 = d34 = a, d23 = d14 = b, d24 = d13 = a+b. We proved in [1] that (1) and (2) are satisfied. Furthermore,
we call S ⊂ V a symmetry set, if in every embedding of G the grid positions of the vertices in S can be arbitrarily interchanged
without changing the objective value. The vertices in a symmetry set S can be fixed simultaneously. For every subset T ⊆ Z2
with |T | = |S|, only one (arbitrary) mapping of the vertices in S to the grid points in T must be considered.
If the algorithm stops with a node depth less than |V |, then the embeddability constraint for the first depth(B) vertices
in the order of fixing can be used to separate d∗. However, there might be a proper subset of these vertices which is already
unembeddable. For this reason, we try to identify and eliminate ‘‘unnecessary’’ vertices from the set in order to strengthen
the corresponding constraint. So in reversed order of the vertex fixing, we test whether the set is still unembeddable if the
current vertex is left out.B can be used to accelerate this test.
6.2. Separation of hypermetric and rank constraints
The goal for the separation of hypermetric inequalities is to find an inequality that is maximally violated by the fractional
solution x∗ of the LP relaxation. We use a local search heuristic described in [14]. Given a hypermetric inequality defined
by b = (b1, . . . , bn), we use the following operation to obtain a neighboring hypermetric inequality. Given two distinct
indices i and j, it is clear that the inequality b′ = (b′1, . . . , b′n)with b′i = bi + 1, b′j = bj − 1, and b′a = ba for all remaining a
is again a hypermetric inequality.
The algorithm starts with a random hypermetric inequality b0 in which exactly one component is 1 and the others are
set to 0. Iteratively, two indices i and j are chosen such that the above mentioned operation increases the violation of x∗ to
the maximum possible extent. The procedure is stopped when no further increase of violation is possible or a maximum
number of iteration steps is reached.
The rank constraints are separated in a straightforward way. In a preprocessing step all 3-cycles, stars, inclusionally
maximal cliques, and 5-cycles are identified and stored in respective lists. The separation routine then traverses these lists
from random starting points and searches for violated constraints. In the clique constraint separation, maximally violated
sub cliques are searched for with a greedy heuristic. In the overall separation process, the constraint types are checked
for violation in the order given above, followed by the hypermetric constraints. A type is separated only if no violated
inequalities of the previous types could be found.
6.3. Computational results
We have based our solver on the branch-and-cut framework ABACUS 2 [15]. The algorithmwas run on a PC with 2.8 GHz
processor, RAM size 2 GB, and CPLEX 8.1 as LP solver.
We have worked on an application provided by Deutsches Krebsforschungszentrum (German Cancer Research Center) in
Heidelberg in 2008 [16]. In this application, image analysis tools are employed for the analysis of cell data of patients. The
measurements from cells of patients are given in the form of graphs. In order to employ image analysis these graphs have
to be embedded on grids. The GAP turned out to be the appropriate choice for embedding since adjacent vertices in the
measurement graph will also be close in the embedding. The discussion of the results in the biological context is published
in [17].
We separate triangle, odd-3-cycle, star, clique, five cycle, hypermetric and embeddability inequalities. Furthermore,
we activated the unembeddable set minimization, intelligent vertex ordering and a greedy primal rounding heuristic. The
algorithm requires a specification of the maximum possible length dmax that an edge can have in an optimum embedding.
We use the upper bound |V | − 2 as explained in the introduction.
Input files with prefix ‘‘hsa’’ (homo sapiens) and ‘‘mmu’’ (mouse) are chosen from the breast cancer analysis application.
These adjacency matrices are created from the data of the Kyoto Encyclopedia of Genes and Genomes (KEGG) [18] by a special
procedure described by Schramm et al. [16]. The suffixes are merely identification numbers. All remaining instances are
taken from the well-known matrix library ‘‘The Harwell-Boeing sparse matrix collection’’ [19]. We chose all instances with
less than 40 vertices and an edge density of less than 20%.
Results are given in Table 6.3. The first columns give the name of the problem file (Problem), number of vertices and edges
in the graph (V , E), its density |E|/

|V |
2

(dens), number of vertices with at least 5 neighbors (St), number of 3-cycles (3C),
number of 5-cycles (5C), number of vertices in a maximum clique (Cl), optimum solution value if known (opt). We report
the statistics of the best out of 5 independent runs each, as the variation is usually small. The meaning of the columns is as
follows: The dual bound at the root node (lb_root), the lower and upper bound at the end of the run (lb, ub), the relative
gap (ub− lb)/lb (gap), the CPU time in seconds after which the result has been obtained or ‘‘limit’’ if the time limit of 10min
has been reached (time).
From the table and our experiences, we conclude that instanceswith about 20 vertices and a density of 15% can usually be
solved to optimality within a few seconds. As predicted, the algorithm turns out to be unsuitable for denser instances. Here,
the number of subproblems exceeds the available memory after a few minutes. Significant improvements can be made by
a more suitable choice of dmax. We observed that the returned optimal solution of hsa04370 has a maximum edge length
of only 2. Thus, the setting dmax = 26 turned out to produce an unnecessarily high number of variables. Similar effects
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were observed for the other tested instances. For the practical computations in the breast cancer analysis project [16], we
hence used a simple estimation procedure for dmax. It resulted in a satisfying average gap of 4.18% between lower and upper
bounds after 10 min of running time for each instance.
Problem V E Dens St 3C 5C Cl Opt lb_root lb ub Gap (%) Time
hsa00271 13 22 0.282 4 10 17 4 30 27 30 30 0 1
hsa04340 17 16 0.118 1 0 0 2 20 20 20 20 0 1
hsa04370 28 32 0.085 2 2 1 3 38 38 38 38 0 1
mmu04930 19 24 0.140 1 4 2 4 30 29 30 30 0 2
hsa05221 32 39 0.079 3 0 1 2 46 44 46 46 0 11
mmu00270 25 45 0.150 7 25 21 5 60 57 60 60 0 52
mmu00620 27 71 0.202 15 94 246 8 – 113 113 119 5.3 Limit
hsa04720 25 35 0.117 3 0 6 2 – 41 44 47 6.8 Limit
mmu00020 23 52 0.206 11 40 27 6 – 70 70 79 12.9 Limit
hsa04330 22 21 0.091 2 0 0 2 – 29 31 36 16.1 Limit
mmu04070 27 74 0.211 16 72 282 6 – 106 106 123 16.0 Limit
hsa00600 27 74 0.211 13 105 448 6 – 108 108 137 26.9 Limit
hsa00670 23 116 0.458 22 248 3328 7 – 197 197 268 36.0 Limit
bcspwr01 39 46 0.062 1 0 1 2 50 49 50 50 0 7
can___24 24 68 0.246 20 60 178 4 – 94 95 98 3.2 Limit
ibm32 32 90 0.181 22 28 281 3 – 119 119 196 64.7 Limit
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