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GETTING ACQUAINTED WITH THE FRACTIONAL LAPLACIAN
NICOLA ABATANGELO AND ENRICO VALDINOCI
Abstract. These are the handouts of an undergraduate minicourse at the Università di Bari (see Fig-
ure 1), in the context of the 2017 INdAM Intensive Period “Contemporary Research in elliptic PDEs
and related topics”. Without any intention to serve as a throughout epitome to the subject, we hope
that these notes can be of some help for a very initial introduction to a fascinating field of classical and
modern research.
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1. The Laplace operator
The operator mostly studied in partial differential equations is likely the so-called Laplacian, given
by
(1.1) −∆u(x) := −
n∑
j=1
∂2u
∂x2j
(x) = lim
r↘0
const
rn+2
∫
Br(x)
(
u(x)− u(y)) dy= − const ∫
∂B1
D2u(x) θ · θ dθ
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Figure 1. Working hard (and profitably) in Bari.
Of course, one may wonder why mathematicians have a strong preference for such kind of operators –
say, why not studying
∂7u
∂x71
(x)− ∂
8u
∂x82
(x) +
∂9u
∂x93
(x)− ∂
10u
∂x1∂x42∂x
5
3
(x) ?
Since historical traditions, scientific legacies or impositions from above by education systems would not
be enough to justify such a strong interest in only one operator (plus all its modifications), it may
be worth to point out a simple geometric property enjoyed by the Laplacian (and not by many other
operators). Namely, equation (1.1) somehow reveals that the fact that a function is harmonic (i.e., that
its Laplace operator vanishes in some region) is deeply related to the action of “comparing with the
surrounding values and reverting to the averaged values in the neighborhood”.
To wit, the idea behind the integral representation of the Laplacian in formula (1.1) is that the
Laplacian tries to model an “elastic” reaction: the vanishing of such operator should try to “revert the
value of a function at some point to the values nearby”, or, in other words, from a “political” perspective,
the Laplacian is a very “democratic” operator, which aims at levelling out differences in order to make
things as uniform as possible. In mathematical terms, one looks at the difference between the values of
a given function u and its average in a small ball of radius r, namely
dr(x) := u(x) −
∫
Br(x)
u(y) dy =
∫
Br(x)
(
u(x)− u(y)) dy.
In the smooth setting, a second order Taylor expansion of u and a cancellation in the integral due to
odd symmetry show that dr is quadratic in r, hence, in order to detect the “elastic”, or “democratic”,
effect of the model at small scale, one has to divide by r2 and take the limit as r ↘ 0. This is exactly
the procedure that we followed in formula (1.1).
Other classical approaches to integral representations of elliptic operators come in view of potential
theory and inversion operators, see e.g. [96].
This tendency to revert to the surrounding mean suggests that harmonic equations, or in general
equations driven by operators “similar to the Laplacian”, possess some kind of rigidity or regularity
properties that prevents the solutions to oscillate too much (of course, detecting and establishing these
properties is a marvelous, and technically extremely demanding, success of modern mathematics, and
we do not indulge in this set of notes on this topic of great beauty and outmost importance, and we
refer, e.g. to the classical books [63,72–74]).
Interestingly, the Laplacian operator, in the perspective of (1.1), is the infinitesimal limit of integral
operators. In the forthcoming sections, we will discuss some other integral operators, which recover
the Laplacian in an appropriate limit, and which share the same property of averaging the values of
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the function. Differently from what happens in (1.1), such averaging procedure will not be necessarily
confined to a small neighborhood of a given point, but will rather tend to comprise all the possible values
of a certain function, by possibly “weighting more” the close-by points and “less” the contributions coming
from far.
2. Some fractional operators
We describe here the basics of some different fractional1 operators. The fractional exponent will be
denoted by s ∈ (0, 1). For more exhaustive discussions and comparisons see e.g. [25, 50, 82–84, 91, 104,
107, 108]. For simplicity, we do not treat here the case of fractional operators of order higher than 1
(see e.g. [3–5,51]).
2.1. The fractional Laplacian. A very popular nonlocal operator is given by the fractional Laplacian
(2.1) (−∆)su(x) := P.V.
∫
Rn
u(x)− u(y)
|x− y|n+2s dy.
Here above, the notation “ P.V. ” stands for “in the Principal Value sense”, that is
(−∆)su(x) := lim
ε↘0
∫
Rn\Bε(x)
u(x)− u(y)
|x− y|n+2s dy.
The definition in (2.1) differs from others available in the literature since a normalizing factor has been
omitted for the sake of simplicity: this multiplicative constant is only important in the limits as s↗ 1
and s↘ 0, but plays no essential role for a fixed fractional parameter s ∈ (0, 1).
The operator in (2.1) can be also conveniently written in the form
(2.2) − (−∆)su(x) = 1
2
∫
Rn
u(x+ y) + u(x− y)− 2u(x)
|y|n+2s dy.
The expression in (2.2) reveals that the fractional Laplacian is a sort of second order difference operator,
weighted by a measure supported in the whole of Rn and with a polynomial decay, namely
− (−∆)su(x) = 1
2
∫
Rn
δu(x, y) dµ(y),
where δu(x, y) := u(x+ y) + u(x− y)− 2u(x) and dµ(y) := dy|y|n+2s .
(2.3)
Of course, one can give a pointwise meaning of (2.1) and (2.2) if u is sufficiently smooth and with
a controlled growth at infinity (and, in fact, it is possible to set up a suitable notion of fractional
Laplacian also for functions that grow polynomially at infinity, see [58]). Besides, it is possible to
provide a functional framework to define such operator in the weak sense (see e.g. [106]) and a viscosity
solution approach is often extremely appropriate to construct general regularity theories (see e.g. [31]).
We refer to [50] for a gentle introduction to the fractional Laplacian.
From the point of view of the Fourier Transform, denoted, as usual, by ·̂ or by F (depending on the
typographical convenience), an instructive computation (see e.g. Proposition 3.3 in [50]) shows that
̂(−∆)su(ξ) = c |ξ|2s û(ξ),
for some c > 0. An appropriate choice of the normalization constant in (2.1) (also in dependence of n
and s) allows us to take c = 1, and we will take this normalization for the sake of simplicity (and with
the slight abuse of notation of dropping constants here and there). With this choice, the fractional
Laplacian in Fourier space is simply the multiplication by the symbol |ξ|2s, consistently with the fact
that the classical Laplacian corresponds to the multiplication by |ξ|2. In particular, the fractional
1The notion (or, better to say, several possible notions) of fractional derivatives attracted the attention of many dis-
tinguished mathematicians, such as Leibniz, Bernoulli, Euler, Fourier, Abel, Liouville, Riemann, Hadamard and Riesz,
among the others. A very interesting historical outline is given in pages xxvii–xxxvi of [104].
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Laplacian recovers2 the classical Laplacian as s ↗ 1. In addition, it satisfies the semigroup property,
for any s, s′ ∈ (0, 1) with s+ s′ 6 1,
F(−∆)s(−∆)s′u = |ξ|2sF((−∆)s′u) = |ξ|2s |ξ|2s′ û = |ξ|2(s+s′) û = F(−∆)s+s′u,
that is
(2.4) (−∆)s(−∆)s′u = (−∆)s′(−∆)su = (−∆)s+s′u.
As a special case of (2.4), when s = s′ = 1/2, we have that the square root of the Laplacian applied
twice produces the classical Laplacian, namely
(2.5)
(
(−∆)1/2
)2
= −∆.
This observation gives that if U : Rn × [0,+∞)→ R is the harmonic extension3 of u : Rn → R, i.e. if
(2.6)
{
∆U = 0 in Rn × [0,+∞),
U(x, 0) = u(x) for any x ∈ Rn,
then
(2.7) − ∂yU(x, 0) = (−∆)1/2u(x).
See Appendix A for a confirmation of this. In a sense, formula (2.7) is a particular case of a general
approach which reduces the fractional Laplacian to a local operator which is set in a halfspace with an
additional dimension and may be of singular or degenerate type, see [30].
As a rather approximative “general nonsense”, we may say that the fractional Laplacian shares some
common feature with the classical Laplacian. In particular, both the classical and the fractional Lapla-
cian are invariant under translations and rotations. Moreover, a control on the size of the fractional
Laplacian of a function translates, in view of (2.3), into a control of the oscillation of the function
(though in a rather “global” fashion): this “democratic” tendency of the operator of “averaging out”
any unevenness in the values of a function is indeed typical of “elliptic” operators – and the classical
Laplacian is the prototype example in this class of operators, while the fractional Laplacian is perhaps
the most natural fractional counterpart.
To make this counterpart more clear, we will say that a function u is s-harmonic in a set Ω if (−∆)su =
0 at any point of Ω (for simplicity, we take this notion in the “strong” sense, but equivalently one could
look at distributional definitions, see e.g. Theorem 3.12 in [18]).
For example, constant functions in Rn are s-harmonic in the whole space for any s ∈ (0, 1), as both
(2.1) and (2.2) imply.
Another similarity between classical and fractional Laplace equations is given by the fact that notions
like those of fundamental solutions, Green functions and Poisson kernels are also well-posed in the frac-
tional case and somehow similar formulas hold true, see e.g. Definitions 1.7 and 1.8, and Theorems 2.3,
2.10, 3.1 and 3.2 in [22] (and related formulas hold true also for higher-order fractional operators, see
[3–5,51]).
2We think that it is quite remarkable that the operator obtained by the inverse Fourier Transform of |ξ|2 û, the classical
Laplacian, reduces to a local operator. This is not true for the inverse Fourier Transform of |ξ|2s û. In this spirit, it is
interesting to remark that the fact that the classical Laplacian is a local operator is not immediate from its definition in
Fourier space, since computing Fourier Transforms is always a nonlocal operation.
3Some care has to be used with extension methods, since the solution of (2.6) is not unique (if U solves (2.6), then so
does U(x, y) + cy for any c ∈ R). The “right” solution of (2.6) that one has to take into account is the one with “decay
at infinity”, or belonging to an “energy space”, or obtained by convolution with a Poisson-type kernel. See e.g. [25] for
details.
Also, the extension method in (2.6) and (2.7) can be related to an engineering application of the fractional Laplacian
motivated by the displacement of elastic membranes on thin (i.e. codimension one) obstacles, see [28]. The intuition for
such application can be grasped from Figures 7, 10 and 12. These pictures can be also useful to develop some intuition
about extension methods for fractional operators and boundary reaction-diffusion equations.
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In addition, space inversions such as the Kelvin Transform also possess invariant properties in the
fractional framework, see e.g. [19] (see also Lemma 2.2 and Corollary 2.3 in [64], and in addition
Proposition A.1 on page 300 in [97] for a short proof). Moreover, fractional Liouville-type results hold
under various assumptions, see e.g. [65] and [58].
Another interesting link between classical and fractional operators is given by subordination formulas
which permit to reconstruct fractional operators from the heat flow of classical operators, such as
(−∆)su = − s
Γ(1− s)
∫ +∞
0
t−1−s
(
et∆ − 1
)
u dt,
see [11].
In spite of all these similarities, many important structural differences between the classical and the
fractional Laplacian arise. Let us list some of them.
Difference 2.1 (Locality versus nonlocality). The classical Laplacian of u at a point x only depends
on the values of u in Br(x), for any r > 0.
This is not true for the fractional Laplacian. For instance, if u ∈ C∞0 (B2, [0, 1]) with u = 1 in B1, we
have that, for any x ∈ Rn \B4,
(2.8) − (−∆)su(x) = P.V.
∫
Rn
u(y)− u(x)
|x− y|n+2s dy =
∫
B2
u(y)
|x− y|n+2s dy >
∫
B1
dy(|x|+ 1)n+2s > const|x|n+2s
while of course ∆u(x) = 0 in this setting.
It is worth remarking that the estimate in (2.8) is somewhat optimal. Indeed, if u belongs to the
Schwartz space (or space of rapidly decreasing functions)
(2.9) S :=
{
u ∈ C∞(Rn) s.t. sup
x∈Rn
|x|α ∣∣Dβu(x)∣∣ < +∞ for all α, β ∈ Nn} ,
we have that, for large |x|,
(2.10)
∣∣(−∆)su(x)∣∣ 6 const|x|n+2s .
See Appendix B for the proof of this fact.
Difference 2.2 (Summability assumptions). The pointwise computation of the classical Laplacian on
a function u does not require integrability properties on u. Conversely, formula (2.1) for u can make
sense only when ∫
Rn
|u(y)|
1 + |y|n+2s dy < +∞
which can be read as a local integrability complemented by a growth condition at infinity. This feature,
which could look harmless at a first glance, can result problematic when looking for singular solutions
to nonlinear problems (as, for example, in [1,67] where there is an unavoidable integrability obstruction
on a bounded domain) or in “blow-up” type arguments (as mentioned in [58], where the authors propose
a way to outflank this restriction).
Difference 2.3 (Computation along coordinate directions). The classical Laplacian of u at the origin
only depends on the values that u attains along the coordinate directions (or, up to a rotation, along a
set of n orthogonal directions).
This is not true for the fractional Laplacian. As an example, let u ∈ C∞0 (B2(4e1 + 4e2), [0, 1]),
with u = 1 in B1(4e1 + 4e2). Let also Rj be the straight line in the jth coordinate direction, that is
Rj := {tej, t ∈ R},
see Figure 2. Then
Rj ∩B2(4e1 + 4e2) = ∅
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O
u
Figure 2. Coordinate directions not meeting a bump function.
v
u
Figure 3. A function v which is “close to u”.
for each j ∈ {1, . . . , n}, and so u(tej) = 0 for all t ∈ R and j ∈ {1, . . . , n}. This gives that ∆u(0) = 0.
On the other hand,∫
Rn
u(y)− u(0)
|0− y|n+2s dy =
∫
Rn
u(y)
|y|n+2s dy >
∫
B1(4e1+4e2)
dy
|y|n+2s > 0,
which says that (−∆)su(0) 6= 0.
Difference 2.4 (Harmonic versus s-harmonic functions). If ∆u(0) = 1, ‖u− v‖C2(B1) 6 ε and ε > 0 is
sufficiently small (see Figure 3) then ∆v(0) > 1− const ε > 0, and in particular ∆v(0) 6= 0.
Quite surprisingly, this is not true for the fractional Laplacian. More generally, in this case, as proved
in [55], for any ε > 0 and any (bounded, smooth) function u¯, we can find vε such that
(2.11)
{ ‖u¯− vε‖C2(B1) 6 ε
and (−∆)svε = 0 in B1.
A proof of this fact in dimension 1 for the sake of simplicity is given in [112] (the original paper [55]
presents a complete proof in any dimension). See also [71, 99, 100] for different approaches to approx-
imation methods in fractional settings which lead to new proofs, and very refined and quantitative
statements.
We also mention that the phenomenon described in (2.11) (which can be summarized in the evocative
statement that all functions are locally s-harmonic (up to a small error)) is very general, and it applies
to other nonlocal operators, also independently from their possibly “elliptic” structure (for instance all
functions are locally s-caloric, or s-hyperbolic, etc.). In this spirit, for completeness, in Section 5 we
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will establish the density of fractional caloric functions in one space variable, namely of the fact that
for any ε > 0 and any (bounded, smooth) function u¯ = u¯(x, t), we can find vε = vε(x, t) such that
(2.12)
{ ‖u¯− vε‖C2((−1,1)×(−1,1)) 6 ε
and ∂tvε + (−∆)svε = 0 for any x ∈ (−1, 1) and any t ∈ (−1, 1).
We also refer to [57] for a general approach and a series of general results on this type of approximation
problems with solutions of operators which are the superposition of classical differential operators with
fractional Laplacians. Furthermore, similar results hold true for other nonlocal operators with memory,
see [23]. See in addition [36,37,80] for related results on higher order fractional operators.
Difference 2.5 (Harnack Inequality). The classical Harnack Inequality says that if u is harmonic in B1
and u > 0 in B1 then
inf
B1/2
u > const sup
B1/2
u,
for a suitable universal constant, only depending on the dimension.
The same result is not true for s-harmonic functions. To construct an easy counterexample, let u¯(x) =
|x|2 and, for a small ε > 0, let vε be as in (2.11). Notice that, if x ∈ B1 \B1/4
(2.13) vε(x) > u¯(x)− ‖u¯− vε‖L∞(B1) >
1
16
− ε > 1
32
if ε is small enough, while
vε(0) 6 u¯(0) + ‖u¯− vε‖L∞(B1) 6 0 + ε <
1
32
.
These observations imply that vε(0) < vε(x) for all x ∈ B1 \B1/4 and therefore the infimum of vε in B1
is taken at some point x¯ in the closure of B1/4. Then, we define
uε(x) := vε(x)− inf
B1
vε = vε(x)− vε(x¯).
Notice that uε is s-harmonic in B1, since so is vε, and uε > 0 in B1. Also, uε is strictly positive
in B1 \B1/4. On the other hand, since x¯ ∈ B1/2
inf
B1/2
uε = uε(x¯) = 0,
which implies that uε cannot satisfy a Harnack Inequality as the one in (2.13).
In any case, it must be said that suitable Harnack Inequalities are valid also in the fractional case,
under suitable “global” assumptions on the solution: for instance, the Harnack Inequality holds true
for solutions that are positive in the whole of Rn rather than in a given ball. We refer to [76, 77] for a
comprehensive discussion on this topic and for recent developments.
Difference 2.6 (Growth from the boundary). Roughly speaking, solutions of Laplace equations have
“linear (i.e. Lipschitz) growth from the boundary”, while solutions of fractional Laplace equations have
only Hölder growth from the boundary. To understand this phenomenon, we point out that if u is
continuous in the closure of B1, with ∆u = f in B1 and u = 0 on ∂B1, then
(2.14) |u(x)| 6 const (1− |x|) sup
B1
|f |.
Notice that the term (1−|x|) represents the distance of the point x ∈ B1 from ∂B1. See e.g. Appendix C
for a proof of (2.14).
The case of fractional equations is very different. A first example which may be useful to keep in
mind is that the function
Rn 3 x 7→ (xn)s+
is s-harmonic in the halfspace {xn > 0}.(2.15)
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For an elementary proof of this fact, see e.g. Section 2.4 in [25]. Remarkably, the function in (2.15) is
only Hölder continuous with Hölder exponent s near the origin.
Another interesting example is given by the function
(2.16) R 3 x 7→ u1/2(x) := (1− |x|2)1/2+ ,
which satisfies
(2.17) (−∆)1/2 u1/2 = const in (−1, 1).
A proof of (2.17) based on extension methods and complex analysis is given in Appendix D.
The identity in (2.17) is in fact a special case of a more general formula, according to which the
function
(2.18) Rn 3 x 7→ us(x) := (1− |x|2)s+
satisfies
(2.19) (−∆)sus = const in B1.
For this formula, and in fact even more general ones, see [62]. See also [70] for a probabilistic approach.
Interestingly, (2.15) can be obtained from (2.19) by a blow-up at a point on the zero level set.
Notice also that
lim
|x|↗1
|us(x)|
1− |x| = lim|x|↗1
(1− |x|2)s+
1− |x| = lim|x|↗1
1
(1− |x|)1−s = +∞,
therefore, differently from the classical case, us does not satisfy an estimate like that in (2.14).
It is also interesting to observe that the function us is related to the function xs+ via space inversion
(namely, a Kelvin transform) and integration, and indeed one can also deduce (2.19) from (2.15): this
fact was nicely remarked to us by Xavier Ros-Oton and Joaquim Serra, and the simple but instructive
proof is sketched in Appendix E.
Difference 2.7 (Global (up to the boundary) regularity). Roughly speaking, solutions of Laplace
equations are “smooth up to the boundary”, while solutions of fractional Laplace equations are not
better than Hölder continuous at the boundary. To understand this phenomenon, we point out that if u
is continuous in the closure of B1,
(2.20)
{
∆u = f in B1,
u = 0 on ∂B1,
then
(2.21) sup
x∈B1
|∇u(x)| 6 const sup
B1
|f |.
See e.g. Appendix F for a proof of this fact.
The case of fractional equations is very different since the function us in (2.18) is only Hölder con-
tinuous (with Hölder exponent s) in B1, hence the global Lipschitz estimate in (2.21) does not hold in
this case. This phenomenon can be seen as a counterpart of the one discussed in Difference 2.6. The
boundary regularity for fractional Laplace problems is discussed in details in [97].
Difference 2.8 (Explosive solutions). Solutions of classical Laplace equations cannot attain infinite
values in the whole of the boundary. For instance, if u is harmonic in B1, then
(2.22) lim
ρ↗1
inf
∂Bρ
u 6 constu(0).
Indeed, by the Mean Value Property for harmonic functions, for any ρ ∈ (0, 1),
u(0) =
const
ρn−1
∫
∂Bρ
u(x) dHn−1x > inf
∂Bρ
u,
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Figure 4. The function u−1/2 and the cancellation occurring in (2.24).
from which (2.22) plainly follows (another proof follows by using the Maximum Principle instead of the
Mean Value Property). On the contrary, and quite remarkably, solutions of fractional Laplace equations
may “explode” at the boundary and (2.22) can be violated by s-harmonic functions in B1 which vanish
outside B1.
For example, for
(2.23) R 3 x 7→ u−1/2(x) :=
{
(1− |x|2)−1/2 if x ∈ (−1, 1),
0 otherwise,
one has
(2.24) (−∆)1/2 u−1/2 = 0 in (−1, 1),
and, of course, (2.22) is violated by u−1/2. The claim in (2.24) can be proven starting from (2.17) and
by suitably differentiating both sides of the equation: the details of this computation can be found in
Appendix G. For completeness, we also give in Appendix H another proof of (2.24) based on complex
variable and extension methods.
A geometric interpretation of (2.24) is depicted in Figure 4 where a point x ∈ (−1, 1) is selected
and the graph of u−1/2 above the value u−1/2(x) is drawn with a “dashed curve” (while a “solid curve”
represents the graph of u−1/2 below the value u−1/2(x)): then, when computing the fractional Laplacian
at x, the values coming from the dashed curve, compared with u−1/2(x), provide an opposite sign with
respect to the values coming from the solid curve. The “miracle” occurring in (2.24) is that these two
contributions with opposite sign perfectly compensate and cancel each other, for any x ∈ (−1, 1).
More generally, in every smooth bounded domain Ω ⊂ Rn it is possible to build s-harmonic functions
exploding at ∂Ω at the same rate as dist(·, ∂Ω)s−1. A phenomenon of this sort was spotted in [67], and
see [1] for the explicit explosion rate. See [1] also for a justification of the boundary behavior, as well
as the study of Dirichlet problems prescribing a singular boundary trace.
Concerning this feature of explosive solutions at the boundary, it is interesting to point out a simple
analogy with the classical Laplacian. Indeed, in view of (2.15), if s ∈ (0, 1) and we take the function R 3
x 7→ xs+, we know that it is s-harmonic in (0,+∞) and it vanishes on the boundary (namely, the origin),
and these features have a clear classical analogue for s = 1. Then, since for all s ∈ (0, 1] the derivative
of xs+ is x
s−1
+ , up to multiplicative constants, we have that the latter is s-harmonic in (0,+∞) and it
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blows-up at the origin when s ∈ (0, 1) (conversely, when s = 1 one can do the same computations but
the resulting function is simply the characteristic function of (0,+∞) so no explosive effect arises).
Similar computations can be done in the unit ball instead of (0,+∞), and one simply gets functions
that are bounded up to the boundary when s = 1, or explosive when s ∈ (0, 1) (further details in
Appendices G and H).
Difference 2.9 (Decay at infinity). The Gaussian e−|x|2 reproduces the classical heat kernel. That is,
the solution of the heat equation with initial datum concentrated at the origin, when considered at
time t = 1/4, produces the Gaussian (of course, the choice t = 1/4 is only for convenience, any time t
can be reduced to unit time by scaling the equation).
The fast decay prescribed by the Gaussian is special for the classical case and the fractional case
exhibits power law decays at infinity. More precisely, let us consider the heat equation with initial
datum concentrated at the origin, that is
(2.25)
{
∂tu(x, t) = −(−∆)su(x, t) for (x, t) ∈ Rn × (0,+∞),
u(x, 0) = δ0,
and set
(2.26) Gs(x) = u(x, 1).
By taking the Fourier Transform of (2.25) in the x variable (and possibly neglecting normalization
constants) one finds that {
∂tuˆ = −|ξ|2suˆ in Rn × (0,+∞),
u(ξ, 0) = 1,
hence
(2.27) uˆ = e−|ξ|
2st,
and consequently
(2.28) Gs(x) = F−1(e−|ξ|
2s
),
being F−1 the anti-Fourier Transform of the Fourier Transform F. When s = 1, and neglecting the
normalizing constants, the expression in (2.28) reduces to the Gaussian (since the Gaussian is the Fourier
Transform of itself). On the other hand, as far as we know, there is no simple explicit representation
of the fractional heat kernel in (2.28), except in the “miraculous” case s = 1/2, in which (2.28) provides
the explicit representation
(2.29) G1/2(x) =
const(
1 + |x|2)n+12 .
See Appendix I for a proof of (2.29) using Fourier methods and Appendix J for a proof based on
extension methods.
We stress that, differently from the classical case, the heat kernel G1/2 decays only with a power law.
This is in fact a general feature of the fractional case, since, for any s ∈ (0, 1), it holds that
(2.30) lim
|x|→+∞
|x|n+2sGs(x) = const
and, for |x| > 1 and s ∈ (0, 1), the heat kernel Gs(x) is bounded from below and from above by const|x|n+2s .
We refer to [79] for a detailed discussion on the fractional heat kernel. See also [13] for more informa-
tion on the fractional heat equation. For precise asymptotics on fractional heat kernels, see [15,17,48,95].
The decay of the heat kernel is also related to the associated distribution in probability theory: as we
will see in Section 4.2, the heat kernel represents the probability density of finding a particle at a given
point after a unit of time; the motion of such particle is driven by a random walk in the classical case
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and by a random process with long jumps in the fractional case and, as a counterpart, the fractional
probability distribution exhibits a “long tail”, in contrast with the rapidly decreasing classical one.
Another situation in which the classical case provides exponentially fast decaying solutions while the
fractional case exhibits polynomial tails is given by the Allen-Cahn equation (see e.g. Section 1.1 in [66]
for a simple description of this equation also in view of phase coexistence models). For concreteness,
one can consider the one-dimensional equation
(2.31)

(−∆)su = u− u3 in R,
u˙ > 0,
u(0) = 0,
lim
t→±∞
u(t) = ±1.
For s = 1, the system in (2.31) reduces to the pendulum-like system
(2.32)

−u¨ = u− u3 in R,
u˙ > 0,
u(0) = 0,
lim
t→±∞
u(t) = ±1.
The solution of (2.32) is explicit and it has the form
(2.33) u(t) := tanh
t√
2
,
as one can easily check. Also, by inspection, we see that such solution satisfies
|u(t)− 1| 6 const exp(− const t) for any t > 1
and |u(t) + 1| 6 const exp(− const |t|) for any t 6 −1.(2.34)
Conversely, to the best of our knowledge, the solution of (2.31) has no simple explicit expression. Also,
remarkably, the solution of (2.31) decays to the equilibria ±1 only polynomially fast. Namely, as proved
in Theorem 2 of [92], we have that the solution of (2.31) satisfies
|u(t)− 1| 6 const
t2s
for any t > 1
and |u(t) + 1| 6 const|t|2s for any t 6 −1,
(2.35)
and the estimates in (2.35) are optimal, namely it also holds that
|u(t)− 1| > const
t2s
for any t > 1
and |u(t) + 1| > const|t|2s for any t 6 −1.
(2.36)
See Appendix K for a proof of (2.36). In particular, (2.36) says that solutions of fractional Allen-Cahn
equations such as the one in (2.31) do not satisfy the exponential decay in (2.34) which is fulfilled in
the classical case.
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The estimate in (2.36) can be confirmed by looking at the solution of the very similar equation
(2.37)

(−∆)su = 1
pi
sin(piu) in R,
u˙ > 0,
u(0) = 0,
lim
t→±∞
u(t) = ±1.
Though a simple expression of the solution of (2.37) is not available in general, the “miraculous” case s =
1/2 possesses an explicit solution, given by
(2.38) u(t) :=
2
pi
arctan t.
That (2.38) is a solution of (2.37) when s = 1/2 is proved in Appendix L. Another proof of this fact
using (2.29) is given in Appendix M.
The reader should not be misled by the similar typographic forms of (2.33) and (2.38), which represent
two very different behaviors at infinity: indeed
lim
t→+∞
t
(
1− 2
pi
arctan t
)
=
2
pi
,
and the function in (2.38) satisfies the slow decay in (2.36) (with s = 1/2) and not the exponentially
fast one in (2.34).
Equations like the one in (2.31) naturally arise, for instance, in long-range phase coexistence models
and in models arising in atom dislocation in crystals, see e.g. [52,110].
A similar slow decay also occurs in the study of fractional Schrödinger operators, see e.g. [38] and
Lemma C.1 in [69]. For instance, the solution of
(2.39) (−∆)sΓ + Γ = δ0 in δ0
satisfies, for any |x| > 1,
Γ(x) ' const|x|n+2s .
A heuristic motivation for a bound of this type can be “guessed” from (2.39) by thinking that, for
large |x|, the function Γ should decay more or less like (−∆)sΓ, which has “typically” the power law
decay described in (2.10).
If one wishes to keep arguing in this heuristic way, also the decays in (2.30) and (2.36) may be seen as
coming from an interplay between the right and the left side of the equation, in the light of the decay of
the fractional Laplace operator discussed in (2.10). For instance, to heuristically justify (2.30), one may
think that the solution of the fractional heat equation which starts from a Dirac’s Delta, after a unit
of time (or an “infinitesimal unit” of time, if one prefers) has produced some bump, whose fractional
Laplacian, in view of (2.10), may decay at infinity like 1|x|n+2s . Since the time derivative of the solution
has to be equal to that, the solution itself, in this unit of time, gets “pushed up” by an amount like 1|x|n+2s
with respect to the initial datum, thus justifying (2.30).
A similar justification for (2.36) may seem more tricky, since the decay in (2.36) is only of the type 1|t|2s
instead of 1|t|1+2s , as the analysis in (2.10) would suggest. But to understand the problem, it is useful to
consider the derivative of the solution v := u˙ and deduce from (2.31) that
(2.40) (−∆)sv = (−∆)su˙ = u˙− 3u2u˙ = (1− 3u2)v.
That is, for large |t|, the term 1− 3u2 gets close to 1− 3 = −2 and so the profile at infinity may locally
resemble the one driven by the equation (−∆)sv = −2v. In this range, v has to balance its fractional
Laplacian, which is expected to decay like 1|t|1+2s , in view of (2.10). Then, since u is the primitive of v,
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one may expect that its behavior at infinity is related to the primitive of 1|t|1+2s , and so to
1
|t|2s , which is
indeed the correct answer given by (2.36).
We are not attempting here to make these heuristic considerations rigorous, but perhaps these kinds
of comments may be useful in understanding why the behavior of nonlocal equations is different from
that of classical equations and to give at least a partial justification of the delicate quantitative aspects
involved in a rigorous quantitative analysis (in any case, ideas like these are rigorously exploited for
instance in Appendix K).
See also [21] for decay estimates of ground states of a nonlinear nonlocal problem.
We also mention that other very interesting differences in the decay of solutions arise in the study of
different models for fractional porous medium equations, see e.g. [33,34,49].
Difference 2.10 (Finiteness versus infiniteness of the mean squared displacement). The mean squared
displacement is a useful notion to measure the “speed of a diffusion process”, or more precisely the
portion of the space that gets “invaded” at a given time by the spreading of the diffusive quantity which
is concentrated at a point source at the initial time. In a formula, if u(x, t) is the fundamental solution
of the diffusion equation related to the diffusion operator L, namely
(2.41)
{
∂tu = Lu for any x ∈ Rn and t > 0,
u(·, 0) = δ0(·),
being δ0 the Dirac’s Delta, one can define the mean squared displacement relative to the diffusion
process L as the “second moment” of u in the space variables, that is
(2.42) MSDL(t) :=
∫
Rn
|x|2 u(x, t) dx.
For the classical heat equation, by Fourier Transform one sees that, when L = ∆, the fundamental
solution of (2.41) is given by the classical heat kernel
u(x, t) =
1
(4pit)n/2
e−
|x|2
4t ,
and therefore4 in such case, the substitution y := x
2
√
t
gives that
(2.43) MSD∆(t) =
∫
Rn
|x|2
(4pit)n/2
e−
|x|2
4t dx =
∫
Rn
4t|y|2
pin/2
e−|y|
2
dy = Ct,
for some C > 0. This says that the mean squared displacement of the classical heat equation is finite,
and linear in the time variable.
On the other hand, in the fractional case in which L = −(−∆)s, by (2.27) the fractional heat kernel
is endowed with the scaling property
u(x, t) =
1
t
n
2s
Gs
(
x
t
1
2s
)
,
with Gs being as in (2.25) and (2.26). Consequently, in this case, the substitution y := x
t
1
2s
gives that
(2.44) MSD−(−∆)s(t) =
∫
Rn
|x|2 1
t
n
2s
Gs
(
x
t
1
2s
)
dx = t
1
s
∫
Rn
|y|2Gs(y) dy.
Now, from (2.30), we know that ∫
Rn
|y|2Gs(y) dy = +∞
and therefore we infer from (2.44) that
(2.45) MSD−(−∆)s(t) = +∞.
4See Appendix A in [103] for a very nice explanation of the dimensional analysis and for a throughout discussion of its
role in detecting fundamental solutions.
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This computation shows that, when s ∈ (0, 1), the diffusion process induced by −(−∆)s does not possess
a finite mean squared displacement, in contrast with the classical case in (2.43).
Other important differences between the classical and fractional cases arise in the study of nonlocal
minimal surfaces and in related fields: just to list a few features, differently than in the classical
case, nonlocal minimal surfaces typically “stick” at the boundary, see [24,54,56], the gradient bounds of
nonlocal minimal graphs are different than in the classical case, see [26], nonlocal catenoids grow linearly
and nonlocal stable cones arise in lower dimension, see [46,47], stable surfaces of vanishing nonlocal mean
curvature possess uniform perimeter bounds, see Corollary 1.8 in [42], the nonlocal mean curvature flow
develops singularity also in the plane, see [43], its fattening phenomena are different, see [40], and the self-
shrinking solutions are also different, see [39], and genuinely nonlocal phase transitions present stronger
rigidity properties than in the classical case, see e.g. Theorem 1.2 in [59] and [68]. Furthermore, from
the probabilistic viewpoint, recurrence and transiency in long-jump stochastic processes are different
from the case of classical random walks, see e.g. [6] and the references therein.
We would like to conclude this list of differences with one similarity, which seems to be not very well-
known. There is indeed a “nonlocal representation” for the classical Laplacian in terms of a singular
kernel. It reads as
(2.46) −∆u(x) = const
∫
Rn
u(x+ 2y) + u(x− 2y)− 4u(x+ y)− 4u(x− y) + 6u(x)
|y|n+2 dy.
This one is somehow very close to (2.2) with one important modification: the difference operator in the
numerator of the integrand has been increased in order, in such a way that it is able to compensate the
singularity of the kernel in 0. We include in Appendix N a computation proving (2.46) when u is C2,α
around x. For a complete proof, involving Fourier transform techniques and providing the explicit value
of the constant, we refer to [3].
2.2. The regional (or censored) fractional Laplacian. A variant of the fractional Laplacian in (2.1)
consists in restricting the domain of integration to a subset of Rn. In this direction, an interesting
operator is defined by the following singular integral:
(2.47) (−∆)sΩu(x) := P.V.
∫
Ω
u(x)− u(y)
|x− y|n+2s dy.
We remark that when Ω := Rn the regional fractional Laplacian in (2.47) boils down to the standard
fractional Laplacian in (2.1).
In spite of the apparent similarity, the regional fractional Laplacian and the fractional Laplacian are
structurally two different operators. For instance, concerning Difference 2.4, we mention that solutions
of regional fractional Laplace equations do not possess the same rich structure of those of fractional
Laplace equations, and indeed
it is not true that for any ε > 0 and any (bounded, smooth) function u¯,
we can find vε such that{ ‖u¯− vε‖C2(B1) 6 ε
and (−∆)sΩvε = 0 in B1.
(2.48)
A proof of this observation will be given in Appendix O.
Interestingly, the regional fractional Laplacian turns out to be useful also in a possible setting of
Neumann-type conditions in the nonlocal case, as presented5 in [53]. Related to this, we mention
5Some colleagues pointed out to us that the use of R and r in some steps of formula (5.5) of [53] are inadequate. We take
this opportunity to amend such a flaw, presenting a short proof of (5.5) of [53]. Given ε > 0, we notice that
I1 :=
∫∫
Ω×(Rn\Ω)
{|x−y|>ε}
|u(x)− u(y)|2
|x− y|n+2s dx dy 6
∫∫
Ω×(Rn\Bε)
4 ‖u‖2L∞(Rn) dx dζ
|ζ|n+2s 6
const
s ε2s
,
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that it is possible to obtain a regional-type operator starting from the classical Laplacian coupled with
Neumann boundary conditions (details about it will be given in formula (2.52) below).
2.3. The spectral fractional Laplacian. Another natural fractional operator arises in taking frac-
tional powers of the eigenvalues. For this, we write
(2.49) u(x, t) =
+∞∑
k=0
uk(t)φk(x),
where φk is the eigenfunction corresponding to the kth eigenvalue of the Dirichlet Laplacian, namely{−∆φk = λkφk in Ω
φk ∈ H10 (Ω).
with 0 < λ0 < λ1 6 λ2 6 . . . . We normalize the sequence φk to make it an orthonormal basis of L2(Ω)
(see e.g. page 335 in [63]). In this setting, we define
(2.50) (−∆)sD,Ωu(x) :=
+∞∑
k=0
λsk uk(t)φk(x).
We refer to [109] for extension methods for this type of operator. Furthermore, other types of fractional
operators can be defined in terms of different boundary conditions: for instance, a spectral decomposition
with respect to the eigenfunctions of the Laplacians with Neumann boundary data naturally leads to
an operator (−∆)sN,Ω (and such operator also have applications in biology, see e.g. [90] and [60]).
It is also interesting to observe that the spectral fractional Laplacian with Neumann boundary condi-
tions can also be written in terms of a regional operator with a singular kernel. Namely, given an open
and bounded set Ω ⊂ Rn, denoting by ∆N,Ω the Laplacian operator coupled with Neumann boundary
conditions on ∂Ω, we let {(µj, ψj)}j∈N the pairs made up of eigenvalues and eigenfunctions of −∆N,Ω,
that is −∆ψj = µjψj in Ω∂νψj = 0 on ∂Ωψj ∈ H1(Ω).
with 0 = µ0 < µ1 6 µ2 6 µ3 6 . . . .
We define the following operator by making use of a spectral decomposition
(2.51) (−∆)sN,Ω :=
+∞∑
j=0
µsjuˆj ψj, uˆj =
∫
Ω
uψj, u ∈ C∞0 (Ω).
Comparing with (2.50), we can consider (−∆)sN,Ω a spectral fractional Laplacian with respect to classical
Neumann data. In this setting, the operator (−∆)sN,Ω is also an integrodifferential operator of regional
type, in the sense that one can write
(2.52) (−∆)sN,Ωu(x) = P.V.
∫
Ω
(
u(x)− u(y))K(x, y) dy,
where the constants are also allowed to depend on Ω and u. Furthermore, if we define Ωε to be the set of all the points
in Ω with distance less than ε from ∂Ω, the regularity of ∂Ω implies that the measure of Ωε is bounded by const ε, and
therefore
I2 :=
∫∫
Ω×(Rn\Ω)
{|x−y|<ε}
|u(x)− u(y)|2
|x− y|n+2s dx dy 6
∫∫
Ωε×Bε(x)
4 ‖u‖2C1(Rn) |x− y|2 dx dy
|x− y|n+2s 6
∫
Bε
const ε dζ
|ζ|n+2s−2 6
const ε3−2s
1− s .
These observations imply that
lim
s↗1
(1− s)
∫∫
Ω×(Rn\Ω)
|u(x)− u(y)|2
|x− y|n+2s dx dy 6 lims↗1(1− s)
(
const
s ε2s
+
const ε3−2s
1− s
)
= const ε.
Taking ε as small as we wish, we obtain formula (5.5) in [53].
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for a kernel K(x, y) which is comparable to 1|x−y|n+2s . We refer to Appendix P for a proof of this.
Interestingly, the fractional Laplacian and the spectral fractional Laplacian coincide, up to a constant,
for periodic functions, or functions defined on the flat torus, namely
(2.53) if u(x+ k) = u(x) for any x ∈ Rn and k ∈ Zn, then (−∆)sD,Ωu(x) = const (−∆)su(x).
See e.g. Appendix Q for a proof of this fact.
On the other hand, striking differences between the fractional Laplacian and the spectral fractional
Laplacian hold true, see e.g. [91,107].
Interestingly, it is not true that all functions are s-harmonic with respect to the spectral fractional
Laplacian, up to a small error, that is
it is not true that for any ε > 0 and any (bounded, smooth) function u¯,
we can find vε such that{ ‖u¯− vε‖C2(B1) 6 ε
and (−∆)sD,Ωvε = 0 in B1.
(2.54)
A proof of this will be given in Appendix R. The reader can easily compare (2.54) with the setting for
the fractional Laplacian discussed in Difference 2.4.
Remarkably, in spite of these differences, the spectral fractional Laplacian can also be written as an
integrodifferential operator of the form
(2.55) P.V.
∫
Ω
(
u(x)− u(y))K(x, y) dy + β(x)u(x),
for a suitable kernel K and potential β, see Lemma 38 in [2] or Lemma 10.1 in [20]. This can be proved
with analogous computations to those performed in the case of the regional fractional Laplacian in the
previous paragraph.
2.4. Fractional time derivatives. The operators described in Sections in 2.1, 2.2 and 2.3 are often
used in the mathematical description of anomalous types of diffusion (i.e. diffusive processes which
produce important differences with respect to the classical heat equation, as we will discuss in Section 4):
the main role of such nonlocal operators is usually to produce a different behavior of the diffusion process
with respect to the space variables.
Other types of anomalous diffusions arise from non-standard behaviors with respect to the time
variable. These aspects are often the mathematical counterpart of memory effects. As a prototype
example, we recall the notion of Caputo fractional derivative, which, for any t > 0 (and up to normalizing
factors that we omit for simplicity) is given by
(2.56) ∂sC,tu(t) :=
∫ t
0
u˙(τ)
(t− τ)s dτ.
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We point out that, for regular enough functions u,
∂sC,tu(t) =
∫ t
0
u˙(τ)
(t− τ)s dτ
=
∫ t
0
(
d
dτ
(
u(τ)− u(t))
(t− τ)s − s
(
u(τ)− u(t))
(t− τ)1+s
)
dτ
=
u(t)− u(0)
ts
− lim
τ→t
u(t)− u(τ)
(t− τ)s − s
∫ t
0
(
u(τ)− u(t))
(t− τ)1+s dτ
=
u(t)− u(0)
ts
− u˙(t) lim
τ→t
(t− τ)1−s − s
∫ t
0
u(τ)− u(t)
(t− τ)1+s dτ
=
u(t)− u(0)
ts
+ s
∫ t
0
u(t)− u(τ)
(t− τ)1+s dτ.
(2.57)
Though in principle this expression takes into account only the values of u(t) for t > 0, hence u does not
need to be defined for negative times, as pointed out e.g. in Section 2 of [7], it may be also convenient
to constantly extend u in (−∞, 0). Hence, we take the convention for which u(t) = u(0) for any t 6 0.
With this extension, one has that, for any t > 0,
s
∫ 0
−∞
u(t)− u(τ)
(t− τ)1+s dτ = s
∫ 0
−∞
u(t)− u(0)
(t− τ)1+s dτ =
u(t)− u(0)
ts
.
Hence, one can write (2.57) as
(2.58) ∂sC,tu(t) = s
∫ t
−∞
u(t)− u(τ)
(t− τ)1+s dτ.
This type of formulas also relates the Caputo derivative to the so-called Marchaud derivative, see
e.g. [104].
In the literature, one can also consider higher order Caputo derivatives, see e.g. [85, 89] and the
references therein.
Also, it is useful to consider the Caputo derivative in light of the (unilateral) Laplace Transform (see
e.g. Chapter 2.8 in [94], and [86])
(2.59) Lu(ω) :=
∫ +∞
0
u(t) e−ωt dt.
With this notation, up to dimensional constants, one can write (for a smooth function with exponential
control at infinity) that
(2.60) L(∂sC,tu)(ω) = ω
sLu(ω)− ωs−1u(0),
see Appendix S for a proof.
In this way, one can also link equations driven by the Caputo derivative to the so-called Volterra
integral equations: namely one can invert the expression ∂sC,tu = f by
(2.61) u(t) = u(0) + C
∫ t
0
f(τ)
(t− τ)1−s dτ,
for some normalization constant C > 0, see Appendix T for a proof.
It is also worth mentioning that the Caputo derivative of order s of a power gives, up to normalizing
constants, the “power minus s”: more precisely, by (2.56) and using the substitution ϑ := τ/t, we see
that, for any r > 0,
∂sC,t(t
r) = r
∫ t
0
τ r−1
(t− τ)s dτ = r t
r−s
∫ 1
0
ϑr−1
(1− ϑ)s dϑ = Ct
r−s,
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for some C > 0.
Moreover, in relation to the comments on page 13, we have that
the mean squared displacement related to the diffusion operator{
∂sC,tu = ∆u for any x ∈ Rn and t > 0,
u(·, 0) = δ0(·),
is finite and proportional to ts.
(2.62)
See Appendix U for a proof of this.
The Caputo derivatives describes a process “with memory”, in the sense that it “remembers the
past”, though “old events count less than recent ones”. We sketch a memory effect of Caputo type in
Appendix V.
Due to its memory effect, operators related to Caputo derivatives have found several applications in
which the basic parameters of a physical system change in time, in view of the evolution of the system
itself: for instance, in studying flows in porous media, when time goes, the fluid may either “obstruct”
the holes of the medium, thus slowing down the diffusion, or “clean” the holes, thus making the diffusion
faster, and the Caputo derivative may be a convenient approach to describe such modification in time
of the diffusion coefficient, see [35].
Other applications of Caputo derivatives occur in biology and neurosciences, since the network of
neurons exhibit time-fractional diffusion, also in view of their highly ramified structure, see e.g. [61] and
the references therein.
We also refer to [25, 113, 115] and to the references therein for further discussions on different types
of anomalous diffusions.
3. A more general point of view: the “master equation”
The operators discussed in Sections 2.1, 2.2, 2.3 and 2.4 can be framed into a more general setting,
that is that of the “master equation”, see e.g. [32].
Master equations describe the evolution of a quantity in terms of averages in space and time of the
quantity itself. For concreteness one can consider a quantity u = u(x, t) and describe its evolution by
an equation of the kind
c∂tu(x, t) = Lu(x, t) + f
(
x, t, u(x, t)
)
for some c ∈ R and a forcing term f , and the operator L has the integral form
(3.1) Lu(x, t) :=
∫∫
Rn×(0,+∞)
(
u(x, t)− u(x− y, t− τ))K(x, t, y, τ) dµ(x, τ),
for a suitable measure µ (with the integral possibly taken in the principal value sense, which is omitted
here for simplicity; also one can consider even more general operators by taking actions different than
translations and more general ambient spaces).
Though the form of such operator is very general, one can also consider simplifying structural as-
sumptions. For instance, one can take µ to be the space-time Lebesgue measure over Rn × (0,+∞),
namely
dµ(x, τ) = dx dτ.
Another common simplifying assumption is to assume that the kernel is induced by an uncorrelated
effect of the space and time variables, with the product structure
K(x, t, y, τ) =Kspace(x, y)Ktime(t, τ).
The fractional Laplacian of Section 2.1 is a particular case of this setting (for functions depending on
the space variable), with the choice, up to normalizing constants,
Kspace(x, y) :=
1
|y|n+2s .
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More generally, for Ω ⊆ Rn, the regional fractional Laplacian in Section 2.2 comes from the choice
Kspace(x, y) :=
χΩ(x− y)
|y|n+2s .
Finally, in view of (2.58), for time-dependent functions, the choice
Ktime(t, τ) :=
χ(−∞,t)(τ)
|τ |1+s .
produces the Caputo derivative discussed in Section 2.4.
We recall that one of the fundamental structural differences in partial differential equations consists
in the distinction between operators “in divergence form”, such as
(3.2) −
n∑
i,j=1
∂
∂xi
(
aij(x)
∂u
∂xj
(x)
)
and those “in non-divergence form”, such as
(3.3) −
n∑
i,j=1
aij(x)
∂2u
∂xi∂xj
(x).
This structural difference can also be recovered from the master equation. Indeed, if we consider a
(say, for the sake of concreteness, strictly positive, bounded and smooth) matrix function M : Rn →
Mat(n× n), we can take into account the master spatial operator induced by the kernel
(3.4) Kspace(x, y) :=
1− s
|M(x− y, y) y|n+2s ,
that is, in the notation of (3.1),
(3.5) (1− s)
∫
Rn
u(x)− u(x− y)
|M(x− y, y) y|n+2s dy.
Then, up to a normalizing constant, if
(3.6) M(x− y, y) = M(x,−y),
then
the limit as s↗ 1 of the operator in (3.5)
recovers the classical divergence form operator in (3.2),
with aij(x) := const
∫
Sn−1
ωi ωj
|M(x, 0)ω|n+2 dH
n−1
ω .
(3.7)
A proof of this will be given in Appendix W.
It is interesting to observe that condition (3.6) says that, if we set z := x− y, then
(3.8) M(z, x− z) = M(x, z − x)
and so the kernel in (3.4) is invariant by exchanging x and z. This invariance naturally leads to a
(possibly formal) energy functional of the form
(3.9)
1− s
2
∫∫
Rn×Rn
(
u(x)− u(z))2
|M(z, x− z) (x− z)|n+2s dx dz.
We point out that condition (3.8) translates, roughly speaking, into the fact that the energy density
in (3.9) “charges the variable x as much as the variable z”.
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The study of the energy functional in (3.9) also drives to a natural quasilinear generalization, in which
the fractional energy takes the form∫
Rn
Φ
(
u(x)− u(z))
|M(z, x− z) (x− z)|n+2s dx dz,
for a suitable Φ, see e.g. [81, 114] and the references therein for further details on quasilinear nonlocal
operators. See also [113] and the references therein for other type of nonlinear fractional equations.
Another case of interest (see e.g. [14]) is the one in which one considers the master equation driven
by the spatial kernel
Kspace(x, y) :=
1− s
|M(x, y) y|n+2s dy,
that is, in the notation of (3.1),
(3.10) (1− s)
∫
Rn
u(x)− u(x− y)
|M(x, y) y|n+2s dy.
Then, up to a normalizing constant, if
(3.11) M(x, y) = M(x,−y),
then
the limit as s↗ 1 of the operator in (3.10)
recovers the classical non-divergence form operator in (3.3),
with aij(x) := const
∫
Sn−1
ωiωj
|M(x, 0)ω|n+2 dH
n−1
ω
(3.12)
A proof of this will be given in Appendix X.
We recall that nonlocal linear operators in non-divergence form can also be useful in the definition of
fully nonlinear nonlocal operators, by taking appropriate infima and suprema of combinations of linear
operators, see e.g. [41] and the references therein for further discussions about this topic (which is also
related to stochastic games).
We also remark that understanding the role of the affine transformations of the spaces on suitable
nonlocal operators (as done for instance in (3.10) and (3.10)) often permits a deeper analysis of the
problem in nonlinear settings too, see e.g. the very elegant way in which a fractional Monge-Ampère
equation is introduced in [29] by considering the infimum of fractional linear operators corresponding
to all affine transformations of determinant one of a given multiple of the fractional Laplacian.
As a general comment, we also think that an interesting consequence of the considerations given in
this section is that classical, local equations can also be seen as a limit approximation of more general
master equations.
We mention that there are also many other interesting kernels, both in space and time, which can be
taken into account in integral equations. Though we focused here mostly on the case of singular kernels,
there are several important problems that focus on “nice” (e.g. integrable) kernels, see e.g. [8, 44, 88]
and the references therein.
As a technical comment let us point out that, in a sense, the nice kernels may have computational
advantages, but may provide loss of compactness and loss of regularity issues: roughly speaking, convo-
lutions with smooth kernel are always smooth, thus any smoothness information on a convolved function
gives little information on the smoothness of the original function – viceversa, if the convolution of an
“object” with a singular kernel is smooth, then it means that the original object has a “good order
of vanishing at the origin”. When the original object is built by the difference of a function and its
translation, such vanishing implies some control of the oscillation of the function, hence opening a door
towards a regularity result.
GETTING ACQUAINTED WITH THE FRACTIONAL LAPLACIAN 21
4. Probabilistic motivations
We provide here some elementary, and somewhat heuristic, motivations for the operators described
in Section 2 in view of probability and statistics applications. The treatment of this section is mostly
colloquial and not to be taken at a strictly rigorous level (in particular, all functions are taken to be
smooth, some uniformity problems are neglected, convergence is taken for granted, etc.). See e.g. [75]
for rigorous explanations linking pseudo-differential operators and Markov/Lévy processes. See also [9,
12,16,101,111] for other perspectives and links between probability and fractional calculus and [78] for
a complete survey on jump processes and their connection to nonlocal operators.
The probabilistic approach to study nonlocal effects and the analysis of distributions with polynomial
tails are also some of the cornerstones of the application of mathematical theories to finance, see e.g. [87,
93], and models with jump process for prices have been proposed in [45].
4.1. The heat equation and the classical Laplacian. The prototype of parabolic equations is the
heat equation
(4.1) ∂tu(x, t) = c∆u(x, t)
for some c > 0. The solution u may represent, for instance, a temperature, and the foundation of (4.1)
lies on two basic assumptions:
• the variation of u in a given region U ⊂ Rn is due to the flow of some quantity v : Rn → Rn
through U ,
• v is produced by the local variation of u.
The first ansatz can be written as
(4.2) ∂t
∫
U
u(y, t) dy =
∫
∂U
v(y, t) · ν(y) dHn−1y ,
where ν denotes the exterior normal vector of U andHn−1 is the standard (n− 1)-dimensional surface
Hausdorff measure.
The second ansatz can be written as v = c∇u, which combined with (4.2) and the Divergence Theorem
gives that
∂t
∫
U
u(y, t) dy = c
∫
∂U
∇u(y, t) · ν(y) dHn−1y = c
∫
U
div (∇u(y, t)) dy = c
∫
U
∆u(y, t) dy.
Since U is arbitrary, this gives (4.1).
Let us recall a probabilistic interpretation of (4.1). The idea is that (4.1) follows by taking suitable
limits of a discrete “random walk”. For this, we take a small space scale h > 0 and a time step
(4.3) τ = h2.
We consider the random motion of a particle in the lattice hZn, as follows. At each time step, the particle
can move in any coordinate direction with equal probability. That is, a particle located at hk¯ ∈ hZn at
time t is moved to one of the 2n points hk¯ ± he1, . . . , hk¯ ± hen with equal probability (here, as usual,
ej denotes the jth element of the standard Euclidean basis of Rn).
We now look at the expectation to find the particle at a point x ∈ hZn at time t ∈ τN. For this, we
denote by u(x, t) the probability density of such expectation. That is, the probability for the particle
of lying in the spatial region Br(x) at time t is, for small r, comparable with∫
Br(x)
u(y, t) dy.
Then, the probability of finding a particle at the point x ∈ hZn at time t+τ is the sum of the probabilities
of finding the particle at a closest neighborhood of x at time t, times the probability of jumping from
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this site to x. That is,
(4.4) u(x, t+ τ) =
1
2n
n∑
j=1
(
u(x+ hej) + u(x− hej)
)
.
Also,
u(x+ hej) + u(x− hej)− 2u(x, t)
=
(
u(x, t) + h∇u(x, t) · ej + h
2D2u(x, t) ej · ej
2
)
+
(
u(x, t)− h∇u(x, t) · ej + h
2D2u(x, t) ej · ej
2
)
−2u(x, t) +O(h3)
= h2 ∂2xju(x, t) +O(h
3).
Thus, subtracting u(x, t) to both sides in (4.4), dividing by τ , recalling (4.3), and taking the limit (and
neglecting any possible regularity issue), we formally find that
∂tu(x, t) = lim
τ↘0
u(x, t+ τ)− u(x, t)
τ
= lim
h↘0
1
2n
n∑
j=1
u(x+ hej) + u(x− hej)− 2u(x, t)
h2
= lim
h↘0
1
2n
n∑
j=1
∂2xju(x, t) +O(h)
=
1
2n
∆u(x, t),
which is (4.1).
4.2. The fractional Laplacian and the regional fractional Laplacian. Now we consider an open
set Ω ⊆ Rn and a discrete random process in hZn which can be roughly speaking described in this way.
The space parameter h > 0 is linked to the time step
(4.5) τ := h2s.
A particle starts its journey from a given point hk¯ ∈ Ω of the lattice hZn and, at each time step τ , it
can reach any other point of the lattice hk, with k 6= k¯, with probability
(4.6) Ph(k¯, k) :=
χΩ(hk¯)χΩ(hk)
C |k − k¯|n+2s ,
then the process continues following the same law. Notice that the above probability density does not
allow the process to leave the domain Ω, since Ph vanishes in the complement of Ω (in jargon, this
process is called “censored”).
In (4.6), the constant C > 0 is needed to normalize to total probability and is defined by
C :=
∑
k∈Zn\{0}
1
|k|n+2s .
We let
(4.7) ch(k¯) :=
∑
k∈Zn\{0}
Ph(k¯, k) =
∑
k∈Zn\{0}
Ph(k, k¯)
and
pk(k¯) := 1− ch(k¯).
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Notice that, for any k¯ ∈ Zn, it holds that
(4.8) ch(k¯) 6
∑
k∈Zn\{k¯}
1
C |k − k¯|n+2s = 1,
hence, for a fixed h > 0 and k¯ ∈ Zn, this aggregate probability does not equal to 1: this means that
there is a remaining probability ph(k¯) > 0 for which the particle does not move (in principle, such
probability is small when so is h, but, for a bounded domain Ω, it is not negligible with respect to the
time step, hence it must be taken into account in the analysis of the process in the general setting that
we present here).
We define u(x, t) to be the probability density for the particle to lie at the point x ∈ Ω ∩ (hZn) at
time t ∈ τN. We show that, for small space and time scale, the function u is well described by the
evolution of the nonlocal heat equation
(4.9) ∂tu(x, t) = −c (−∆)sΩu(x, t) in Ω,
for some normalization constant c > 0. To check this, up to a translation, we suppose that x = 0 ∈ Ω
and we set ch := ch(0) and ph := ph(0). We observe that the probability of being at 0 at time t + τ is
the sum of the probabilities of being somewhere else, say at hk ∈ hZn, at time t, times the probability
of jumping from hk to the origin, plus the probability of staying put: that is
u(0, t+ τ) =
∑
k∈Zn\{0}
u(hk, t)Ph(k, 0) + u(0, t) ph
=
∑
k∈Zn\{0}
u(hk, t)Ph(k, 0) + (1− ch)u(0, t).
Thus, recalling (4.7),
u(0, t+ τ)− u(0, t) =
∑
k∈Zn\{0}
u(hk, t)Ph(k, 0)− ch u(0, t)
=
∑
k∈Zn\{0}
(
u(hk, t)− u(0, t)
)
Ph(k, 0)
=
∑
k∈Zn\{0}
(
u(hk, t)− u(0, t)
) χΩ(hk)
C |k|n+2s
=
hn+2s
C
∑
k∈Zn\{0}
(
u(hk, t)− u(0, t)
) χΩ(hk)
|hk|n+2s .
So, we divide by τ and, in view of (4.5), we find that
C
u(0, t+ τ)− u(0, t)
τ
= hn
∑
k∈Zn\{0}
(
u(hk, t)− u(0, t)
) χΩ(hk)
|hk|n+2s .
We write this identity changing k to −k and we sum up: in this way, we obtain that
2C
u(0, t+ τ)− u(0, t)
τ
= hn
∑
k∈Zn\{0}
(
u(hk, t)− u(0, t))χΩ(hk) + (u(−hk, t)− u(0, t))χΩ(−hk)
|hk|n+2s .
(4.10)
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Now, for small y, if u is smooth enough,∣∣∣(u(y, t)− u(0, t))χΩ(y) + (u(−y, t)− u(0, t))χΩ(−y)∣∣∣
=
∣∣∣(u(y, t)− u(0, t))+ (u(−y, t)− u(0, t))∣∣∣
=
∣∣∣(∇u(0, t)y +O(|y|2))+ (−∇u(0, t)y +O(|y|2))∣∣∣
= O(|y|2)
and therefore, if we write
ϕ(y) :=
(
u(y, t)− u(0, t))χΩ(y) + (u(−y, t)− u(0, t))χΩ(−y)
|y|n+2s ,
we (formally) have that
(4.11) ϕ(y) = O(|y|2−n−2s)
for small |y|.
Now, we fix δ > 0 and use the Riemann sum representation of an integral to write (for a bounded
Riemann integrable function ϕ : Rn \Bδ → R),
(4.12)
∫
Rn\Bδ
ϕ(y) dy = lim
h↘0
hn
∑
k∈Zn
ϕ(hk)χRn\Bδ(hk) = lim
h↘0
hn
∑
k∈Zn
k 6=0
ϕ(hk)χRn\Bδ(hk).
If, in addition, (4.11) is satisfied, one has that, for small δ,∫
Bδ
ϕ(y) dy = O(δ2−2s).
From this and (4.12) we have that∫
Rn
ϕ(y) dy = O(δ2−2s) + lim
h↘0
hn
∑
k∈Zn
k 6=0
ϕ(hk)χRn\Bδ(hk)
= O(δ2−2s) + lim
h↘0
hn
∑
k∈Zn
k 6=0
ϕ(hk) + hn
∑
k∈Zn
k 6=0
ϕ(hk)
(
χRn\Bδ(hk)− 1
)
.
(4.13)
Also, in view of (4.11),∣∣∣∣∣∣∣hn
∑
k∈Zn
k 6=0
ϕ(hk)
(
χRn\Bδ(hk)− 1
)∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣hn
∑
k∈Zn
0<h|k|<δ
ϕ(hk)
∣∣∣∣∣∣∣
6 consthn
∑
k∈Zn
0<|k|<δ/h
|hk|2−n−2s = consth2−2s
∑
k∈Zn
0<|k|<δ/h
|k|1−s
|k|n+s−1
6 consth2−2s
(
δ
h
)1−s ∑
k∈Zn
16|k|<δ/h
1
|k|n+s−1 6 consth
2−2s
(
δ
h
)1−s (
δ
h
)1−s
= const δ2−2s.
Hence, (4.13) boils down to ∫
Rn
ϕ(y) dy = O(δ2−2s) + lim
h↘0
hn
∑
k∈Zn
k 6=0
ϕ(hk)
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and so, taking δ arbitrarily small, ∫
Rn
ϕ(y) dy = lim
h↘0
hn
∑
k∈Zn
k 6=0
ϕ(hk).
Therefore, recalling (4.10),
2C∂tu(0, t) = lim
h↘0
2C
u(0, t+ τ)− u(0, t)
τ
= lim
h↘0
hn
∑
k∈Zn\{0}
(
u(hk, t)− u(0, t))χΩ(hk) + (u(−hk, t)− u(0, t))χΩ(−hk)
|hk|n+2s
= lim
h↘0
hn
∑
k∈Zn
k 6=0
ϕ(hk)
=
∫
Rn
ϕ(y) dy
=
∫
Rn
(
u(y, t)− u(0, t))χΩ(y) + (u(−y, t)− u(0, t))χΩ(−y)
|y|n+2s
= −2(−∆)sΩu(x, 0).
This confirms (4.9).
As a final comment, in view of these calculations and those of Section 4.1, we may compare the
classical random walk, which leads to the classical heat equation, and the long-jump random walk
which leads to the nonlocal heat equation and relate such jumps to an “infinitely fast” diffusion, in the
light of the computations of the associated mean squared displacements (recall (2.43) and (2.45)).
4.3. The spectral fractional Laplacian. Now, we briefly discuss a heuristic motivation for the frac-
tional heat equation run by the spectral fractional Laplacian, that is
(4.14) ∂tu(x, t) = −c (−∆)sD,Ωu(x, t) in Ω,
for some normalization constant c > 0. To this end, we consider a bounded and smooth set Ω ⊂ Rn
and we define a random motion of a “distribution of particles” in Ω. For any x ∈ Ω and t > 0, the
function u(x, t) denotes the “number of particles” present at the point x at the time t. No particles lie
outside Ω and we write u as a suitable superposition of eigenfunctions {φk}k>1 of the Laplacian with
Dirichlet boundary data (this is a reasonable assumption, given that such eigenfunctions provide a basis
of L2(Ω), see e.g. page 335 in [63]). In this way, we write
u(x, t) =
+∞∑
k=1
uk(t)φk(x).
Namely, in the notation in (2.49), the evolution of the particle distribution u is defined on each spectral
component uk and it is taken to follow a “classical” random walk, but the space/time scale is supposed
to depend on k as well: namely, spectral components relative to high frequencies will move slower than
the ones relative to low frequencies (namely, the time step is taken to be longer if the frequency is
higher).
More precisely, for any k ∈ N, we suppose that each of the uk particles of the kth spectral component
undergo a classical random walk in a lattice hkZd, as described in Section 4.1, but with time step
(4.15) τk := λ1−sk h
2
k.
We suppose that hk and τk are “small space and time increments”. Namely, after a time step τk, each
of these uk(t)φk(x) particles will move, with equal probability 12n , to one of the points x ± hke1, . . . ,
x ± hken (for simplicity, we are imaging here uk to be positive; the case of negative uk represents a
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“lack of particles”, which is supposed to diffuse with the same law). Hence, the number of particles at
time t+ τk which correspond to the kth frequency of the spectrum and which lie at the point x ∈ Ω is
equal to the sum of the number of the particles at time t which lie somewhere else times the probability
of jumping to x in this time step, that is, in formula,
(4.16) uk(t+ τk)φk(x) =
1
2n
n∑
j=1
uk(t)
(
φk(x+ hkej) + φk(x− hkej)
)
.
Moreover,
φk(x+ hkej) + φk(x− hkej)− 2φk(x)
=
(
φk(x) + hk∇φk(x) · ej + h
2
kD
2φk(x)ej · ej
2
)
+
(
φk(x)− hk∇φk(x) · ej + h
2
kD
2φk(x)ej · ej
2
)
−2φk(x) +O(h3k)
= h2k ∂
2
xj
φk(x) +O(h
3
k).
Consequently, from this and (4.16),(
uk(t+ τk)− uk(t)
)
φk(x) =
1
2n
n∑
j=1
uk(t)
(
φk(x+ hkej) + φk(x− hkej)− 2φk(x)
)
=
h2k
2n
uk(t) ∆φk(x) +O(h
3
k)
= −λk h
2
k
2n
uk(t)φk(x) +O(h
3
k).
Hence, with a formal computation, dividing by τk, using (4.15) and sending hk, τk ↘ 0 (for a fixed k),
we obtain
∂tuk(t) = lim
τk↘0
(
uk(t+ τk)− uk(t)
)
φk(x)
τk
= lim
hk↘0
−λ
s
k
2n
uk(t)φk(x) +O(hk) = −λ
s
k
2n
uk(t)φk(x).
Hence, from (2.49) (and neglecting converge issues in k), we have
∂tu(x, t) =
+∞∑
k=0
∂tuk(t)φk(x) = −
+∞∑
k=0
λsk
2n
uk(t)φk(x),
that is (4.14).
4.4. Fractional time derivatives. We consider a model in which a bunch of people is supposed to
move along the real line (say, starting at the origin) with some given velocity f , which depends on time.
We consider the case in which the environment surrounding the moving people is “tricky”, and some of
them risk to get stuck for some time, and they are able to “exit the trap” only by overcoming their past
velocity. Concretely, we fix a function ϕ : [0,+∞)→ [0,+∞) with
(4.17) Cϕ :=
+∞∑
k=1
ϕ(k) < +∞.
Then we define
pk :=
ϕ(k)
Cϕ
and we notice that
+∞∑
k=1
pk =
1
Cϕ
+∞∑
k=1
ϕ(k) = 1.
Then, we denote by u(t) the position of the “generic person” at time t, with u(0) = 0. We suppose
that some people, say a proportion p1 of the total population, move with the prescribed velocity for a
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Figure 5. The motions uk described in Section 4.4 when the velocity field f is constant.
unit of time, after which their velocity is the difference between the prescribed velocity at that time
and the one at the preceding time with respect to the time unit. In formulas, this says that there is a
proportion p1 of the total people who travels with velocity
u˙1(t) :=
{
f(t) if t ∈ [0, 1],
f(t)− f(t− 1) if t > 1.
After integrating, we thus obtain that there is a proportion p1 of the total people whose position is
described by the function
u1(t) =

∫ t
0
f(ϑ) dϑ if t ∈ [0, 1],∫ 1
0
f(ϑ) dϑ+
∫ t
1
(
f(ϑ)− f(ϑ− 1)) dϑ if t > 1,
=

∫ t
0
f(ϑ) dϑ if t ∈ [0, 1],∫ t
0
f(ϑ) dϑ−
∫ t
1
f(ϑ− 1) dϑ if t > 1,
=

∫ t
0
f(ϑ) dϑ if t ∈ [0, 1],∫ t
0
f(ϑ) dϑ−
∫ t−1
0
f(ϑ) dϑ if t > 1,
=
∫ t
(t−1)+
f(ϑ) dϑ.
For instance, if f is constant, then the position u1 grows linearly for a unit of time and then remains
put (this would correspond to consider “stopping times” in the motion, see Figure 5).
Similarly, a proportion p2 of the total population evolves with prescribed velocity f for two units of
time, after which its velocity becomes the difference between the prescribed velocity at that time and
the one at the preceding time with respect to two time units, namely
u˙2(t) :=
{
f(t) if t ∈ [0, 2],
f(t)− f(t− 2) if t > 2.
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In this case, an integration gives that there is a proportion p2 of the total people whose position is
described by the function
u2(t) =

∫ t
0
f(ϑ) dϑ if t ∈ [0, 2],∫ 2
0
f(ϑ) dϑ+
∫ t
2
(
f(ϑ)− f(ϑ− 2)) dϑ if t > 2,
=

∫ t
0
f(ϑ) dϑ if t ∈ [0, 2],∫ t
0
f(ϑ) dϑ−
∫ t
2
f(ϑ− 2) dϑ if t > 2.
=

∫ t
0
f(ϑ) dϑ if t ∈ [0, 2],∫ t
0
f(ϑ) dϑ−
∫ t−2
0
f(ϑ) dϑ if t > 2.
=
∫ t
(t−2)+
f(ϑ) dϑ.
Repeating this argument, we suppose that for each k ∈ N we have a proportion pk of the people that
move initially with the prescribed velocity f , but, after k units of time, get their velocity changed into
the difference of the actual velocity field and that of k units of time before (which is indeed a “memory
effect”). In this way, we have that a proportion pk of the total population moves with law of motion
given by
uk(t) =
∫ t
(t−k)+
f(ϑ) dϑ.
The average position of the moving population is then given by
(4.18) u(t) :=
+∞∑
k=1
pk uk(t) =
1
Cϕ
+∞∑
k=1
ϕ(k)
∫ t
(t−k)+
f(ϑ) dϑ.
We now specialize the computation above for the case
ϕ(x) := xs−2,
with s ∈ (0, 1). Notice that the quantity in (4.17) is finite in this case, and we can denote it simply
by Cs. In addition, we will consider long time asymptotics in t and introduce a small time increment h
which is inversely proportional to t, namely
h :=
1
t
.
In this way, recalling that the motion was supposed to start at the origin (i.e., u(0) = 0) and using the
substitution η := ϑ/t, we can write (4.18) as
u(t)− u(0) = 1
Cs
+∞∑
k=1
ks−2
∫ t
(t−k)+
f(ϑ) dϑ
=
ts h
Cs
+∞∑
k=1
(hk)s−2
∫ 1
(1−kh)+
f(tη) dη
' t
s
Cs
∫ +∞
0
[
λs−2
∫ 1
(1−λ)+
f(tη) dη
]
dλ,
(4.19)
where we have recognized a Riemann sum in the last line.
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We also point out that the conditions
λ ∈ (0,+∞) and 0 < ξ < min{1, λ}
are equivalent to
0 < ξ < 1 and λ ∈ (ξ,+∞),
and, furthermore,
1− (1− λ)+ = 1−max{0, 1− λ} = min{1− 0, 1− (1− λ)} = min{1, λ}.
Therefore we use the substitution ξ := 1 − η and we exchange the order of integrations, to deduce
from (4.19) that
u(t)− u(0) = t
s
Cs
∫ +∞
0
[∫ min{1,λ}
0
λs−2 f(t− tξ) dξ
]
dλ
=
ts
Cs
∫ 1
0
[∫ +∞
ξ
λs−2 f(t− tξ) dλ
]
dξ
=
ts
Cs (1− s)
∫ 1
0
ξs−1 f(t− tξ) dξ.
The substitution τ := tξ then gives
u(t)− u(0) = 1
Cs (1− s)
∫ t
0
τ s−1 f(t− τ) dτ,
which, comparing with (2.61) and possibly redefining constants, gives that ∂sC,tu = f .
Of course, one can also take into account the case in which the velocity field f is induced by a
classical diffusion in space, i.e. f = ∆u, and in this case one obtains the time fractional diffusive
equation ∂sC,tu = ∆u.
4.5. Fractional time diffusion arising from heterogeneous media. A very interesting phenome-
non to observe is that the geometry of the diffusion medium can naturally transform classical diffusion
into an anomalous one. This feature can be very well understood by an elegant model, introduced
in [10] (see also [105] and the references therein for an exhaustive account of the research in this di-
rection) consisting in random walks on a “comb”, that we briefly reproduce here for the facility of the
reader. Given ε > 0, the comb may be considered as a transmission medium that is the union of a
“backbone” B := R× {0} with the “fingers” Pk := {εk} × R, namely
Cε :=B ∪
(⋃
k∈Z
Pk
)
,
see Figure 6.
We suppose that a particle experiences a random walk on the comb, starting at the origin, with some
given horizontal and vertical speeds. In the limit, this random walk can be modeled by the diffusive
equation along the comb Cε
(4.20)
ut = d1δ0(y)uxx + d2 ε
∑
k∈Z
δ0(εk)uyy,
u(x, y, 0) = δ0(x) δ0(y),
with d1, d2 > 0. The case d1 = d2 corresponds to equal horizontal and vertical speeds of the random
walk (and this case is already quite interesting). Also, in the limit as ε ↘ 0, we can consider the
Riemann sum approximation ∫
R
f(y) dy ' ε
∑
k∈Z
f(εk),
30 NICOLA ABATANGELO AND ENRICO VALDINOCI
ε
Figure 6. The comb Cε.
and Cε tends to cover the whole of R2 when ε gets small. Accordingly, at least at a formal level, as the
fingers of the comb become thicker and thicker, we can think that
1 =
∫
R
δ0(y) dy ' ε
∑
k∈Z
δ0(εk),
and reduce (4.20) to the diffusive equation in R2 given by
(4.21)
{
ut = d1δ0(y)uxx + d2uyy,
u(x, y, 0) = δ0(x) δ0(y).
The very interesting feature of (4.21) is that it naturally induces a fractional time diffusion along the
backbone. The quantity that experiences this fractional diffusion is the total diffusive mass at a point
of the backbone. Namely, one sets
(4.22) U(x, t) :=
∫
R
u(x, y, t) dy,
and we claim that
(4.23) ∂1/2C,t U(x, t) =
d1
2
√
d2
∆U(x, t) for all (x, t) ∈ R× (0,+∞).
Equation (4.23) reveals the very relevant phenomenon that a diffusion governed by the Caputo derivative
may naturally arise from classical diffusion, only in view of the particular geometry of the domain.
To check (4.23), we first point out that
(4.24) Uˆ(ξ, 0) :=
∫
R
uˆ(ξ, y, 0) dy =
∫
R
δ0(y) dy = 1.
Then, we observe that, if a, b ∈ C, and
g(y) := b e−a|y| for any y ∈ R,
then we have that g′′(y) = a2g(y)− 2ab δ0(y).
(4.25)
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To check this let ϕ ∈ C∞0 (R). Then, integrating twice by parts,
1
b
∫
R
(
g(y)ϕ′′(y)− a2g(y)ϕ(y)) dy
=
∫ +∞
0
e−ayϕ′′(y) dy +
∫ 0
−∞
eayϕ′′(y) dy − a2
∫
R
e−a|y|ϕ(y) dy
= a
∫ +∞
0
e−ayϕ′(y) dy − a
∫ 0
−∞
eayϕ′(y) dy − a2
∫
R
e−a|y|ϕ(y) dy
= −2aϕ(0) + a2
∫ +∞
0
e−ayϕ(y) dy + a2
∫ 0
−∞
eayϕ′(y) dy − a2
∫
R
e−a|y|ϕ(y) dy
= −2aϕ(0),
thus proving (4.25).
We also remark that, in the notation of (4.25), we have that δ0(y)g(y) = δ0(y)g(0) = bδ0(y), and so,
for every c ∈ R,
(4.26) g′′(y) = a2g(y)− b(2a+ c)δ0(y) + cδ0(y)g(y).
Now, taking the Fourier Transform of (4.21) in the variable x, using the notation uˆ(ξ, y, t) for the Fourier
Transform of u(x, y, t), and possibly neglecting normalization constants, we get
(4.27)
{
uˆt = −d1|ξ|2δ0(y) uˆ+ d2uˆyy,
uˆ(ξ, y, 0) = δ0(y).
Now, we take the Laplace Transform of (4.27) in the variable t, using the notation w(ξ, y, ω) for the
Laplace Transform of uˆ(ξ, y, t), namely w(ξ, y, ω) :=Luˆ(ξ, y, ω). In this way, recalling that
L(f˙) = ωLf(ω)− f(0),
and therefore
L(uˆt)(ξ, y, ω) = ωLuˆ(ξ, y, ω)− uˆ(ξ, y, 0) = ωw(ξ, y, ω)− δ0(y),
we deduce from (4.27) that
(4.28) ωw − δ0(y) = −d1|ξ|2δ0(y)w + d2wyy.
That is, setting
a(ω) :=
(
ω
d2
)1/2
, b(ξ, ω) :=
1
(4d2ω)
1/2 + d1 |ξ|2
and c(ξ) :=
d1 |ξ|2
d2
,
we see that
b(2a+ c) =
2
(
ω
d2
)1/2
+
d1 |ξ|2
d2
(4d2ω)
1/2 + d1 |ξ|2
=
1
d2
,
and hence we can write (4.28) as
wyy =
ω
d2
w − 1
d2
δ0(y) +
d1|ξ|2
d2
δ0(y)w = a
2w − b(2a+ c)δ0(y) + cδ0(y)w.
In light of (4.26), we know that this equation is solved by taking w = g, that is
Luˆ(ξ, y, ω) = w(ξ, y, ω) = b(ξ, ω)e−a(ω)|y|.
As a consequence, by (4.22),
LUˆ(ξ, t) =
∫
R
Luˆ(ξ, y, τ) dy =
∫
R
b(ξ, ω)e−a(ω)|y| dy =
2b(ξ, ω)
a
.
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This and (4.24) give that
(
(4d2ω)
1/2 + d1 |ξ|2
)
LUˆ(ξ, t) =
LUˆ(ξ, t)
b(ξ, ω)
=
2
a
=
(
4d2
ω
)1/2
= 2
√
d2 ω
−1/2Uˆ(ξ, 0),
that is
ω1/2LUˆ(ξ, t)− ω−1/2Uˆ(ξ, 0) = − d1
2
√
d2
|ξ|2LUˆ(ξ, t).
Transforming back and recalling (2.60), we obtain (4.23), as desired.
5. All functions are locally s-caloric (up to a small error): proof of (2.12)
We let (x, t) ∈ R× R and consider the operator L := ∂t + (−∆)sx. One defines
V :=
{
h : R× R→ R s.t. Lh = 0 in some neighborhood of the origin in R2},
and for any J ∈ N, we define
VJ :=
{(
∂αh(0, 0)
)
α=(αx,αt)∈N×N
αx+αt∈[0,J]
with h ∈V
}
.
Notice that VJ is a linear subspace of RN+1, for some N ∈ N. The core of the proof is to establish the
maximal span condition
(5.1) VJ = RN+1.
To this end, we argue for a contradiction and we suppose that VJ is a linear subspace strictly smaller
than RN+1: hence, there exists
(5.2) ν = (ν0, . . . , νN) ∈ SN
such that
(5.3) VJ ⊆
{
X = (X0, . . . , XN) ∈ RJ+1 s.t. ν ·X = 0
}
.
One considers φ to be the first eigenfunctions of (−∆)s in (−1, 1) with Dirichlet data, normalized to
have unit norm in L2(R). Accordingly,{
(−∆)sφ(x) = λφ(x) for any x ∈ (−1, 1),
φ(x) = 0 for any x outside (−1, 1),
for some λ > 0.
In view of the boundary properties discussed in Difference 2.6, one can prove that
(5.4) ∂`φ(−1 + δ) = const δs−`(1 + o(1)),
with o(1) infinitesimal as δ ↘ 0. So, fixed ε, τ > 0, we define
hε,τ (x, t) := e
−τ t φ
(
−1 + ε+ τ
1
2s x
λ
1
2s
)
.
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This function is smooth for any x in a small neighborhood of the origin and any t ∈ R, and, in this
domain,
Lhε,τ (x, t) = ∂t
(
e−τ t φ
(
−1 + ε+ τ
1
2s x
λ
1
2s
))
+ (−∆)sx
(
e−τ t φ
(
−1 + τ
1
2s x
λ
1
2s
))
= −τ e−τ t φ
(
−1 + ε+ τ
1
2s x
λ
1
2s
)
+
τ e−τ t
λ
(−∆)sφ
(
−1 + ε+ τ
1
2s x
λ
1
2s
)
= −τ e−τ t φ
(
−1 + ε+ τ
1
2s x
λ
1
2s
)
+ τ e−τ t φ
(
−1 + ε+ τ
1
2s x
λ
1
2s
)
= 0.
This says that hε,τ ∈V and therefore(
∂αhε,τ0, 0)
)
α=(αx,αt)∈N×N
αx+αt∈[0,J]
∈VJ .
This, together with (5.3), implies that, for any fixed and positive τ and y,
0 =
∑
α=(αx,αt)∈N×N
αx+αt∈[0,J]
να ∂
αhε,τ (0, 0) =
∑
(αx,αt)∈N×N
αx+αt∈[0,J]
ν(αx,αt) ∂
αt
t ∂
αx
x hε,τ (0, 0)
=
∑
(αx,αt)∈N×N
αx+αt∈[0,J]
ν(αx,αt)(−τ)αt
(
τ
1
2s
λ
1
2s
)αx
e−τ t ∂αxφ
(
−1 + ε+ τ
1
2s x
λ
1
2s
)∣∣∣∣∣∣∣
(x,t)=(0,0)
=
∑
(αx,αt)∈N×N
αx+αt∈[0,J]
ν(αx,αt)
(−1)αt
λ
αx
2s
ταt+
αx
2s ∂αxφ (−1 + ε) .
Hence, fixed τ > 0, this identity and (5.4) yield that
(5.5) 0 =
∑
(αx,αt)∈N×N
αx+αt∈[0,J]
ν(αx,αt)
(−1)αt
λ
αx
2s
ταt+
αx
2s εs−αx(1 + o(1)),
with o(1) infinitesimal as ε↘ 0.
We now take α¯x be the largest integer αx for which there exists an integer αt such that α¯x+αt ∈ [0, J ]
and ν(α¯x,αt) 6= 0. Notice that this definition is well-posed, since not all the ν(αx,αt) can vanish, due to (5.2).
Then, (5.5) becomes
(5.6) 0 =
∑
(αx,αt)∈N×N
αx+αt∈[0,J]
αx6α¯x
ν(αx,αt)
(−1)αt
λ
αx
2s
ταt+
αx
2s εs−αx(1 + o(1)),
since the other coefficients vanish by definition of α¯x.
Thus, we multiply (5.6) by εα¯x−sτ−
α¯x
2s and we take the limit as ε↘ 0: in this way, we obtain that
0 = lim
ε↘0
∑
(αx,αt)∈N×N
αx+αt∈[0,J]
αx6α¯x
ν(αx,αt)
(−1)αt
λ
αx
2s
ταt+
αx
2s
− α¯x
2s εα¯x−αx(1 + o(1))
=
∑
αt∈N
α¯x+αt∈[0,J]
ν(α¯x,αt)
(−1)αt
λ
α¯x
2s
ταt .
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Since this is valid for any τ > 0, by the Identity Principle for Polynomials we obtain that
ν(α¯x,αt)
(−1)αt
λ
α¯x
2s
= 0,
and thus ν(α¯x,αt) = 0, for any integer αt for which α¯x + αt ∈ [0, J ]. But this is in contradiction with the
definition of α¯x and so we have completed the proof of (5.1).
From this maximal span property, the proof of (2.12) follows by scaling (arguing as done, for instance,
in [112]).
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Appendix A. Confirmation of (2.7)
We write ∆x to denote the Laplacian in the coordinates x ∈ Rn. In this way, the total Laplacian in
the variables (x, y) ∈ Rn × (0,+∞) can be written as
(A.1) ∆ = ∆x + ∂2y .
Given a (smooth and bounded, in the light of footnote 3 on page 4) u : Rn → R, we take U := Eu be
(smooth and bounded) as in (2.6).
We also consider the operator
(A.2) Lu(x) := −∂yEu(x, 0)
and we take V (x, y) := −∂yU(x, y). Notice that ∆V = −∂y∆U = 0 in Rn×(0,+∞) and V (x, 0) = Lu(x)
for any x ∈ Rn. In this sense, V is the harmonic extension of Lu and so we can write V = ELu and so,
in the notation of (A.2), and recalling (2.6) and (A.1), we have
L(Lu)(x) = −∂yELu(x, 0) = −∂yV (x, 0) = ∂2yU(x, 0)
= ∆U(x, 0)−∆xU(x, 0) = −∆xU(x, 0) = −∆u(x).
This gives that L2 = −∆, which is consistent with L = (−∆)1/2, thanks to (2.5).
Appendix B. Proof of (2.10)
Let u ∈ S. By (2.9), we can write
(B.1) sup
x∈Rn
(1 + |x|n) |u(x)|+ sup
x∈Rn
(1 + |x|n+2) ∣∣D2u(x)∣∣ 6 const .
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Fixed x ∈ Rn (with |x| to be taken large), recalling the notation in (2.3), we consider the map y 7→
δu(x, y) and we observe that
δu(x, 0) = 0,
∇yδu(x, y) = ∇u(x+ y)−∇u(x− y),
and D2yδu(x, y) = D
2u(x+ y) +D2u(x− y).
Hence, if |Y | 6 |x|/2 we have that |x± Y | > |x| − |Y | > |x|/2, and thus∣∣D2yδu(x, Y )∣∣ 6 2 sup
|ζ|>|x|/2
∣∣D2u(ζ)∣∣ 6 2 sup
|ζ|>|x|/2
(2|ζ|)n+2∣∣D2u(ζ)∣∣
|x|n+2 6
const
|x|n+2 ,
thanks to (B.1).
Therefore, a second order Taylor expansion of δu in the variable y gives that, if |y| 6 |x|/2,∣∣δu(x, y)∣∣ 6 sup
|Y |6|x|/2
∣∣∣∣δu(x, 0) +∇δu(x, 0) · y + D2δu(x, Y ) y · y2
∣∣∣∣
= sup
|Y |6|x|/2
∣∣∣∣D2δu(x, Y ) y · y2
∣∣∣∣ 6 const |y|2|x|n+2 .
Consequently,
(B.2)
∣∣∣∣∣
∫
B|x|/2
δu(x, y)
|y|n+2s dy
∣∣∣∣∣ 6 const|x|n+2
∫
B|x|/2
|y|2
|y|n+2s dy 6
const |x|2−2s
|x|n+2 =
const
|x|n+2s .
Moreover, by (B.1),∣∣∣∣∣
∫
Rn\B|x|/2
δu(x, y)
|y|n+2s dy
∣∣∣∣∣
6
∫
Rn\B|x|/2
|u(x+ y)|
|y|n+2s dy +
∫
Rn\B|x|/2
|u(x− y)|
|y|n+2s dy + 2
∫
Rn\B|x|/2
|u(x)|
|y|n+2s dy
6
∫
Rn\B|x|/2
|u(x+ y)|
(|x|/2)n+2s dy +
∫
Rn\B|x|/2
|u(x− y)|
(|x|/2)n+2s dy +
const |u(x)|
|x|2s
6 const|x|n+2s
∫
Rn
|u(ζ)| dζ + const |u(x)||x|2s
6 const|x|n+2s .
This and (B.2), recalling (2.3), establish (2.10).
Appendix C. Proof of (2.14)
Let M := 1
2n
(
1 + supB1 |f |
)
and v(x) := M(1− |x|2)− u(x). Notice that v = 0 along ∂B1 and
∆v = −2nM −∆u 6 −M − f 6 −M + sup
B1
|f | 6 0
in B1. Consequently, v > 0 in B1, which gives that u(x) 6M(1− |x|2).
Arguing similarly, by looking at v˜(x) := M(1 − |x|2) + u(x), one sees that −u(x) 6 M(1 − |x|2).
Accordingly, we have that
|u(x)| 6M(1− |x|2) 6M(1 + |x|)(1− |x|) 6 2M(1− |x|).
This proves (2.14).
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Figure 7. Harmonic extension in the halfplane of the function R 3 x 7→ (1− x2)1/2+ .
Appendix D. Proof of (2.17)
The idea of the proof is described in Figure 7. The trace of the function in Figure 7 is exactly
the function u1/2 in (2.16). The function plotted in Figure 7 is the harmonic extension of u1/2 in the
halfplane (like an elastic membrane pinned at the halfcircumference along the trace). Our objective is
to show that the normal derivative of such extended function along the trace is constant, and so we can
make use of the extension method in (2.6) and (2.7) to obtain (2.17).
In further detail, we use complex coordinates, identifying (x, y) ∈ R× (0,+∞) with z := x+ iy ∈ C
with =(z) > 0. Also, as customary, we define the principal square root in the cut complex plane
C? := {z = reiϕ with r > 0 and − pi < ϕ < pi}
by defining, for any z = reiϕ ∈ C?,
(D.1)
√
(z) :=
√
r eiϕ/2,
see Figure 8 (for typographical convenience, we distinguish between the complex and the real square
root, by using the symbols
√
(·) and √· respectively).
The principal square root function is defined using the nonpositive real axis as a “branch cut” and
(D.2)
(√
(z)
)2
= r eiϕ = z.
Moreover,
the function
√
is holomorphic in C?(D.3)
and ∂z
√
(z) =
1
2
√
(z)
.(D.4)
To check these facts, we take z ∈ C?: since C? is open, we have that z + w ∈ C? for any w ∈ C \ {0}
with small module. Consequently, by (D.2), we obtain that
w = (z + w)− z = (√(z + w))2 − (√(z))2
=
(√
(z + w) +
√
(z)
)(√
(z + w)−√(z)
)
.
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Figure 8. Real and imaginary part of the complex principal square root.
Dividing by w and taking the limit, we thus find that
1 = lim
w→0
(√
(z + w) +
√
(z)
) √(z + w)−√(z)
w
= 2
√
(z) lim
w→0
√
(z + w)−√(z)
w
(D.5)
Since C? ⊆ C \ {0}, we have that z 6= 0, and thus √(z) 6= 0. As a result, we can divide (D.5) by 2√(z)
and conclude that
lim
w→0
√
(z + w)−√(z)
w
=
1
2
√
(z)
,
which establishes, at the same time, both (D.3) and (D.4), as desired.
We also remark that
(D.6) if z ∈ C with =(z) > 0, then 1− z2 ∈ C?.
To check this, if z = x+ iy with y > 0, we observe that
(D.7) 1− z2 = 1− (x+ iy)2 = 1− x2 + y2 − 2ixy.
Hence, if 1− z2 lies on the real axis, we have that xy = 0, and so x = 0. Then, the real part of 1− z2
in this case is equal to 1 + y2 which is strictly positive. This proves (D.6).
Thanks to (D.6), for any z ∈ C with =(z) > 0 we can define the function √(1− z2). From (D.7), we
can write
1− z2 = r(x, y) eiϕ(x,y),
where r(x, y) =
(
(1− x2 + y2)2 + 4x2y2)1/2,
r(x, y) cosϕ(x, y) = 1− x2 + y2
and r(x, y) sinϕ(x, y) = 2xy.
Notice that
lim
y↘0
r(x, y) =
(
(1− x2)2)1/2 = |1− x2|.
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As a consequence,
|1− x2| lim
y↘0
cosϕ(x, y) = lim
y↘0
r(x, y) cosϕ(x, y) = lim
y↘0
(1− x2 + y2) = 1− x2
and |1− x2| lim
y↘0
sinϕ(x, y) = lim
y↘0
r(x, y) sinϕ(x, y) = lim
y↘0
2xy = 0.
This says that, if x2 > 1 then
lim
y↘0
cosϕ(x, y) = −1
and lim
y↘0
sinϕ(x, y) = 0,
while if x2 < 1 then
lim
y↘0
cosϕ(x, y) = 1
and lim
y↘0
sinϕ(x, y) = 0.
On this account, we deduce that
(D.8) lim
y↘0
ϕ(x, y) =
{
pi if x2 > 1,
0 if x2 < 1
and therefore, recalling (D.1),
lim
y↘0
√
(1− z2) = lim
y↘0
√
r(x, y) eiϕ(x,y)/2 =

√|1− x2| eipi/2 if x2 > 1,√|1− x2| ei0 if x2 < 1,
0 if x2 = 1
=
i
√|1− x2| if x2 > 1,√|1− x2| if x2 < 1,
0 if x2 = 1.
(D.9)
This implies that
lim
y↘0
<
(√
(1− z2)
)
=
{
0 if x2 > 1,√|1− x2| if x2 < 1
= (1− x2)1/2+ .
(D.10)
Now we define
z = x+ iy 7→ <
(√
(1− z2) + iz
)
=: U1/2(x, y).
The function U1/2 is the harmonic extension of u1/2 in the halfplane, as plotted in Figure 7. Indeed,
from (D.10),
lim
y↘0
U1/2(x, y) = lim
y↘0
<
(√
(1− z2) + ix− y
)
= (1− x2)1/2+ = u1/2(x).
Furthermore, from (D.3), we have that U1/2 is the real part of a holomorphic function in the halfplane
and so it is harmonic.
These considerations give that U1/2 solves the harmonic extension problem in (2.6), hence, in the light
of (2.7),
(−∆)1/2u1/2(x) = lim
y↘0
−∂yU1/2(x, y) = lim
y↘0
−<
(
∂y
√
(1− z2) + i∂yz
)
= lim
y↘0
−<
(
∂y
√
(1− z2)− 1
)
= 1− lim
y↘0
<
(
∂y
√
(1− z2)
)
.
(D.11)
Now, recalling (D.4), we see that, for any x ∈ (−1, 1) and small y > 0,
(D.12) ∂y
√
(1− z2) = ∂z√(1− z2) ∂yz = 1
2
√
(1− z2) ∂z(1− z
2) ∂y(x+ iy) = − iz√
(1− z2) .
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We stress that the latter denominator does not vanish when x ∈ (−1, 1) and y > 0 is small. So, using
that <(ZW ) = <Z<W −=Z=W for any Z, W ∈ C, we obtain that
y = <(− i(x+ iy)) = <(−iz) = <(√(1− z2) ∂y√(1− z2))
= <
(√
(1− z2)
)
<
(
∂y
√
(1− z2)
)
−=
(√
(1− z2)
)
=
(
∂y
√
(1− z2)
)
.
(D.13)
From (D.9), for any x ∈ (−1, 1) we have that
lim
y↘0
=
(√
(1− z2)
)
= =
(√
|1− x2|
)
= 0.
This and the fact that ∂y
√
(1− z2) is bounded (in view of (D.12)) give that, for any x ∈ (−1, 1),
lim
y↘0
=
(√
(1− z2)
)
=
(
∂y
√
(1− z2)
)
= 0.
This, (D.9) and (D.13) imply that, for any x ∈ (−1, 1),
0 = lim
y↘0
y = lim
y↘0
<
(√
(1− z2)
)
<
(
∂y
√
(1− z2)
)
−=
(√
(1− z2)
)
=
(
∂y
√
(1− z2)
)
= <
(√
|1− x2|
)
lim
y↘0
<
(
∂y
√
(1− z2)
)
+ 0
=
√
|1− x2| lim
y↘0
<
(
∂y
√
(1− z2)
)
and therefore
(D.14) lim
y↘0
<
(
∂y
√
(1− z2)
)
= 0.
Plugging this information into (D.11), we conclude the proof of (2.17), as desired.
Appendix E. Deducing (2.19) from (2.15) using a space inversion
From (2.15), up to a translation, we know that
(E.1) the function R 3 x 7→ vs(x) := (x− 1)s+ is s-harmonic in (1,+∞).
We let ws be the space inversion of vs induced by the Kelvin transform in the fractional setting, namely
ws(x) := |x|2s−1 vs
(
x
|x|2
)
= |x|2s−1
(
x
|x|2 − 1
)s
+
=
{
xs−1(1− x)s if x ∈ (0, 1),
0 otherwise. .
By (E.1), see Corollary 2.3 in [64], it follows that ws(x) is s-harmonic in (0, 1). Consequently, the
function
w?s(x) := ws(1− x) =
{
xs(1− x)s−1 if x ∈ (0, 1),
0 otherwise.
is also s-harmonic in (0, 1). We thereby conclude that the function
W ?s (x) := ws(x)− w?s(x) =
{
xs−1(1− x)s − xs(1− x)s−1 if x ∈ (0, 1),
0 otherwise.
is also s-harmonic in (0, 1). See Figure 9 for a picture of ws and W ?s when s = 1/2. Let now
Us(x) := x
s
+(1− x)s+ =
{
xs(1− x)s if x ∈ (0, 1),
0 otherwise.
and notice that Us is the primitive of sW ?s . Since the latter function is s-harmonic in (0, 1), after an
integration we thereby deduce that (−∆)sUs = const in (0, 1). This and the fact that
Us
(
x+ 1
2
)
= 2−s us(x)
imply (2.19).
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Figure 9. The functions w1/2 and W ?1/2.
Appendix F. Proof of (2.21)
Fixed y ∈ Rn \ {0} we let Ry be a rotation which sends y|y| into the vector e1 = (1, 0, . . . , 0), that is
(F.1)
n∑
k=1
R
y
ik yk = |y|δi1,
for any i ∈ {1, . . . , n}. We also denote by
K(y) :=
y
|y|2
the so-called Kelvin Transform. We recall that for any i, j ∈ {1, . . . , n},
∂yiKj(y) =
δij
|y|2 −
2yiyj
|y|4
and so, by (F.1), (
Ry (DK(y)) (Ry)−1
)
ij
=
n∑
k,h=1
R
y
ik ∂ykKh(y)R
y
jh =
δij
|y|2 −
2δi1δj1
|y|2 .
This says that Ry (DK(y)) (Ry)−1 is a diagonal6 matrix, with first entry equal to − 1|y|2 and the others
equal to 1|y|2 .
As a result,
(F.2)
∣∣ det(DK(y))∣∣ = ∣∣∣ det (Ry (DK(y)) (Ry)−1)∣∣∣ = 1|y|2n .
The Kelvin Transform is also useful to write the Green function of the ball B1, see e.g. formula (41) on
p. 40 and Theorem 13 on p. 35 of [63]. Namely, we take n > 3 for simplicity, and we write
G(x, y) := const
(
1
|y − x|n−2 −
1∣∣ |x|(y −K(x))∣∣n−2
)
= const
(
1
|x− y|n−2 −
1∣∣ |y|(x−K(y))∣∣n−2
)
= G(y, x)
6From the geometric point of view, one can also take radial coordinates, compute the derivatives of K along the unit
sphere and use scaling.
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and, for a suitable choice of the constant, for any x ∈ B1 we can write the solution of (2.20) in the form
u(x) =
∫
B1
f(y)G(x, y) dy.
see e.g. page 35 in [63].
On this account, we have that, for any x ∈ B1,
|∇u(x)| 6
∫
B1
|f(y)| |∂xG(x, y)| dy
6 const sup
B1
|f |
∫
B1
(
1
|x− y|n−1 +
1
|y|n−2∣∣x−K(y)∣∣n−1
)
dy
6 const sup
B1
|f |
(∫
B2
dζ
|ζ|n−1 +
∫
Rn\B1
dη
|η|n+2∣∣x− η∣∣n−1
)
6 const sup
B1
|f |
(
1 +
∫
B2\B1
dη
|x− η|n−1 +
∫
Rn\B2
dη
|η|n+2
)
6 const sup
B1
|f |.
Notice that here we have used the transformations ζ := x− y and η := K(y), exploiting also (F.2). The
claim in (2.21) is thus established.
Appendix G. Proof of (2.24) and probabilistic insights
We give a proof of (2.24) by taking a derivative of (2.17). To this aim, we claim7 that
d
dx
∫
R
u1/2(x+ y) + u1/2(x− y)− 2u1/2(x)
|y|2 dy
= −
∫
R
(x+ y)u−1/2(x+ y) + (x− y)u−1/2(x− y)− 2xu−1/2(x)
|y|2 dy.
(G.1)
To this end, we fix x ∈ (−1, 1) and h ∈ R. We define
`x := min{|x− 1|, |x+ 1|} > 0.
In the sequel, we will take |h| as small as we wish in order to compute incremental quotients, hence we
can assume that
(G.2) |h| < `x
4
.
We also define
(G.3) Ix(h) :=
{
y ∈ R s.t. min{|(x+ y)− 1|, |(x− y)− 1|, |(x+ y) + 1|, |(x− y) + 1|} 6 2|h|
}
.
Since Ix(h) ⊆ (x − 1 − 2|h|, x − 1 + 2|h|) ∪ (x + 1 − 2|h|, x + 1 + 2|h|) ∪ (1 − x − 2|h|, 1 − x + 2|h|) ∪
(−1− x− 2|h|,−1− x+ 2|h|), we have that
(G.4) the measure of Ix is less than const |h|.
Furthermore,
(G.5) Ix(h) ⊆
{
y ∈ R s.t. |y| > `x
2
}
.
7The difficulty in proving (G.1) is that the function u1/2 is not differentiable at ±1 and the derivative taken inside the
integral might produce a singularity (in fact, formula (G.1) exactly says that such derivative can be performed with no
harm inside the integral). The reader who is already familiar with the basics of functional analysis can prove (G.1) by
using the theory of absolutely continuous functions, see e.g. Theorem 8.21 in [98]. We provide here a direct proof, available
to everybody.
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To check this, let y ∈ Ix(h). Then, by (G.3), there exist σ1,x,y, σ2,x,y ∈ {−1, 1} such that
|x+ σ1,x,yy + σ2,x,y| 6 2|h|
and therefore
|y| = |σ1,x,yy| > |x+ σ2,x,y| − |x+ σ1,x,yy + σ2,x,y| > `x − 2|h| > `x
2
,
where the last inequality is a consequence of (G.2), and this establishes (G.5).
Now, we introduce the following notation for the incremental quotient
Qh(x, y) :=
(
u1/2(x+ y + h) + u1/2(x− y + h)− 2u1/2(x+ h)
)− (u1/2(x+ y) + u1/2(x− y)− 2u1/2(x))
h
and we observe that, since u1/2 is globally Hölder continuous with exponent 1/2, it holds that
|Qh(x, y)| 6
∣∣u1/2(x+ y + h)− u1/2(x+ y)∣∣+ ∣∣u1/2(x− y + h)− u1/2(x− y)∣∣+ 2 ∣∣u1/2(x+ h)− u1/2(x)∣∣
|h|
6 const |h|
1/2
|h|
=
const
|h|1/2 ,
for any x, y ∈ R. Consequently, recalling (G.4) and (G.5), we conclude that
(G.6) lim
h→0
∣∣∣∣∫
Ix(h)
Qh(x, y)
|y|2 dy
∣∣∣∣ 6 limh→0
∫
Ix(h)
const
|h|1/2 `2x
dy 6 lim
h→0
const |h|
|h|1/2 `2x
= 0.
Now we take derivatives of u1/2. For this, we observe that, for any ξ ∈ (−1, 1),
u′1/2(ξ) = −ξ(1− ξ2)−1/2 = −ξu−1/2(ξ).
Since the values outside (−1, 1) are trivial, this implies that
(G.7) u′1/2(ξ) = −ξu−1/2(ξ) for any ξ ∈ R \ {−1, 1}.
Now, by (G.3), we know that if y ∈ R \ Ix(h) we have that x + y + t ∈ R \ {−1, 1} for all t ∈ R
with |t| < |h| and therefore we can exploit (G.7) and find that
lim
h→0
u1/2(x+ y + h)− u1/2(x+ y)
h
= −(x+ y)u−1/2(x+ y).
Similar arguments show that, for any y ∈ R \ Ix(h),
lim
h→0
u1/2(x− y + h)− u1/2(x− y)
h
= −(x− y)u−1/2(x− y)
and lim
h→0
u1/2(x+ h)− u1/2(x)
h
= −xu−1/2(x).
Consequently, for any y ∈ R \ Ix(h),
(G.8) lim
h→0
Qh(x, y)
|y|2 = −
(x+ y)u−1/2(x+ y) + (x− y)u−1/2(x− y)− 2xu−1/2(x)
|y|2 .
Now we set
Ξh(x, y) :=
Qh(x, y)χR\Ix(h)(y)
|y|2
=
1
h |y|2
((
u1/2(x+ y + h) + u1/2(x− y + h)− 2u1/2(x+ h)
)
−(u1/2(x+ y) + u1/2(x− y)− 2u1/2(x))) χR\Ix(h)(y)
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and we claim that
(G.9) |Ξh(x, y)| 6 Cx
[
χ(−3,3)(y)
(
1
|1− (x+ y)2|1/2 +
1
|1− (x− y)2|1/2
)
+
χR\(−3,3)(y)
|y|2
]
,
for a suitable Cx > 0, possibly depending on x. For this, we first observe that if |y| > 3 then |x± y| > 1
and also |x ± y + h| > 1. This implies that if |y| > 3, then u1/2(x ± y) = u1/2(x ± y + h) = 0 and
therefore
Ξh(x, y) =
1
h |y|2
(
2u1/2(x)− 2u1/2(x+ h)
)
.
This and the fact that u1/2 is smooth in the vicinity of the fixed x ∈ (−1, 1) imply that (G.9) holds true
when |y| > 3. Therefore, from now on, to prove (G.9) we can suppose that
(G.10) |y| < 3.
We will also distinguish two regimes, the one in which |y| 6 `x
4
and the one in which |y| > `x
4
.
If |y| 6 `x
4
and |t| 6 h, we have that
|(x+ y + t) + 1| > |x+ 1| − |y| − |t| > `x − |y| − |h| > `x
2
,
due to (G.2), and similarly |(x− y + t)− 1| > `x
2
. This implies that
|u1/2(x+ y + t) + u1/2(x− y + t)− 2u1/2(x+ t)| 6 Cx |y|2,
for some Cx > 0 that depends on `x. Consequently, we find that if |y| 6 `x4 then
(G.11) |Ξh(x, y)| 6 const Cx |y|
2
|y|2 = constCx.
Conversely, if y ∈ R \ Ix(h), with |y| > `x4 , then we make use of (G.7) and (G.10) to see that
|u1/2(x+ y + h)− u1/2(x+ y)| 6
∫ |h|
0
|u′1/2(x+ y + τ)| dτ
=
∫ |h|
0
|x+ y + τ | |u−1/2(x+ y + τ)| dτ 6 5
∫ |h|
0
|u−1/2(x+ y + τ)| dτ
6 5
∫ |h|
0
dτ
|1− (x+ y + τ)2|1/2 .
(G.12)
Also, if y ∈ R \ Ix(h) we deduce from (G.3) that |1± (x+ y)| > 2|h| and therefore, if |τ | 6 |h|, then
|1± (x+ y + τ)| > |1± (x+ y)| − |τ | > |1± (x+ y)| − |h| > |1± (x+ y)|
2
.
Therefore
|1− (x+ y + τ)2| = |1 + (x+ y + τ)| |1− (x+ y + τ)|
> 1
4
|1 + (x+ y)| |1− (x+ y)| = 1
4
|1− (x+ y)2|.
Hence, we insert this information into (G.12) and we conclude that
(G.13) |u1/2(x+ y + h)− u1/2(x+ y)| 6 const
∫ |h|
0
dτ
|1− (x+ y)2|1/2 =
const |h|
|1− (x+ y)2|1/2 .
Similarly, one sees that
(G.14) |u1/2(x− y + h)− u1/2(x− y)| 6 const |h||1− (x− y)2|1/2 .
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In view of (G.13) and (G.14), we get that, for any y ∈ R \ Ix(h) with |y| > `x4 ,
|Ξh(x, y)| 6 1
h |y|2
(
const |h|+ const |h||1− (x+ y)2|1/2 +
const |h|
|1− (x− y)2|1/2
)
6 const
`2x
(
1 +
1
|1− (x+ y)2|1/2 +
1
|1− (x− y)2|1/2
)
.
Combining this with (G.11), we obtain (G.9), up to renaming constants.
Now, we point out that the right hand side of (G.9) belongs to L1(R). Accordingly, using (G.9) and
the Dominated Convergence Theorem, and recalling also (G.7), it follows that
lim
h→0
∫
R\Ix(h)
1
h|y|2
((
u1/2(x+ y + h) + u1/2(x− y + h)− 2u1/2(x+ h)
)
−(u1/2(x+ y) + u1/2(x− y)− 2u1/2(x))) dy
= lim
h→0
∫
R
Ξh(x, y) dy
=
∫
R
lim
h→0
Ξh(x, y) dy =
∫
R
u′1/2(x+ y) + u
′
1/2(x− y)− 2u′1/2(x)
|y|2 dy
= −
∫
R
(x+ y)u−1/2(x+ y) + (x− y)u−1/2(x− y)− 2xu−1/2(x)
|y|2 dy,
where the last identity is a consequence of (G.8).
From this and (G.6), the claim in (G.1) follows, as desired.
Now, we rewrite (G.1) as
d
dx
∫
R
u1/2(x+ y) + u1/2(x− y)− 2u1/2(x)
|y|2 dy
= − J(x)− x
∫
R
u−1/2(x+ y) + u−1/2(x− y)− 2u−1/2(x)
|y|2 dy
where J(x) :=
∫
R
y
(
u−1/2(x+ y)− u−1/2(x− y)
)
|y|2 dy =
∫
R
u−1/2(x+ y)− u−1/2(x− y)
y
dy.
(G.15)
We claim that
(G.16) J(x) = 0.
This follows plainly for x = 0, since u−1/2 is even. Hence, from here on, to prove (G.16) we assume
without loss of generality that x ∈ (0, 1). Moreover, by changing variable y 7→ −y, we see that
−P.V.
∫
R
u−1/2(x− y)
y
dy = P.V.
∫
R
u−1/2(x+ y)
y
dy
and therefore
J(x) = 2 P.V.
∫
R
u−1/2(x+ y)
y
dy = 2 P.V.
∫ 1−x
−1−x
dy
y
√
1− (x+ y)2
= 2 P.V.
∫ 1
−1
dz
(z − x)√1− z2 .
(G.17)
Now, we apply the change of variable
ξ :=
1−√1− z2
z
, hence z =
2ξ
1 + ξ2
.
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We observe that when z ranges in (−1, 1), then ξ ranges therein as well. Moreover,
√
1− z2 = 1− ξz = 1− ξ
2
1 + ξ2
,
thus, by (G.17),
J(x) = 2 P.V.
∫ 1
−1
1
( 2ξ
1+ξ2
− x)1−ξ2
1+ξ2
· 2− 2ξ
2
(1 + ξ2)2
dξ
= 4 P.V.
∫ 1
−1
dξ
2ξ − x(1 + ξ2) = 4x P.V.
∫ 1
−1
dξ
1− x2 − (1− xξ)2 .
We now apply another change of variable
η :=
1− xξ√
1− x2
which gives
(G.18) J(x) =
4√
1− x2 P.V.
∫ a+
a−
dη
1− η2 ,
where
a+ :=
√
1 + x
1− x and a− :=
√
1− x
1 + x
=
1
a+
.
Now we notice that
P.V.
∫ a+
a−
dη
1− η2 =
1
2
ln
∣∣∣∣(1 + a+)(1− a−)(1− a+)(1 + a−)
∣∣∣∣ = 0.
Inserting this identity into (G.18), we obtain (G.16), as desired.
Then, from (G.15) and (G.16) we get that
d
dx
∫
R
u1/2(x+ y) + u1/2(x− y)− 2u1/2(x)
|y|2 dy = −x
∫
R
u−1/2(x+ y) + u−1/2(x− y)− 2u−1/2(x)
|y|2 dy
that is
d
dx
(−∆)1/2u1/2 = −x (−∆)1/2u−1/2 in (−1, 1).
From this and (2.17) we infer that x (−∆)1/2u−1/2 = 0 and so (−∆)1/2u−1/2 = 0 in (−1, 1).
These consideration establish (2.24), as desired. Now, we give a brief probabilistic insight on it. In
probability - and in stochastic calculus - a measurable function f : Rn → R is said to be harmonic in
an open set D ⊂ Rn if, for any D1 ⊂ D and any x ∈ D1,
f(x) = Ex
[
f(WτD1 )
]
,
where Wt is a Brownian motion and τD1 is the first exit time from D1, namely
τ = inf{t > 0 : Wt 6∈ D1}.
(G.19)
Notice that, since Wt has (a.s.) continuous trajectories, then (a.s.) WτD1 ∈ ∂D1. This notion of
harmonicity coincides with the analytic one.
If one considers a Lévy-type process Xt in place of the Brownian motion, the definition of harmonicity
(with respect to this other process) can be given in the very same way. When Xt is an isotropic (2s)-
stable process, the definition amounts to having zero fractional Laplacian (−∆)s at every point of D
and replace (G.19) by
f(x) = Ex[f(XτD1 )], for any D1 ⊆ D.
In this identity, we can consider a sequence {Dj : Dj ⊂ D, j ∈ N}, with Dj ↗ D, and equality
(G.20) f(x) = Ex[f(XτDj )], for any j ∈ N.
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Figure 10. Harmonic extension in the halfplane of the function R 3 x 7→ (1− x2)−1/2+ .
When f = 0 in Rn\D, the right-hand side of (G.20) can be not 0 (since XτDj may also end up in D\Dj),
and this leaves the possibility of finding f which satisfies (G.20) without vanish identically (an example
of this phenomenon is exactly given by the function u−1/2 in (2.24)).
It is interesting to observe that if f vanishes outside D and does not vanish identically, then, the only
possibility to satisfy (G.20) is that f diverges along ∂D. Indeed, if |f | 6 κ, since f(XτDj ) 6= 0 only
when x ∈ D \Dj and |D \Dj| ↘ 0 as j →∞, we would have that
lim
j→+∞
Ex[f(XτDj )] 6 limj→+∞ constκ |D \Dj| = 0,
and (G.20) would imply that f must vanish identically.
Of course, the function u−1/2 in (2.23) embodies exactly this singular boundary behavior.
Appendix H. Another proof of (2.24)
Here we give a different proof of (2.24) by using complex analysis and extension methods. We use
the principal complex square root introduced in (D.2) and, for any x ∈ R and y > 0 we define
U−1/2(x, y) := <
(
1√
1− z2
)
,
where z := x+ iy.
The function U−1/2 is plotted in Figure 10. We recall that the function U−1/2 is well-defined, thanks
to (D.6). Also, the denominator never vanishes when y > 0 and so U−1/2 is harmonic in the halfplane,
being the real part of a holomorphic function in such domain.
Furthermore, in light of (D.9), we have that
lim
y↘0
1√
1− z2 =

− i√|1− x2| if x2 > 1,
1√|1− x2| if x2 < 1,
+∞ if x2 = 1,
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and therefore
lim
y↘0
U−1/2(x, y) = <
(
lim
y↘0
1√
1− z2
)
=

0 if x2 > 1,
1√|1− x2| if x2 < 1,
+∞ if x2 = 1,
= (1− x2)−1/2+ = u−1/2(x).
This gives that U−1/2 is the harmonic extension of u−1/2 to the halfplane. Therefore, by (2.6) (2.7)
and (D.14), for any x ∈ (−1, 1) we have that
−(−∆)−1/2u1/2(x) = lim
y↘0
∂yU−1/2(x, y)
= lim
y↘0
∂y
(
<
(
1√
1− z2
))
= lim
y↘0
<
(
∂y
(
1√
1− z2
))
= − lim
y↘0
<
((
1√
1− z2
)2
∂y
(√
1− z2))
= − 1
1− x2 limy↘0<
(
∂y
(√
1− z2))
= 0,
that is (2.24).
Appendix I. Proof of (2.29) (based on Fourier methods)
When n = 1, we use (2.28) to find that8
G1/2(x) =
∫
R
e−|ξ| eixξ dξ = lim
R→+∞
∫ R
0
e−ξ eixξ dξ +
∫ 0
−R
eξ eixξ dξ
= lim
R→+∞
eR(ix−1) − 1
ix− 1 +
1− e−R(ix+1)
ix+ 1
= − 1
ix− 1 +
1
ix+ 1
=
2
x2 + 1
.
(I.1)
This proves (2.28) when n = 1.
Let us now deal with the case n > 2. By changing variable Y := 1/y, we see that∫ +∞
0
e−
|ξ|(y− 1y )
2
2 dy =
∫ +∞
0
e−
|ξ|(Y− 1Y )
2
2
dY
Y 2
.
Therefore, summing up the left hand side to both sides of this identity and using the transformation η :=
y − 1
y
,
2
∫ +∞
0
e−
|ξ|(y− 1y )
2
2 dy =
∫ +∞
0
(
1 +
1
y2
)
e−
|ξ|(y− 1y )
2
2 dy
= const
∫ +∞
0
e−
|ξ| η2
2 dη
=
const√|ξ| .
8As a historical remark, we recall that e−|ξ| is sometimes called the “Abel Kernel” and its Fourier Transform the “Poisson
Kernel”, which in dimension 1 reduces to the “Cauchy-Lorentz, or Breit-Wigner, Distribution” (that has also classical
geometric interpretations as the “Witch of Agnesi”, and so many names attached to a single function clearly demonstrate
its importance in numerous applications).
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As a result,
e−|ξ| =
const e−|ξ|
√|ξ|√|ξ| = const e−|ξ|√|ξ|
∫ +∞
0
e−
|ξ|(y− 1y )
2
2 dy
= const e−|ξ|
√
|ξ|
∫ +∞
0
e−
|ξ|
(
y2+ 1
y2
−2
)
2 dy
= const
√
|ξ|
∫ +∞
0
e−
|ξ|
(
y2+ 1
y2
)
2 dy
= const
∫ +∞
0
1√
t
e−
t
2 e−
|ξ|2
2t dt,
where the substitution t := |ξ| y2 has been used.
Accordingly, by (2.28), the Gaussian Fourier transform and the change of variable τ := t(1 + |x|2),
G1/2(x) =
∫
Rn
e−|ξ| eix·ξ dξ
= const
∫∫
Rn×(0,+∞)
1√
t
e−
t
2 e−
|ξ|2
2t eix·ξ dξ dt
= const
∫
(0,+∞)
t
n−1
2 e−
t
2 e−
t|x|2
2 dt
= const
∫
(0,+∞)
(
τ
1 + |x|2
)n−1
2
e−
τ
2
dτ
1 + |x|2
=
const(
1 + |x|2)n+12 .
This establishes (2.29).
Appendix J. Another proof of (2.29) (based on extension methods)
The idea is to consider the fundamental solution in the extended space and take a derivative (the time
variable acting as a translation and, to favor the intuition, one may keep in mind that the Poisson kernel
is the normal derivative of the Green function). Interestingly, this proof is, in a sense, “conceptually
simpler”, and “less technical” than that in Appendix I, thus demonstrating that, at least in some cases,
when appropriately used, fractional methods may lead to cultural advantages9 with respect to more
classical approaches.
For this proof, we consider variables X := (x, y) ∈ Rn × (0,+∞) ⊂ Rn+1 and fix t > 0. We let Γ be
the fundamental solution in Rn+1, namely
Γ(X) :=
− const log |X| if n = 1,const|X|n−1 if n > 2.
By construction ∆Γ is the Delta Function at the origin and so, for any t > 0, we have that Γ˜(X; t) =
Γ˜(x, y; t) := Γ(x, y + t) is harmonic for (x, y) ∈ Rn × (0,+∞). Accordingly, the function U(x, y; t) :=
9Let us mention another conceptual simplification of nonlocal problems: in this setting, the integral representation often
allows the formulation of problems with minimal requirements on the functions involved (such as measurability and
possibly minor pointwise or integral bounds). Conversely, in the classical setting, even to just formulate a problem, one
often needs assumptions and tools from functional analysis, comprising e.g. Sobolev differentiability, distributions or
functions of bounded variations.
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Figure 11. Harmonic extension in the halfplane of the function R 3 x 7→ 1
1+|x|2 .
∂yΓ˜(x, y; t) is also harmonic for (x, y) ∈ Rn × (0,+∞). We remark that
U(x, y; t) = ∂yΓ(x, y + t) =
const
|(x, y + t)|n∂y
√
|x|2 + (y + t)2 = const (y + t)|(x, y + t)|n+1 =
const (y + t)(|x|2 + (y + t)2)n+12 .
This function is plotted in Figure 11 (for the model case in the plane). We observe that
lim
y↘0
U(x, 0; t) =
const t(|x|2 + t2)n+12 = consttn (1 + (|x|/t)2)n+12 =: u(x, t).
As a consequence, by (2.6) and (2.7) (and noticing that the role played by the variables y and t in the
function U is the same),
−(−∆)1/2u(x, t) = lim
y↘0
∂yU(x, y; t) = lim
y↘0
∂y
const (y + t)(|x|2 + (y + t)2)n+12 = limy↘0 ∂t const (y + t)(|x|2 + (y + t)2)n+12
= ∂t
const t(|x|2 + t2)n+12 = ∂tu(x, t).
This shows that u solves the fractional heat equation, with u approaching a Delta function when t↘ 0.
Hence
G1/2(x) = u(x, 1) =
const(
1 + |x|2)n+12 ,
that is (2.29).
Appendix K. Proof of (2.36)
First, we construct a useful barrier. Given A > 1, we define
w(t) :=
{
A if |t| 6 1,
t−1−2s if |t| > 1.
We claim that if A is sufficiently large, then
(K.1) (−∆)sw(t) < −3w(t) for all t ∈ R \ (−3, 3).
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To prove this, fix t > 3 (the case t 6 −3 being similar). Then, if |ξ − t| < 1, we have that
ξ > t− 1 = 2t
3
+
t
3
− 1 > 2t
3
.
As a consequence, if |τ − t| < 1,∣∣w(t)− w(τ) + w˙(t)(τ − t)∣∣ 6 sup
|ξ−t|<1
|w¨(ξ)| |t− τ |2
6 const sup
ξ>2t/3
ξ−3−2s |t− τ |2 6 const t−3−2s |t− τ |2.
This implies that ∫
{|τ−t|<1}
w(t)− w(τ)
|t− τ |1+2s dτ =
∫
{|τ−t|<1}
w(t)− w(τ) + w˙(t)(τ − t)
|t− τ |1+2s dτ
6 const t−3−2s
∫
{|τ−t|<1}
|t− τ |2
|t− τ |1+2s dτ = const t
−3−2s
6 const t−1−2s = constw(t).
(K.2)
On the other hand,
(K.3)
∫
{|τ−t|>1}∩{|τ |>1}
w(t)− w(τ)
|t− τ |1+2s dτ 6
∫
{|τ−t|>1}
w(t)
|t− τ |1+2s dτ 6 constw(t).
In addition, if |τ | 6 1 then |τ − t| > t− τ > 3− 1 > 1, hence
{|τ − t| > 1} ∩ {|τ | 6 1} = {|τ | 6 1}.
Accordingly,
(K.4)
∫
{|τ−t|>1}∩{|τ |61}
w(t)− w(τ)
|t− τ |1+2s dτ =
∫
{|τ |61}
t−1−2s − A
|t− τ |1+2s dτ 6
∫
{|τ |61}
1− A
|t− τ |1+2s dτ.
We also observe that if |τ | 6 1 then |t− τ | 6 t+ 1 6 2t and therefore∫
{|τ |61}
dτ
|t− τ |1+2s >
const
t1+2s
= constw(t).
So, we plug this information into (K.4), assuming A > 1 and we obtain that
(K.5)
∫
{|τ−t|>1}∩{|τ |61}
w(t)− w(τ)
|t− τ |1+2s dτ 6 −(A− 1) constw(t).
Thus, gathering together the estimates in (K.2), (K.3) and (K.5), we conclude that∫
R
w(t)− w(τ)
|t− τ |1+2s dτ 6 constw(t)− (A− 1) constw(t) 6 −4w(t) < −3w(t),
as long as A is sufficiently large. This proves (K.1).
Now, to prove (2.36), we define v := u˙ > 0. From (2.40), we know that
(K.6) (−∆)sv = (1− 3u2)v > −3u2v > −3v.
Given ε > 0, we define
wε(t) :=
ι
A
w(t)− ε, where ι := min
t∈[−3,3]
v(t).
We claim that
(K.7) wε 6 v.
Indeed, for large ε, it holds that wε < 0 < v and so (K.7) is satisfied. In addition, for any ε > 0,
(K.8) lim
t→+∞
wε(t) = −ε < 0 6 inf
t∈R
v(t).
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Figure 12. Harmonic extension in the halfplane of the function R 3 x 7→ 2
pi
arctanx.
Suppose now that ε? > 0 produces a touching point between wε? and v, namely wε? 6 v and wε?(t?) =
v(t?) for some t? ∈ R. Notice that, if |τ | 6 3,
wε?(τ) 6
ι
A
sup
t∈R
w(t)− ε 6 ι− ε = min
t∈[−3,3]
v(t)− ε 6 v(τ)− ε < v(τ),
and therefore |t?| > 3. Accordingly, if we set v? := v − wε? , using (K.1) and (K.6), we see that
0 = −3v?(t?) = −3v(t?) + 3wε?(t?) 6 (−∆)sv(t?)− (−∆)swε?(t?)
= (−∆)sv?(t?) =
∫
R
v?(t?)− v?(τ)
|t? − τ |1+2s dτ = −
∫
R
v?(τ)
|t? − τ |1+2s dτ.
Since the latter integrand is nonnegative, we conclude that v? must vanish identically, and thus wε?
must coincide with v. But this is in contradiction with (K.8) and so the proof of (K.7) is complete.
Then, by sending ε↘ 0 in (K.7) we find that v > ι
A
w, and therefore, for t > 1 we have that u˙(t) =
v(t) > κt−1−2s, for all t > 1, for some κ > 0.
Consequently, for any t > 1,
1− u(t) = lim
T→+∞
u(T )− u(t) = lim
T→+∞
∫ T
t
u˙(τ) dτ =
∫ +∞
t
u˙(τ) dτ > κ
∫ +∞
t
τ−1−2s dτ =
κ
2s
t−2s,
and a similar estimates holds for 1 + u(t) when t < −1.
These considerations establish (2.36), as desired.
Appendix L. Proof of (2.38)
Here we prove that (2.38) is a solution of (2.37). The idea of the proof, as showed in Figure 12, is to
consider the harmonic extension of the function R 3 x 7→ 2
pi
arctanx in the halfplane R× (0,+∞) and
use the method described in (2.6) and (2.7).
We let
U(x, y) :=
2
pi
arctan
x
y + 1
.
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The function U is depicted10 in Figure 12. Of course, it coincides with u when y = 0 and, for any x ∈ R
and y > 0,
(L.1)
pi
2
∆U(x, y) = − 2x(1 + y)
(x2 + (1 + y)2)2
+
2x(1 + y)
(x2 + (1 + y)2)2
= 0.
Hence, the setting in (2.6) is satisfied and so, in light of (2.7). we have
(L.2) (−∆)1/2u(x) = − lim
y↘0
∂yU(x, y) =
2
pi
lim
y↘0
x
x2 + (1 + y)2
=
2x
pi (x2 + 1)
Also, by the trigonometric Double-angle Formula, for any θ ∈ (−pi
2
, pi
2
)
,
sin(2θ) = 2 sin θ cos θ =
2 tan θ
tan2 θ + 1
.
Hence, taking θ := arctanx,
sin(piu(x)) = sin(2 arctanx) =
2x
x2 + 1
.
This and (L.2) show that (2.38) is a solution of (2.37).
Appendix M. Another proof of (2.38) (based on (2.29))
This proof of (2.38) is based on the fractional heat kernel in (2.29). This approach has the advantage
of being quite general (see e.g. Theorem 3.1 in [27]) and also to relate the two “miraculous” explicit
formulas (2.29) and (2.38), which are available only in the special case s = 1/2.
For this, we let P = P (x, t) the fundamental solution of the heat flow in (2.25) with n = 1 and s = 1/2.
Notice that, by (2.29), we know that
(M.1) P (x, 1) = G1/2(x) =
c
1 + x2
,
with
c :=
(∫
R
dx
1 + x2
)−1
=
1
pi
.
Also, by scaling,
(M.2) P (x, t) = t−1P (t−1x, 1) = t−1G1/2(t−1x).
For any x ∈ R and any t > 0, we define
(M.3) U(x, t) := 2
∫ x
0
P (η, t+ 1) dη.
In light of (M.2), we see that
|U(x, t)| 6 2(t+ 1)−1
∫ x
0
G1/2
(
(t+ 1)−1η
)
dη = 2
∫ (t+1)−1x
0
G1/2(ζ) dζ,
which is bounded in R× [0,+∞), and infinitesimal as t→ +∞ for any fixed x ∈ R.
Notice also that
∂2t P = ∂t(∂tP ) = ∂t(−∆)1/2P = (−∆)1/2∂tP = (−∆)1/2(−∆)1/2P = −∂2xP,
10In complex variables, one can also interpret the function U in terms of the principal argument function
Arg(reiϕ) = ϕ ∈ (−pi, pi],
with branch cut along the nonpositive real axis. Notice indeed that, if z = x+ iy and y > 0,
Arg(z + i) =
pi
2
− arctan x
y + 1
=
pi
2
(1− U(x, y)) .
This observation would also lead to (L.1).
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by (2.5). As a consequence,
1
2
(∂2x + ∂
2
t )U(x, t) = ∂xP (x, t+ 1) +
∫ x
0
∂2t P (η, t+ 1) dη
= ∂xP (x, t+ 1)−
∫ x
0
∂2xP (η, t+ 1) dη
= ∂xP (0, t+ 1)
= 0,
(M.4)
where the last identity follows from (M.2).
Besides, from (M.2) we have that
∂tP (x, t) = ∂t
(
t−1G1/2(t−1x)
)
= −t−2G1/2(t−1x)− t−3xG′1/2(t−1x)
and so
−∂tP (x, 1) = G1/2(x) + xG′1/2(x) = ∂x
(
xG1/2(x)
)
.
In view of this, we have that
(M.5) ∂tU(x, 0) = 2
∫ x
0
∂tP (η, 1) dη = 2
∫ x
0
∂η
(
ηG1/2(η)
)
dη = 2xG1/2(x).
Accordingly, from (M.4) and (M.5), using the extension method in (2.6) and (2.7) (with the variable y
called t here), we conclude that, if
u(x) := U(x, 0),
then
(M.6) (−∆)1/2u(x) = 2xG1/2(x).
We remark that, by (M.1) and (M.3),
(M.7) u(x) = 2c
∫ x
0
dη
1 + x2
=
2
pi
arctanx.
This, (M.1) and (M.6) give that
(−∆)1/2u(x) = 1
pi
2x
1 + x2
=
1
pi
sin(2 arctanx) =
1
pi
sin
(
piu(x)
)
,
that is (2.38), as desired.
Appendix N. Proof of (2.46)
Due to translation invariance, we can reduce ourselves to proving (2.46) at the origin. We consider a
measurable u : Rn → R such that ∫
Rn
|u(y)|
1 + |y|n+2 < +∞.
Assume first that
(N.1) u(x) = 0 for any x ∈ Br,
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for some r > 0. As a matter of fact, under these assumptions on u, the right-hand side of (2.46) vanishes
at 0 regardless the size of r. Indeed,∫
Rn
u(x+ 2y) + u(x− 2y)− 4u(x+ y)− 4u(x− y) + 6u(x)
|y|n+2 dy
∣∣∣∣
x=0
=
∫
Rn
u(2y) + u(−2y)− 4u(y)− 4u(−y)
|y|n+2 dy = 2
∫
Rn\Br/2
u(2y)
|y|n+2 dy − 8
∫
Rn\Br
u(y)
|y|n+2 dy
= 2
∫
Rn\Br
2n+2 u(Y )
2n |Y |n+2 dY − 8
∫
Rn\Br
u(y)
|y|n+2 dy = 0.
This proves (2.46) under the additional assumption in (N.1), that we are now going to remove. To this
end, for r ∈ (0, 1), denote by χr the characteristic function of Br, i.e. χr(x) = 1 if x ∈ Br and χr(x) = 0
otherwise. Consider now u ∈ C2,α(Br), for some α ∈ (0, 1), with
(N.2) u(0) = |∇u(0)| = 0
for simplicity (note that one can always modify u by considering u˜(x) = u(x) − u(0) − ∇u(0) · x and
without affecting the operators in (2.46)). Then, the right hand side of (2.46) becomes in this case∫
Rn
u(2y) + u(−2y)− 4u(y)− 4u(−y)
|y|n+2 dy = 2
∫
Rn
u(2y)− 4u(y)
|y|n+2 dy =
= 2
∫
Rn
u(2y)χr(2y)− 4u(y)χr(y)
|y|n+2 dy + 2
∫
Rn
u(2y)(1− χr(2y))− 4u(y)(1− χr(y))
|y|n+2 dy.
The second addend is trivial for any r ∈ (0, 1), in view of the above remark, since u(1−χr) is constantly
equal to 0 in Br. For the first one, we have∫
Rn
u(2y)χr(2y)− 4u(y)χr(y)
|y|n+2 dy =
∫
Br/2
u(2y)− 4u(y)
|y|n+2 dy − 4
∫
Br\Br/2
u(y)
|y|n+2 dy.(N.3)
Now, we recall (N.2) and we notice that
|u(2y)− 4u(y)| 6 ‖u‖C2,α(B)|y|2+α,
which in turn implies that ∣∣∣∣∣
∫
Br/2
u(2y)− 4u(y)
|y|n+2 dy
∣∣∣∣∣ 6 const ‖u‖C2,α(B)rα.(N.4)
On the other hand, a Taylor expansion and (N.2) yield∫
Br\Br/2
u(y)
|y|n+2 dy =
∫ r
r/2
1
ρn+2
∫
∂Bρ
u(y) dy dρ
=
∫ r
r/2
1
ρ3
∫
∂B1
u(ρθ) dθ dρ =
∫ r
r/2
1
2ρ
∫
∂B1
(
D2u(0)θ · θ + η(ρθ)) dθ dρ
= const ∆u(0) +
∫ r
r/2
1
2ρ
∫
∂B1
η(ρθ) dθ dρ
(N.5)
in view of (1.1), for some η : Br → R such that |η(x)| 6 c|x|α. From this, (N.3) and (N.4) we deduce
that ∫
Rn
u(2y) + u(−2y)− 4u(y)− 4u(−y)
|y|n+2 dy = − const limr↘0
∫
Br\Br/2
u(y)
|y|n+2 dy = − const ∆u(0)
which finally justifies (2.46).
It is interesting to remark that the main contribution to prove (2.46) comes in this case from the
“intermediate ring” in (N.5).
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Appendix O. Proof of (2.48)
Take for instance Ω to be the unit ball and u¯ = 1− |x|2. Suppose that ‖u¯− vε‖C2(Ω) 6 ε. Then, for
small ε, if x ∈ Rn \B1/2 it holds that
vε(x) 6 u¯(x) + ε = 1− |x|2 + ε 6 3
4
+ ε 6 4
5
,
while
vε(0) > u¯(0)− ε = 1− ε > 5
6
.
This implies that there exists xε ∈ B1/2 such that
vε(xε) = sup
B1
vε >
5
6
>
4
5
> sup
B1\B1/2
vε.
As a result,
P.V.
∫
Ω
vε(xε)− vε(y)
|xε − y|n+2s dy >
∫
B1\B3/4
vε(xε)− vε(y)
|xε − y|n+2s dy >
∫
B1\B3/4
(
5
6
− 4
5
)
dy > const .
This says that (−∆)svε cannot vanish at xε and so (2.48) is proved.
Appendix P. Proof of (2.52)
Let us first notice that the identity
(P.1) λs =
s
Γ(1− s)
∫ ∞
0
1− e−tλ
t1+s
dt
holds for any λ > 0 and s ∈ (0, 1), because∫ ∞
0
1− e−t
t1+s
dt =
1− e−t
−s ts
∣∣∣∣∞
0
+
1
s
∫ ∞
0
e−t
ts
dt =
Γ(1− s)
s
.
We also observe that when u ∈ C∞0 (Ω), the coefficients uˆj decay fast as j →∞: indeed
uˆj = − 1
µj
∫
Ω
u∆ψj = − 1
µj
∫
Ω
ψj ∆u = . . . = (−1)k 1
µkj
∫
Ω
ψj ∆
ku.
Therefore, applying equality (P.1) to the µj’s in (2.51) we obtain11
(P.2)
(−∆)sN,Ωu =
s
Γ(1− s)
+∞∑
j=0
∫ ∞
0
uˆjψj − e−tµj uˆjψj
t1+s
dt =
s
Γ(1− s)
∫ ∞
0
u− et∆N,Ωu
t1+s
dt, u ∈ C∞0 (Ω)
where {et∆N,Ω}t>0 stands for the heat semigroup associated to ∆N,Ω. i.e. et∆N,Ωu solves∂tv(x, t) = ∆v(x, t) in Ω× (0,∞)∂νv(x, t) = 0 on ∂Ω× (0,∞)
v(x, 0) = u(x) on Ω× {0}.
To check (P.2), it is sufficient to notice that
∂t
(
+∞∑
j=0
e−tµj uˆjψj
)
= −
+∞∑
j=0
µje
−tµj uˆjψj =
+∞∑
j=0
e−tµj uˆj∆ψj = ∆
(
+∞∑
j=0
e−tµj uˆjψj
)
11The representation in (P.2) makes sense for a larger class of functions with respect to (2.51), so in a sense (P.2) can be
interpreted as an extension of definition (2.51).
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and that (
+∞∑
j=0
e−tµj uˆjψj
)∣∣∣∣∣
t=0
=
+∞∑
j=0
uˆjψj = u.
Under suitable regularity assumptions on Ω, write now the heat semigroup in terms of the heat kernel pΩN
as
(P.3) et∆N,Ωu(x) =
∫
Ω
pΩN(t, x, y)u(y) dy, x ∈ Ω, t > 0
where the following two-sided estimate on pΩN holds (see, for example, [102, Theorem 3.1])
(P.4)
c1 e
−c2|x−y|2/t
tn/2
6 pΩN(t, x, y) 6
c3 e
−c4|x−y|2/t
tn/2
, x, y ∈ Ω, t, c1, c2, c3, c4 > 0.
Recall also that pΩN(t, x, y) = pΩN(t, y, x) for any t > 0 and x, y ∈ Ω, and that
(P.5)
∫
Ω
pΩN(t, x, y) dy = 1, x ∈ Ω, t > 0,
which follows from noticing that, for any u ∈ C∞0 (Ω),
∂t
∫
Ω
et∆N,Ωu =
∫
Ω
∂te
t∆N,Ωu =
∫
Ω
∆et∆N,Ωu = −
∫
∂Ω
∂νe
t∆N,Ωu = 0
and therefore∫
Ω
u(x) dx =
∫
Ω
et∆N,Ωu(x) dx =
∫
Ω
∫
Ω
pΩN(t, x, y)u(y) dy dx =
∫
Ω
u(y)
∫
Ω
pΩN(t, x, y) dx dy.
By (P.5), for any x ∈ Ω and t > 0,
u(x)− et∆N,Ωu(x) =
∫
Ω
pΩN(t, x, y) (u(x)− u(y)) dy
and, exchanging the order of integration in (P.2) (see below for a justification of this passage), one gets
(−∆)sN,Ωu(x) =
s
Γ(1− s)
∫ ∞
0
u(x)− et∆N,Ωu(x)
t1+s
dy =
s
Γ(1− s)
∫ ∞
0
∫
Ω
pΩN(t, x, y) (u(x)− u(y)) dy
t1+s
dt
=
s
Γ(1− s) P.V.
∫
Ω
(u(x)− u(y))
∫ ∞
0
pΩN(t, x, y)
t1+s
dt dy = P.V.
∫
Ω
(u(x)− u(y)) k(x, y)
|x− y|n+2s dy,
where, in view of (P.4), we have
k(x, y) :=
s
Γ(1− s) |x− y|
n+2s
∫ ∞
0
pΩN(t, x, y)
t1+s
dt ' |x− y|n+2s
∫ ∞
0
e−|x−y|
2/t
tn/2+1+s
dt '
∫ ∞
0
e−1/t
tn/2+1+s
dt ' 1.
These considerations establish (2.52). Note however that in the above computations there is a limit
exiting the integral in the t variable, namely:
(P.6)
∫ ∞
0
∫
Ω
pΩN(t, x, y) (u(x)− u(y)) dy
t1+s
dt = lim
ε↘0
∫ ∞
0
∫
Ω\Bε(x) p
Ω
N(t, x, y) (u(x)− u(y)) dy
t1+s
dt.
To properly justify this we are going to build an integrable majorant in t and independent of ε of the
integrand
(P.7)
∫
Ω\Bε(x) p
Ω
N(t, x, y) (u(x)− u(y)) dy
t1+s
.
To this end, first of all we observe that, by the boundedness of u and (P.5),∣∣∣∣∣
∫
Ω\Bε(x) p
Ω
N(t, x, y) (u(x)− u(y)) dy
t1+s
∣∣∣∣∣ 6 2‖u‖L∞(Ω)t1+s
∫
Ω\Bε(x)
pΩN(t, x, y) dy 6
2‖u‖L∞(Ω)
t1+s
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which is integrable at infinity. So, to obtain an integrable bound for (P.7), we can now focus on small
values of t, say t ∈ (0, 1). For this, we denote by p the heat kernel in RN and we write∫
Ω\Bε(x)
pΩN(t, x, y) (u(x)− u(y)) dy =
=
∫
Ω\Bε(x)
p(t, x, y) (u(x)− u(y)) dy −
∫
Ω\Bε(x)
(pΩN(t, x, y)− p(t, x, y))(u(x)− u(y)) dy =: A+B.
We first manipulate A. We reformulate u as
u(y) = u(x) +∇u(x) · (y − x) + η(y)|x− y|2, y ∈ Rn, ‖η‖L∞(Rn) 6 ‖u‖C2(Ω),
so that
∫
Ω\Bε(x)
p(t, x, y) (u(x)− u(y)) dy =
∫
Rn\Bε(x)
p(t, x, y) (u(x)− u(y)) dy − u(x)
∫
Rn\Ω
p(t, x, y) dy
=
∫
Rn\Bε(x)
p(t, x, y)∇u(x) · (x− y) dy −
∫
Rn\Bε(x)
p(t, x, y) η(y)|x− y|2 dy − u(x)
∫
Rn\Ω
p(t, x, y) dy.
(P.8)
In the last expression, the first integral on the right-hand side is 0 by odd symmetry, while for the
second one∣∣∣∣∫
Rn\Bε(x)
p(t, x, y) η(y)|x− y|2 dy
∣∣∣∣ 6 ‖u‖C2(Ω) ∫
Rn\Bε(x)
p(t, x, y)|x− y|2 dy
6 const ‖u‖C2(Ω)t−/2
∫
Rn\Bε(x)
e−|x−y|
2/(4t)|x− y|2 dy 6 const ‖u‖C2(Ω)t
∫
Rn\Bε/√4t
e−|z|
2|z|2 dz
6 const ‖u‖C2(Ω)t.
(P.9)
As for the last integral in (P.8), we have that
|u(x)|
∫
Rn\Ω
p(t, x, y) dy 6 const |u(x)|t−n/2
∫
Rn\Ω
e−|x−y|
2/(4t) dy 6
6 const |u(x)|t−n/2
∫
Rn\Bdist(x,∂Ω)
e−|y|
2/(4t) dy 6 const |u(x)|
∫
Rn\Bdist(x,∂Ω)/√4t
e−|z|
2
dz
6 const |u(x)|e−dist(x,∂Ω)/
√
4t.
(P.10)
Equations (P.9) and (P.10) imply that
|A|
t1+s
6 const t−s, t ∈ (0, 1),
which is integrable for t ∈ (0, 1).
We turn now to the estimation of B which we rewrite as
B =
∫
Ω
(
pΩN(t, x, y)− p(t, x, y)
)(
u(x)− u(y))χΩ\Bε(x)(y) dy
where χU stands for the characteristic function of a set U ⊂ Rn. By definition, B solves the heat
equation in Ω with zero initial condition. Moreover, since u is supported in a compact subset K of Ω,
B is satisfying the (lateral) boundary condition∣∣∣B∣∣
∂B
∣∣∣ 6 ∫
Ω
∣∣pΩN(t, x, y)− p(t, x, y)∣∣|u(y)|χΩ\Bε(x)(y) dy 6 const t−n/2 ∫
K
e−c1|x−y|
2/t|u(y)| dy
6 const ‖u‖L1(Ω)t−n/2e−c2/t
58 NICOLA ABATANGELO AND ENRICO VALDINOCI
for some c1, c2 > 0, in view of (P.4) and that, for x ∈ ∂Ω and y ∈ K, |x− y| > dist(K, ∂Ω) > 0. Then,
by the parabolic maximum principle (see, for example, Section 7.1.4 in [63]),
|B|
t1+s
6 const t−n/2−1−se−c2/t,
which again is integrable for t ∈ (0, 1). These observations provide an integrable bound for the integrand
in (P.8), thus completing the justification of the claim in (P.6), as desired.
Appendix Q. Proof of (2.53)
If u is periodic, we can write it in Fourier series as
u(x) =
∑
k∈Zn
uk e
2piik·x,
and the Fourier basis is also a basis of eigenfunctions. We have that∫
Rn
u(x+ y) + u(x− y)− 2u(x)
|y|n+2s dy =
∑
k∈Zn
∫
Rn
uke
2piik·(x+y) + uke2piik·(x−y) − 2uke2piik·x
|y|n+2s dy
=
∑
k∈Zn
uke
2piik·x
∫
Rn
e2piik·y + e−2piik·y − 2
|y|n+2s dy =
∑
k∈Zn
uke
2piik·x |k|2s
∫
Rn
e2pii
k
|k| ·Y + e−2pii
k
|k| ·Y − 2
|Y |n+2s dY
=
∑
k∈Zn
uke
2piik·x |k|2s
∫
Rn
e2piiY1 + e−2piiY1 − 2
|Y |n+2s dY = const
∑
k∈Zn
uke
2piik·x |k|2s
and this shows (2.53).
Appendix R. Proof of (2.54)
We fix k¯ ∈ N. We consider the k¯th eigenvalue λk¯ > 0 and the corresponding normalized eigen-
function φk¯ =: u¯. We argue by contradiction and suppose that for any ε > 0 we can find vε such
that ‖u¯− vε‖C2(B1) 6 ε, with (−∆)sD,Ωvε = 0 in B1.
Using the notation in (2.49), we have that u¯k = δkk¯ and therefore∥∥(−∆)sD,Ωu¯− (−∆)sD,Ωvε∥∥2L2(Ω) = ∥∥(−∆)sD,Ωu¯∥∥2L2(Ω) = ∥∥(−∆)sD,Ωφk¯∥∥2L2(Ω)
=
∥∥λsk¯ φk¯∥∥2L2(Ω) = λ2sk¯ .(R.1)
Furthermore
∥∥(−∆)sD,Ωu¯− (−∆)sD,Ωvε∥∥2L2(Ω) = ∥∥(−∆)sD,Ω(u¯− vε)∥∥2L2(Ω) =
∥∥∥∥∥
+∞∑
k=0
λsk(u¯− vε)k φk
∥∥∥∥∥
2
L2(Ω)
=
+∞∑
k=0
λ2sk (u¯− vε)2k 6 const
+∞∑
k=0
λ2k(u¯− vε)2k = const ‖∆(u¯− vε)‖2L2(Ω)
6 const ‖u¯− vε‖2C2(Ω) 6 const ε.
Comparing this with (R.1), we obtain that λ2s
k¯
6 const ε, which is a contradiction for small ε. Hence,
the proof of (2.54) is complete.
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Appendix S. Proof of (2.60)
Let
v(t) :=
∫ t
0
u˙(τ)
(t− τ)s dτ.
Then, by (2.59) and writing ϑ := ω (t− τ), we see that
Lv(ω) =
∫ +∞
0
[∫ t
0
u˙(τ)
(t− τ)s dτ
]
e−ωt dt =
∫ +∞
0
[∫ +∞
τ
u˙(τ)e−ωt
(t− τ)s dt
]
dτ
= ωs−1
∫ +∞
0
[∫ +∞
0
u˙(τ)e−ωτ e−ϑ
ϑs
dϑ
]
dτ = Γ(1− s)ωs−1
∫ +∞
0
u˙(τ)e−ωτ dτ
= Γ(1− s)ωs−1
∫ +∞
0
(
d
dτ
(
u(τ)e−ωτ
)
+ ωu(τ)e−ωτ
)
dτ
= Γ(1− s)ωs−1
(
−u(0) + ω
∫ +∞
0
u(τ)e−ωτ dτ
)
= Γ(1− s)ωs−1 (−u(0) + ωLu(ω)) ,
where Γ denotes here the Euler’s Gamma Function. This and (2.56) give (2.60), up to neglecting
normalizing constants, as desired.
It is also worth pointing out that, as s ↗ 1, formula (2.60) recovers the classical derivative, since,
by (2.59),
Lu˙(ω) =
∫ +∞
0
u˙(t)e−ωt dt
=
∫ +∞
0
(
d
dt
(
u(t)e−ωt
)
+ ωu(t)e−ωt
)
dt
= −u(0) + ω
∫ +∞
0
u(t)e−ωt dt
= −u(0) + ωLu(ω),
which is (2.60) when s = 1.
Appendix T. Proof of (2.61)
First, we compute the Laplace Transform of the constant function. Namely, by (2.59), for any b ∈ R,
(T.1) Lb(ω) = b
∫ +∞
0
e−ωt dt =
b
ω
.
We also set
Ψ(t) :=
∫ t
0
f(τ)
(t− τ)1−s dτ
and we use (2.59) and the substitution ϑ := ω (t− τ) to calculate that
LΨ(ω) =
∫ +∞
0
[∫ t
0
f(τ)
(t− τ)1−s dτ
]
e−ωt dt
=
∫ +∞
0
[∫ +∞
τ
f(τ) e−ωt
(t− τ)1−s dt
]
dτ
= ω−s
∫ +∞
0
[∫ +∞
0
f(τ) e−ωτ e−ϑ
ϑ1−s
dϑ
]
dτ
= Γ(s)ω−s
∫ +∞
0
f(τ) e−ωτ dτ = Γ(s)ω−sLf(ω),
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where Γ denotes here the Euler’s Gamma Function.
Exploiting this and (T.1), and making use also of (2.60), we can write the expression ∂sC,tu = f in
terms of the Laplace Transform as
ωs
(
Lu(ω)−Lb(ω)
)
= ωsLu(ω)− ωs−1u(0) =L(∂sC,tu)(ω)
=Lf(ω) =
ωs
Γ(s)
LΨ(ω),
with b := u(0). Hence, dividing by ωs and inverting the Laplace Transform, we obtain that
u(t)− b = 1
Γ(s)
Ψ(t),
which is (2.61).
Appendix U. Proof of (2.62)
We take G to be the fundamental solution of the operator “identity minus Laplacian”, namely
(U.1) G−∆G = δ0 in Rn,
being δ0 the Dirac’s Delta. The study of this fundamental solution can be done by Fourier Transform
in the sense of distributions, and this leads to an explicit representation in dimension 1 recalling (I.1);
we give here a general argument, valid in any dimension, based on the heat kernel
g(x, t) :=
1
(4pit)n/2
e−
|x|2
4t .
Notice that ∂tg = ∆g and g(·, 0) = δ0(·). Let also
(U.2) G(x) :=
∫ +∞
0
e−tg(x, t) dt.
Notice that
∆G(x) =
∫ +∞
0
e−t∆g(x, t) dt =
∫ +∞
0
e−t∂tg(x, t) dt =
∫ +∞
0
(
∂t(e
−tg(x, t)) + e−tg(x, t)
)
dt
= −δ0(x) +
∫ +∞
0
e−tg(x, t) dt = −δ0(x) +G(x),
hence G, as defined in (U.2) solves (U.1).
Notice also that G is positive and bounded, due to (U.2). We also claim that
(U.3) for any x ∈ Rn \B1, it holds that G(x) 6 Ce−c|x|,
for some c, C > 0. To this end, let us fix x ∈ Rn \ B1 and distinguish two regimes. If t ∈ [0, |x|], we
have that |x|
2
t
> |x| and thus
g(x, t) 6 1
(4pit)n/2
e−
|x|2
8t e−
|x|
8 .
Consequently, using the substitution ρ := |x|
2
8t
,
(U.4)
∫ |x|
0
e−tg(x, t) dt 6
∫ |x|
0
1
(4pit)n/2
e−
|x|2
8t e−
|x|
8 dt =
∫ +∞
|x|/8
Cρn/2
|x|n e
−ρ e−
|x|
8
|x|2 dρ
ρ2
6 C|x| e− |x|8 ,
for some C > 0 possibly varying from line to line. Furthermore∫ +∞
|x|
e−tg(x, t) dt 6
∫ +∞
|x|
e−
|x|
2 e−
t
2 g(x, t) dt 6 e−
|x|
2
∫ +∞
1
e−
t
2
(4pit)n/2
dt 6 C e−
|x|
2 ,
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for some C > 0. This and (U.4) give that∫ +∞
0
e−tg(x, t) dt 6 C|x| e− |x|8 ,
up to renaming C, which implies (U.3) in view of (U.2).
Now we compute the Laplace Transform of ts: namely, by (2.59),
(U.5) L(ts)(ω) =
∫ +∞
0
tse−ωt dt = ω−1−s
∫ +∞
0
τ se−τ dτ = Cω−1−s.
We compare this result with the Laplace Transform of the mean squared displacement related to the
diffusion operator in (2.62). For this, we take u to be as in (2.62) and, in the light of (2.42), we consider
the function
(U.6) v(ω) :=L
(∫
Rn
|x|2 u(x, t) dx
)
(ω) =
∫
Rn
|x|2Lu(x, ω) dx.
In addition, by taking the Laplace Transform (in the variable t, for a fixed x ∈ Rn) of the equation
in (2.62), making use of (2.60) we find that
(U.7) ωsLu(x, ω)− ωs−1δ0(x) = ∆Lu(x, ω).
Now, we let
(U.8) W (x, ω) := ω1−
sn
2 Lu(ω−s/2x, ω).
From (U.7), we have that
∆W (x, ω) = ω1−
sn
2 ω−s ∆Lu(ω−s/2x, ω)
= ω1−
sn
2 ω−s
(
ωsLu(ω−s/2x, ω)− ωs−1δ0(ω−s/2x)
)
= W (x, ω)− ω− sn2 δ0(ω−s/2x)
= W (x, ω)− δ0(x),
and so, comparing with (U.1), we have that W (x, ω) = G(x).
Accordingly, by (U.8),
Lu(x, ω) = ω
sn
2
−1W (ωs/2x, ω) = ω
sn
2
−1G(ωs/2x).
We insert this information into (U.6) and we conclude that
v(ω) = ω
sn
2
−1
∫
Rn
|x|2G(ωs/2x) dx = ω−1−s
∫
Rn
|y|2G(y) dy.
We remark that the latter integral is finite, thanks to (U.3), hence we can write that
v(ω) = Cω−1−s,
for some C > 0.
Therefore, we can compare this result with (U.5) and use the inverse Laplace Transform to obtain
that the mean squared displacement in this case is proportional to ts, as desired.
Appendix V. Memory effects of Caputo type
It is interesting to observe that the Caputo derivative models a simple memory effect that the classical
derivative cannot comprise. For instance, integrating a classical derivative of a function u with u(0) = 0,
one obtains the original function “independently on the past”, namely if we set
(V.1) Mu(t) :=
∫ t
0
u˙(ϑ) dϑ,
we just obtain in this case thatMu(t) = u(t)−u(0) = u(t). On the other hand, an expression as in (V.1)
which takes into account the Caputo derivative does “remember the past” and takes into account the
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preceding events in such a way that recent events “weight” more than far away ones. To see this
phenomenon, we can modify (V.1) by defining, for every s ∈ (0, 1),
(V.2) M su(t) :=
∫ t
0
∂sC,tu(ϑ) dϑ.
To detect the memory effect, for the sake of concreteness, we take a large time t := N ∈ N and we suppose
that the function u is constant on unit intervals, that is u = uk in [k − 1, k), for each k ∈ {1, . . . , N},
with uk ∈ R, and u(0) = u1 = 0. We see thatM su in this case does not produce just the final outcome uN ,
but a weighted average of the form
(V.3) M su(N) =
N−1∑
k=0
ck uN−k, with cj > 0 decreasing and cj ' 1
js
for large j.
To check this, we notice that, for all τ ∈ (0, N),
u˙(τ) =
N∑
k=2
(uk − uk−1)δk−1(τ),
and hence we exploit (2.56) and (V.2) to see that
M su(N) =
∫ N
0
[∫ ϑ
0
u˙(τ)
(ϑ− τ)s dτ
]
dϑ
=
N∑
k=2
∫ N
0
[∫ ϑ
0
(uk − uk−1)δk−1(τ) dτ
(ϑ− τ)s
]
dϑ
=
N∑
k=2
∫ N
k−1
(uk − uk−1)
(ϑ− k + 1)s dϑ
=
N∑
k=2
uk
∫ N
k−1
dϑ
(ϑ− k + 1)s −
N∑
k=2
uk−1
∫ N
k−1
dϑ
(ϑ− k + 1)s
=
N∑
k=2
uk
∫ N
k−1
dϑ
(ϑ− k + 1)s −
N−1∑
k=1
uk
∫ N
k
dϑ
(ϑ− k)s
=
N∑
k=1
uk
[∫ N
k−1
dϑ
(ϑ− k + 1)s −
∫ N
k
dϑ
(ϑ− k)s
]
=
N∑
k=1
uk
(N − k + 1)1−s − (N − k)1−s
1− s
=
N∑
k=2
cN−k uk
=
N−2∑
k=0
ck uN−k,
with
cj :=
(j + 1)1−s − j1−s
1− s .
This completes the proof of the memory effect claimed in (V.3).
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Appendix W. Proof of (3.7)
Since M is bounded and positive and u is bounded, it holds that
(W.1)
∫
Rn\B1
|u(x)− u(x− y)|
|M(x− y, y) y|n+2s dy 6 const
∫
Rn\B1
dy
|y|n+2s dy 6
const
s
.
Moreover, for y ∈ B1,
(W.2) u(x− y) = u(x)−∇u(x) · y + 1
2
D2u(x) y · y +O(|y|3).
To simplify the notation, we now fix x ∈ Rn and we define M(y) := M(x− y, y). Then, for y ∈ B1, we
have that
M(x− y, y) y =M(y) y =M(0) y +
n∑
i=1
∂iM(0) y yi +O(|y|3)
and so
|M(x− y, y) y|2 = |M(0) y|2 + 2
n∑
i=1
(M(0) y) · (∂iM(0) y) yi +O(|y|4).
Consequently, since M(0) = M(x, 0) is non-degenerate, we can write
E(y) := 2
n∑
i=1
(M(0) y) · (∂iM(0) y) yi = O(|y|3)
and
|M(x− y, y) y|−n−2s
=
(|M(0) y|2 +E(y) +O(|y|4))−n+2s2
= |M(0) y|−n−2s (1 + |M(0) y|−2E(y) +O(|y|2))−n+2s2
= |M(0) y|−n−2s
(
1− n+ 2s
2
|M(0) y|−2E(y) +O(|y|2)
)
= |M(0) y|−n−2s − n+ 2s
2
|M(0) y|−n−2s−2E(y) +O(|y|2−n−2s).
(W.3)
Hence (for smooth and bounded functions u, and y ∈ B1) we obtain that
u(x)− u(x− y)
|M(x− y, y) y|n+2s
=
u(x)− u(x− y)
|M(0) y|n+2s −
n+ 2s
2
(
u(x)− u(x− y))E(y)
|M(0) y|n+2s+2 +O(|y|
3−n−2s).
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Thus, since the map y 7→ ∇u(x)·y|M(0) y|n+2s is odd, recalling (W.2) we conclude that
∫
B1
u(x)− u(x− y)
|M(x− y, y) y|n+2s dy
=
∫
B1
(
u(x)− u(x− y)
|M(0) y|n+2s −
n+ 2s
2
(
u(x)− u(x− y))E(y)
|M(0) y|n+2s+2 +O(|y|
3−n−2s)
)
dy
=
∫
B1
(
u(x)− u(x− y)−∇u(x) · y
|M(0) y|n+2s −
n+ 2s
2
(
u(x)− u(x− y))E(y)
|M(0) y|n+2s+2 +O(|y|
3−n−2s)
)
dy
=
∫
B1
(
− D
2u(x) y · y
2 |M(0) y|n+2s − (n+ 2s)
n∑
i=1
(∇u(x) · y) ((M(0) y) · (∂iM(0) y)) yi
|M(0) y|n+2s+2 +O(|y|
3−n−2s)
)
dy
(W.4)
Now we observe that, for any α > 0,
if ϕ is positively homogeneous of degree 2 + α and T ∈ Mat(n× n), then
(1− s)
∫
B1
ϕ(y)
|Ty|n+2s+α dy =
1
2
∫
Sn−1
ϕ(ω)
|Tω|n+2s+α dH
n−1
ω .
(W.5)
Indeed, using polar coordinates and the fact that ϕ(ρω) = ρ2+αϕ(ω), for any ρ > 0 and ω ∈ Sn−1,
thanks to the homogeneity, we see that∫
B1
ϕ(y)
|Ty|n+2s+α dy =
∫∫
(0,1)×Sn−1
ρn−1 ϕ(ρω)
ρn+2s+α |Tω|n+2s+α dρ dH
n−1
ω
=
∫∫
(0,1)×Sn−1
ρ1−2sϕ(ω)
|Tω|n+2s+α dρ dH
n−1
ω =
1
2(1− s)
∫
Sn−1
ϕ(ω)
|Tω|n+2s+α dH
n−1
ω ,
which implies (W.5).
Using (W.5) (with α := 0 and α := 2), we obtain that
lim
s↗1
(1− s)
∫
B1
D2u(x) y · y
|M(0) y|n+2s dy =
1
2
∫
Sn−1
D2u(x)ω · ω
|M(0)ω|n+2 dH
n−1
ω
and
lim
s↗1
(1− s)
∫
B1
(∇u(x) · y) ((M(0) y) · (∂iM(0) y)) yi
|M(0) y|n+2s+2 dy
=
1
2
∫
Sn−1
(∇u(x) · ω) ((M(0)ω) · (∂iM(0)ω))ωi
|M(0)ω|n+4 dH
n−1
ω
Thanks to this, (W.1) and (W.4), we find that
lim
s↗1
∫
Rn
u(x)− u(x− y)
|M(x− y, y) y|n+2s dy
= lim
s↗1
∫
B1
u(x)− u(x− y)
|M(x− y, y) y|n+2s dy
= − 1
4
∫
Sn−1
D2u(x)ω · ω
|M(0)ω|n+2 dH
n−1
ω −
n+ 2
2
n∑
i=1
∫
Sn−1
(∇u(x) · ω) ((M(0)ω) · (∂iM(0)ω))ωi
|M(0)ω|n+4 dH
n−1
ω
= −
n∑
i,j=1
aij(x)∂
2
iju(x)−
n∑
j=1
bj∂ju(x),
(W.6)
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with
aij(x) :=
1
4
∫
Sn−1
ωi ωj
|M(0)ω|n+2 dH
n−1
ω =
1
4
∫
Sn−1
ωi ωj
|M(x, 0)ω|n+2 dH
n−1
ω
and bj(x) :=
n+ 2
2
n∑
i=1
∫
Sn−1
ωi ωj
(
(M(0)ω) · (∂iM(0)ω)
)
|M(0)ω|n+4 dH
n−1
ω .
We observe that
(W.7) bj =
n∑
i=1
∂iaij(x).
To check this, we first compute that
n∑
i=1
∂iaij(x) =
1
4
n∑
i=1
∂xi
(∫
Sn−1
ωi ωj
|M(x, 0)ω|n+2 dH
n−1
ω
)
= −n+ 2
4
n∑
i=1
∫
Sn−1
ωi ωj
(
(M(x, 0)ω) · (∂xiM(x, 0)ω)
)
|M(x, 0)ω|n+4 dH
n−1
ω .
(W.8)
Now, we write a Taylor expansion of M(x, y) in the variable y of the form
M`m(x, y) = A`m(x) +B`m(x) · y +O(y2),
for some A`m : Rn → R and B`m : Rn → Rn. We notice that
(W.9) ∂xiM`m(x, 0) = ∂xiA`m(x).
Also,
∂iM`m(0) = lim
y→0
∂yi
(
M`m(x− y, y)
)
= lim
y→0
∂yi
(
A`m(x− y) +B`m(x− y) · y +O(y2)
)
= −∂xiA`m(x) +B`m(x) · ei.
(W.10)
Furthermore, we use the structural assumption (3.6), and we see that
A`m(x)−B`m(x) · y +O(y2) = M(x,−y)
= M(x− y, y) = A`m(x− y) +B`m(x− y) · y +O(y2)
= A`m(x)−∇A`m(x) · y +B`m(x) · y +O(y2).
Comparing the linear terms, this gives that
2B`m(x) = ∇A`m(x).
This and (W.10) imply that
∂iM`m(0) = −∂xiA`m(x) +
1
2
∇A`m(x) · ei = −1
2
∂xiA`m(x).
Comparing this with (W.9), we see that
∂xiM`m(x, 0) = −2∂iM`m(0).
So, we insert this information into (W.8) and we conclude that
n∑
i=1
∂iaij(x) =
n+ 2
2
n∑
i=1
∫
Sn−1
ωi ωj
(
(M(x, 0)ω) · (∂iM(0)ω)
)
|M(x, 0)ω|n+4 dH
n−1
ω .
This establishes (W.7), as desired.
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Figure 13. A nice representation of nonlocal effects.
Then, plugging (W.7) into (W.6), we obtain the equation in divergence form12 which was claimed
in (3.7).
Appendix X. Proof of (3.12)
First we observe that
(X.1)
∫
Rn\B1
|u(x)− u(x− y)|
|M(x, y) y|n+2s dy 6 const
∫
Rn\B1
dy
|y|n+2s 6
const
s
.
12A slightly different approach as that in (3.7) is to consider the energy functional in (3.9) and prove, e.g. by Taylor
expansion, that it converges to the energy functional
const
∫
Rn
aij(x) ∂iu(x) ∂ju(x) dx.
On the other hand, a different proof of (3.7), that was nicely pointed out to us by Jonas Hirsch (who has also acted as a
skilled cartoonist for Figure 13) after a lecture, can be performed by taking into account the weak form of the operator
in (3.5), i.e. integrating such expression against a test function ϕ ∈ C∞0 (Rn), thus finding
(1− s)
∫∫
Rn×Rn
(
u(x)− u(x− y))ϕ(x)
|M(x− y, y) y|n+2s dx dy
= (1− s)
∫∫
Rn×Rn
(
u(x)− u(z))ϕ(x)
|M(z, x− z) (x− z)|n+2s dx dz
= (1− s)
∫∫
Rn×Rn
(
u(z)− u(x))ϕ(z)
|M(x, z − x) (x− z)|n+2s dx dz
= −(1− s)
∫∫
Rn×Rn
(
u(x)− u(z))ϕ(z)
|M(z, x− z) (x− z)|n+2s dx dz,
where the structural condition (3.6) has been used in the last line. This means that the weak formulation of the operator
in (3.5) can be written as
1− s
2
∫∫
Rn×Rn
(
u(x)− u(z)) (ϕ(x)− ϕ(z))
|M(z, x− z) (x− z)|n+2s dx dz.
So one can expand this expression and take the limit as s↗ 1, to obtain
const
∫
Rn
aij(x) ∂iu(x) ∂jϕ(x) dx,
which is indeed the weak formulation of the classical divergence form operator.
GETTING ACQUAINTED WITH THE FRACTIONAL LAPLACIAN 67
Furthermore, for y ∈ B1,
M(x, y) y = M(x, 0) y +O(|y|2).
Consequently,
|M(x, y) y|2 = |M(x, 0) y|2 +O(|y|3)
and so, from the non-degeneracy of M(·, ·),
|M(x, y) y|−n−2s = (|M(x, 0) y|2 +O(|y|3))−n+2s2
= |M(x, 0) y|−n−2s(1 +O(|y|))−n+2s2 = |M(x, 0) y|−n−2s(1−O(|y|)).
Using this and the expansion in (W.2), we see that, for y ∈ B1,
u(x)− u(x− y)−∇u(x) · y
|M(x, y) y|n+2s
= |M(x, 0) y|−n−2s(1−O(|y|))(−1
2
D2u(x) y · y +O(|y|3)
)
= |M(x, 0) y|−n−2s
(
−1
2
D2u(x) y · y +O(|y|3)
)
.
Thus, since, in the light of (3.11), we know that the map y 7→ ∇u(x)·y|M(x,y) y|n+2s is odd, we can write that∫
B1
u(x)− u(x− y)
|M(x, y) y|n+2s dy =
∫
B1
u(x)− u(x− y)−∇u(x) · y
|M(x, y) y|n+2s dy
= −1
2
∫
B1
D2u(x) y · y
|M(x, 0) y|n+2s dy +
O(1)
3− 2s
= − const
1− s
∫
Sn−1
D2u(x)ω · ω
|M(x, 0)ω|n+2s dH
n−1
ω +
O(1)
3− 2s,
where the last identity follows by using (W.5) (with α := 0). From this and (X.1) we obtain that
lim
s↗1
(1− s)
∫
Rn
u(x)− u(x− y)
|M(x, y) y|n+2s dy = lims↗1(1− s)
∫
B1
u(x)− u(x− y)
|M(x, y) y|n+2s dy
= − const
∫
Sn−1
D2u(x)ω · ω
|M(x, 0)ω|n+2 dH
n−1
ω
= − const
n∑
i,j=1
∫
Sn−1
ωiωj
|M(x, 0)ω|n+2 dH
n−1
ω ∂
2
iju(x),
which gives (3.12).
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