Abstract-Accurate estimation of daily total energy expenditure (EE) is a prerequisite for assisted weight management and assessing certain health conditions. The use of wearable sensors for predicting free-living EE is challenged by consistent sensor placement, user compliance, and estimation methods used. This paper examines whether a single ear-worn accelerometer can be used for EE estimation under free-living conditions. An EE prediction model was first derived and validated in a controlled setting using healthy subjects involving different physical activities. Ten different activities were assessed showing a tenfold cross validation error of 0.24. Furthermore, the EE prediction model shows a mean absolute deviation below 1.2 metabolic equivalent of tasks. The same model was applied to a free-living setting with a different population for further validation. The results were compared against those derived from doubly labeled water. In free-living settings, the predicted daily EE has a correlation of 0.74, p = 0.008, and a MAD of 27 kcal/day. These results demonstrate that laboratory-derived prediction models can be used to predict EE under free-living conditions. Index Terms-Energy expenditure (EE), free-living environment, multiclass feature selection, nearest neighbor (NN) regression, physical activity assessment, wearable sensing device.
illnesses leading to a low quality of life and disability [3] . Therefore, pervasive assessment of physical activity for chronic and obesity related disease management offers real opportunities for improving patient care and reducing healthcare costs.
Physical activity is defined as any bodily movement produced by skeletal muscles that require energy expenditure (EE) [3] , which can be defined using the following formula [4] : EE = 10 9 (PAEE + BMR)
where BMR stands for basal metabolic rate, which accounts for up to 75% of EE. Other components of EE include the thermic effect of food referred to 10 9 in the equation as a fraction of 10% of the EE. Both components can be objectively and instantaneously measured. Although physical activity energy expenditure (PAEE) represents only 15-30% of the total EE, it accounts for most variation between individuals and is considered to be the most important component of EE because of its temporal variability and unpredictability, both of which may reflect underlying lifestyle differences [4] . In a controlled setting, EE can be measured using indirect calorimetry (IC) in a respiratory chamber, or by measuring the amount of oxygen consumed and carbon dioxide eliminated by a subject performing specific activities [breath-by-breath (mL/min) or metabolic equivalent of tasks (METs) or (kcal/min)]. In a free-living setting, doubly labeled water (DLW) has been used as a reference standard for estimating EE from the rate of carbon dioxide production during a period of 7-14 days. Due to the high costs and complex organization associated with the DLW technique, however, it is not feasible for it to be routinely used or for large populations. Moreover, DLW is not suitable for real-time assessment of physical activity as it only estimates the total average of freeliving EE over a period up to 7-14 days. Real-time assessment of EE in a free-living environment is important for monitoring physical activities of vulnerable people in their own homes.
With recent advances in sensing technologies, highfrequency, miniaturized, and wireless sensors can be used for real-time monitoring of EE [5] . The use of accelerometers to estimate EE has thus far been mainly focused on activities performed in controlled settings [6] , [7] . Other pieces of work had investigated the use of multiple sensors to compensate for the limitations of accelerometers in estimating EE [8] [9] [10] . The scientific literature has extensively addressed the prediction of EE for specific activities [11] [12] [13] [14] and for different populations such as children [15] [16] [17] [18] , elderly [10] , [19] , wheelchair users [20] , patients with chronic disease [1] , [4] , [21] [22] [23] , and military personnel [22] . However, most studies have employed commercial sensors (accelerometer-or multisensor-based activity monitors) with ready-to-use algorithms for predicting EE without taking into consideration the environment, the consistency of sensor placement, or the activities used for creating the prediction model [13] , [14] , [19] , [24] , [25] . Most of the commercial activity monitors do not make the distinction between the sensor and the algorithm used for EE prediction. A major drawback of these approaches is that the prediction algorithms used for estimating free-living EE are developed using unknown parameters (i.e., population, activities, and environment) and only validated for very specific cases. Accordingly, the use of these ready-to-use activity monitors may produce inaccurate results when applied to different populations and/or different activities. When such monitors are used under free-living conditions, the inaccuracy is further escalated due to the inconsistency in sensor placement, as it is difficult to ensure that the sensor is always placed in the exact location (e.g., waist) by all users [26] . Another drawback of the existing methods is the error and lack of meaningfulness associated with the use of counts per minute as the main feature for constructing the regression models [27] . Other existing methods used pattern-recognition techniques to extract meaningful features from the raw acceleration signal for estimating EE in controlled laboratory settings [5] , [9] , [27] [28] [29] . These prediction models have been shown to overestimate free-living EE (using DLW as ground truth) [30] . To our knowledge, there is no evaluation of a selfderived laboratory model under consistent empirical conditions (placement and population demographics) for predicting EE under free-living conditions using the DLW gold standard. Hence, the aim of this study is to evaluate the feasibility of laboratoryderived accelerometry model for predicting EE in a free-living environment and under consistent empirical conditions. This study examines whether accelerometer-based EE predictions using pattern-recognitions techniques are suitable for assessing physical activity under free-living conditions. Although multisensor technology can provide more detailed information, we propose to use a single ear-worn sensor incorporating a 3-D accelerometer for predicting free-living EE for the following three reasons: 1) ease of use and consistent sensor placement; 2) unobtrusive to daily activities; and 3) more suitable for freeliving applications. The use of accelerometer-based EE prediction is well explored and validated in the literature for controlled settings, but its validation in a free-living environment has thus far not been studied. The use of a single sensor with consistent placement will ensure subject compliance and allow an objective EE assessment in free-living conditions with potential for large-scale population studies.
II. METHODS

A. Mapping Acceleration Data to Energy Expenditure
The proposed EE prediction scheme is based on a streaming approach. It maps streaming triaxial acceleration signals to EE for every minute. An overview of the mapping scheme is shown in Fig. 1 , which includes the following.
1) Framing:
The main assumption in the measurement of characteristics (i.e., features) of the acceleration data is that the signal can be regarded as stable over an interval of time. Framing is applied consistently to both the controlled and the free-living environment. A window size of 1-min is used in both cases since the ground-truth [i.e., EE in (mL/min)] is measured per minute. This is also done to ensure that the extracted features capture the underlying variations of the physical activities. Given the instantaneous nature of specific free-living activities, such as going up the stairs, a small window size can be used to ensure that transient, intense activities are not overlooked and can still be mapped to the correct energy levels.
2) Feature Extraction: Features describe different characteristics of the acceleration signal within the segmented frames. Important features are mainly related to the energy of the acceleration signal. Energy of the acquired acceleration signals can be described using different features; these include energy, statistical distribution, and frequency of the data. In this study, a total of 44 time-and frequency-features were computed on every frame of the 3-D acceleration signals to provide the dynamics of activities in each axis [5] . Energy-related features in both time and frequency domains include the root mean square (RMS) of the signal and its derivative, the total spectral energy of the signal and its derivative, the local windowed fast Fourier transform (FFT)-energy of the signal and its derivative, the average mean derivative, and the entropy of the 3-D signal. Other timedomain features include the mean value, the variance, the coefficient of variance, the range of cross-covariance of the three axes, as well as the cross-correlation between the different axes, averaged kurtosis, and averaged skewness. Frequency-domain features were obtained from spectral analysis and are defined as the dominant fast frequency of the acceleration signal. In Appendix A, the extracted features are listed.
3) Feature Selection: In this study, multiclass forward feature selection was used to reduce the large feature set to a small subset, allowing for optimal mapping performance and less noise sensitivity. Multiclass activity-based feature selection was used to allow the selection of features that are contextually significant in discriminating between different physical activities for varying energy levels. The forward-feature selection was chosen to define the significant features for predicting physical activity levels with improved computational efficiency. It also extends a preliminary subset of features for which the performance improves the most in classifying activities of different energy levels. Here, the first-nearest neighbor (NN) leave-oneout classification error is used to assess this subset of features.
4) Regression Analysis:
After extracting meaningful features from the ear-worn activity recognition (e-AR) triaxial acceleration signal, regression analysis was used to derive a mapping from those features x to EE as measured by y =V O 2 consumption expressed in (ML/min).
The general problem in regression is to predict output values y ∈ R d from an n-dimensional feature vector x ∈ R q based on sets of N input-output examples ((x 1 , y 1 ), . . . , (x n , Y n )). The goal of this mapping is to learn a function f : x ⇒ y known as a regression function. Two approaches are compared in this paper: parametric versus nonparametric approach. NN regression was chosen because it is nonparametric and can cope with the nonstationary windows used for extracting the features. NN makes few assumptions about the regression function used, the only assumption being that the NN of the features vector x is expected to have similar output values y to f (x). Consequently, an unknown feature vector,x, is simply assigned the output y of the closest feature vector x. Least -squared (LS) regression was chosen as the parametric approach, which assumes stationary 1-min windows used and predicts the values of EE based on a linear combination of feature values. The linear approach offers greater stability as it relies on the structure of the data such as linearity, normality of distribution, and the homogeneity of the data points within the defined windows.
To evaluate the performance of the NN and the LS regression, the mean absolute deviation (MAD),
, was used to measure the amount of deviation (variation) in (METs) of the predictedŷ from the measured EE y =V O 2 . The MAD allows for expressing the error in (METs). The meansquared error (MSE),
2 , was used as a second criterion as it measures the average of the squares of the error between the predictedŷ and the measured EE y = V O 2 . 
5) Classification:
After extracting meaningful features from the triaxial acceleration signal, classification was used to derive a mapping from those features x ∈ R q to the type of physical activity preformed.
The problem addressed in this paper involves multiclass classification of acceleration signals into ten different classes representing different physical activities. The goal of the classification process is to predict the class label of a given window within the test set, given its feature vector. Two classifiers were considered for evaluation, including the linear discriminant classifier (LDC) and the nearest neighbor classifier (NNC). Again, the classifiers were chosen to evaluate the parametric versus nonparametric approach for classifying the e-AR data to different physical activities. We trained and tested the two classifiers with the controlled dataset described in Section II-F1. The classification error was used as the metric to assess the classification performance through the straightforward counting of the number of misclassified records in a test set.
B. Instrumentation
See Fig. 2 .
C. Triaxial Accelerometer
A single e-AR sensor is used to ensure that the acceleration is measured in the same location/orientation for all subjects and for both controlled and free-living settings. The e-AR sensor is a triaxial accelerometer that can be worn directly behind the ear to ensure consistent sensor placement as shown in Fig. 2(a) . It is a lightweight sensor that allows the recording of mobility information and in real time, with a wireless transmission feature to a body sensor network (BSN)-receiver. The sensor is based on the BSN platform which contains an 8051 processor that has a 2.4 GHz transceiver (Nordic nRF24E1), a 3-D accelerometer (Analog Devices ADXL330), a 2 MB EEPROM (Atmel AT45DB161), and a 55 mA·h Li-polymer battery [31] . A sampling rate of 4 Hz was used in all experiments conducted in this study.
D. IC: For Measuring EE in the Controlled Environment
A Cosmed K4b2 system (COSMED, Rome, Italy) was used as the reference measurement in the controlled setting for assessing EE in (mL/min). It was worn by all participants whilst performing the activities in the experiment as illustrated in Fig. 2(b) . It has been shown to provide good repeatability for measuring mean minute ventilationV E, oxygen uptakeV O 2 , and carbon dioxide productionV CO 2 . It was used previously for validation of similar activity measurements [5] . Calibration was performed before each test according to the manufacturer's instructions. All experiments were performed indoors with ambient temperatures between 17
• and 21
• . TheV O 2 mL/min values were converted toV O 2 (mL/kg.min) adjusting for the subjects weight and eventually converted to METs by dividing by 3.5 which is also equivalent to kcal/min.
E. DLW Test: For Measuring EE in the Free-Living Environment
DLW is purified water that is isotopically enriched with both 18 O and deuterium oxide and is used to measure the CO 2 production, reflecting, EE. Following a dose of 2 H 2 18 O, the 2 H 2 is eliminated from the body as water, whereas the 18 O is eliminated as water and CO 2 [32] . The difference between the two elimination rates is therefore proportional to CO 2 production.
In the free-living setting, DLW was used as the reference measurement for estimating EE [kJ] from the rate of carbon dioxide production during a period of 14 days. Participants visited the lab following an overnight fast on two occasions, once at the beginning and once at the end of the study period. They were asked to refrain from performing strenuous exercise and drinking alcohol for 24 h before each study visit. They were also informed to not consume any food or drink with the exception of water from 21:00 h on the evening prior to testing and to consume identical evening meals at 20:00 h on the evening before each study visit.
On the first study day (day 0), the subjects completed the International Physical Activity Questionnaire (IPAQ). BMR and respiratory quotient (RQ) measurements were conducted. The subjects also had their weight and height measured and females completed a pregnancy test. A predose urine sample was taken from all participants after which they consumed a predetermined DLW dose taking into account the participant's body weight. Volunteers provided urine samples in sterile containers on days 1, 2, 3, 7, 12, 13, and 14, which were stored in a fridge and returned to the research team for analysis. Finally, on the last day of the study, participants returned to the lab for repeat measurements of BMI, BMR, and RQ. Throughout the 14-day study period, participants completed a food diary, which was returned to the research team at the last visit. Table I presents the demographics of the two populations of participants used in this study: the control and free-living groups. The control group is used as a training dataset containing the acceleration data collected in controlled setting and labeled with the IC measured EE [i.e., breath-by-breadth data in (METs)] and the corresponding physical activities. The training dataset is used to build the EE prediction scheme represented in Section II-A. The free-living group is used as a validation dataset consisting of 14-day triaxial acceleration data from six subjects in free-living conditions and labeled with the estimated EE value [kJ].
1) Participants and Settings for the Controlled Environments Using IC:
A total of 25 healthy participants were recruited for this study. The same dataset was used previously for predicting EE in a controlled setting [5] . The group had the following characteristics (i.e., mean ± standard deviation): gender = 18 m, 7 f, age = 29.96 ± 4.53, BMI= 23.87 ± 4.93 (kg/m 2 ). Ethical approval was obtained from St. Mary's Hospital Research Ethics Committee (08/H0712/36). All subjects gave written consent before taking part in the experiment. The activities chosen represented various lifestyle and sporting activities ranging from sedentary to vigorous. The subjects refrained from intense physical activities in the last 2 h before taking part in the experiment. Subjects performed each of the following activities for 5 min with a rest period of 2 min. The cycling data for one subject in the study were incomplete because of exhaustion. Fig. 3 represents the statistics of the measured EE in METs/min for the different activities.
2) Participants and Settings for the Free-Living Environment Using DLW:
To validate the estimated EE against DLW results, six healthy participants were recruited for the DLW test (gender = 4 m, 2 f, age = 28.5 ± 3.39, BMI = 28.5 ± 3.39(kg/m 2 ). The measured total EE includes: BMR = 1594.33 ± 360.80 kcal and EE = 2896.4 ± 3.297.95 kcal/day.
Ethical approval for this part of the study was obtained through the Imperial College Research Ethics Committee (ICREC/12/2/6). Participants enrolled followed the protocol described in Section II-E. Participants were provided with an e-AR sensor to wear during the day throughout the 14-day study period. Four subjects in the study cohort had missing data (i.e., acceleration) ranging from 1 to 3 days. The DLW data of one participant was inaccurate as he had marginal tracer left on the last day of the study.
The DLW technique quantifies the total EE (kJ) for 14 days. Therefore, in order to compare EE in MET/min (as measured in Fig. 3 . Statistics of the measured EE in METs/min for all the participants and for different activities. Fig. 4 . Cross-validation estimation of the classification error for the untrained LDC and NNC. The dataset is randomly permutated and divided into ten equally sized parts. The classifier is trained on nine parts and the remaining part is used for testing. The averaged error and the standard deviation over the nine parts are plotted in the figure. controlled setting) to EE (kJ), we estimated the daily metabolic equivalent to (kcal/day) for each person on a daily basis and compared it to the DLW daily estimate in the same unit. Only days with the minimal rate of missing data (70% of data available) are considered for estimating the daily metabolic equivalent by taking its total average for each participant.
III. RESULTS AND DISCUSSION
A two-step procedure was used to predict free-living EE. First, the training datasets that consisted of all the extracted features (obtained from the 25 subjects from the control dataset) were used to build the regression models. By the control dataset, we refer to the acceleration data collected from healthy participants in a controlled setting and labeled with the IC measured EE (i.e., breath-by-breath data in METs) and the corresponding physical activities. Two regression models were evaluated in Section III-A within the control dataset. Secondly, after the validation process, the outperforming regression model was applied in Section III-B to the feature set derived from the free-living dataset. For the experiments described in this section, the statistical toolbox PRTools for MATLAB is used [33] .
A. Energy Expenditure Estimation in a Controlled Environment 1) Activity Recognition:
The experiment described in this section was intended to recognize the different physical activities from triaxial acceleration for the controlled subjects described in Section II-F1. After framing and feature extraction, the subsets for both training and testing were randomly selected from the dataset with equal prior probabilities and equal sample size. Fig. 4 illustrates the tenfold cross-validation classification error for both the NNC and the LDC. The cross-validation results suggest that the LDC performs slightly better than the NNC in classifying physical activities, thus yielding to the minimal classification error.
2) Activity-Based Feature Selection: Activity-based forward feature selection was used to identify and rank relevant features for predicting physical activities. The selection process was repeated 500 times, by randomly selecting half of the data for training and the other half for testing. Table II shows the occurrence of a feature in the top 20 significant features across all 500 selection experiments. It should be noted that this experiment is not intended to assess the performance of individual features. Instead, it focuses on the performance of the feature subset that provides the optimal performance at a lower dimensional space. The small difference between the selection percentages indicates that individual features when used alone, may not be useful in predicting physical activity, while in combination with other features in the selected subset they make strong predictors. The results indicated that signal energy statistics such as RMS, FFT-energy and main frequency, and entropy together with general signal statistics such as mean, variance, and CV provide good prediction of physical activity. Hence, both time and frequency features, mainly those quantifying the signal energy, are significant in predicting physical activities from triaxial acceleration.
3) Activity Blind Energy Expenditure Prediction for a Controlled Environment:
a) Feature curves analysis: NN and LS regression were used in this paper to predict EE directly from triaxial acceleration using the features extracted in Section II-A2. Feature curve analysis was used to examine the relationship between the deviation of the regressor in predicting EE and the size of the feature set as derived in Section II-A3. Feature curve analysis plots the regressor deviation against the number of features used in the training process in the order defined by the feature selection (i.e., the numbering of features starts from the most to the least significant feature). Fig. 5 compares the feature curves of an NN and an LS regressor using two deviation metrics: the MSE and the MAD as described in Section II-A4. A steeply decreasing feature curve suggests that better performance can be obtained when more features are used. A flattened feature curve suggests that the regressor is well trained and more features will not significantly improve the performance of the regressor. Note that both feature curves flatten out after the first 15 selected features described in Table II . Moreover, the error increased for the NN regressor when more features were used. Feature curve analysis reported that nonparametric NN regression outperforms parametric LS regression and requires only the best 15 features to achieve the best performance. Feature curves also demonstrated that the selected features in Table II are optimal for predicting EE using both regressors. b) Regression performance: Fig. 6 shows the comparison between the measured and the predicted MET values. The prediction performance was assessed by the averaged MAD between the measured and the predicted MET values. Note that the fitting equation is approximately equal to the line of identity with a slope of 1. This indicates an identical agreement between the predicted (METs) and the measured (METs) for the different activities performed in the controlled setting described in Section II-F1. 
B. Energy Expenditure Mapping for Free-Living Environment
The hypothesis of this study was that a laboratory-derived EE prediction model can be used for predicting free-living EE from triaxial acceleration. To test this hypothesis, we applied the derived prediction model based on NN-regression to a different population with similar demographics as the control population in a free-living setting. A disadvantage of data collection in the free-living setting is the inability to label physical activities or the breath-by-breathV O 2 exchange. Fig. 7 illustrates the comparison of the predicted and measured average daily EE in the free-living setting. EE, quantified by DLW, was significantly associated with the predicted EE predicted by our model from triaxial acceleration (R = 0.74, p = 0.008). However, the predicted EE was estimated with a MAD of 272 kcal/day which is 9% deviation from total EE as quantified by DLW. Hence, the predicted model gives relatively significant predictions with 9% MAD from the free-living EE. By exploiting the linear relationship between the predicted and the measured EE, we applied polynomial fitting to find the coefficients that fit to the measured EE best in a LS sense. Polynomial fitting results in the following equation: EE fit = 0.56 * EE acc + 1405, where EE acc represented EE predictions from 3-D accelerations and EE fit represented the predicted EE after polynomial fitting with DLW data. By applying polynomial fitting, the MAD error is reduced by half resulting in 133 kcal/day MAD which represents 4% deviation from the measured EE. However, regarding the small size of the freeliving population, the fitting solution cannot be generalized. Therefore, more DLW data need to be used for exploiting the fitting equation between predicted and measured EE.
IV. DISCUSSION AND CONCLUSION
In this paper, we have examined whether a single ear-wornaccelerometer-based EE prediction, using pattern-recognition techniques, is suitable for assessing physical activity in freeliving conditions.
The first contribution of this study is the use of a single miniaturized sensor for both controlled and free-living settings. Although previous studies suggest the combination of several sensors at different positions for activity prediction [34] [35] [36] [37] [38] , the ease of use of a single sensor and its consistent placement make it an attractive option for free-living environments. Currently, we are extending our miniaturized e-AR sensor with additional sensory modalities (i.e., heart-rate, skin conductance, and gyroscope data), which may enhance activity detection as shown in [34] [35] [36] [37] [38] . We expect that multisensory technology with consistent placement will substantially improve our EE prediction accuracy and overcome some of the limitations of accelerometer-based measurements such as load and rotational activities. When lifting objects, for example, there is a change in physiological responses including heart rate and galvanic skin response but not a significant change in acceleration; the incorporation of additional physiological sensors is important for accurate EE prediction in such cases.
The second contribution of the study is the quantification of EE by extracting energy-based features from the raw acceleration signal and mapping the values to the ground truth using a nonparametric approach. Many approaches in the literature aim to combine multiple classifiers and regressors for assessing physical activities; however, those approaches are computationally more demanding and limit its application in real-time settings. Hence, using both a miniaturized sensor and a stable algorithm will allow the prediction and quantification of physical activity in a free-living environment and on the hardware level.
The third contribution of this work is the validation of the prediction model in a free-living condition against the clinical gold standard: the DLW test. In contrast to the DLW technique, our proposed approach allows detailed (i.e., per minute) prediction of EE, while the DLW technique gives only an estimation of EE over a period of 14 days. Our proposed approach has therefore important value for real-time continuous monitoring of the physical activities of vulnerable populations in their own homes and on a real-time basis. Experimental results in this study demonstrate a high accuracy in the controlled setting. The proposed classification model was able to recognize ten different activities of varying intensities with null confusions. The proposed prediction model was based on NN regression and was able to estimate the EE of the different activities with identical agreement between the measured and the predicted values. In the free-living setting, the prediction model gives relatively significant predictions with MAD of 272 kcal/day which represent a 9% deviation from the free-living EE as quantified by DLW. By exploiting the linear relationship between the predicted and the measured EE, we applied polynomial fitting to find the coefficients that fit to the measured EE best in a LS sense. By applying polynomial fitting between the predicted and the measured free-living EE, the deviation is reduced by half resulting in 133 kcal/day MAD which represents 4% deviation from the measured EE. However, regarding the small size of the free-living population (n = 6), the fitting solution cannot be generalized. Therefore, more DLW data need to be used for exploiting the relationship between the predicted and measured EE in order to generalize the results to large populations.
The proposed algorithm is appealing compared to the results reported in previous work as it predicts energy expenditure (i.e., EE) in a controlled setting with a mean absolute error below the 1.2 (METs). Furthermore, it recognized, using only one miniaturized accelerometer, ten different activities with a tenfold cross-validation error of 0.24. It compares the performance of both parametric and nonparametric approaches in both classifying and quantifying physical activity, the parametric approach shows better results in classification, and the nonparametric approach was more suited for quantifying EE. The proposed NNregression approach is computationally efficient and can work in real time. The features used described the energy of the signal, its statistical distribution, and frequency from every frame of triaxial acceleration and from every axis to reflect the dynamics of classified activities in every direction. Multiclass forward feature selection and feature curve analyses deduce the minimal feature set that provides the maximal performance of the NN prediction model. The deduced feature set includes signal energy statistics such as RMS, FFT energy and main frequency, entropy, and general signal statistics such as mean, variance, and CV. This feature set is shown to be significant for predicting physical activity from triaxial acceleration.
The proposed approach can provide an appealing framework for acceleration-based EE prediction using a single miniaturized sensor in a free-living environment. From the preliminary results derived, a further study would ideally involve more subjects. The sample size requirement could be minimized if the DLW analysis method provided estimates of EE at more frequent intervals; however, due to the nature of the method, more frequent estimations than one per week would be practically difficult and potentially inaccurate. Other DLW regimes or direct calorimetry approaches may be used to provide a ground truth of higher granularity. In future work, we aim to combine more physical and physiological sensors embodied in one miniaturized sensor. As EE surveillance is most often used in application for wellbeing, rather than clinical intervention, it is essential that the sensor remains unobtrusive and user friendly, while maintaining an acceptable level of accuracy, to avoid early disuse.
APPENDIX
This appendix summarized the extracted features in Table III [5] .
