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Simulation studies of vertex models have argued glassiness in confluent cellular systems is con-
trolled by a rigidity transition and the observed shape index has been interpreted as a structural
order parameter for glass transition. We show that such an interpretation is incorrect. Moreover,
effect of arbitrary cell boundaries and nature of T1 transitions in such simulations remain unclear.
We combine numerical simulations of a more microscopic, cellular Potts model and analytical study
based on random first order transition (RFOT) theory of glass to develop a coherent theoretical
framework for a confluent system showing that glassiness is controlled by the underlying disordered
configuration. Our study elucidates the crucial role of geometric constraints on the dynamics that
has two distinct regimes in terms of target perimeter P0. The extended RFOT theory provides a
number of testable predictions that we verify in our simulations. The unusual sub-Arrhenius relax-
ation results from the distinct type of interaction potential arising from the perimeter constraint in
a regime controlled by geometric restriction. Fragility of the system decreases with increasing P0 in
the experimentally relevant low-P0 regime, whereas the dynamics is independent of P0 in the other
regime.
Hallmarks of glassiness in collective motion of cells
[1–3] are important for many biological processes such
as morphogenesis [4–7], wound healing [8–11], vertibrate
body axis elongation [12], tumor progression [6, 13],
bronchial asthma [14, 15] etc. Developing a detailed
theoretical framework for the glassy dynamics in such
systems is, therefore, an important task. Inspired by
the physics of soap bubbles, vertex-based models [16–20]
that represent individual cells by polygons have provided
important insights into the dynamics of epithelial mono-
layers [21–26]. The cellular perimeter within these mod-
els are somewhat abstract and by construction straight
or has a constant curvature between vertices whereas it
can arbitrarily deviate from a straight line in experiments
[19, 27]. How this deviation affects the dynamics remains
unknown. Moreover, T1 transitions, that is crucial for
dynamics in such systems, needs to be externally im-
posed, whose detailed nature remains unclear [15].
Another important class of models is the cellular Potts
model (CPM) [28–30] that has been used for model-
ing cellular dynamics in a variety of scenarios like sin-
gle and collective cellular behavior [31–34], cell sorting
[28, 29], dynamics on patterned surfaces [35], gradient
sensing [35, 36] etc. The primary difference between
CPM and vertex-based models is the details of energy
minimization [37]. Two crucial aspects of CPM, however,
makes it advantageous over vertex-based models. First,
it allows simulation of actual cell perimeters, and sec-
ond, T1 transitions are naturally included within CPM
where dynamics takes place at a temperature T . De-
spite its widespread applicability, glassiness within CPM
remains relatively unexplored. To the best of our knowl-
edge, there exists only one such simulation study [38],
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which did not consider the perimeter constraint and, as
we show below, models with and without this constraint
are qualitatively different. Our focus in this work is the
equilibrium system. Although biological systems are in-
herently out of equilibrium and activity is crucial, it is
important to first understand the behavior of an equilib-
rium system in the absence of activity, which can then
be easily included [39].
Simulation studies of vertex-based models have estab-
lished a rigidity transition at a critical value of the in-
put shape index [14, 23]. It has been argued that this
rigidity transition controls the glassy dynamics in such
systems and the observed shape index has been inter-
preted as a static order parameter of glass transition
[23, 24]. We show that such an interpretation is incor-
rect. The dynamics within vertex and voronoi models
have been shown to be similar and no rigidity transition
was found in the latter [26, 40]. Moreover, the glassy
dynamics in monodisperse and bidisperse voronoi mod-
els have been shown to be similar. Combining numerical
studies of a more microscopic CPM for a confluent mono-
layer and analytical theory based on random first order
transition (RFOT) theory of glasses, we clarify these con-
fusing findings. Our aim in this work is twofold, first,
we bridge the gap in numerical results through detailed
Monte-Carlo (MC) based simulation study of CPM in the
glassy regime, second, we develop RFOT theory [41, 42]
for a confluent system in glassy regime and show that
glassiness in such systems is controlled by the underlying
disordered configurations. The main results of this work
are as follows: (i) target area does not affect the dynam-
ics in a confluent system, (ii) target perimeter, P0, that
parameterizes the interaction potential, plays the role of
a control parameter, (iii) dynamics at low-P0 and large-
P0 regimes are different due to geometric restrictions that
manifests in the form of a rigidity transition, (iv) change
in fragility as well as the unusual sub-Arrhenius relax-
ation in such systems are results of the perimeter con-
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I. RESULTS
Incompressibility of cells in 3D [43] and the experimen-
tal findings of almost constant height of a monolayer [21]
allows a 2D description of the system with an area con-
straint. On the other hand, mechanical properties of a
cell is mostly governed by cellular cortex [43] that can be
encoded in a perimeter constraint. Intercellular interac-
tions through different junction proteins like E-Cadherins
and effects of pressure, contractility, cell adhesion etc are
included within an effective interaction term [21]. Then
the energy function for CPM corresponding to a conflu-
ent monolayer [30, 37] becomes
H = λA
N∑
i=1
(Ai−A0)2+λP
N∑
i=1
(Pi−P0)2+J
∑
〈ij〉
(1−δσi,σj )
(1)
where N is the total number of cells in the system, Ai
and Pi are area and perimeter of the ith cell, A0 and P0
are target area and target perimeter, chosen to be same
for all the cells. λA and λP are elastic constants related
to area and perimeter constraints. δσi,σj is Kronecker
delta function which is unity when σi = σj and zero oth-
erwise. Note that the third term containing J above is
proportional to Pi and can be included within the λP
term (SM Sec. IA), however, for the ease of discussion
we choose to keep this term separately. Dynamics within
such monolayers proceeds via active nonequilibrium pro-
cesses like cell juncture remodeling and employment of
a myriad of proteins. Within CPM, such processes are
simply represented through an effective temperature T
[28, 30]. We perform extensive Monte-Carlo (MC) simu-
lations for the dynamics at T via an algorithm [44] that
allows us to locally calculate the perimeter and makes
it possible to simulate large system sizes for long times
appropriate to investigate glassy dynamics. Fragmenta-
tion of cells is forbidden [45] in our simulation to mini-
mize noise and make the results comparable to simulation
studies of vertex-based models [23, 24, 26]. We mainly
focus on the model with J = 0 and get back to the model
with J 6= 0 and λP = 0, that was simulated in Ref. [38],
towards the end of this section.
Dynamics is independent of A0: The change in
energy coming from the area term alone for an MC at-
tempt σi → σj between ith and jth cells (SM Sec. IC)
is ∆Harea = 2λA(1 − Ai + Aj) that is independent of
A0. Since A0 dependence of dynamics can only come
through ∆Harea, the dynamics becomes independent of
A0. This result is a consequence of the energy function,
Eq. (1), and the constraint of confluency. For a poly-
disperse system, A0, determines average cell area, but,
again, does not affect the dynamics directly (SM, Sec
(IC)). The input shape index, s0 = P0/
√
A0, therefore
cannot be a control parameter for the dynamics in a con-
fluent system [14, 23, 24, 46, 47] and should be viewed
as a dimensionless perimeter. P0 on the other hand pa-
rameterizes the interaction potential and plays the role
of a control parameter. Since dynamics in such a system
essentially changes Ai and Pi, even in a monodisperse
system in steady state, we typically see a distribution for
both Ai and Pi (Fig. 1(a)), implying dispersion of both
cell area and interaction, This effectively makes the sys-
tem akin to a polydisperse system allowing it to avoid
the periodic minimum.
Two different regimes of P0: The observed shape
index, q = 〈Pi/
√
Ai〉, where 〈. . .〉 denotes average over
all cells, tends to a constant with decreasing P0 and has
been interpreted as a structural order parameter of glass
transition via simulation studies of vertex-based models
[14, 23, 24]. However, as we show below, such an interpre-
tation is incorrect and the result is simply a consequence
of geometric restriction. At high T , where dynamics is
fast, irregular cell boundaries leads to larger values of Pi
and q. Figure 1(b) shows q at three different T as a func-
tion of P0; at a fixed P0, q decreases with decreasing T .
Perimeter of a cell with a certain area has a minimum
value, Pmin, that depends on geometric constraints, here
confluency and underlying lattice. When P0 is below
Pmin, Pi of most cells can not satisfy the perimeter con-
straint in Eq. (1) as they remain stuck around Pmin.
When dynamics is really slow as in the glassy regime,
lowest value of q is dictated by this geometric restriction
in the low-P0 regime. Our interpretation is consistent
with the fact that q in a large class of distinctly different
systems has similar value [48].
On the other hand, when P0 > Pmin, the large-P0
regime, most cells are able to satisfy the perimeter con-
straint and the lowest value of q is governed by P0.
To prove this, we show q at Tg as a function of P0
in Fig. 1(c); it shows saturation of q in the low-P0
regime whereas it increases linearly with P0 in the large-
P0 regime. The geometric restriction is also evident from
the plot of 〈Pi〉 − P0 as a function of P0; it decreases
linearly with increasing P0 in the low-P0 regime and
then tends to zero. The interfacial tension, defined as
γ = ∂H/∂Pi ∝ (Pi − P0) [32], is non-zero along cell
boundaries in the low-P0 regime and becomes zero as P0
increases. Thus, the regidity transition found in vertex
models [14, 23] is essentially a manifestation of this ge-
ometric restriction, which is also evident in the inherent
structure of the system.
The inherent structure energy, EIS , (SM, Sec. (II))
characterizes the metastable local minima that are quan-
tified through the configurational entropy, sc, although
the exact relation among them remains unknown [49].
Since A0 does not affect the dynamics, we set it to the
average area such that EIS , coming from the area term in
Eq. (1), is zero for a cell with average area. EIS is non-
zero in the low-P0 regime and zero in the large-P0 regime
where each of the cells satisfies the constraints. EIS(P0),
the ensemble averaged EIS , strongly depends on P0 in
the low-P0 regime and then becomes zero (Fig. 1d). In
the low-P0 regime, a broad distribution of EIS , as shown
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FIG. 1: Nature of steady state and inherent structure in cellular Potts model. (a) A monodisperse system in steady state
has a distribution of Ai and Pi as shown for two different P0 and T values quoted in the figures. This effectively leads to a
polydisperse system. (b) Observed shape index, q, as a function of P0 at three different T ; Pmin = 26 in our simulations (see
Appendix). Lowest value of q is given by geometric restriction in the low-P0 regime and by P0 in the large-P0 regime. (c) q at
Tg as a function P0 tends to saturate at low-P0 regime and increases linearly with P0 in the large-P0 regime. Right y-axis shows
〈Pi〉 − P0 decreases linearly with increasing P0 in the low-P0 regime and then tends to zero. Each point in (b) and (c) is an
average over 105 t0. (d) Average inherent structure energy, EIS shows strong dependence on P0 in the low-P0 regime and then
it becomes zero. (e) Broad distribution of inherent structure energy EIS in the low P0 regime is consistent with the existence
of many local minima. P0 = 25 and initial equilibration T = 4.0 for this figure. (f) Linear dependence of EIS on system size,
N , suggests extensivity of configurational entropy. Each point in (d) and (f) is an average over atleast 103 ensembles.
in Fig. 1(e), is consistent with the existence of many local
minima configurations and a linear variation of EIS as a
function of cell number, N , (Fig. 1(f)) shows EIS , and
hence sc, is extensive. Although EIS is zero in the large-
P0 regime, the inherent structure is disordered (SM Fig.
6) and there exist a large number of minima separated
by varying energy barriers. These results suggest the ex-
istence of glassy dynamics and the applicability of RFOT
theory phenomenology in both regimes. If rigidity tran-
sition controls the dynamics, as argued in [23, 24], one
does not expect glass transition in the large-P0 regime.
But, as we show, the system does show glassiness even
in this regime and this is consistent with the RFOT phe-
nomenology where glassiness comes from the underlying
disordered configurations.
RFOT theory for CPM: Within RFOT theory, a
glassy system consists of mosaics of different states (SM,
Sec. III). The typical length scale, ξ, of such mosaics
is determined from the balance of two competing con-
tributions; first, the configurational entropy, sc, that fa-
cilitates escape of a mosaic to a different state and thus
reduces ξ, second, the surface reconfiguration energy, Γ,
that accounts for energy cost at the surface of two dif-
ferent states and thus, increases ξ [41, 42, 50, 51]. Min-
imizing the free energy cost for escaping the state of a
certain region, one obtains ξ ∼ (Γ/sc)1/(d−θ) where d is
the dimension and θ is the exponent relating surface area
and length scale of a region. The target perimeter P0 sets
the inter-cellular interaction potential within CPM, and
therefore, sc and Γ are functions of P0 as they both stem
from this potential. Considering linear T -dependence of
Γ [52], we write Γ = Ξ(P0)T . The relaxation dynamics
within RFOT theory is governed by relaxation of these
mosaics of typical length scale ξ. We now consider an
Arrhenius-type argument where the energy barrier for
relaxation of a region of length scale ξ varies as ∼ ξψ.
Taking the exponents as θ = ψ = d/2 [42, 52, 53], we
obtain the relaxation time τ (SM Sec. III) as
ln
(
τ
τ0
)
=
EΞ(P0)
sc(P0)
, (2)
where E is a constant and τ0 is a high-T timescale that
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FIG. 2: Behavior of CPM in the low-P0 regime. (a) Typical configuration of a system at P0 = 25 and T = 2.5, close to Tg. Due
to the underlying lattice structure, minimum perimeter configuration for a certain area is a square that shows up in the low
T configuration. (b) Mean square displacement (MSD) and (c) self-overlap function, Q(t), as a function of time t for P0 = 25
shows typical glassy behavior where growth of MSD and decay of Q(t) becomes slower with decreasing T . (d) Relaxation time
τ as a function of T for different P0, symbols are simulation data and lines are the corresponding RFOT theory plots (Eq. 5).
(e) Angell plot in this regime shows sub-Arrhenius relaxation, symbols are data and lines are RFOT theory predictions. (f)
Simulation data (symbols) for kinetic fragility, κ(P0), in this regime also agrees well with the RFOT theory prediction (line).
can depend on interatomic interactions and, hence, P0.
The theory presented here is somewhat similar in spirit
with the RFOT theory for network materials obtained by
Wang and Wolynes [54]. Eq. (2) gives the general form of
RFOT theory for the CPM and we are going to obtain the
detailed forms for Ξ(P0) and sc(P0) for different systems
and regimes that we consider below.
Low P0 regime: As discussed above, Pi for most cells
are less than P0 in this regime. We show a typical config-
uration of cells as well as their centers of mass in Fig. 2(a)
for P0 = 25 and T = 2.5, close to Tg. The mean-square
displacement (MSD) and the self-overlap function Q(t)
(defined in the Appendix) as a function of time t show
typical glassy behavior (Figs. 2b,c). We define relaxation
time, τ , as Q(t = τ) = 0.3. For a particular P0, the glass
transition temperature, Tg, is defined as τ(Tg) = 10
4.
We now develop the RFOT theory for CPM in this
regime. Our approach is perturbative in nature where
we treat a confluent system consisting of particles that
want to minimize area and perimeter as a reference sys-
tem around which we are going to expand the effect of
P0. The perimeter constraint in the form of P0 is writ-
ten as some interaction potential Φ(P0) and Φ(0) gives
the reference system potential. Then sc[Φ(P0)] can be
written as
sc[Φ(P0)] = sc[Φ(0)]+
δsc[Φ(P0)]
δΦ(P0)
∣∣∣∣
P0=0
δΦ(P0)+. . . , (3)
where δsc/δΦ(P0)|P0=0 ≡ κ¯c is a constant and δΦ(P0) =
c1P0, where c1 is a constant. For the reference system,
sc[Φ(0)] ∼ (T−TK), where TK is the Kauzmann temper-
ature [41, 42, 52, 55], and therefore, for CPM, we obtain
sc = (T − TK + κcP0) where κc = κ¯cc1. Similarly, for
the surface reconfiguration energy, we can write
Ξ[Φ(P0)] = Ξ[Φ(0)] +
δΞ[Φ(P0)]
δΦ(P0)
∣∣∣∣
P0=0
δΦ(P0) + . . . , (4)
where δΞ[Φ(P0)]/δΦ(P0)|P0=0 ≡ −κs/c1 is constant. As
P0 increases, the interaction potential decreases allow-
ing more number of different configurations available to
the system and makes it easier for reconfiguration, this
increases sc and reduces Ξ respectively, explaining the
opposite signs chosen for κc and κs in the expansions,
Eqs. (3) and (4). Writing EΞ[Φ(0)] ≡ k1 and Eκs ≡ k2,
we obtain from Eq. (2) the RFOT theory expression for
τ as
ln
(
τ
τ0
)
=
k1 − k2P0
T − TK + κcP0 . (5)
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FIG. 3: Behavior of CPM in the large-P0 regime. (a) Typical configuration of the system with P0 = 34 and T = 0.5 close to
Tg. The cell boundary assumes a fractal-like nature to satisfy the perimeter constraint and the configuration is disordered. (b)
Relaxation time τ as a function of T , symbols are data and lines are RFOT theory fits. Inset: τ0 as a function of P0. The
line is a fit with a function τ0(P0) = a + b/(P0 − c) with a = 3.79, b = 2.58 and c = 27.72. (c) Angell plot for the same data
(symbols) as in (b), lines are RFOT theory plots (Eq. 6). (d) τ/τ0 for different P0 follows a master curve, the line is RFOT
theory result. This data collapse shows that glassiness in this regime is independent of P0.
The constants k1, k2, TK and κc are independent of T
and P0; they only depend on microscopic details of a
system and dimension. For a given system, we treat these
constants as fitting parameters in the theory and obtain
their values from fit with simulation data. Note that τ0
depends on the high T properties of the system, which
is quite nontrivial and will be explored elsewhere. From
our analysis we find that P0-dependence of τ0 is weaker in
the low-P0 regime. Since we are interested in the glassy
dynamics here, for simplicity, we take τ0 to be constant
in this regime.
The minimum possible perimeter in our simulation is
26 (see Appendix) and we expect the critical P0 separat-
ing the two regimes to be somewhere between 27 and 28.
We first concentrate on the results for P0 = 24 to 26.5 as
this is, possibly, the most relevant regime experimentally
and present τ as a function of T for different P0 in Fig.
2(d). We fit one set of data presented in Fig. 2(d) with
Eq. (5) and obtain the parameters as follows: τ0 = 45.13,
k1 = 42.64, k2 = 1.21, TK = 7.08 and κc = 0.31. Note
that with these constants fixed, there is no other fitting
parameter in the theory, we now show the plot of Eq.
(2), as a function of T for different values of P0 with
lines in the same Fig. 2(d) for comparison on top of the
simulation data (symbols) for τ . Figure 2(e) shows the
same data in Angell plot representation that shows τ as a
function of Tg/T in semi-log scale. All the curves meet at
T = Tg due to the definition of Tg. The simulation data
agrees well with RFOT predictions in the low T regime
where the theory is applicable.
One striking feature of the Angell plot in Fig. 2(e)
is the sub-Arrhenius nature of τ whereas it is super-
Arrhenius in most glassy systems. Similar results were re-
ported for voronoi model in Ref. [26] demonstrating sim-
ilarities between CPM and vertex-based models. Within
our RFOT theory, the sub-Arrhenius relaxation appears
due to the somewhat distinct interaction potential im-
posed by the perimeter constraint. The regime is es-
sentially controlled by geometric restriction and appears
when the system is about to satisfy the perimeter con-
straint. An important characteristic of this regime is that
(TK−κcP0) becomes negative. We get back to this point
later in the paper when we subject our RFOT theory to
more stringent tests.
One can define a kinetic fragility, κ(P0) by fitting the
simulation data for different P0 with the form ln(τ/τ0) =
1/(κ(P0)[T/T
eff
K − 1]). We present κ(P0) in Fig. 2(f)
where symbols are values obtained from fits with simu-
lation data and the dotted line is theoretical prediction,
the agreement, again, is remarkable. Fragility of the sys-
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FIG. 4: Tests of our extended RFOT theory. (a) Theory predicts super-Arrhenius behavior for P0 ≤ 23. Angell plot for the
low-P0 simulation data (symbols) is consistent with this prediction and τ agrees well with the RFOT theory results, Eq. (5)
(lines). (b) Comparison of Tg at different P0 between simulation data (symbols) and RFOT theory (dashed line). (c) τ for
the model with λP = 0 and different values of J , symbols are simulation data and lines are RFOT theory (SM Eq. 18). (d)
Our theory predicts super-Arrhenius behavior and no change in fragility when λP = 0, this is well-supported by simulation
data (symbols) that follow a master curve in the Angell plot representation, the lines are RFOT theory plots. (e) Stretching
exponent β for P0 = 25 as a function of T . Fit of simulation data with the RFOT theory expression, Eq. (7), gives A = 0.62
and B = 0.3. (f) The trend of β as a function of P0 at different T agrees well with the RFOT theory prediction, Eq. (7), with
A and B obtained from the fit shown in (e).
tem decreases as P0 increases and κ(P0) becomes more
negative consistent with stronger sub-Arrhenius behav-
ior.
Large-P0 regime: Cell boundary in this regime be-
comes fractal-like as P0 increases as shown in Fig. 3(a)
for P0 = 34 close to Tg. Most cells satisfy the perime-
ter constraint in this regime and the dynamics becomes
independent of P0 implying constant values of Ξ and sc.
Then the RFOT theory in this regime becomes
ln
(
τ
τ0(P0)
)
=
Ξ
T − TK , (6)
where any P0-dependence in the dynamics must essen-
tially come from τ0 implying we can not neglect P0-
dependence of τ0.
Figure 3(b) shows τ as a function of T ; they clearly
vary for different P0. We now fit Eq. (6) to one set of data
and obtain Ξ = 1.54, TK = 0.052 and a corresponding
value for τ0(P0). Keeping Ξ and TK fixed, we next fit rest
of the data to obtain τ0(P0). The fits are shown by the
lines in Fig. 3(b) and τ0(P0) is shown in the inset where
the line is a proposed form for τ0(P0) ∼ 1/(P0−constant).
Figure 3(c) shows the Angell plot representation of the
same data as in (b) and the corresponding RFOT theory
plots are shown by lines. Figure 3(d) shows τ/τ0 as a
function of T for different values of P0, all the data fol-
lowing a master curve supports our hypothesis that the
P0-dependence in this regime comes from τ0(P0). This
also signifies the importance of understanding the high
T behavior of the system and will be taken up in a sep-
arate work. More importantly, if the rigidity transition
controls the glassiness in the system, one would expect
no glassy behavior in this regime. However, our simu-
lation results show the presence of glassy behavior even
in this regime and the existence of disordered configura-
tions imply it is also expected within RFOT theory that
agrees well with the simulation results. q at Tg in this
regime is proportional to P0 as shown in Fig. 1(c), thus,
q cannot be the order parameter for the glass transition.
Further tests for extended RFOT theory: Hav-
ing demonstrated that our RFOT theory captures the key
characteristics of glassiness in a confluent system with
the energy function given by Eq. (1), we now subject
our theory to more stringent tests through three differ-
ent questions as described below.
Within the theory sub-Arrhenius behavior is found
when P0 contribution to sc, i.e., κcP0, becomes larger
than TK (Eq. (5)). This implies super-Arrhenius behav-
7ior for P0 ≤ TK/κc ∼ 23. We now simulate the sys-
tem in this regime and show the Angell plot in Fig. 4(a)
where the symbols represent simulation data and the cor-
responding lines are the RFOT theory predictions. We
emphasize that these curves are not fits, we simply plot
Eq. (5) with the constants as obtained earlier. All the
relaxation curves for different P0 are super-Arrhenius in
nature as predicted by the theory. We also show the com-
parison of Tg, obtained from simulation and the RFOT
predictions, for different P0 in Fig. 4(b).
Next, our RFOT theory traces the sub-Arrhenius be-
havior and negative kinetic fragility to the perimeter con-
straint in Eq. (1). Hence, if we set λP = 0 and look at
the glassy behavior as a function of J (Eq. 1), the sys-
tem should not only show super-Arrhenius behavior, the
fragility should be constant (i.e., Angell plot representa-
tion of τ should follow a master curve). We show the
simulation data for τ as a function of T for different J
in Fig. 4(c) (symbols) and the corresponding RFOT the-
ory(SM, Eq. 18) predictions (lines). The Angell plot
corresponding to these data are shown in Fig. 4(d). In-
deed, we find that this system exhibits super-Arrhenius
relaxation and the data for different J follow a master
curve, in agreement with RFOT theory. These results are
important from at least two aspects: first, it shows the
predictive power of the theory and it is possible to under-
stand glassiness in such systems from an extended RFOT
framework, second, that a system with the perimeter con-
straint, Eq. (1), is qualitatively different from a system
without this constraint.
Finally, we compare the stretching exponent β [56, 57]
that describes decay of the overlap function Q(t) ∼
exp[−(t/τ)β ]. The RFOT expression (SM, Sec. IV) is
β = A
[
1 +
{ B(k1 − k2P0)
T − TK + κcP0
}2]−1/2
, (7)
where A and B are two constants; we fit Eq. (7) with
the simulation data for P0 = 25, as shown in Fig. 4(e),
and obtain A = 0.62 and B = 0.3 . We then compare
the RFOT predictions with simulation data for different
P0 as shown in Fig. 4(f) for four different T . Again,
the trends for β agree quite well with theoretical predic-
tions. The remarkable agreements with simulation data
shows that our theory captures the key characteristics of
glassiness in such systems.
II. DISCUSSION AND CONCLUSION
We have demonstrated that CPM, being more micro-
scopic in nature, can provide crucial insights into the
glassiness of a confluent system. However, presence of
microstructure within CPM means the quantitative val-
ues of the parameters depend on the lattice. For example,
the square lattice in our simulation implies the polygon
with minimum perimeter for a certain area is a square.
Moreover, cell perimeter in our system can only have even
values due to the discrete lattice, this implies a residual
energy for odd values of P0 although the qualitative re-
sults remain similar. The results for odd P0 are presented
in the SM (Sec. V). We find that a voronoi tessellation of
cell centers in our simulation underestimates the perime-
ter (SM, Sec. IX). Qualitative similarities of the results
presented here with those from vertex-based simulations
[23, 26] seem to suggest glassiness in such systems de-
pend on two key elements, first, the energy function, and
second, the confluent nature, and not the microscopic de-
tails, of the model. Control parameters of glassiness in
a confluent system is different from that in particulate
systems. The experiments of Ref. [11] on human mam-
mary epithelial MCF-10A cells show that expression of
RAB5A, that does not affect number density, fluidizes
the system. Careful measurements reveal RAB5A affects
the junction proteins in cortex that determine the target
perimeter P0 [11, 58], which is a control parameter for
glassiness in such systems.
The observed shape index, q, has been interpreted as
a structural order parameter for glassiness in confluent
systems via simulation studies of vertex-based models
[14, 24]. From theoretical perspective, such a result is
quite exciting even if applicable for a certain class of sys-
tems alone. However, our analysis shows that such an
interpretation is incorrect and the value of q in the low-
P0 regime is governed by geometric restriction, which
also manisfests in the form of the rigidity transition [23].
Our simulation results of glassiness in the large-P0 regime
shows that this rigidity transition can not control the
glassiness in such systems, contrary to what has been ar-
gued based on vertex-model simulation results [23, 24].
We show through an extended RFOT theory that glassi-
ness in such systems is controlled by the underlying dis-
ordered configuration. For example, most cell perime-
ters in the large-P0 regime will be tension free, yet their
disordered configuration implies a glass transition at low
enough T , as found in our simulation and consistent with
RFOT theory.
Complete confluency imposes a strong geometric re-
striction. The main difference between the low-P0 and
the large-P0 regimes comes from geometric constraint,
i.e., the ability of cells to satisfy the perimeter constraint.
Our theory traces the unusual sub-Arrhenius behavior to
the distinct nature of interaction potential resulting via
the perimeter constraint and shows up in a regime where
the system is about to satisfy this constraint. The three
predictions of the theory that we have discussed, namely
super-Arrhenius behavior in a different region of low-P0
regime, super-Arrhenius and constant fragility in a model
with λP = 0 and the stretching exponents at different P0
agree well with simulation data. These predictions can
be easily tested in vertex-based simulations [26], such re-
sults will further establish the similarity (or the lack of
it) of such models with CPM.
We have shown that the dynamics in a confluent sys-
tem is independent of target area A0. However, it does
8have a meaning for the statics of the system [46, 59]; in
a polydisperse system {A0i} determines average cell ar-
eas that can be used to obtain a non-dimensional form
for the energy function. We chose not to present our
results in dimensionless form as it obscures some of the
microscopic features of the model and as we wanted to
highlight the role of the perimeter. We emphasize here
the contrasting roles of A0 and P0, while the former is
simply a geometric number the latter parameterizes the
interaction potential, then it is not surprising that P0 is
a control parameter in such systems. The lowest value of
q when the dynamics is very slow, on the other hand, is
simply a geometric effect and should be similar in a large
class of systems [48].
Apart from biological importance, we believe, CPM
provides an interesting system to study from purely the-
oretical point of view. It is important to understand how
crucial is the constraint of confluency for such behavior,
is it possible to devise model systems with curated inter-
action potential for point particles and still see similar
behavior? In any case, the simplicity of CPM allows an
opportunity to understand the glassy dynamics in new
lights.
III. APPENDIX
Cellular Potts Model: Cellular Potts model on a
square lattice in spatial dimension D = 2 is defined as
follows: each sites on the lattice are associated with a
Potts variable {σi = 1, 2, . . . , N} for N distinct cells. The
set of sites, with identical Potts variable defines a cell in
this model. The dimension of the lattice is L×L and the
unit of length is set by the lattice spacing. Fragmenta-
tion of cells is allowed within CPM, however, to reduce
fluctuation due to fragmentation, and to make our re-
sults comparable to vertex-based models, we impose a
condition such that cells remain simply connected at all
times [45]. The energy function for the system is given
by Eq. (1). The details of the Monte Carlo dynamics
at temperature T is as follows: we randomly chose one
of the sites i that belongs to cell σi and then randomly
chose one of its neighbor sites j with cell type σj . The
dynamics proceeds only if σi 6= σj , where we attempt
to replace σi by σj with the following rules. We first
check if such a move retains local connectivity [45] and
then evaluate the change in energy ∆H if such a move
is accepted. We then accept the move with a probability
min(1, exp(−∆H/T )), note that we have set the Boltz-
mann constant to unity. Unless otherwise specified, we
use a system size of 120× 120 with 360 cells and an av-
erage cell area of 40. The minimum possible perimeter
for a cell with area 40 on a square lattice is 26. Data for
different system sizes and cell areas are presented in the
SM. We start with a rectangular cell initialization with
5×8 sites having same Potts variable and equilibrate the
system for 8× 105 MC time steps before the acquisition
of data. We have set λA = 1 and the results presented
in the main text are for λP = 0.5, other values of λP are
presented in the SM.
Mean square displacement and self-overlap
function: The dynamics is quantified through the mean
square displacement (MSD) and the self-overlap function,
Q(t). MSD is defined as
MSD =
1
N
N∑
σ=1
〈(Xσcm(t+ t0)−Xσcm(t0))2〉t0 , (8)
where Xσcm(t) is the center of mass of cell σ at time t,
〈. . .〉t0 denotes averaging over initial times t0 and the
overline implies an averaging over ensembles. Unless oth-
erwise stated, we have taken 50 t0 averaging and 20 con-
figurations for ensemble averaging. Q(t) is defined as
Q(t) =
1
N
N∑
σ=1
〈W (a− |Xσcm(t+ t0)−Xσcm(t0)|)〉t0 , (9)
where W (x) is a heaviside step function
W (x) =
{
1 if x ≥ 0
0 if x < 0
(10)
and a is a parameter that we set to 1.12.
Inherent Structure energy EIS: Within the inher-
ent structure phenomenology, a certain number of local
potential energy minima are available to the system at
a particular T . Therefore, equilibrating the system at
a certain temperature implies the dynamics is governed
by those set of minima accessible at that T . Now set-
ting T = 0 and minimizing the energy reveals nature of
the energy landscape corresponding to the equilibration
temperature as the system gets trapped in those minima.
Energy of this minimized state is EIS which depends on
the rate of taking T = 0, as slower rate takes the system
to deeper minima.
For the results shown in Figs. 1(e) and (f) we have
equilibrated the system at T = 4.0 and reduced T to zero
at steps of 0.5 every 2000 MC time. We have checked that
slower rates produce lower and higher rates give larger
EIS (data not shown).
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Supplementary Material
In this Supplementary Material, we provide a brief de-
scription of the cellular Potts model, a dicussion of the
energy function, simulation details, a discussion of the
contrasting roles of the target area and the target perime-
ter and an illustration of a T1 transition that is naturally
included within the model in Sec. SI followed by a de-
tailed discussion on the source of metastability in the
model and the nature of dynamics in Sec. SII. Sec. SIII
provides the details of the calculation of our extended
random first order transition theory and the details of
the calculation of stretching exponent is provided in Sec.
SIV. Secs. SV-SVIII provide results for the dynamics in
the large-P0 regime for odd values of P0, dynamics for
different values of λP , effect of finite system sizes and
effect of different cell sizes on the dynamics respectively,
followed by a brief discussion on the differences of CPM
and vertex-based models in Sec. SIX.
SI. CELLULAR POTTS MODEL FOR
BIOLOGICAL TISSUES
The cellular Potts model (CPM) is a mathematical,
stochastic, computational lattice based model to simu-
late the behavior of cellular systems [1–3]. This model is
also known as “extended large-q Potts model” and the
“Glazier-Graner-Hogeweg (GGH) model” [3–5]. CPM
can be simulated both for a single cell as well as a col-
lection of cells with or without fluid in any spatial di-
mension D. It has wide applications in several biological
processes, such as embryogenesis [5], cell sorting [3, 4],
gradient sensing [2], wound healing [6] etc. Since our in-
terest in this work is the dynamics of a densely packed
cellular monolayer, we restrict our discussion in 2D.
For the CPM in 2D, we use a square lattice of size L×L
to represent a confluent cell monolayer. Each cell in this
lattice consists of a set of lattice sites with same integer
Potts spin (σ), also known as cell index, where σ ∈ [0, N ],
N being total number of cells. σ = 0 is usually reserved
for fluid that is absent in our model. A typical lattice
structure of cells in two dimensional CPM is presented
in Fig. (S1).
The cells in this model are evolved by stochastically
updating one lattice site at a time through Monte Carlo
(MC) simulation via an effective energy functionH, given
by
H = HA +HP +HJ
=
N∑
i=1
[
λA(Ai −A0)2 + λP (Pi − P0)2
]
+ J
∑
〈ij〉
(
1− δσiσj
)
,
(S1)
where 〈ij〉 signifies nearest neighbors, Ai and Pi are the
area and the perimeter of ith cell in the monolayer. A0
and P0 are the target area and the target perimeter of the
cells, chosen to be the same for all cells in a monodisperse
system. λA and λP are the elastic constants associated
with the area and perimeter constraints respectively. In-
teraction between two cells σi and σj is given by the pa-
rameter J , chosen to be same for all cells. δij is the usual
“Kronecker delta function” having the property: δij = 1
if i = j and 0 otherwise. δij ensures that the contribution
due to the third term in Eq. (S1) is zero when the sites
are of same types, thus HJ is proportional to Pi for ith
cell. Positive values of J implies inter-cellular repulsion,
whereas negative values give attractive interaction.
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FIG. S1: Cell representation in two dimensional CPM. Each
lattice sites with the same cell index (denoted by a number
and color) belongs to one cell.
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FIG. S2: Von Neumann Neighborhood in CPM: Von Neu-
mann neighbors of the central (C) orange colored cell at site
i are the sites in color gray.
A. Inclusion of adhesion term in the perimeter
term
The adhesion energy described by HJ in Eq. (S1) is
proportional to the perimeter of the ith cell. So, we can
write, HJ =
∑N
i=1 JPi. Therefore, we can rewrite Eq.
(S1) as,
H =
N∑
i=1
[
λA(Ai −A0)2 + λP (Pi − P¯0)2
]
(S2)
where P¯0 = P0− J2λP is the scaled target perimeter. Note
that we have neglected a constant in Eq. (S2) since it
does not affect the behavior of the system. For a par-
ticular λP , dynamics of the system remains unchanged if
we vary P0 and J in such a way that P¯0 remains same.
In the simulations, we always set λA = 1 and then λP
and P0 are the two control parameters. We have explored
the dynamics for three different values of λP and as a
function of P0.
B. Simulation Details
Dynamics at a temperature T within CPM proceeds
through stochastic attempts to update the cell indices of
the lattice sites at each step; unit of time is defined by
L2 attempts of such elemental steps, which are described
below.
1. We randomly chose a candidate site i and a target
site j from the nearest neighbors of i. Cell indices
at i and j are σi and σj .
2. Dynamics proceeds further only if σi 6= σj .
3. Check the local connectivity (see below) of the cells
if the update is accepted, dynamics proceeds only
if local connectivity remains intact.
4. Evaluate the change in energy, ∆H if σi is updated
with σj .
5. Accept the move with a probability P(σi → σj) =
min(1, e−∆H/T ), where we have set Boltzmann con-
stant kB to unity.
During evolution, a site can only be updated with one
of it’s Von Neumann Neighbors (VNN) defined in Fig.
S2. If a cell is not locally simply connected, we designate
it as a “fragmented cell”. In our simulation, we have
followed the “Connectivity Algorithm (CA)” developed
by Durand and Guesnet [7] and ensure local connectivity
of the cells at all times. Centers of mass of the cells
are calculated via the algorithm developed by Bai and
Breen [8]. Cell division and apoptosis are forbidden in
our simulation as we are interested in the equilibrium
properties [9, 10].
For most of the results, we have chosen a square lat-
tice of size 120×120 with 360 total number of cells in the
system. Average area of the cells is 40 and the minimum
possible perimeter on a square lattice with this area is 26.
We have kept λA = 1 fixed and simulated the system for
different values of λP . λP = 0.5 for the results presented
in the main text and other values of λP are presented
below in Sec. SVI. Note that the dynamics is indepen-
dent of A0 in our system, we have simply used A0 as the
average cell area such that the energy contribution from
the area term for a cell with average area is zero.
We first equilibrate our system for 8 × 105 MC time
steps before the start of collecting data for mean-square
displacement (MSD) and self-overlap function, Q(t) (de-
fined in the Appendix). Unless otherwise stated, each of
the results is an average over 50 initial times t0 and 20
ensembles. To test system size effect, we have also stud-
ied systems with different simulation box sizes with the
largest being 200 × 200 having 1000 cells with the same
cell size as earlier and to observe the finite size effect, we
have studied systems with simulation box size 180× 180
with cell size 10×9. For average inherent structure energy
calculation, we first equilibrate the system at T = 4.0 for
7 × 104 time steps and then decrease T to 0.0 in steps
of 0.5 every 2000 time steps; we have also studied other
equilibration T , equilibration times and rates to ensure
expected behavior. To observe the system size effect in
EIS , we have taken simulation box of sizes, 200 × 200,
160 × 160, 120 × 120 and 80 × 80 for P0 = 25; for this
data, we have used at least 1000 ensembles and larger
number of ensembles for smaller systems to ensure good
averaging.
The most time consuming part in the simulation is
calculation of cellular perimeter at each elemental step.
We have developed an algorithm [11] that allows us to
locally calculate the perimeter and makes it possible to
simulate large system sizes for long times, appropriate to
investigate the glassy dynamics.
C. Discussion on A0 and P0 in the energy function
We have shown in the main text that the target area in
Eq. (S1) does not affect the dynamics, whereas the target
perimeter P0 plays the role of a control parameter. Let us
first look at the change in energy, ∆Harea, for σi → σj in
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FIG. S3: We have chosen a binary system with different values
of target areas. 〈Ai〉 and 〈Aj〉 correspond to the average areas
of cells with target areas A01 and A02 respectively. Eq. (S6)
predicts 〈Ai〉−〈Aj〉 should be equal to (A01−A02) and this is
supported by the simulation data. We have chosen a system
of 160 cells with system size 80×80 and each point is averaged
over 103 t0 values.
a monodisperse system coming only from the area term,
∆Harea =λA
{
(Ai − 1−A0)2 + (Aj + 1−A0)2
}
− λA
{
(Ai −A0)2 + (Aj −A0)2
}
=2λA(1−Ai +Aj). (S3)
Thus, ∆Harea is independent of A0 for a monodisperse
system and thus, A0 can not affect the dynamics. Let us
now consider dispersion of A0, and for simplicity, we con-
sider a binary system with two different target areas A01
and A02 such that their values are consistent with the
condition of complete confluency. At equilibrium, indi-
vidual cells will try to have areas close to their respective
target area to minimize energy. At each of the elemen-
tal steps, when candidate cell and target cell have same
target areas, the situation becomes similar as depicted in
Eq. (S3), where A0 does not affect the dynamics. Let us
then examine the case where the two cells have different
target areas, A01 for the ith cell and A02 for the jth cell.
There can be two scenarios in this case, either the tar-
get areas are consistent with the condition of complete
confluency or they are not. In the first case, average areas
of cells will be given by their respective target areas and
the individual cell areas can be written as Ai = A01+δAi
and Aj = A02 + δAj , where δAi and δAj are fluctuations
from their average values. The change in energy com-
ing from the area term for the attempted MC move then
becomes
∆Harea = 2λA(1− δAi + δAj), (S4)
and thus, independent of A01 and A02. On the other
hand, when the target areas are not consistent with the
constraint of complete confluency, average area is still set
by them. Since each elemental MC step consists of two
cells, it suffices to consider a system of two cells, the area
part of the energy function is
H = (Ai −A01)2 + (Aj −A02)2
= (Ai −A01)2 + (Ai − (Atot −A02))2 (S5)
where Atot = Ai + Aj is the total area. Minimizing Eq.
(S5), we obtain the average cell areas as
〈Ai〉 = A01 + Atot − (A01 +A02)
2
〈Aj〉 = A02 + Atot − (A01 +A02)
2
. (S6)
Note that the second term in the right hand side in Eq.
(S6) above becomes zero when target areas are consistent
with constraint of confluency, that is, (A01 +A02) = Atot.
Thus, we expect the difference of average areas of the
two cells types to be A01 − A02 and this agrees with
simulation data, as shown in Fig. S3. Going through a
similar argument as above, we obtain ∆Harea to be same
as Eq. (S4) in this case as well. This argument can be
easily extended for a polydisperse system. Thus, we see
that in a confluent monolayer, target area of the cells can
not affect the dynamics. Note that {A0i}, however, has a
meaning for the statics of the system. It determines the
average cell areas of the different types of cells. Average
cell area is a the geometric quantity that determines the
critical value of P0 separating the two regimes in the
dynamics.
We now look at the role of P0 and for this we discuss
the perimeter term alone. Let us consider two values of
target perimeter, P
(1)
0 and P
(2)
0 such that P
(1)
0 > P
(2)
0 .
Then, the perimeter term can be written as
λP
N∑
i=1
(Pi − P (2)0 )2 ∼λP
N∑
i=1
(Pi − P (1)0 )2
+ 2λP (P
(1)
0 − P (2)0 )
N∑
i=1
Pi, (S7)
where we have ignored the constant part. Since P
(1)
0 >
P
(2)
0 , the linear term in the right hand side represents re-
pulsive interaction. This result illustrates that decreasing
P0 results in increased repulsive interaction. This is con-
sistent with the experiments of Park et al [12]. Thus, P0
can be thought of as a parameter of intercellular inter-
action and hence works as the control parameter for the
dynamics. The source of the contrasting roles of A0 and
P0 is the condition of complete confluency in the system.
The change in Ai of the two cells in an elemental MC
step must be same to ensure the system remains conflu-
ent, whereas that in Pi need not be same and this leads
to the distinctly different roles of A0 and P0 in such a
system.
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FIG. S4: Snapshots of neighbor exchange or a T1 transition process in CPM. Upper panel shows a T1 transition event for
P0 = 25 at T = 2.0 and the lower panel for P0 = 32 at T = 0.5; we follow the time evolution of four cells shown by the
marked regions in the system (left most figures) and show the configurations of these cells at three different times. At the first
snapshots, S1 and S2 share a common boundary whereas N1 and N2 don’t. The scenario reverses in the third snapshot.
D. T1 Transition
Dynamics in a biological tissue proceeds via a series of
complicated biochemical processes that are simply rep-
resented via an effective temperature T within CPM. At
the coarse grained level, an important process for dynam-
ics is known as the T1 transition where cells exchange
their neighbors [13]. Within vertex-based models, T1
transitions need to be carefully implemented with a cer-
tain rate. Since T1 transitions are the only mode of dy-
namics, it is then natural that the rate of such transitions
is going to crucially affect the dynamics [14]. It remains
unclear what controls this rate and how to connect it
with different parameters in an equilibrium model, mak-
ing it difficult for quantitative theoretical development.
As discussed in the main text, T1 transitions are natu-
rally included within CPM.
In the CPM simulation, as we allow cells to evolve,
neighbor exchange and the junctional rearrangements
take place via T1 transition, where a cell boundary be-
tween two cells shrinks to zero and a new cell bound-
ary forms between two other cells that were initially not
sharing common boundary. The rate of such transitions
within CPM depends on T and P0, however, the quan-
titative details of how this rate compares with the rate
in vertex-based models remains an important open ques-
tion.
We show two such T1 transition processes from our
simulation in Fig. (S4) for P0 = 25 at T = 2.0 (up-
per panel) and P0 = 32 at T = 0.5 (lower panel). In
both panels, cells S1 and S2 share common boundary in
the first snapshot, whereas N1 and N2 do not have any
common boundary. As time progresses, the boundary be-
tween S1 and S2 shrinks (the middle figures) and even-
tually a common boundary between N1 and N2 forms
whereas S1 and S2 depart from each other (last snap-
shots in Fig. S4).
SII. SOURCES OF METASTABILITY LEADING
TO GLASSY DYNAMICS
It is hard to avoid the crystallization in a monodis-
perse system of point particles in two dimension, how-
ever, as we show below, a two-dimensional monodisperse
confluent cellular system is different. The existence of
metastability in Potts model in the limit of large Potts
variable (> 4) is well-known [15], however, the nature
and origin of metastability within CPM remains unclear.
Hexagons can entirely tile space in 2D and the constraint
of complete confluency makes polygons with six neigh-
bors favorable. However, there are many possible ways to
completely tile space with such objects and usually in ex-
periments a distributions of different polygons are found
[16]. Glass transition requires disordered metastable con-
figurations and it is crucial to understand the source of
this metastability for a complete characterization of the
glassy dynamics. We have shown in the main text that
even in a monodisperse system, there exists a distribu-
tion of Ai and Pi in the steady state effectively leading
to a polydisperse system, allowing the system to easily
avoid the periodic minimum. Figure S5(a) shows the
instantaneous area and perimeter of a particular cell in
the steady state. We find that they fluctuate over time
and the two do not necessarily follow each other, this is
not surprising since it is possible to change one without
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FIG. S5: Instantaneous area and perimeter and distribution of polygons. (a) Variation of instantaneous area and perimeter
of a typical cell in the system in steady state with P0 = 25 and T = 5.0. Zero of time, noted in the x-axis, is the point when
we start collecting data. Note that fluctuation in area is unrelated to that of perimeter (see text). (b-g) Average number of
polygons (irrespective of their regularity) in the steady state remains constant over time, signifying the topological disorder
does not get annealed out over time. (b) and (d) for systems with λP = 0.5 and values of P0 and T as noted in the figures, (f)
for a system with λP = 0, J = 2.1 and T = 1.0. (c), (e) and (g) are voronoi tessellations for the centers of mass of the cells in
a typical configuration for the systems in (b), (d) and (f) respectively.
changing the other.
Disorder in confluent systems can only be topological
in nature. A histogram of polygons (irrespective of their
regularity) obtained via voronoi tessellation of centers
of mass of the cells reveal largest number of hexagons
in steady state as expected for a confluent system and
shown in Figs. S5 (b) and (d) for two different values
of P0 = 25 and 34 respectively at a T close to their
Tg. Figure S5(f) shows similar data for a system with
λP = 0 and J = 2.1 at T = 1.0. Figures S5(c), (e) and
(g) shows the voronoi tessellation for centers of mass of
a typical configuration of the systems in (b), (d) and (f)
respectively. However, Fig. S5 also shows the presence
of a significant number of other polygons (mostly with
sides 5 and 7) in steady state implying presence of defects
leading to disorder and that the system is trapped in a
metastable minima.
Key to the random first order transition (RFOT) the-
ory of glassy dynamics is a disordered potential energy
landscape with extensive number of minima. As the sys-
tem explores the energy landscape, it remains stuck in
the metastable minima longer as T decreases leading to
the slow dynamics. It is imperative to study the nature
and existence of metastability in a system to infer ap-
plicability of RFOT theory. One straightforward quan-
tity to study in this context is the configurational en-
tropy sc = (logN )/N , where N is the number of such
metastable minima and N is the number of cells in the
system. Known methods of calculating sc requires com-
plete knowledge of a reference state which is taken as the
high T liquid in particulate systems. However, the high
T phase of a confluent system is highly nontrivial and not
yet well-understood; thus, the conventional methods are
not applicable. We investigate the role of metastability
through another related quantity, the inherent structure
energy, EIS , although the exact mathematical relation
between EIS and sc is not yet known [17].
Within the inherent structure picture of glassy dynam-
ics, only certain energy minima are accessible to the sys-
tem at a particular T . If we equilibrate the system at a
certain T and then set T = 0, the minimized energy, EIS ,
reflects the accessible energy minima at that T . We have
shown in the main text that ensemble averaged inherent
structure energy, EIS , decreases linearly as P0 increases
and then it becomes zero for even values of P0. For odd
values of P0 it goes to a different constant due to the
residual interaction resulting from the fact that cellular
perimeters in our system can only assume even values,
however, the qualitative behavior remains same as we
show in Fig. S6(a). In the large-P0 regime, cells are able
to satisfy both the area and the perimeter constraints
when P0 is even. When P0 is odd, they satisfy the area
constraint, but the perimeter fluctuates between P0 ± 1.
We typically see a relatively larger number of cells have
perimeter P0+1, this is expected as there is no restriction
on larger perimeter with a certain area 1. Thus, the value
1 This statement is true for a continuous system. In our lattice
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FIG. S6: Inherent structure properties in CPM. (a) The en-
semble averaged inherent structure energy, EIS , as a function
of P0 has a strong P0-dependence in the low-P0 regime and
then saturates to zero for even P0 and to λPN for odd P0 in
the large-P0 regime (see text). (b) Inherent structure configu-
ration for a system with P0 = 25. (c) Inherent structure con-
figuration for a system with P0 = 34 in the large-P0 regime.
Cells in this regime are able to satisfy the area and perime-
ter constraints when P0 is even, all the cells in the inherent
structure of the system in this regime has average area and
target perimeter, 40 and 34 in this case (see text for odd P0).
(d) Voronoi tessellation of the centers of mass of the system
shown in (c).
of EIS is either zero or λPN with N being the number
of cells as shown in Fig. S6(a).
We show the inherent structure configuration for P0 =
25 in Fig. S6(b) and that for P0 = 34 in Fig. S6(c). We
see that the inherent structure configurations are indeed
disordered and there exist many different configurations.
The energy landscape in the large-P0 regime looks dif-
ferent from the one in the low-P0 regime; all the minima
are at the same value of energy in the former whereas
the energy for different minima are different in the lat-
ter. This leads to different behaviors in the two regimes.
Note that, although energy of different minima are same
in the large-P0 regime, they are separated by different
energy barriers. As T decreases, it becomes difficult for
the system to go from one minimum to another leading
to the glassy dynamics as characterized in the main text.
We also show the voronoi tessellation in Fig. S6(d) of the
centers of mass of the inherent structure shown in Fig.
model though, there is an upper limit of 2Ai + 2, where Ai is
the area. Since this upper limit value is very large compared to
the regime of our investigation, we expect this upper limit to be
irrelevant.
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FIG. S7: Qualitative nature of the dynamics. (a) A typical
configuration for a system with P0 = 25 and T = 10. (b)
Trajectories of the centers of mass of the cells inside a region
as marked in (a). (c) and (d) are same as in (a) and (b)
but at T = 1.67, close to the glass transition temperature Tg
of the system. (e) Mean square displacement (MSD) of the
system at the two different T . (f-j) Same plots as in (a-e) but
for P0 = 32, the two different T chosen for these plots are
T = 1.0 and T = 0.37 as shown in (j).
S6(c) to emphasize that the actual perimeter is underes-
timated by a voronoi tessellation.
A. Qualitative nature of the dynamics
We now briefly discuss the qualitative nature of the dy-
namics of the system. The system shows glassy behaviors
in both low-P0 and large-P0 regimes although the behav-
iors in the two regimes are different. We show typical
snapshots of the system for P0 = 25 and P0 = 32 in Fig.
S7. We follow the trajectories of the centers of mass of
the cells inside the regions marked in Fig. S7. At high
T , the cells move quite a lot as revealed by the trajecto-
ries of their centers of mass in Figs. S7(b) and (g). As
T decreases, the movements become small as seen in the
trajectory plots in Figs. S7(d) and (i). The correspond-
ing mean-square displacement (MSD) are shown in Figs.
S7(e) and (j) for P0 = 25 and 32 respectively; MSD be-
comes slower as T decreases, typical of a glassy system.
Note the qualitative difference of the cells at low-P0 and
large-P0 at low T , the cell boundaries are compact in the
former (Fig. S7(c)) whereas they become fractal-like in
the latter (Fig. S7(h)).
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FIG. S8: Schematic representation of the mosaic picture of
RFOT theory. A glassy system consists of mosaics of differ-
ent states as schematically shown by the dashed lines. Typi-
cal length scale, ξ, of the mosaics are given by two competing
contributions, the configurational entropy and surface recon-
figuration energy.
SIII. EXTENDED RANDOM FIRST ORDER
TRANSITION THEORY FOR CPM
As shown above as well as in the main text, the CPM
has a disordered energy landscape and EIS depends on
the target perimeter P0. Therefore, we expect ran-
dom first order transition (RFOT) theory phenomenol-
ogy should be applicable for the glassy characteristics in
such systems. Within RFOT theory, a glassy system con-
sists of mosaics of different states as schematically shown
in Fig. S8. Consider a region of length scale R, as shown
by the shaded region in Fig. S8, in dimension d and look
for the cost in energy for the rearrangement (changing
its state) of this region:
∆F = −fΩdRd + ΓSdRθ, (S8)
where f is the decrease in energy per unit volume due to
the rearrangement, Ωd and Sd, volume and surface of a
unit sphere, Γ, the surface energy cost per unit surface
area due to the rearrangement and θ ≤ (d − 1) is the
exponent relating surface area and length scale of a re-
gion. Within RFOT theory, the drive to reconfiguration
is entropic in nature and given by the configurational en-
tropy sc, that is f = kBTsc, where kB is the Boltzmann
constant. Minimizing Eq. (S8), we get the typical length
scale, ξ, for the mosaics as
ξ =
(
θSdΓ
dΩdkBTsc
)1/(d−θ)
. (S9)
In general, the interaction potential, Φ, of the system
determines sc and Γ. In the case of CPM, the interaction
potential is parameterized through P0, thus, Φ = Φ(P0).
The temperature dependence of Γ is assumed to be linear
[18], thus, Γ = Ξ[Φ(P0)]T and write Eq. (S9) as
ξ =
(
DΞ[Φ(P0)]
sc[Φ(P0)]
)1/(d−θ)
, (S10)
where D = θSd/dkBΩd. Within RFOT theory, relax-
ation dynamics of the system comes from relaxations of
these individual mosaics of typical length scale ξ. The en-
ergy barrier associated for relaxation of a region of length
scale ξ is ∆(ξ) = ∆0ξ
ψ, where ∆0 is an energy scale. The
relaxation time then becomes τ = τ0 exp(∆0ξ
ψ/kBT ),
where τo is a microscopic time scale independent of T , but
can depend on interatomic interaction potential, hence,
on P0. Taking ∆0 = κT , where κ is a constant [19, 20]
and setting kB to unity, we obtain τ as
ln
(
τ
τ0
)
= κ
{
DΞ[Φ(P0)]
sc[Φ(P0)]
}ψ/(d−θ)
. (S11)
Following Refs. [20, 21] we take θ = ψ = d/2 and then
Eq. (S11) can be written as
ln
(
τ
τ0
)
=
EΞ[Φ(P0)]
sc[Φ(P0)]
, (S12)
where E = κD is another constant. The theory presented
here is similar in spirit with that for a network material
obtained by Wang and Wolynes [22]. Our approach is
perturbative in nature and we look at the effect of P0 by
expanding the potential around a reference system. As
discussed in the main text, the behavior of the system
are different in the low-P0 and the large-P0 regimes that
we discuss separately below.
Low-P0 regime: In this regime cells are not able to
satisfy the perimeter constraint and the effect of P0 on
the dynamics is strong. We consider the system with
P0 = 0 as our reference system. Therefore, we have
sc[Φ(P0)] = sc[Φ(0)] +
δsc[Φ(P0)]
δΦ(P0)
∣∣∣∣
P0=0
δΦ(P0) + . . .
Ξ[Φ(P0)] = Ξ[Φ(0)] +
δΞ[Φ(P0)]
δΦ(P0)
∣∣∣∣
P0=0
δΦ(P0) + . . .
(S13)
where we have ignored higher order terms. sc[Φ(0)] for
the reference system vanishes at Kauzmann temperature
TK , thus,
sc[Φ(0)] = ∆Cp(T − TK)/TK , (S14)
where ∆Cp is difference of specific heat between the liq-
uid and the periodic crystalline phase. It is evident from
the discussion in Sec. SI C, δΦ(P0), the change in po-
tential due to a non-zero P0 from the state P0 = 0, is
proportional to P0. Our reference state is a confluent
tightly packed state, any non-zero positive P0 increases
repulsive interaction facilitating dynamics. This suggests
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higher sc with increasing P0 while Ξ decreases. There-
fore, we can write the first order terms as
δsc[Φ(P0)]
δΦ(P0)
∣∣∣∣
P0=0
δΦ(P0) = κ¯cP0
δΞ[Φ(P0)]
δΦ(P0)
∣∣∣∣
P0=0
δΦ(P0) = −κ¯sP0. (S15)
Using Eqs. (S13-S15) in Eq. (S12), we obtain
ln
(
τ
τ0
)
=
k1 − k2P0
T − TK + κcP0 (S16)
where k1 = TKEΞ(0)/∆Cp, k2 = TKEκ¯s/∆Cp and
κc = TKκ¯c/∆Cp are all constants. Since the change
in potential in the low-P0 regime remains proportional
to P0, we expect Eq. (S16) to remain valid in the entire
region.
Large-P0 regime: The individual cells are able to
satisfy the perimeter constraint in this regime, hence the
actual value of P0 becomes irrelevant for the glassy dy-
namics and both sc and Ξ become independent of P0.
Therefore, we can simply write the RFOT theory expres-
sion for τ in this regime as
ln
(
τ
τ0
)
=
Ξ
T − TK , (S17)
where the detailed values of Ξ and TK for our system de-
pend on whether P0 is even or odd since Pi can have even
values only. Except this difference, the RFOT theory pa-
rameters, and hence the glassy dynamics, become inde-
pendent of P0. However, the vestige of P0-dependence
still remains in the dynamics through the high T proper-
ties of the system. We can not ignore the P0-dependence
of τ0 in this regime, and, as we show in the main text,
the difference in τ for different values of P0 can be un-
derstood in terms of τ0(P0).
System with λP = 0 and non-zero J : This system
lacks any particular reference state and this makes the
system different from that with λP 6= 0. Perturbative
expansion around a state with J = 0 is problematic and
therefore, we need to chose a system with a moderate
value of J . However, then any value of J is as good as
any other. One consequence of this is that we expect
the fragility of the system to be constant as discussed
in the main text. Since the repulsive interaction only
comes in the form of J , the trend of variation of sc and
Ξ with increasing J becomes opposite to that in the low-
P0 regime above. Considering the reference system at
a moderate value of J , we go through a similar set of
arguments and obtain the RFOT expression for τ as
ln
(
τ
τ0
)
=
k1 + k2J
T − TK − κcJ , (S18)
where k1, k2, TK and κc are constants. Note the opposite
signs of the constants k2 and κc in Eq. (S18) and Eq.
(S16). Fitting Eq. (S18) with simulation data for J = 1,
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FIG. S9: Behavior of CPM at the large-P0 regime for odd
values of P0. (a) 〈Pi〉 for odd values of P0 is slightly higher
than that for even P0. Right y-axis shows 〈Pi〉 − P0 as a
function of P0 which goes to zero with increasing P0 with a
slower rate than even P0. (b) Relaxation time τ as a function
of T for odd values of P0. These data are well fitted with
Eq. (6) in the main text with Ξ = 0.60 and TK = 0.058 and
τ0(P0) as a fitting parameter. τ0(P0) has a similar behavior
(not shown) as for even values of P0 shown in the inset of
Fig. (3b) in the main text. Lines are the RFOT theory fits.
(c) τ in the Angell plot representation agrees well with the
RFOT theory. (d) Plot of τ/τ0(P0) as a function of T for
different values of P0 follows a master curve, implying that
the glassiness for odd values of P0 is also independent of P0
in this regime.
we obtain k1 = 0.284, k2 = 0.84, TK = 0.04856 and κc =
0.157. Comparison of Eq. (S18) with the simulation data
is presented in the main text, Figs. 4(c) and 4(d).
SIV. STRETCHING EXPONENT FOR THE
DECAY OF Q(t)
It is well-known that the decay of self-overlap func-
tion Q(t) in a glassy system can be described through
a stretched exponential function [23], the Kohlrausch-
Williams-Watts (KWW) formula [24, 25] given by,
Q(t) = A exp[−(t/τ)β ], (S19)
where A is a constant, of the order of unity, τ , the re-
laxation time and β is the stretching exponent. RFOT
theory allows calculation of β through the fluctuation of
local free energy barriers ∆F [26]. We assume that ∆F
follows a Gaussian distribution given by,
P (∆F ) =
1√
2piσ2F
exp
[
− (∆F −∆F0)
2
2σ2F
]
(S20)
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FIG. S10: Results for λP = 0.25 (a-d) and λP = 1.0 (e-h). (a) τ as a function of T for different P0 with λP = 0.25. Symbols
are simulation data and lines are RFOT theory, Eq. (S16), with the constants provided in Table I. (b) Same data as in (a)
but shown in the Angell plot representation. (c) τ/τ0 as a function of T for different values of even P0 in the large-P0 regime
follow a master curve showing the P0-dependence in this regime comes from that in τ0. (d) Same as in (c) but for odd values
of P0. (e-h) Corresponding plots as in (a-d) for λP = 1.0. Qualitative nature of the results shown here are similar with those
for λP = 0.5 presented in the main text.
where ∆F0 is the mean of the distribution and σ
2
F is the
standard deviation, which gives a measure of the fluctu-
ation. Following Xia and Wolynes [26], we obtain β as
β =
[
1 +
(σF
T
)2]− 12
, (S21)
where we have set Boltzmann constant kB to unity.
For the Gaussian distribution of ∆F , we obtain [26],
δsc
〈sc〉 ∼
σF
∆F0
, (S22)
with δsc ∼
√
∆Cp/V , where V ∼ ξd is the typical vol-
ume of the mosaics. In the low-P0 regime, where we have
compared our RFOT theory predictions with the simula-
tion results, the length scale ξ of the mosaics, Eq. (S9),
is given by,
ξ ∼
[ k1 − k2P0
T − TK + κcP0
]1/(d−θ)
(S23)
and, 〈sc〉 ∼ ∆Cp
TK
(T − TK − κcP0). (S24)
Using Eqs. (S23) and (S24), we obtain
δsc
〈sc〉 ∝ (k1 − k2P0)
−1. (S25)
The mean free energy barrier (∆F0) is obtained, by using
R = ξ in Eq. (S8), as
∆F0 ∝
[ T (k1 − k2P0)2
T − TK + κcP0
]
. (S26)
Using Eqs. (S25), (S26) and (S22) in Eq. (S21), we
obtain β as
β =
[
1 +
{ B(k1 − k2P0)
T − TK + κcP0
}2]−1/2
(S27)
where B is a constant. It is well-known that RFOT the-
ory predicts the correct trends of β, but the absolute
values differ by a constant factor even for a particulate
system [26]. Since we are interested in the trend of β as
a function of P0, we multiply Eq. (S27) by a constant A
to account for this discrepancy and obtain
β = A
[
1 +
{ B(k1 − k2P0)
T − TK + κcP0
}2]−1/2
. (S28)
The constants k1, k2, TK and κc are already determined,
A and B are obtained through the fit of Eq. (S28) with
the simulation data for P0 = 25 as a function of T .
The decay of Q(t) at high T is stretched exponential
followed by a power law at long times. To avoid this
high T power-law regime in the data, we fit the data up
to a time τ , that is when Q(t) = 0.3 with Eq. (S19) and
obtain β as shown in Figs. 4 (e) and (f) in the main text.
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SV. DYNAMICS IN THE LARGE-P0 REGIME
FOR ODD VALUES OF P0
We now present the results for odd values of P0 in
the large-P0 regime. As stated in the main text, the
qualitative behaviors for odd P0 are similar to those with
even P0, however, since the cell perimeter can only be
even due to the underlying lattice, 〈Pi〉−P0 goes to zero
with increasing P0 at a slower rate than that for even P0
as shown in Fig. S9(a). The data for relaxation time τ as
a function of T is shown in Fig. S9(b) by symbols and the
corresponding RFOT theory fits of Eq. (6) in the main
text are shown by lines with Ξ = 0.60 and TK = 0.058;
τ0(P0) has a similar behavior as shown in the inset of Fig.
(4b) in the main text. The Angell plot representation, as
shown in Fig. S9(c) of the same data as presented in
Fig. S9(b), agrees well with the RFOT theory. Finally,
to show that glassiness in this regime for odd values of
P0 is also independent of P0, we plot τ/τ0 as a function
of T and find excellent data collapse for different values
of P0 as shown in Fig. S9(d) and the master curve agrees
well with the RFOT theory (line).
SVI. DYNAMICS FOR DIFFERENT λP
The qualitative behavior of the system for different val-
ues of λP remains same, although the quantitative values
of different parameters within the RFOT theory descrip-
tion depends on λP . For the results presented in the
main text, we have used λP = 0.5; here we present the
results for λP = 0.25 in Figs. S10 (a-d) and for λP = 1.0
in Figs. S10 (e-h). For the two values of λP , we show
τ as a function of T in the low-P0 regime for different
P0 in Figs. S10(a) and (e) and the corresponding Angell
plots in Figs. S10(b) and (f); the unusual sub-Arrhenius
behavior, found for λP = 0.5 as shown in the main text
is also present at these two different values of λP . The
glassy dynamics becomes independent of P0 in the large-
P0 regime as confirmed by the data collapse for τ/τ0 as
a function of T , shown in Figs. S10(c) and (d) for even
and odd values of P0 respectively for λP = 0.25 and in
Figs. S10(g) and (h) for even and odd values of P0 re-
spectively for λP = 1.0. This implies any P0-dependence
in this regime must come from that of τ0(P0). The sym-
bols in Fig. S10 are simulation data and the lines are
RFOT theory predictions, Eq. (S16), with the constants
given in Table I.
TABLE I: Values of the constants k1, k2, κc and TK , appear-
ing in Eq. (S16), for different values of λP .
λP k1 k2 κc TK
0.25 21.4929 0.610723 0.146849 3.45708
0.5 42.6428 1.21128 0.307531 7.07889
1.0 73.7929 2.21207 0.685 16.3378
 1.5
 2
 2.5
 3
 3.5
 4
 4.5
 0  5  10  15  20  25
120X120
200X200 
 1.5
 2
 2.5
 3
 3.5
 4
 4.5
 0  5  10  15  20  25
120X120
200X200 
lo
g
⌧
<latexit sha1_base64="u9JbTd1WGDI8zJrBsF7Nex8+JYk=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ac0oWy2m3bpZhN3J0Ip/RNePCji1b/jzX/jts1BWx8MPN6bYWZemEph0HW/ncLa+sbmVnG7tLO7t39QPjxqmSTTjDdZIhPdCanhUijeRIGSd1LNaRxK3g5HtzO//cS1EYl6wHHKg5gOlIgEo2ilji+TgY8065UrbtWdg6wSLycVyNHolb/8fsKymCtkkhrT9dwUgwnVKJjk05KfGZ5SNqID3rVU0ZibYDK/d0rOrNInUaJtKSRz9ffEhMbGjOPQdsYUh2bZm4n/ed0Mo+tgIlSaIVdssSjKJMGEzJ4nfaE5Qzm2hDIt7K2EDammDG1EJRuCt/zyKmnVqt5FtXZ/Wanf5HEU4QRO4Rw8uII63EEDmsBAwjO8wpvz6Lw4787HorXg5DPH8AfO5w8yp5AS</latexit>
T
<latexit sha1_base64="wuUeoCr40AnIpr753sXMM0828Vs=">AAAB6HicbVDLSgNBEOyNrxhfUY9 eBoPgKexGQY9BLx4TyAuSJcxOepMxs7PLzKwQQr7AiwdFvPpJ3vwbJ8keNLGgoajqprsrSATXxnW/ndzG5tb2Tn63sLd/cHhUPD5p6ThVDJssFrHqBFSj4BKbhhuBnUQhjQKB7WB8P/fbT6g0j2XDTBL0IzqUP OSMGivVG/1iyS27C5B14mWkBBlq/eJXbxCzNEJpmKBadz03Mf6UKsOZwFmhl2pMKBvTIXYtlTRC7U8Xh87IhVUGJIyVLWnIQv09MaWR1pMosJ0RNSO96s3F/7xuasJbf8plkhqUbLkoTAUxMZl/TQZcITNiYgl littbCRtRRZmx2RRsCN7qy+ukVSl7V+VK/bpUvcviyMMZnMMleHADVXiAGjSBAcIzvMKb8+i8OO/Ox7I152Qzp/AHzucPsPeM3A==</latexit>
T
<latexit sha1_base64="wuUeoCr40AnIpr753sXMM0828Vs=">AAAB6HicbVDLSgNBEOyNrxhfUY9 eBoPgKexGQY9BLx4TyAuSJcxOepMxs7PLzKwQQr7AiwdFvPpJ3vwbJ8keNLGgoajqprsrSATXxnW/ndzG5tb2Tn63sLd/cHhUPD5p6ThVDJssFrHqBFSj4BKbhhuBnUQhjQKB7WB8P/fbT6g0j2XDTBL0IzqUP OSMGivVG/1iyS27C5B14mWkBBlq/eJXbxCzNEJpmKBadz03Mf6UKsOZwFmhl2pMKBvTIXYtlTRC7U8Xh87IhVUGJIyVLWnIQv09MaWR1pMosJ0RNSO96s3F/7xuasJbf8plkhqUbLkoTAUxMZl/TQZcITNiYgl littbCRtRRZmx2RRsCN7qy+ukVSl7V+VK/bpUvcviyMMZnMMleHADVXiAGjSBAcIzvMKb8+i8OO/Ox7I152Qzp/AHzucPsPeM3A==</latexit>
lo
g
⌧
<latexit sha1_base64="u9JbTd1WGDI8zJrBsF7Nex8+JYk=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ac0oWy2m3bpZhN3J0Ip/RNePCji1b/jzX/jts1BWx8MPN6bYWZemEph0HW/ncLa+sbmVnG7tLO7t39QPjxqmSTTjDdZIhPdCanhUijeRIGSd1LNaRxK3g5HtzO//cS1EYl6wHHKg5gOlIgEo2ilji+TgY8065UrbtWdg6wSLycVyNHolb/8fsKymCtkkhrT9dwUgwnVKJjk05KfGZ5SNqID3rVU0ZibYDK/d0rOrNInUaJtKSRz9ffEhMbGjOPQdsYUh2bZm4n/ed0Mo+tgIlSaIVdssSjKJMGEzJ4nfaE5Qzm2hDIt7K2EDammDG1EJRuCt/zyKmnVqt5FtXZ/Wanf5HEU4QRO4Rw8uII63EEDmsBAwjO8wpvz6Lw4787HorXg5DPH8AfO5w8yp5AS</latexit>
(a) (b)
FIG. S11: Finite system size effects are negligible in our re-
sults. We plot τ as a function of T for two different systems of
sizes 120× 120 and 200× 200 for P0 = 24 in (a) and P0 = 32
in (b). Data for the two systems overlap. Cell sizes of average
area 40 are same in these two systems.
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FIG. S12: Systems with varying cell sizes have different aver-
age cell areas. This sets the value of P0 separating the low-P0
and large-P0 regimes as it is a geometric effect. Except this,
the qualitative behavior of the system remains same as with
other cell sizes. (a) τ as a function of T for different P0, (b)
same data as in (a) in the Angell plot representation. Sym-
bols are simulation data and lines are the RFOT theory, Eq.
(S16), with the constants quoted in the text.
SVII. EFFECT OF FINITE SYSTEM SIZES ON
THE DYNAMICS
To investigate the effect of finite sizes of the system
on the dynamics, we have looked at several systems of
different sizes L×L where L varies from 80 to 200 keeping
the sizes of the cells same, i.e., of area 40. We find that
the results for the system size 120 × 120 that we have
mainly investigated and presented the results in the main
text remain unchanged when we use larger system sizes.
For a comparison, we show τ as a function of T for two
different systems in Fig. S11 for P0 = 24 and 32, the
data for the two systems are essentially same.
SVIII. EFFECT OF DIFFERENT CELL SIZES
We have shown in the main text that the two different
regimes result due to geometric constraint where the cells
can not fully satisfy the perimeter constraint in the low-
P0 regime whereas they are able to satisfy it in the large-
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FIG. S13: Observed shape index, q = 〈Pi/
√
Ai〉, for the CPM
and that obtained via the voronoi tessellation of the centers
of mass of the cells. (a) Two estimates are plotted in two dif-
ferent scales to emphasize their qualitatively similar behavior
as a function of P0. (b) They are plotted on the same scale to
highlight that voronoi tessellation underestimates the value of
q in comparison to its actual value in CPM, the discrepancy
becomes larger at higher P0.
P0 regime. As we vary the sizes of cells in the system,
numerical value of P0 representing the transition from
one regime to the other changes, but apart from that,
the qualitative behavior of the system remains same. We
have verified this with different systems of various cell
sizes. We present simulation data of τ as a function of
T for a system of size 180 × 180 with average cell area
90 and 360 total number of cells in Fig. S12 (a) and the
same data in Angell plot representation in Fig. S12 (b).
We have used λP = 0.5 for these simulations to compare
the results with those presented in the low-P0 regime in
the main text. For average cell area 90, the minimum
possible perimeter is 38, thus, we expect the transition
point to be somewhere between 39 and 40. Lines in Fig.
S12 represent plots of RFOT theory, Eq. S16, with the
parameters as follows: τ0 = 68.72, k1 = 71.9, k2 = 1.39,
κc = 0.29 and TK = 9.37. We have checked (data not
presented) that glassiness in the large-P0 regime becomes
independent of P0. Thus, the main features of glassiness
in this system are similar to those for the system with
average cell area 40 as presented in the main text.
SIX. DIFFERENCE OF CPM AND
VERTEX-BASED MODELS
CPM and vertex-based models can be viewed as the
lattice based model and its continuum version respec-
tively for a confluent cellular system. The qualitative
behavior for the results obtained via the two models with
the same energy function are expected to be same since
the primary difference between the models are how en-
ergy is minimized. However, there are a number of dif-
ferences at the quantitative level.
• CPM, being a lattice based model, the ratio of min-
imum perimeter to square root of area as well as
the shape of this polygon depend on the underly-
ing lattice structure, for example, for the square
lattice used in our simulation, these are 4 and a
square respectively.
• As shown in Sec. SI D, T1 transitions are naturally
included within CPM [3, 4] whereas they need to
be externally implemented in vertex-based models
with a certain rate [14].
• Shapes of the cellular perimeter can in principle
be arbitrary within CPM, whereas it is by con-
struction a straight line between two vertices in the
vertex-based models or can at most vary with a cer-
tain curvature [6, 27]. We show the observed shape
index q = 〈Pi/
√
Ai〉 for different values of P0 at a
fixed T = 5.0 in Fig. S13 from the two different
estimates. First, we obtain the actual values of q
in the CPM, second, we construct a voronoi tessel-
lation for the centers of mass of the cells and obtain
q for that system. We find that though the quali-
tative trends for both estimates are similar, that is
they both monotonically increase with P0 as shown
in Fig. S13(a) (note the difference in scales), the
voronoi tessellation underestimates q as shown in
Fig. S13(b); the discrepancy becomes higher at
larger P0 where the voronoi tessellation can not ac-
count for nonlinear cell boundaries.
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