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Abstract
The new idea is to study the stability behavior of the solution x = x(t) of the initial value problem x˙ = Ax, t t0, x(t0) = x0,
with A ∈ Cn×n, in a weighted (semi-) norm ‖ · ‖R where R is taken as an appropriate solution of the matrix eigenvalue problem
RA+A∗R=R, rather than as the solution of the algebraic Lyapunov matrix equationRA+A∗R=−S with given positive (semi-)
deﬁnite matrix S. Substantially better results are obtained by the new method. For example, if A is diagonalizable and all eigenvalues
i (A) have negative real parts, i.e., Re i (A)< 0, i = 1, . . . , n, then = i = 2Re i (A)< 0, the associated eigenmatrices R =Ri
are positive semi-deﬁnite, and ‖x(t)‖Ri = ‖x0‖Ri eRe i (A)(t−t0) → 0(t → ∞), which is much more than the old result, which
only states that limt→∞ x(t) = 0. Especially, the semi-norms ‖ · ‖Ri have a decoupling and ﬁlter effect on x(t). Further, new
two-sided bounds (depending on x0) for the asymptotic behavior can be derived. The best constants in the bounds are obtained by
the differential calculus of norms.Applications are made to free linear dynamical systems, and computations underpin the theoretical
ﬁndings.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In [26, Section 5.2.3, pp. 126–128], the stability of the solution x = x(t) of the initial value problem (IVP) x˙ =
Ax, t t0, x(t0) = x0, with A ∈ Rn×n, is investigated in a weighted (semi-) norm ‖ · ‖R where R is taken as the
solution of the algebraic Lyapunov matrix equation RA + ATR = −S with given positive semi-deﬁnite matrix S. The
main and new idea in the present paper is to replace −S by R so that for A ∈ Cn×n matrix AT is replaced by A∗
and equation RA + A∗R = −S is replaced by RA + A∗R = R. If one takes R as an appropriate solution of this
matrix eigenvalue problem, we shall see that the results are new and much better then those in [26], and in any case
they are surprising and unexpected. For example, if A is diagonalizable, then a subset of the eigenvalues i are given
by i = 2Re i (A) = 2Re i (A∗) = 2Re i (A), where i (A) are the eigenvalues of matrix A and i (A∗) = i (A)
are the eigenvalues of A∗, further the eigenmatrices Ri are given byRi = u∗i ui , where u∗i are the right (column)
eigenvectors of A∗ and ui are the left (row) eigenvectors of A, the eigenmatrices Ri are positive semi-deﬁnite, and
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ﬁnally ‖x(t)‖Ri = ‖x0‖Ri eRe i (A)(t−t0), i = 1, . . . , n. As a consequence, the semi-norms ‖ · ‖Ri have a decoupling
and ﬁlter effect on the solution of the above IVP. Based hereupon, new two-sided bounds (depending on the initial
condition x(t0)= x0) for the asymptotic behavior of the solution x = x(t) can be derived which considerably improve
earlier estimates in [16]. Numerical computations conﬁrm the theoretical results.
The paper is structured as follows. In Section 2, we investigate the more general matrix eigenvalue problem
WA + BW = W , i.e., when A∗ is replaced by a general matrix B, where B can be any square matrix, whose di-
mension needs not be identical with that of A. The reason to study WA + BW = W separately is that this eigenvalue
problem could be of interest in its own right. Then, in Section 3, we replace B by A∗ (the adjoint of A ∈ Cn×n). The
associated matrix eigenvalue problem is VA + A∗V = V . The eigenvalues  are given by  = ij = i (A) + j (A)
and the associated eigenmatrices V by V = V (i,j) = u∗i uj , i, j = 1, . . . , n. Of special interest now are the eigenvalues
i := ii = 2Rei (A) = 2Re i (A∗) because the associated eigenmatrices Ri = V (i,i) = u∗i ui for i = 1, . . . , n turn
out to be positive semi-deﬁnite. In Section 4, the results of Section 3 are employed to study the solution x = x(t) of
x˙=Ax, t t0, x(t0)=x0, by means of the special weighted semi-norms ‖·‖Ri , i=1, . . . , n. Especially, new two-sided
bounds on x = x(t) are derived, where these two-sided bounds depend on x0 and adapt faster to the curve y = ‖x(t)‖
than the old ones . In the three Sections 2–4, we ﬁrst study the case when the given matrices are diagonalizable, and
then the case of general square matrices and their transformation into canonical Jordan form. The reason for this plan
is that diagonalizable matrices are most important in applications and that the obtained lemmas and theorems are
much simpler to formulate than in the general case. In Section 5, the results are applied to a free linear dynamical
system in the form of a multi-mass vibration chain described by the IVP My¨ + By˙ + Ky = 0, y(t0) = y0, y˙(t0) = y˙0,
where M, B, and K are the mass, damping, and stiffness matrices, as the case may be, and where y is the displace-
ment vector. In state-space description, this system can be cast into the form x˙ = Ax, x(t0) = x0. We compare old
upper bounds with the new upper bounds depending on x0, and also give new lower bounds on x(t). The optimal
constants in the bounds are computed by the differential calculus of norms developed by the author in earlier work, see
[14–21]. In Section 6, we draw some conclusions. Refs. [1–4,6,7,9–12,24,27–32,34–36] are given even though they
are not directly used in this paper in order to provide the reader with some additional material useful in the discussed
subject.
2. The general matrix eigenvalue problem WA + BW = W
The nonhomogeneous matrix equation XA + BX = C has been dealt with formerly, e.g., in [25,23], whereas the
associated matrix eigenvalue problem WA + BW = W has been studied in [2]; however, only in the case when B and
A are diagonalizable, and no applications were given.
In this section,we solve the above eigenvalue problemalso for general squarematricesB andA. Use of the eigenmatrix
can be made in the special case B =A∗, which is studied in Section 3. Then, in Section 4, the eigenmatrix is employed
to deﬁne a special weighted semi-scalar product, which turns out to be a very powerful tool in studying the behavior
of the solution of the IVP x˙ = Ax, x(t0) = x0, revealing unexpected results.
2.1. The matrix eigenvalue problem WA + BW = W and its transformation into a standard eigenvalue problem
The matrix eigenvalue problem
WA + BW = W resp. BW +WA = W (1)
consists in the following:
Given m, n ∈ N and B ∈ Cm×m, A ∈ Cn×n, we seek  ∈ C and W ∈ Cm×n, W = 0, such that (1) is fulﬁlled.  is
called eigenvalue and W associated eigenmatrix of (1) belonging to the eigenvalue .
To transform (1) into a standard eigenvalue problem, let
W =
⎡
⎢⎢⎣
w11
w21
...
wm1
∣∣∣∣∣∣∣∣
w12
w22
...
wm2
∣∣∣∣∣∣∣∣ . . .
∣∣∣∣∣∣∣∣
w1n
w2n
...
wmn
⎤
⎥⎥⎦= [w1, w2, . . . , wn], (2)
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where wi is the ith column of W. Further, set
w =
⎡
⎢⎢⎣
w1
w2
...
wn
⎤
⎥⎥⎦ ∈ Cm·n, (3)
i.e., w is the column vector whose components consist of the components of the column vectors w1, w2, . . . , wn.
Finally, let Em resp. En be the m × m—resp. n × n—identity matrix and
G := En ⊗ B + AT ⊗ Em, (4)
where ⊗ denotes the Kronecker product (cf. [22, p. 277]). Then, G ∈ C(mn)×(mn) and (1) can be transformed into the
standard eigenvalue problem
Gw = w. (5)
From (5), which is equivalent to (1), we conclude that (1) has exactly mn eigenvalues provided that equal eigenvalues
are counted according to their algebraic multiplicity. However, as a rule, it is unwise to solve (5) instead of (1) because
of its high dimension for largem and n and because of other reasons, which will become apparent in the next subsection.
Namely, in Section 2.2, we shall determine the eigenvalues of (1) from the eigenvalues  of B and  of A as well as
construct the associated eigenmatrix W from the right (column) eigenvectors of B and the left (row) eigenvectors of A.
Remark. In [23, p. 1], theKronecker product is also used to transform the inhomogeneousmatrix equationXA+BX=C
into an ordinary linear matrix vector equation Gx = c.
2.2. Solution of the matrix eigenvalue problem WA + BW = W for diagonalizable matrices B and A
The results of Lemma 1 and Theorem 2 have already been obtained in [2].
Lemma 1. Let  be an eigenvalue of B ∈ Cm×m and v an associated right (column) eigenvector, further, let  be an
eigenvalue of A ∈ Cn×n and u an associated left (row) eigenvector. Set
= +  (6)
and
W = vu. (7)
Then,  is an eigenvalue of (1) and W ∈ Cm×n an associated eigenmatrix.
The question now arises as to whether one gets all eigenvalues and all associated eigenmatrices in this way. The
answer is probably yes. In a special case, one can show this without difﬁculty, as the next theorem shows.
Theorem 2. Let B ∈ Cm×m and A ∈ Cn×n both be diagonalizable. Let i be the eigenvalues of B and vi be the
associated right eigenvectors for i = 1, . . . , m; further, let j be the eigenvalues of A and uj be the associated left
eigenvectors of A for j = 1, . . . , n, i.e.,
Bvi = ivi , i = 1, . . . , m (8)
and
ujA = j uj , j = 1, . . . , n. (9)
Then,
ij = i + j , i = 1, . . . , m, j = 1, . . . , n (10)
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are the mn eigenvalues of (1) and
W(i,j) := viuj , i = 1, . . . , m, j = 1, . . . , n (11)
are the mn associated eigenmatrices. Furthermore, the set of eigenmatrices (11) forms a basis of Cm×n.
2.3. Solution of the matrix eigenvalue problem WA + BW = W for general square matrices B and A
We now consider the general case when both matrices B and A are decomposed into their respective Jordan forms.
These decompositions are always possible, and they are unique up to the arrangement of the Jordan blocks. The results
seem to be new.
Now, there exists a regular matrix V ∈ Cm×m such that
V −1BV = JB = diag(JB,i )i=1,...,r (12)
with
JB,i =
⎡
⎢⎢⎢⎢⎣
i 1
i 1
. . .
. . .
i 1
i
⎤
⎥⎥⎥⎥⎦ , (13)
where JB,i ∈ Cmi×mi and
∑r
i=1mi = m.
Let
V = [v(1), v(2), . . . , v(r)] (14)
be a decomposition of V corresponding to that of JB = diag(JB,i )i=1,...,r and let
v(i) = [v(i)1 , v(i)2 , . . . , v(i)mi ], i = 1, . . . , r , (15)
i.e.,
V = [[v(1)1 , v(1)2 , . . . , v(1)m1 ], [v(2)1 , v(2)2 , . . . , v(2)m2 ], . . . , [v(r)1 , v(r)2 , . . . , v(r)mr ]]. (16)
Then,
Bv
(i)
k = iv(i)k + v(i)k−1, k = 1, . . . , mi (17)
with v(i)0 = 0, i = 1, . . . , r , that is, the column vectors v(i)1 , . . . , v(i)mi form a chain of right principal vectors pertinent
to the eigenvalues i for i = 1, . . . , r .
Similarly, there exists a regular matrix U ∈ Cn×n such that
UAU−1 = JA = diag(JA,j )j=1,...,s (18)
with
JA,j =
⎡
⎢⎢⎢⎢⎣
j
1 j
. . .
. . .
1 j
1 j
⎤
⎥⎥⎥⎥⎦ , (19)
where JA,j ∈ Cnj×nj and
∑s
j=1nj = n.
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Let
U =
⎡
⎢⎣
u(1)
u(2)
. . .
u(s)
⎤
⎥⎦ (20)
be a decomposition of U corresponding to that of JA = diag(JA,j )j=1,...,s and let
u(j) =
⎡
⎢⎢⎢⎣
u
(j)
1
u
(j)
2
. . .
u
(j)
nj
⎤
⎥⎥⎥⎦ , j = 1, . . . , s, (21)
i.e.,
U = [[u(1)1
T
, u
(1)
2
T
, . . . , u(1)n1
T], [u(2)1
T
, u
(2)
2
T
, . . . , u(2)n2
T], . . . , [u(s)1
T
, u
(s)
2
T
, . . . , u(s)ns
T]]T. (22)
Then,
u
(j)
l A = j u(j)l + u(j)l−1, l = 1, . . . , nj (23)
with u(j)0 = 0, j = 1, . . . , s, that is, the row vectors u(j)1 , . . . , u(j)nj form a chain of left principal vectors pertinent to
the eigenvalues j for j = 1, . . . , s.
One has the following theorem, whose proof is left to the reader.
Theorem 3. Let B ∈ Cm×m with the decomposition (12), (13), let v(i)k , k = 1, . . . , mi , be the right principal (column)
vectors corresponding to the eigenvalues i for i=1, . . . , r . Likewise, letA ∈ Cn×n with the decomposition (18), (19),
let u(j)l , l = 1, . . . , nj , be the left principal (row) vectors corresponding to the eigenvalues j for j = 1, . . . , s. Then,
the matrices
W
(i,j)
kl := v(i)k u(j)l , (24)
k = 1, . . . , mi, i = 1, . . . , r, l = 1, . . . , nj , j = 1, . . . , s, form a basis of Cm×n.
Remark. In case B and A are diagonalizable, one obtains back the results of Theorem 2.
3. The more special matrix eigenvalue problem VA + A∗V = μV
Starting point to encounter the matrix eigenvalue problem
VA + A∗V = V (25)
with A ∈ Cn×n was the method to investigate the IVP x˙ = Ax, x(t0) = x0, with A ∈ Rn×n, described in [26,
Section 5.2.3, pp. 126–128]. In the following, we explain this method for the more general case A ∈ Cn×n. In order to
do so, consider the solution x = x(t) of the IVP in an appropriate weighted norm
‖x(t)‖2R = (Rx(t), x(t)), t t0,
where (·, ·) is a scalar product on Cn. On differentiating both sides delivers
d
dt
‖x(t)‖2R = (Rx˙, x) + (Rx, x˙) = (RAx, x) + (Rx,Ax) = ([RA + A∗R]x, x).
Now, choose a positive deﬁnite matrix S ∈ Cn×n and solve the algebraic Lyapunov matrix equation
RA + A∗R = −S.
L. Kohaupt / Journal of Computational and Applied Mathematics 213 (2008) 142–165 147
Then, if Re j (A)< 0, j =1, . . . , n, it is known that there exists a unique positive deﬁnite solution R (cf. [26, Sections
5.2.3 and 13.2]). Taking this solution R, we obtain
d
dt
‖x(t)‖2R = −(Sx, x) = −‖x(t)‖2S, t t0,
where ‖ · ‖S is a weighted norm. In [26, Section 5.2.3, pp. 126–128], it is reasoned that, from the last equation, one
can infer limt→∞ x(t)= 0; if S is only positive semi-deﬁnite, this can also be inferred if additionally the observability
condition
rank[S|A∗S|A∗2S|...|A∗n−1S] = n
is fulﬁlled. Now, the author had the idea to replace −S by R so that one gets
RA + A∗R = R.
If < 0 and R is positive deﬁnite or at least positive semi-deﬁnite, then one gets
d
dt
‖x(t)‖2R = ‖x(t)‖2R, t t0
with the solution
‖x(t)‖2R = ‖x0‖2R e(t−t0) → 0 (t → ∞)
which is much more than limt→∞ x(t) = 0.
In this section, we shall see that the idea to replace −S by R will be successful, even though the details will turn
out to be somewhat more involved. Some unexpected results emerge.
We have started with the general case in Section 2 because it can be solved in a simple way and because the obtained
lemmas and theorems may be of interest in their own right. By setting B =A∗ in this section, we get some interesting
results.
3.1. Solution of the matrix eigenvalue problem VA + A∗V = V for diagonalizable matrix A
As a special case of Theorem 2, we obtain the following theorem.
Theorem 4. Let A ∈ Cn×n be diagonalizable. Let j be the eigenvalues and uj be the associated left eigenvectors of
A for j = 1, . . . , n; further, let A∗ ∈ Cn×n be the adjoint matrix of A, so that vi = u∗i are the right eigenvectors of A∗
corresponding to the eigenvalues i of A∗ for i = 1, . . . , n, i.e.,
A∗u∗i = iu∗i , i = 1, . . . , n (26)
and
ujA = j uj , j = 1, . . . , n. (27)
Then,
ij = i + j , i, j = 1, . . . , n (28)
are the n2 eigenvalues of (25) and
V (i,j) = u∗i uj , i, j = 1, . . . , n (29)
are the n2 associated eigenmatrices of (25). Furthermore, the set of eigenmatrices (29) forms a basis of Cn×n.
Of special interest in Theorem 4 is the case j = i, as the next theorem shows.
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Theorem 5. Let A ∈ Cn×n be diagonalizable, and let the eigenvalues and left eigenvectors of A be given by (27).
Then,
i := ii = i + i = 2Re i = 2Re i (30)
is an eigenvalue of (25) and
Ri := V (i,i) = u∗i ui (31)
is an associated eigenmatrix for i=1, . . . , n.Especially, the eigenmatricesRi are positive semi-deﬁnite for i=1, . . . , n.
So, it is possible to deﬁne a semi-scalar product by
(u, v)Ri := (Riu, v), u, v ∈ Cn (32)
and hereby the semi-norm
‖u‖Ri :=
√
(u, u)Ri , u ∈ Cn. (33)
The sesquilinear form (32) has the property of a scalar product except the property of deﬁnitiveness, i.e., we have
‖u‖Ri 0, but from ‖u‖Ri = 0 we cannot infer u = 0. However, one has the following interesting theorem.
Theorem 6. Let A ∈ Cn×n be diagonalizable, where the eigenvalues and eigenvectors of A are given by (27); let
Ri := V (i,i) = u∗i ui, i = 1, . . . , n. Then, the matrix
R :=
n∑
i=1
Ri (34)
is positive deﬁnite.
Theorem 6 will turn out to be a special case of Theorem 8 so that we can skip the proof.
3.2. Solution of the matrix eigenvalue problem VA + A∗V = V for general square matrix A
In the general case, we assume the canonical Jordan form (18), (19) leading to (22), (23). According to [13, p. 41],
the eigenvalues i of A∗ have the same algebraic multiplicity as the eigenvalues i of matrix A. So,
s = r ,
i = i ,
ni = mi ,
v
(i)
k = u(i)
∗
k , k = 1, . . . , mi , (35)
i = 1, . . . , r , and thus
A∗u(i)
∗
k = iu(i)
∗
k + u(i)
∗
k−1 (36)
with u(i)
∗
0 = 0, k = 1, . . . , mi, i = 1, . . . , r . This leads to the following theorem.
Theorem 7. Let A ∈ Cn×n, let its canonical Jordan form be given by (18), (19). Then, the matrices
V
(i,j)
kl = u(i)
∗
k u
(j)
l , (37)
k = 1, . . . , mi , i = 1, . . . , r , l = 1, . . . , mj , j = 1, . . . , r, form a basis of Cn×n.
Theorem 7 is a special case of Theorem 3.
Further, Theorem 6 is generalized as follows.
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Theorem 8. Let A ∈ Cn×n, and let its canonical Jordan form be given by (18), (19). Deﬁne
R
(k,k)
i := u(i)
∗
k u
(i)
k , k = 1, . . . , mi, i = 1, . . . , r (38)
and
Ri :=
mi∑
k=1
R
(k,k)
i , i = 1, . . . , r (39)
as well as
R :=
r∑
i=1
Ri . (40)
Then, R(k,k)i , k = 1, . . . , mi, i = 1, . . . , r , and consequently all Ri, i = 1, . . . , r , are positive semi-deﬁnite, and R is
positive deﬁnite.
Proof. (i) To show that R(k,k)i , k = 1, . . . , mi, i = 1, . . . , r , are positive semi-deﬁnite is left to the reader.
(ii) Since R is evidently Hermitian, it remains to show that (Ru, u)> 0, 0 = u ∈ Cn. Now, we have
R
(k,k)
i = u(i)
∗
k u
(i)
k =
⎡
⎢⎢⎢⎢⎢⎣
u¯
(i)
k1
u¯
(i)
k2
...
u¯
(i)
kn
⎤
⎥⎥⎥⎥⎥⎦
[
u
(i)
k1 , u
(i)
k2 , . . . , u
(i)
kn
]
=
⎡
⎢⎢⎢⎢⎢⎣
u¯
(i)
k1u
(i)
k1 u¯
(i)
k1u
(i)
k2 . . . u¯
(i)
k1u
(i)
kn
u¯
(i)
k2u
(i)
k1 u¯
(i)
k2u
(i)
k2 . . . u¯
(i)
k2u
(i)
kn
...
...
...
u¯
(i)
knu
(i)
k1 u¯
(i)
knu
(i)
k2 . . . u¯
(i)
knu
(i)
kn
⎤
⎥⎥⎥⎥⎥⎦ . (41)
Thus,
R =
⎡
⎢⎢⎢⎢⎢⎣
∑r
i=1
∑mi
k=1u¯
(i)
k1u
(i)
k1
∑r
i=1
∑mi
k=1u¯
(i)
k1u
(i)
k2 . . .
∑r
i=1
∑mi
k=1u¯
(i)
k1u
(i)
kn∑r
i=1
∑mi
k=1u¯
(i)
k2u
(i)
k1
∑r
i=1
∑mi
k=1u¯
(i)
k2u
(i)
k2 . . .
∑r
i=1
∑mi
k=1u¯
(i)
k2u
(i)
kn
...
...
...∑r
i=1
∑mi
k=1u¯
(i)
knu
(i)
k1
∑r
i=1
∑mi
k=1u¯
(i)
knu
(i)
k2 . . .
∑r
i=1
∑mi
k=1u¯
(i)
knu
(i)
kn
⎤
⎥⎥⎥⎥⎥⎦ . (42)
Let
(43)
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and let ci, i = 1, . . . , n, be the column vectors of U. Then,
R =
⎡
⎢⎢⎣
(c1, c1) (c2, c1) . . . (cn, c1)
(c1, c2) (c2, c2) . . . (cn, c2)
...
...
...
(c1, cn) (c2, cn) . . . (cn, cn)
⎤
⎥⎥⎦= G = (Gij ) (44)
with
Gij = (cj , ci), i, j = 1, . . . , n.
G is called Gram’s matrix. From [33, p. 139; 5, p. 178, Theorem 8.7.2 ], it follows that (Gu, u)> 0, u ∈ Cn, u = 0,
if and only if the column vectors c1, . . . , cn are linearly independent. But this is true since the row vectors u(i)k , k =
1, . . . , mi, i = 1, . . . , r , are linearly independent; in fact, they form a basis of Cn. 
Remark. If A is diagonalizable, then r = n and mi = 1, i = 1, . . . , n, so that Theorem 6 follows from Theorem 8.
4. Study of the solution vector x(t) of x˙ = Ax, x(t0) = x0 by means of special weighted norms
At the beginning of Section 2, we have motivated how we encountered the new matrix eigenvalue problem RA +
A∗R=R. In Section 3, it was shown that a subset of the eigenvalues i is given by i =2Re i (A)=2Re i (A∗) and
that the associated eigenmatrices Ri are formed by Ri =u∗i ui , where ui is the left eigenvector of a pertinent eigenvalue
i (A) and u∗i is a right eigenvector pertinent to i (A∗) = i (A). Further, it was shown that the eigenmatrices Ri are
positive semi-deﬁnite.
Based on this, in the present section, it will be proven that ‖x(t)‖2Ri = ‖x0‖2Ri ei (t−t0). This leads to the derivation
of new two-sided bounds on the solution x = x(t) of the IVP x˙ = Ax, x(t0) = x0, which depend on x0.
Again, we ﬁrst treat the case when A is diagonalizable and then the case of a general square matrix A.
4.1. Matrix A is diagonalizable
As ﬁrst important result, we have
Theorem 9 (Decoupling and ﬁlter effect of the semi-norm ‖ · ‖Ri ). Let A ∈ Cn×n be diagonalizable. Let i and Ri for
i=1, . . . , n be given by (30) and (31), respectively, and R by (34). Let x(t) be the solution of the IVP x˙=Ax, x(t0)=x0.
Then,
d
dt
‖x(t)‖2Ri = i‖x(t)‖2Ri , t t0 (45)
and thus
‖x(t)‖2Ri = ‖x0‖2Ri ei (t−t0), t t0, (46)
i = 1, . . . , n. Consequently,
‖x(t)‖2R =
n∑
i=1
‖x(t)‖2Ri =
n∑
i=1
‖x0‖2Ri ei (t−t0), t t0. (47)
Proof. Let i ∈ {1, . . . , n}. Then
d
dt
‖x(t)‖2Ri =
d
dt
(Rix, x) = (Ri x˙, x) + (Rix, x˙) = (RiAx, x) + (Rix,Ax)
= ([RiA + A∗Ri]x, x) = (iRix, x) = i (Rix, x) = i‖x(t)‖2Ri ,
so that (45) is shown. Relations (46) and (47) follow from (45) and (34). 
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Remark. Besides (45), one has
d
dt
‖x(t)‖Ri =
i
2
‖x(t)‖Ri , t t0 (48)
from which
‖x(t)‖Ri = ‖x0‖Ri e(i /2)(t−t0) = ‖x0‖Ri eRe i (A)(t−t0), t t0 (49)
follows.
Proof. To deduce (48), we employ the differential calculus of norms developed in [16]. For this, let x0 = 0. Then,
according to (47), x(t) = 0, t0. Consequently, D+‖x(t)‖Ri = (d/dt)‖x(t)‖Ri , and due to [16, (5), (54)], with x(t)
instead of s(t), with t instead of t0, and (·, ·)Ri instead of (·, ·), we obtain
d
dt
‖x(t)‖Ri =
Re(x, x˙)Ri
‖x‖Ri
= Re(x,Ax)Ri‖x‖Ri
= 1
2
([RiA + A∗Ri]x, x)
‖x‖Ri
= 1
2
i‖x‖Ri . 
Interpretation of Theorem 9: Relations (45) and (46) mean that the semi-norms ‖ · ‖Ri have a decoupling effect in
the sense that we obtain decoupled differential equations, and they have a ﬁlter effect in the sense that only the real part
of the ith eigenvalue is passed, whereas the pertinent imaginary part and all other eigenvalues are suppressed.
Based on Theorem 9, we can prove the next lemma.
Lemma 10. Let A ∈ Cn×n be diagonalizable. Let Ri be given by (31) and R by (34). Further, let
i (t) := (x0, u∗i )eRe i (A)(t−t0), t t0, (50)
i = 1, . . . , n, as well as
(t) := [1(t),2(t), . . . ,n(t)]T. (51)
Then,
|(x0, u∗i )| = ‖x0‖Ri , (52)
i = 1, . . . , n, and
‖x(t)‖R = ‖(t)‖2, t t0. (53)
Proof. (i) First, we show (52). For this, let i ∈ {1, . . . , n}. Then,
‖x0‖2Ri = (Rix0, x0) = (u∗i uix0, x0) = (uix0, uix0) = |uix0|2 = |(x0, u∗i )|2.
(ii) Next, we prove (53). One has
‖x(t)‖2R =
n∑
i=1
‖x0‖2Ri e2 Re i (A)(t−t0) =
n∑
i=1
|i (t)|22 = ‖(t)‖22. 
Lemma 10 allows one to derive two-sided bounds depending on the initial vector x0.
Theorem 11 (Two-sided bound depending on x0). Let A ∈ Cn×n be diagonalizable, and let ‖ · ‖2 and ‖ · ‖∞ be the
usual vector norms on Cn. Let (t) be deﬁned by (51) and (50). Then, there exist positive constants X0,2 and X1,2 as
well as X0,∞ and X1,∞ such that
X0,2‖(t)‖2‖x(t)‖2X1,2‖(t)‖2, t t0 (54)
as well as
X0,∞‖(t)‖∞‖x(t)‖∞X1,∞‖(t)‖∞, t t0. (55)
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Proof. Theorem 11 is proven by (53), the fact that R is positive deﬁnite, and the equivalence of norms in ﬁnite-
dimensional spaces. 
4.2. General square matrix A
It is possible to obtain similar results as in Theorem 9 for general square matrices A ∈ Cn×n. But, it is very
cumbersome to get a formula for ‖x(t)‖
R
(k,k)
i
corresponding to that of (46) via the way of differential equations
corresponding to (45). (The reader can convince himself on this for k = 2.) Instead, it turns out to be more convenient
to derive an expression for ‖x(t)‖
R
(k,k)
i
by direct calculation using the Jordan decomposition (18), (19). In this manner,
we obtain the following lemma.
Lemma 12. LetA ∈ Cn×n, and let its canonical Jordan form be given by (18), (19). Further, let u(i)∗k , k=1, . . . , mi,
be the chain of (right) principal vectors from (36) corresponding to the eigenvalue i=i (A) for i=1, . . . , r .Moreover,
deﬁne
p
(i)
x0,k−1(t − t0) :=
(
x0, u
(i)∗
1
(t − t0)k−1
(k − 1)! + · · · + u
(i)∗
k−1(t − t0) + u(i)
∗
k
)
. (56)
Furthermore, letR(k,k)i , k=1, . . . , mi, i=1, . . . , r, be deﬁned by (38) and i by (30). Finally, let x(t) be the solution
of the IVP x˙ = Ax, x(t0) = x0 = 0. Then,
‖x(t)‖2
R
(k,k)
i
= |p(i)x0,k−1(t − t0)|2 e2 Rei (A)(t−t0) = |p
(i)
x0,k−1(t − t0)|2 ei (t−t0), t t0. (57)
Proof. The solution of
x˙ = Ax, t t0, x(t0) = x0 (58)
is given by
x(t) = (t, t0)x0
with
(t, t0) = (t − t0, 0) = eA(t−t0).
We suppose that
x0 = 0.
Let U ∈ Cn×n be the matrix from (18) and set
u˜ := Ux. (59)
Then, from (58) it follows that
˙˜u = JAu˜, u˜(t0) = Ux0 =: u˜0. (60)
Since x0 = 0, we also have u˜0 = 0. The solution of this IVP is given by
u˜ = eJA(t−t0)u˜0,
where JA = diag(JA,i )i=1,...,r with
JA,i = iEi + N˜i ; (61)
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here, i = i (A), i = 1, . . . , r , are the eigenvalues, Ei are the mi ×mi unit matrices, and N˜i are the mi ×mi nilpotent
matrices of the form
N˜i =
⎡
⎢⎢⎢⎣
0
1 0
. . .
. . .
1 0
1 0
⎤
⎥⎥⎥⎦ . (62)
One has
eJA(t−t0) =
⎡
⎣e
JA,1 (t−t0)
. . .
eJA,r (t−t0)
⎤
⎦ , (63)
where
eJA,i (t−t0) = ei (t−t0)
[
Ei + (t − t0)N˜i + (t − t0)
2
2! N˜
2
i + · · · +
(t − t0)mi−1
(mi − 1)! N˜
mi−1
i
]
= ei (t−t0)Z˜i (64)
with
Z˜i =
⎡
⎢⎢⎢⎢⎢⎣
1
(t − t0) 1
... (t − t0) 1
. . .
. . .
(t−t0)mi−1
(mi−1)! . . . (t − t0) 1
⎤
⎥⎥⎥⎥⎥⎦ . (65)
Let
u˜0 =
⎡
⎢⎣
u˜
(1)
0
...
u˜
(r)
0
⎤
⎥⎦ (66)
be the decomposition of u˜0 corresponding to the decomposition of J = diag(JA,i )i=1,...,r with
u˜
(i)
0 =
⎡
⎢⎣
u˜
(i)
0,1
...
u˜
(i)
0,mi
⎤
⎥⎦ . (67)
Then,
u˜ = eJA(t−t0)u˜0 =
⎡
⎢⎣
eJA,1 (t−t0)u˜(1)0
...
eJA,r (t−t0)u˜(r)0
⎤
⎥⎦=
⎡
⎢⎣
e1(t−t0)Z˜1u˜(1)0
...
er (t−t0)Z˜r u˜(r)0
⎤
⎥⎦ . (68)
Now, for 1 ir ,
u˜(i) = eJA,i (t−t0)u˜(i)0 = ei (t−t0)Z˜i u˜(i)0 = ei (t−t0)v˜(i)0 (69)
with
v˜
(i)
0 = Z˜i u˜(i)0 =
⎡
⎢⎢⎢⎢⎣
u˜
(i)
0,1
(t − t0)u˜(i)0,1 + u˜(i)0,2
...
(t−t0)mi−1
(mi−1)! u˜
(i)
0,1 + · · · + (t − t0)u˜(i)0,mi−1 + u˜
(i)
0,mi
⎤
⎥⎥⎥⎥⎦=
⎡
⎢⎢⎢⎢⎣
v˜
(i)
0,1
v˜
(i)
0,2
...
v˜
(i)
0,mi
⎤
⎥⎥⎥⎥⎦ . (70)
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Thus, using u˜ = Ux resp. u˜(i) = u(i)x resp. u˜(i)k = u(i)k x, we obtain
‖x(t)‖2
R
(k,k)
i
= (R(k,k)i x, x) = (u(i)
∗
k u
(i)
k x, x) = (u(i)k x, u(i)k x) = |u(i)k x|2
= |u˜(i)k |2 = |ei (t−t0)v˜(i)0,k|2 = e2 Re i (t−t0)|v˜(i)0,k|2. (71)
Now,
v˜
(i)
0,k =
(t − t0)k−1
(k − 1)! u˜
(i)
0,1 + · · · + (t − t0)u˜(i)0,k−1 + u˜(i)0,k , (72)
k = 1, . . . , mi . Since from (43), (59), and (60),
u˜
(i)
0,k = u(i)k x0 = (x0, u(i)
∗
k ), k = 1, . . . , mi, i = 1, . . . , r , (73)
we infer
‖x(t)‖2
R
(k,k)
i
= e2 Re i (t−t0)|(x0, u(i)
∗
1
(t − t0)k−1
(k − 1)! + · · · + u
(i)∗
k−1(t − t0) + u(i)
∗
k )|2,
k = 1, . . . , mi, i = 1, . . . , r . So, with i = i (A), i = 1, . . . , r , Lemma 12 is proven. 
This leads to the following lemma.
Lemma 13. LetA ∈ Cn×n, and let the canonical Jordan form be given by (18), (19).Further, letp(i)x0,k−1(t−t0), t t0,
be given by (56) and let
(i)k (t) := p(i)x0,k−1(t − t0)eRe i (A)(t−t0), (74)
k = 1, . . . , mi, i = 1, . . . , r . Moreover, let
(i)(t) := [(i)1 (t), . . . ,(i)mi (t)]T, (75)
i = 1, . . . , r , and
(t) :=
⎡
⎢⎢⎣
(1)(t)
(2)(t)
...
(r)(t)
⎤
⎥⎥⎦ . (76)
Finally, let x(t) be the solution of the initial value x˙ = Ax, x(t0) = x0 = 0 and let R be deﬁned by (40). Then
‖x(t)‖R = ‖(t)‖2, t t0. (77)
Proof. From (39), (40), and (57), it follows that
‖x(t)‖2R =
r∑
i=1
‖x(t)‖2Ri =
r∑
i=1
mi∑
k=1
‖x(t)‖2
R
(k,k)
i
=
r∑
i=1
mi∑
k=1
|p(i)x0,k−1(t − t0)|2 e2 Re i (A) (t−t0)
=
r∑
i=1
mi∑
k=1
|(i)k (t)|2 =
r∑
i=1
‖(i)(t)‖22 = ‖(t)‖22, t t0. 
Remark. If A is diagonalizable, then r = n and mi = 1, i = 1, . . . , r , in (18), (19) so that in this case Lemma 10
follows from Lemma 13.
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Theorem 14 (Two-sided bounds for the general case, depending on x0). Let A ∈ Cn×n, and let the canonical Jordan
form be given by (18), (19). Further, let(t) be deﬁned by (75), (76). Let x(t) be the solution of the IVP x˙=Ax, x(t0)=
x0 = 0. Finally, let ‖ · ‖2 and ‖ · ‖∞ be the usual vector norms on Cn. Then, there exist positive constants X0,2 and
X1,2 as well as X0,∞ and X1,∞ such that
X0,2‖(t)‖2‖x(t)‖2X1,2‖(t)‖2, t t0, (78)
as well as
X0,∞‖(t)‖∞‖x(t)‖∞X1,∞‖(t)‖∞, t t0. (79)
Remark. If A is diagonalizable, then we get back the result of Theorem 11.
4.3. Two-sided bound in the light of the transformation u˜ = Ux
From Section 4.2, it follows that
‖u˜(t)‖∞ = ‖eJA(t−t0)u˜0‖∞ = max
i=1,...,r ‖e
JA,i (t−t0)u˜(i)0 ‖∞
= max
i=1,...,r{e
Re i (t−t0)‖v˜(i)0 ‖∞}
= max
i=1,...,r{e
Re i (A)(t−t0)‖v˜(i)0 ‖∞|v˜(i)0 = 0}.
Since Z˜i is regular, we have the equivalence
v˜
(i)
0 = Z˜u˜(i)0 = 0 ⇐⇒ u˜(i)0 = 0, i ∈ {1, . . . , r}.
At this point, we introduce the notion of spectral abscissa 	x0 [A] of matrix A with respect to the initial vector x0 and
with respect to the Jordan decomposition (18), (19) as
	x0 [A] := max
i=1,...,r{Re i (A)|u˜
(i)
0 = 0, u˜0 = Ux0}. (80)
Now, we want to derive an expression, which allows a geometrical interpretation of u˜(i)0 = 0 in (80). For this, let
M∗i (A∗) := [u
(i)∗
1 , u
(i)∗
2 , . . . , u
(i)∗
mi
] (81)
be the linear space spanned by the chain of right principal (column) vectors u(i)∗1 , u(i)
∗
2 , . . . , u
(i)∗
mi corresponding to the
eigenvalue i (A∗) for i = 1, . . . , r . We remark that in the case of i (A∗) = j (A∗), i = j, i, j = 1, . . . , r , the space
M∗i (A∗) is equal to the algebraic eigenspaceX
∗
i (A∗), but otherwise not. Namely, if, e.g., 1(A
∗)=2(A∗) for J1(1(A∗))
and J2(2(A∗)) as well as j (A∗) = 1(A∗)= 2(A∗), j = 3, . . . , r , then X∗1(A∗) =X∗2(A∗) = [M∗1(A∗) ∪M∗2(A∗)].
Next, we show the following lemma.
Lemma 15 (Geometrical interpretation of u˜(i)0 = 0). Let A ∈ Cn×n and (18), (19) be the canonical Jordan form
of matrix A. Let u˜(i)0 be an element of (66) and M∗i (A∗) be the spaces corresponding to i (A∗) deﬁned by (81) for
i = 1, . . . , r . With the denotations (66), (67) as well as (38), (39), one has
‖u˜(i)0 ‖22 =
mi∑
k=1
‖u˜(i)0,k‖22 =
mi∑
k=1
|(x0, u(i)
∗
k )|2
=
mi∑
k=1
|p(i)x0,k−1(0)|2
=
mi∑
k=1
‖x0‖2
R
(k,k)
i
= ‖x0‖2Ri , (82)
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i = 1, . . . , r . Consequently, one has the equivalence
u˜i0 = 0 ⇐⇒ x0 M∗i (A∗) (83)
for i ∈ {1, . . . , r}, i.e., u˜i0 = 0 is equivalent to the condition that x0 is not orthogonal to M∗i (A∗). Thus, 	x0 [A] has the
representation
	x0 [A] = 	x0 [A∗] = max
i=1,...,r{Re i (A
∗)|x0 M∗i (A∗)} (84)
showing that 	x0 [A] is independent of the transformation U in (80). If A is diagonalizable, then r = n and mi = 1, i =
1, . . . , r , and if u∗i = u(i)
∗
1 is the eigenvector of A∗ corresponding to i (A∗), then
u˜
(i)
0 = u˜0,i = 0 ⇐⇒ x0 u∗i
for i ∈ {1, . . . , r = n}.
Proof. From u˜0 = Ux0 and (43), we infer
u˜
(i)
0 = u(i)x0 (85)
and so
u˜
(i)
0,k = u(i)k x0 = (x0, u(i)
∗
k ). (86)
This entails
‖u˜(i)0 ‖22 =
mi∑
k=1
‖u˜(i)0,k‖22 =
mi∑
k=1
|(x0, u(i)
∗
k )|2
=
mi∑
k=1
|u(i)k x0|2 =
mi∑
k=1
(u
(i)
k x0, u
(i)
k x0)
=
mi∑
k=1
(u
(i)∗
k u
(i)
k x0, x0) =
mi∑
k=1
(R
(k,k)
i x0, x0)
=
mi∑
k=1
‖x0‖2
R
(k,k)
i
= ‖x0‖2Ri
=
mi∑
k=1
|p(i)x0,k−1(0)|2.
The rest of the proof follows from (82). 
Theorem 16 (Two-sided bound on the solution x(t) of x˙ = Ax, x(t0) = x0 = 0). Let A ∈ Cn×n and t0 ∈ R. Further,
let ‖ · ‖ be a vector norm as well as any matrix norm (that needs not be submultiplicative). Let x(t) be the solution of
the IVP x˙ = Ax, x(t0) = x0 = 0. Let the spectral abscissa 	x0 [A] = 	x0 [A∗] of A with respect to x0 and (18), (19) be
given by (80). Then, there exists a positive constant X0 and for every 
> 0 a positive constant X1(
) such that
X0 e
	x0 [A∗](t−t0)‖x(t)‖X1(
) e(	x0 [A∗]+
)(t−t0). (87)
If 	x0 [A] = 	[A] and if for every eigenvalue (A) with Re (A)= 	[A] the index ((A))= 1, then 
= 0 can be chosen
in (87).
The proof is similar to that of [21, Theorem 8] and is therefore omitted.
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Remark. Theorem 8 in [21] has been proven for the Jordan decomposition
T −1AT = J , (88)
where
J = diag(Ji)i=1,...,r with Ji = tridiag[0, i , 1] (89)
and for the transformation
u = T −1x. (90)
As opposed to this, in (18), (19) one has
JA = diag(JA,i )i=1,...,r with JA,i = tridiag[1, i , 0] (91)
so that J = J TA = JA and therefore U = T −1 for U with UAU−1 = JA from (18).
The big advantage of the transformation U in (18) over the transformation T in (88) used in [21] is that a geometrical
interpretation of u˜(i)0 is possible whereas such a geometric interpretation of the corresponding quantity for T is not
available. So, even though both ways are mathematically equivalent, the new way offers much more insight into the
internal structure of the system. It seems likely that the deﬁnitions of 	x0 [A] in (80) and [21, Section 7] are equivalent,
i.e., they do not depend on whether one uses the Jordan canonical form JA or J = J TA . The proof of this will be given
in a subsequent paper.
4.4. Two-sided bounds (depending on x0) for other IVP
(i) Let A(t) ∈ Cn×n, t t0, be continuous and periodic, i.e., let there exist a number tp > 0 such that
A(t) = A(t + tp), t t0. (92)
Consider the IVP
x˙ = A(t)x, t t0, x(t0) = x0 = 0. (93)
Let (t, t0) be the fundamental matrix of (93) with the property (t0, t0) = E where E ∈ Cn×n is the n × n identity
matrix. Let
R := 1
tp
ln(t0 + tp, t0). (94)
From [26, Section 5.2.3, p. 290, (10.4), and p. 292], it follows that there exists a matrix Z(t) ∈ Cn×n, t t0, which is
continuous and periodic with period tp such that
x(t) = (t, t0)x0 = Z(t)eR (t−t0)x0, t t0. (95)
Let ‖ · ‖ be the usual 2-norm on Cn. From (95), one infers that there exist positive constants 0,2 and 1,2 such that
0,2‖eR(t−t0)x0‖2‖x(t)‖21,2‖eR(t−t0)x0‖2, t t0. (96)
Let R be diagonalizable. Then, from (54) with x(t) = eA(t−t0)x0 replaced by eR(t−t0)x0 and with obvious deﬁnition of
(t) (where R replaces A), one infers the following two-sided bound depending on x0:
0,2X0,2‖(t)‖2‖x(t)‖21,2X1,2‖(t)‖2, t t0. (97)
Corresponding two-sided bounds for the general case can be obtained from Theorem 14.
(ii) Based on the bounds for the solution of x˙ =Ax, t t0, x(t0)= x0 = 0, resp. of (92) and (93), associated bounds
for the fundamental matrix (t) = eA(t−t0) resp. (t, t0) can be derived. The details are left to the reader.
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5. Applications to free linear dynamical systems
In this section, we apply the two-sided bound (54) in Theorem 11 to a multi-mass vibration model and compare the
new bounds with old ones.
5.1. The multi-mass vibration problem
We take up the multi-mass vibration model of [15], shown in Fig. 1.
The associated IVP is given by
My¨ + By˙ + Ky = 0, y(0) = y0, y˙(0) = y˙0, (98)
where y = [y1, . . . , yn]T and
M =
⎡
⎢⎢⎢⎢⎣
m1
m2
m3
. . .
mn
⎤
⎥⎥⎥⎥⎦ ,
B =
⎡
⎢⎢⎢⎢⎢⎢⎣
b1 + b2 −b2
−b2 b2 + b3 −b3
−b3 b3 + b4 −b4
. . .
. . .
. . .
−bn−1 bn−1 + bn −bn
−bn bn + bn+1
⎤
⎥⎥⎥⎥⎥⎥⎦
,
K =
⎡
⎢⎢⎢⎢⎢⎢⎣
k1 + k2 −k2
−k2 k2 + k3 −k3
−k3 k3 + k4 −k4
. . .
. . .
. . .
−kn−1 kn−1 + kn −kn
−kn kn + kn+1
⎤
⎥⎥⎥⎥⎥⎥⎦
with the mass, damping, and stiffness matrices M, B, and K, as the case may be, and the displacement vector y as in
[15]. In state-space description, this problem takes the form
x˙ = Ax, t0, x(0) = x0, (99)
where x = [yT, zT]T, z = y˙, and where the system matrix A is given by
(100)
. . .
. . .
k1 k2
b1 b2
y1 y2
k
n
b
n
b
n+1
k
n+1
y
n
m1 m2 mn
Fig. 1. Multi-mass vibration model.
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The values mj , j = 1, . . . , n, and bj , kj , j = 1, . . . , n + 1, are also speciﬁed as in [15], namely as
mj = 1, j = 1, . . . , n,
kj = 1, j = 1, . . . , n + 1,
and
bj =
{ 1
2 , j even
1
4 , j odd.
Then,
M = E,
B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
3
4 − 12
− 12 34 − 14
− 14 34 − 12
. . .
. . . . . .
− 14 34 − 12
− 12 34
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(if n is even), and
K =
⎡
⎢⎢⎢⎢⎢⎢⎣
2 −1
−1 2 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −1
−1 2
⎤
⎥⎥⎥⎥⎥⎥⎦
.
We add the details from [15] in order to make the paper more readable on its own. Further, we choose n = 5 in this
paper so that the state-space vector has dimension m = 2n = 10. For the initial time, we take
t0 = 0.
Finally, the initial conditions for y(t) and y˙(t) are chosen as
y0 = [−1, 1,−1, 1,−1]T
as well as
IC(I) : y˙0 = [0, 0, 0, 0, 0]T
and
IC(II) : y˙0 = [−1,−1,−1,−1,−1]T.
We mention that A ∈ Cn×n and x(t) ∈ Cn with n = 10. Further, the eigenvalues i (A), i = 1, . . . , 10, are distinct.
Moreover, for u˜0 =Ux0, we have u˜0,j = 0, j =1, . . . , 10. So, 	x0 [A]=	[A] for both initial value conditions IC(I) and
IC(II). A similar remark holds when (88) is used. Further, R5 and R6 are positive semi-deﬁnite, whereas the remaining
Ri, i ∈ {1, 2, 3, 4, 7, 8, 9, 10}, are positive deﬁnite. Since ‖x0‖Ri = |(x0, u∗i )|> 0, i = 1, . . . , 10, t t0 = 0, we have
‖x(t)‖Ri = ‖x0‖Ri eRe i (A)(t−t0) > 0, t t0 = 0, for all i = 1, . . . , 10, i.e., especially ‖x(t)‖Ri > 0, t t0, i.e., also for
i = 5, 6 despite the fact that R5 and R6 are only positive semi-deﬁnite. The computations are done in Matlab.
The stepsize for the plots is chosen as t = 0.1.
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5.2. Old upper bounds as well as new lower and upper bounds
In this subsection, we present the old upper bounds as well as the new lower and upper bounds and compare them.
As old upper bound from [16], we use
y = (t) = Xe	[A]t , t0, (101)
as the new lower bound, we employ
y = X0(t), t0, (102)
and as the new upper bound,
y = X1(t), t0 (103)
with
(t) = [1(t), . . . ,10(t)]T, t0,
where
i (t) = (x0, u∗i ) eRe i (A
∗)t , t0, (104)
i = 1, . . . , 10 (cf. Lemma 10). Let ‖ · ‖ be any p-norm on Cn with p ∈ [1,∞]. The optimal constant X is obtained
from the conditions
‖x(ts)‖ = Xe	[A]ts ,
D+‖x(ts)‖ = 	[A]Xe	[A]ts
}
(105)
or
D+‖x(ts)‖
‖x(ts)‖ = 	[A],
that is, ts is obtained as the zero of the nonlinear equation
D+‖x(ts)‖ − 	[A]‖x(ts)‖ = 0. (106)
After ts has been determined from (106), the associated optimal X is obtained from (105) by
X = ‖x(ts)‖ e−	[A]ts . (107)
Correspondingly, the constants Xi for i ∈ {0, 1} in (102) and (103) are determined by
‖x(ts)‖ = Xi‖(ts)‖,
D+‖x(ts)‖ = XiD+‖(ts)‖
}
(108)
or
D+‖x(ts)‖
‖x(ts)‖ =
D+‖(ts)‖
‖(ts)‖ ,
that is, ts is determined from
(D+‖x(ts)‖)‖(ts)‖ − (D+‖(ts)‖)‖x(ts)‖ = 0. (109)
After ts has been computed from (109), the associated optimal Xi with i ∈ {0, 1} are obtained from
Xi = ‖x(ts)‖‖(ts)‖ . (110)
We shall consider the vector norms ‖ · ‖ = ‖ · ‖2 and ‖ · ‖ = ‖ · ‖∞. Accordingly, the quantities ts and X for (101) as
well as X0 and X1 for (102) and (103) will get additional indices such as 2 and ∞. The quantities ts for (102) will get
additional indices l for the lower bound and 2 or ∞ for ‖ · ‖2 or ‖ · ‖∞. Correspondingly, the quantities ts for (103)
will get the additional indices u for upper bound and 2 or ∞ for ‖ · ‖2 or ‖ · ‖∞.
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5.3. Calculations in the vector norm ‖ · ‖ = ‖ · ‖2
Since we have used the scalar product (u, v), u, v ∈ Cn, and the associated norm ‖u‖2 = √(u, u), u ∈ Cn, to
derive the differential equations (45), which in turn led to the new estimates (54) and (55), it can be expected that the
improvements of the new bounds compared with the old ones will be best in the norm ‖ · ‖2. It turns out that this is
indeed the case.
(i) Initial conditions IC(I): In Fig. 2, we have shown y = ‖x(t)‖2 with IC(I) and the optimal old upper bound. We
obtain
	[A] .= −0.050239
and
ts,2
.= 0.565170,
X2
.= 3.004709.
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Fig. 2. y = ‖x(t)‖2 and optimal old upper bound for IC(I).
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Fig. 3. y = ‖x(t)‖2 and optimal new upper bound for IC(I).
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Fig. 4. y = ‖x(t)‖2 and optimal new two-sided bounds for IC(I).
As can be seen in Fig. 2, initially the old upper bound does not ﬁt well the curve y = ‖x(t)‖2. A much better result is
obtained by the new upper bound. We get
ts,u,2
.= 0.814653,
X1,2
.= 1.677287.
The associated result is plotted in Fig. 3. As can be seen, the optimal new upper bound ﬁts much faster the curve
y = ‖x(t)‖2. But, the price to be paid is that in the very beginning the new upper bound is worse than the old one.
However, this can be avoided by employing a strategy like that in [19].
In Fig. 4, we have also plotted the optimal lower bound; the pertinent data are
ts,l,2
.= 27.658665,
X0,2
.= 0.802311.
So, in Fig. 4, one has the optimal two-sided bound for y = ‖x(t)‖2.
(ii) Initial conditions IC(II): Next, we make the corresponding ﬁgures for IC(II). Since the optimal old upper bound
is much more adapted to the course of y = ‖x(t)‖2, the improvement is not so striking as for IC(I). The results can be
seen in Figs. 5–7. In Fig. 5, we obtain
ts,2
.= 2.879508,
X2
.= 4.291770,
in Fig. 6,
ts,u,2
.= 15.204749,
X1,2
.= 1.560408,
and in Fig. 7, for the optimal two-sided bounds,
ts,l,2
.= 12.162025,
X0,2
.= 0.803475.
Due to the equivalence of norms in ﬁnite-dimensional spaces, one immediately infers (55) from (54). It turns out that
one gets also improvements in the norm ‖ · ‖∞, but not so good ones as in the norm ‖ · ‖2. For the sake of brevity, the
details are left to the interested reader.
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Fig. 5. y = ‖x(t)‖2 and optimal old upper bound for IC(II).
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Fig. 6. y = ‖x(t)‖2 and optimal new upper bound for IC(II).
5.4. Computational aspects
In this subsection, we say something about the used computer equipment and the computation time for some
operations.
(i) As to the computer equipment, the following hardware was available: a Pentium II CPU at 300MHz, an 8GB
mass storage facility, and two SDRAM 64MB high-speed memories. As software package, we used 368-Matlab,
Version 4.2.c. For the generation of Figs. 2–7, however, we used Version 6.0, in order to be able to caption the
ﬁgures and to convert them into eps format, which is not possible in Version 4.2.c.
(ii) The computation time t of an operation was determined by the command sequence ti = clock; operation; t =
etime(clock, ti); it is put out in seconds rounded to two decimal places by Matlab. For the computation of the
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Fig. 7. y = ‖x(t)‖2 and optimal new two-sided bounds for IC(II).
eigenvalues of matrix A, we used [XA,DA] = eig(A); the pertinent computation time is less than 0.01 s. To
determine the solution x(t) = eAtx0, we used Matlab routine expm. For the computation of the table of the 251
values t, y, ye for Fig. 2, it took t (table for Fig. 2)=1.81 s; here, t stands for the time value, y for ‖x(t)‖2, and ye for
X2 e	[A]t . For the computation of the table of the 251 values t, y, yu for Fig. 3, it took t (table for Fig. 3)= 1.43 s;
here, t stands for the time value, y for ‖x(t)‖2, and yu for X1,2‖(t)‖2. The little difference in the computation
time might be primarily due to the initial guess t (0)s for ts . For Fig. 2, we used t (0)s = 1.0 and for Fig. 3, we used
t
(0)
s,u,2 = 0.5.
6. Conclusion
In this paper, we solve the eigenvalue problemWA+BW=W for general square matrices B and A. The eigenvalues
 are given by =+, where  are the eigenvalues of B and  are the eigenvalues of A. Then, the special case B =A∗
is considered leading to the eigenvalue problemVA+A∗V =V . A subset of the eigenvalues of this matrix eigenvalue
problem is given by = = 2Re , and the associated eigenmatrices V =R are positive semi-deﬁnite. These matrices
R are used to deﬁne weighted semi-norms ‖ · ‖R , in which the solution x = x(t) of the IVP x˙ =Ax, x(t0)= x0 can be
represented in the form ‖x(t)‖R = ‖x0‖R eRe (t−t0), thus having a decoupling and ﬁlter effect on x = x(t). This leads
to new two-sided bounds on x(t) depending on x0 and adapting faster to the curve y = ‖x(t)‖ than the old ones. Also,
it is shown that the notion of the spectral abscissa of a matrix A with respect to x0, introduced by the author in earlier
work, can be altered such that it gets a geometrical meaning, and two-sided bounds found by the author formerly can
be derived from the new bounds too. Computational tests for a multi-mass vibration chain underpin the theoretical
ﬁndings. We mention that we have chosen the same vibration model as in earlier work because we improve former
results on this model. Of course, it would be easy to apply the results of this paper to other models. We add that the
derived new two-sided bounds are important to engineers, who are not only interested in the curve y = ‖x(t)‖ itself
but also, e.g., in its asymptotic behavior.
One might object that, in case matrix A is not diagonalizable, the Jordan canonical form has to be calculated for the
two-sided bounds. But, the determination of the Jordan canonical form can be done by the jordan routine of Matlab.
Further, engineers usually reduce an originally large matrix A by a process called condensation (cf. [8]). For these
reduced matrices, it is usually no numerical problem to determine the canonical Jordan form, and it is then not costly
to compute the two-sided bounds. In addition, in engineering practice, often models with small matrices A are applied.
For these models, the new method is likewise of major interest. Moreover, the matrices used in practice are in most
cases diagonalizable. In these cases, no numerical problem at all exists.
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