Abstract-The increasing demand for wide swath, highresolution, Synthetic Aperture Radar (SAR) images, requires high sampling rates which are difficult to attain in practice. Consequently, sampling rate reduction is of high practical value in radar imaging. In this paper, we introduce a new algorithm, equivalent to the well-known Range-Doppler method, to process SAR data using the Fourier coefficients of the raw signals. We then demonstrate how to exploit the new algorithm features, particularly, the relationship between the processed signals before and after Range Cells Migration Correction (RCMC), to reduce sampling rate at the acquisition stage and process the signals effectively at sub-Nyquist rates. Beyond sampling rate reduction, the proposed fast recovery algorithm forms a new CS-SAR imaging method that can be applied to high-quality and highresolution real SAR imaging data acquired at sub-Nyquist rates. The performance of the algorithms is assessed using simulated data sets.
I. INTRODUCTION
Various algorithms have been developed in order to process Synthetic Aperture Radar (SAR) data. The Range-Doppler Algorithm (RDA) is the most widely used algorithm for high resolution SAR processing. It is conceptually the simplest, can accommodate range varying parameters and is independent of the transmitted pulse structure [1] . However, the inherent Range Cell Migration Correction (RCMC) operation, which is aimed at decoupling the dependency between the range and azimuth axes, requires fine delay resolution which is obtained by subsequent digital interpolation. Interpolation allows to reduce the sampling rate at the cost of additional computational load required to implement the digital interpolation which effectively increases the rate in the digital domain. In practice, an over sampling factor is added in order to eliminate artifacts caused by digital implementation of the standard RDA processing.
In this paper, we present a new algorithm, equivalent to RDA, which handles the burden of time interpolation via Fourier series coefficients. Our approach is based on a technique recently developed for ultrasound imaging, called beamforming in frequency [2] , which states that the conventional beamforming in time which is used to process ultrasound signals can be equivalently performed in the Fourier domain. We show that the required non-integer non-constant shifts in the RCMC stage can be preformed in frequency via Fourier series coefficients, without the need for interpolation. We also show how the preliminary stages of the algorithm can be computed via Fourier coefficients. This leads to an approach of Fourier domain RDA which is completely equivalent to the conventional RDA processing but allows to bypass the oversampling dictated by digital implementation of conventional RDA.
Next, we exploit new algorithm features as a framework for sub-Nyquist sampling of SAR signals. The first part of the sub-Nyquist algorithm exploits the relationship between the signals before and after RCMC in the Fourier domain. We show analytically, that a single Fourier coefficient after RCMC can be computed using a small number of Fourier coefficients of the raw data, which translates into low rate sampling [3] . Having the partial Fourier samples after RCMC, the second part of the algorithm is aimed at solving a 2D compressed sensing problem in order to reconstruct the image from the low rate samples. We propose a new algorithm, based on FISTA [4] , which exploits the natural 2D structure of SAR raw data and can be implemented effectively.
II. RANGE DOPPLER ALGORITHM VIA FOURIER COEFFICIENTS

A. The Range-Doppler Algorithm
The main goal of SAR data processing is to construct the scene reflectivity map from the raw data. The raw data is constructed from returns of pulses which were sent from different positions on the orbit at every pulse repetition interval (PRI), T . According to the Nyquist theorem, the returned signal at every position m, d m (t), should be sampled at least at
where f s = 1/T s is the sampling rate at the receiver.
Various signal processing algorithms have been developed in order to approximate the scene reflectivity while taking advantage of fast frequency operations. The Range-Doppler Algorithm (RDA) is the most common and has one of the best accuracy/generality/efficiency tradeoffs [5] . Conventional RDA processing is described by three main steps: 1) Range compression.
2) Range cell migration correction.
3) Azimuth compression. These steps are implemented as follows:
The sampled raw data, d[n, m], is first compressed in the range direction to
where h[n] is the sampled transmitted signal. Next, the raw data is transformed to the range-Doppler domain via the discrete Fourier transform (DFT) along the azimuth axis:
followed by Range Cell Migration Correction (RCMC). Assuming that the far field approximation can be applied, we can write the RCMC operator as
Implementation of RCMC can be done via interpolation in the Range-Doppler domain or using linear phase multiply under the assumption that the range cell migration is range invariant. None of these methods are efficient in terms of time complexity or product quality.
Following RCMC, the signal is compressed in the azimuth direction, by using a matched filter:
where
is the range dependent azimuth chirp rate
. An IDFT in the azimuth direction results in the focused data: RDA is the most preferred algorithm in most SAR operations thanks to its high precision and generality. However, the complication of the processing due to extra interpolation in RCMC is its main disadvantage. It is evident that processing in time domain imposes a high sampling rate and considerable burden on the RCMC block.
We next present an equivalent representation for RDA in the Fourier domain, using Fourier series coefficients.
B. Fourier domain RDA
Similarly to [2] , with appropriate adaptations we can show that (3) can be equivalently represented in the Fourier domain, via 
and ν(k, l) is the set of indices which is dictated by the decay property of (7).
The relationship in (6) satisfies a formulation to operate RCMC via Fourier coefficients.
It is easy to see that most of the energy of the set Q k,l [n] is concentrated around a specific component, n k,l = round − l 1+ak 2 , where the round(·) operation rounds the argument to its closest integer. This behavior is typical to any choice of k or l.
The preliminary stages of RDA may be easily computed in the Fourier domain as well. Given the Fourier series coefficients of the raw data, d m [l] we can perform range compression through the Fourier domain,
is the nth Fourier series coefficient of the transmitted pulse, h(t). Next, we perform azimuth DFT on the range Fourier samples, to get,
Then, we use (6) to apply RCMC and calculate the Fourier coefficients of the corrected signals. Applying an inverse Fourier transform on {c k [l]} we can reconstruct the corrected sampled signal after RCMC. We then proceed to the original procedure, (4) and (5) to complete the processing. 
C. Rate reduction
We next explain how Fourier RDA is used in order to bypass oversampling.
Denote by β m , |β m | = B, the set of Fourier coefficients of the detected signal, d(t, m), that corresponds to its bandwidth, namely, the values of l for which d m [l] is nonzero (or larger than a threshold). The ratio between the cardinality of the set β m and the overall number of samples N = T f s , required by standard RDA is dictated by the oversampling factor. It is easy to see that the range compression (8) and the azimuth DFT stages (9) preserve the bandwidth of the raw signals and that for every Doppler frequency k, the cardinality of the non-zero {s k [l]} remains B. However, (6) implies that the bandwidth of the corrected signals following RCMC, β k , will contain at most (B + |ν(k, l)|) nonzero frequency components. In a typical imaging setup B is on the order of hundreds of coefficients, while ν(k, l), defined by the decaying properties of {Q k,l [n]}, is no larger than 10. This implies that B |ν(k, l)|, so |β k | = B + |ν(k, l)| ≈ B. Hence, the bandwidth of the corrected signals is approximately equal to the bandwidth of the detected signals, which means that sampling and processing can be done at the Nyquist rate and no over-sampling factor is required.
III. SUB-NYQUIST SAR
In this section, we show how our framework can be used for further rate reduction when exploiting sparsity of SAR images.
We first define C = {c k [l]} l∈β k 0≤k<M as the partial Fourier coefficients matrix of the corrected signals.
Having C, the rest of RDA processing in (4), (5), can be formulated as
is a sampled version of a partial
Fourier series coefficients operator,
is the azimuth compression matrix from (4), F ∈ C M ×M is the DFT matrix, • is the Hadamard product and I = {I[n, m]} is the desired image.
In case that there exists some basis in which I can be sparsely represented, (10) institutes a sub-Nyquist framework to the SAR problem and can be solved using a smaller amount of rows in C, namely, a small number of Fourier coefficients. A typical formulation for the optimization problem is: where C p and F s p are undersampled (in their rows) versions of C and F s , Ψ is a sparsifying transform operator, · F is the Frobenius norm and controls the fidelity of the reconstruction to the measured data.
The question is how many Fourier coefficients of the raw data, d m [l], are required in order to extract C p ? Using (6), (8) and (9), it can be shown that in order to extract a subset
, forκ ⊂ β m , are required, whereκ and κ are of the same order of magnitude.
Note that in practice, sampling is performed in time, while our goal is to extract the samples in the Fourier domain. To this end, we can use the Xampling mechanism proposed in [6] . The Xampling scheme allows to obtain K coefficients from K point-wise samples of the detected signal filtered with an appropriate kernel, designed according to the transmitted pulse-shape and the chosen set of coefficients.
A. Fast 2D recovery
Using vectorization, various CS techniques can be employed to solve this optimization problem [7] , [8] . However, these algorithms ignore the natural 2D structure of the problem and results in a large computational load.
We next show how (11) can be solved by extending FISTA [4] to support matrix direct recovery.
Soft thresholding and gradient decent are the core steps of FISTA. In our case, the soft operator for a matrix X is defined via soft (X, α) = sign (X ij ) (|X ij | − α) + . The gradient decent step of the error function, is controlled by L f , the Lipshitz constant of ∇F (I), which is given by
where H is the adjoint operator. Algorithm 1 describes the modified version of FISTA which supports the structure of (11).
Algorithm 1 SAR FISTA for sub-Nyquist sampling
Input:
, measurement matrices F s p , B and F Output: estimate for sparse coefficients of SAR image,X, such that I = Ψ −1 (X) (7), (8) and (9) Initialize:
while not converged do 3:
5:
λ k+1 = max βλ k ,λ 8:
end whilê X = X Algorithm 1 enables full data reconstruction from the partial measurements, leads to a sub-Nyquist sampling and processing of SAR signals and benefits from a reasonable computational load.
IV. SIMULATIONS
To examine our suggested algorithm, we divided our simulations into two parts. In both we used simulated SAR raw data with system parameters as follows:
First, we demonstrate the equivalence of the conventional RDA to Fourier domain RDA by applying both methods on simulated SAR data, using the same number of samples for both methods. To implement RDA using Fourier coefficients, we evaluate the required number of |ν(k, l)| by measuring the reconstruction quality via the peak sidelobe ratio (PSLR) of the point spread function (PSF) of the system. Results can be seen in Fig. 2 . It can be seen that |ν(k, l)| = 5 components of each s k [n] are sufficient to achieve almost the same quality, visually and quantitatively.
In addition, we examined the equivalence of both methods on simulated SAR raw data. Figure 3 shows a comparison between the methods with |ν(k, l)| = 5. As can be readily seen, the images look identical.
In the second part of the simulations we show the quality of the proposed sub-Nyquist sampling method and recovery algorithm, using two different sparse scenes.
According to Nyquist theorem, B h T = 250 coefficients are required in order to perfectly reconstruct the image. In practice, a typical over sampling factor of 1.2 leads to 300 samples.
In the first simulation we used a scene in which 6 vessels are sparsely distributed in the sea, namely, we used a canonical sparsifying transform, Ψ = I. We processed the image using only 120 Fourier coefficients from each received signal. In the second simulation we used the Discrete Wavelet Transform (DWT) as the sparsifying transform. We processed the image using only 135 Fourier coefficients from each received signal. In each simulation we compared the resulting images to the classic RDA, using 300 samples.
The algorithm parameters in both simulations were: β = 0.9, λ = 1000,λ = 1000, L f = 1. The results are shown in Fig. 4 . It is seen that our CS algorithm outperforms the conventional RDA using only 40% − 45% of the original samples.
V. CONCLUSIONS
We presented a new algorithm, equivalent to RDA, that can correct the migration of range cells in the Fourier domain using Fourier series coefficients. This allows to process the signals at their effective bandwidth and without interpolation and bypass oversampling.
In addition, we demonstrated a sub-Nyquist sampling and recovery method, which exploits sparsity of SAR images and employs techniques of Xampling and CS. The new 2D CS recovery algorithm can cope with practical limitations of computational load and fits to real radar imaging problems. When sampling only 40% to 45% of the required samples, the new algorithm achieves results almost equal to classic recovery working at the Nyquist rate.
