The demand for Multi-Protocol Label Switching (MPLS) is increasing day by day in most internet service provider networks. MPLS provides efficient forwarding, routing and switching of traffic flow through the network. MPLS technology has proven itself in providing the required Quality of service (QoS) needed by multimedia and real time application traffic, but it's almost impossible to convert the existing entire huge IPv4 networks to MPLS technology. This paper simulates hybrid IPv4/MPLS networks to overcome multimedia applications QoS problems by obtaining a performance close to pure MPLS network performance. Three different scenarios are investigated using OPNET simulator. Those scenarios are pure IP network, pure MPLS network, and hybrid IP/MPLS network. The simulation results point up the pros and cons of each scenario in terms of end-to-end delay, delay variation, packet loss ratio, packet delivery ratio, and voice MOS value. In short, pure MPLS network provides the best performance for multimedia traffic but close results can be achieved using hybrid IP/MPLS network.
Introduction:
Traditional IP routing protocols have several limitations like, but not limited to, scalability, traffic engineering support, and integration with Layer 2 backbones, which already exist in several service provider networks. With the rapid growth of the Internet and the establishment of IP as the Layer 3 protocol of choice in most environments, the drawbacks of traditional IP routing became more and more obvious. MPLS is a modern technique for forwarding network data. In a MPLS network packets are assigned labels and the labels are used to make forwarding decisions without IP lookups at each node. It is called multi protocol because it supports any layer 3 network protocols. MPLS work between layer 2 and layer 3 which is called layer 2.5 technologies. MPLS provides the scalability for the Virtual private networks (VPNs) and support for end to end quality of service [1] , [2] . MPLS technology came up to the picture to overcome the traditional IP routing and to make routing fast, manageable and able to carry heavy traffic, and accept new routing architectures. Several studies showed that MPLS has solved a lot of problems related to integration of layer 2 protocols [3] , real time and multimedia application requirements [4] , [5] , [6] , fast rerouting and recovery [7] , and traffic engineering [8] , [9] , [10] . In all of the previous studies, it's found that most of the simulated networks have only one type of traffic and for the networks that have more than one type of traffic, they have only one user for each traffic type. But there is a major problem to replace the entire huge number of existing IPv4 routers in the Internet to MPLS routers. This paper tries to provide a solution for this problem by integrating both of MPLS routers and IPv4 routers in the same network to gain the MPLS services with minimal change in the network. This paper simulates a large network with all types of traffic (voice -videodata) with a large number of users. It contains eight subnets that include 300 VoIP users, 40 heavy load video users, and 80 data users. The rest of the paper is arranged as follows: Section 2 and 3 provide brief information about Quality of Service (QoS) and performance measures respectively. Simulation results are introduced in section 4 while section 5 concludes the paper.
Quality of Service of MPLS
Quality of Service is defined as the set of techniques to control bandwidth, delay, and jitter and packet loss in a network. QoS also provides techniques to supervise network traffic. It refers to a number of related features of telephony and computer networks that permits the transportation of traffic with the necessities. QoS manage when and how data is dropped when obstruction occurs through network administrators. At Label Edge 
Performance Measures
A. Delay ITU-T Recommendation G.114 recommends the following one-way transmission time limits for connections with adequately controlled echo (complying with G.131) [14] , [15] :
• 0 to 150 ms: acceptable for most user applications;
• 150 to 400 ms: acceptable for international connections;
• 400 ms: unacceptable for general network planning purposes.
B. The E-Model
The E-model defined in the ITU-T Rec G.107 [16] is an analytical model of voice quality used for network planning purposes. A basic result of the E-Model is the calculation of the R-factor which is a simple measure of voice quality ranging from a best case of 100 to a worst case of 50. The R-factor uniquely determines the Mean Opinion Score (MOS), which is the arithmetic average of opinion of voice quality as shown in table 1 [17] : C. Throughput Performance Throughput refers to the amount of data packets successfully received by the destination node. The throughput is usually measured in bits per second (bits/sec) and sometimes in data packets per second or data packets per time slot. A throughput with a higher value is more often an absolute choice in every network. The efficiency of a particular mechanism can be predicted by observing the overall throughput received by the network [13] .
D. Packet Loss Ratio (PLR)
It is known that reliable traffic delivery is one of the main application requirements. The reliability index is PLR. The PLR index of any recipient can be defined as the ratio of the number of packets lost by some reason to the total number of packets transmitted.
Simulations
The aim of simulation is to study the performance of multimedia traffic in IPv4 network after converting some IPv4 routers into MPLS routers and compare the performance with both pure IPv4 network and pure MPLS network. And find out the effect of this replacement on the performance of the network. Several network topologies have been simulated. Figure (1) shows a typical network topology which consists of core routers that provide connectivity to edge subnets, which are described later. The simulation is divided to two parts; and each part evaluates the network performance of three different scenarios of the network shown in figure (1) . The network in the first scenario is pure IPv4 network, while the network in the second scenario is pure MPLS network. Both of IPv4 and MPLS are mixed in the third scenario. The difference between part 1 and part 2 is that the network load is increased, and more traffic engineering is applied. This paper shows the enhancement of the multimedia performance over IPv4 network by converting some IPv4 routers from IP network to MPLS routers and using Label Switching Paths (LSPs) to carry voice and video traffic by comparing the results for the enhanced network with pure IPv4 network and pure MPLS network scenarios. (5), subnets (2) and (6), subnets (3) and (7), and subnets (4) and (8); while each FTP LAN communicates to FTP server in subnet (5) . A. Part One The first scenario is pure IPv4 network. Routers R1 to R8, Provider Edge, are the interface between the eight subnets and the core routers, while routers CR1 to CR8 are the core routers. The second scenario is pure MPLS network. Routers R1 to R8 are LERs where subnets voice and video traffic are mapped into LSPs, while CR1 to CR8 are Label Switching Routers (LSRs). In this scenario eight LSPs are used (R1-R5, R5-R1, R2-R6, R6-R2, R3-R7, R7-R3, R4-R8 and R8-R4). The third one is hybrid IPv4/MPLS network in which CR1, CR2, CR3 and CR4 routers are converted to MPLS routers. CR1 router is the LER of subnets 1 and 2, CR2 router is the LER of subnets 3 and 4, CR3 router is the LER of subnets 7 and 8, and CR4 router is the LER of subnets 5 and 6. In all of the three scenarios, DiffServ and WFQ are applied. The simulation time is selected to be big enough to reach steady state results, which is 300 seconds.
1)Video results
Figures (2) and (3) show the packet delay variation, end to end delay (in seconds) and the received traffic in bytes for video traffic, while table (4) shows the average packet delay variation and end to end delay for all networks. Table (5) shows Total video packet sent, total packet received and packet loss ratio. Figures (2), and (3) and Tables (4) , and (5) Show that MPLS network has the best video performance. Also mixed network video results are better than IP network and gives results close to MPLS network results.
2)Voice Results
Figure (4) show voice packet delay variation and end to end delay (in seconds). (7) shows total packet sent, total packet received and packet loss ratio.
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Packet End-to-End Delay. Figure (4) and table (7) Show that MPLS network gives the best performance for voice in throughput and PLR. Also mixed network is better than IP network, but table (6) shows that IP network has the lowest average packet delay variation. However, MPLS and mixed networks end-to-end delay results are accepted and give the required QoS.
This part of the paper shows that enhancing the IPv4 network by converting some IP routers to MPLS routers enhances multimedia traffic performance to a degree near to that is given by MPLS network. From table (4) and (5) it is found that in the pure IPv4 network the video traffic average packet delay variation is 1.2 ms, the average end-toend delay is 55 ms and PLR ratio is 71.466%, while in MPLS network the average packet delay variation is 30 µs, the average end-to-end delay is 14 ms and PLR ratio is 0.0327%,. In the mixed network the average packet delay variation is 30 µs, the average end-to-end delay is 15 ms and PLR ratio is 0.0616% which is close to the corresponding values in the case of pure MPLS network. Also, the voice PLR ratio is 2.76%, 0.0035%, and 2.5% in IPv4, MPLS, and mixed networks respectively.
B. Part 2
In this part all network traffic load is increased by adding additional voice LANs to subnets 2, 3, 6 and 8. Each additional LAN has 25 VoIP users. Also simulation time is 300 seconds.
1)Video results
Figures (5) and (6) show the packet delay variation, end to end delay (in seconds) and the received traffic in packets per second for video traffic, while table 8 shows the average packet delay variation and end to end delay for all networks. Table 9 shows Total video packet sent, total packet received and packet loss ratio. 
2)Voice Results
Figure (7) shows the packet delay variation and end to end delay (in seconds). Table 10 shows MOS value, average packet delay variation and average end to end delay, while table 11 shows total packet sent, total packet received and packet loss ratio. This part of the paper shows that enhancing the IPv4 network by converting some IP routers to MPLS routers enhances multimedia traffic performance to a degree near to that is given by MPLS network. From table (8) and (9) it is found that in the pure IP4 network the video traffic average packet delay variation is 194.4 ms, the average end-toend delay is 1s and PLR ratio is 96.539% , while in MPLS network the average packet delay variation is 153 µs, the average end-to-end delay is 16.1 ms and PLR ratio is 0.118%. In the mixed network the average packet delay variation is 316 µs, the average end-to-end delay is 18.5 ms and PLR ratio is 1.442% which is close to the corresponding values in the case of pure MPLS network. From tables (10) and (11) it is found that in the full IP4 network the voice traffic average packet delay variation is 64 ms, the average end-to-end delay is 0.84s and PLR ratio is 4.257% , while in MPLS network the average packet delay variation is 15.5 µs, the average end-to-end delay is 66 ms and PLR ratio is 0.01477%, In the mixed network the average packet delay variation is 50 µs, the average end-to-end delay is 70.7 ms and PLR ratio is 2.5% which is close to the corresponding values in the case of full MPLS network.
Conclusion
This paper addressed the QoS of multimedia traffic by simulating three different scenarios, which are pure IP network, pure MPLS network, and IP/MPLS hybrid network. MPLS network gives better performance for multimedia traffic than IPv4 network, which is expected. But it's hard to replace the existing IPv4 routers in the Internet with MPLS routers. This paper discussed the network performance details to solve this problem and showed that IPv4 network performance can be enhanced by converting selected IP routers to MPLS routers instead of using completely new MPLS network. By using LSPs through the converted MPLS routers in IPv4 network to carry multimedia traffic, the performance is enhanced to a degree near to that of MPLS network. From part one simulation; the mixed network has better results for video and voice communication than pure IPv4 network and near to that given in pure MPLS network. In part two with the extra load, MPLS network and mixed network can provide the requirements for multimedia traffic because of their scalability and the efficient use of traffic engineering.
