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Summary 
This report summarizes the accomplishments under AFOSR Grant No. F49620-93-1-0177 
during the period March 1, 1993 to February 28, 1994. The objective of this research is to 
investigate active control of detrimental combustion instabilities in chemical rockets by a periodic 
combustion process. These efforts resulted in the development of an active control approach 
consisting of a pressure transducer sensor, an observer that determines the characteristics of the 
instability in real time, a controller that incorporates appropriate phase shifts and amplitude gains 
into each of the identified (by the observer) combustor modes and sends the resulting signal to an 
actuator consisting of a secondary fuel injector with capabilities for injecting a periodic fuel flow 
rate into the combustor. This control system is designed to produce an oscillatory combustion 
process within the combustor that is out of phase with the combustor pressure oscillations, 
resulting in the attenuation of the unstable combustor modes. In a parallel effort, an experimental 
gas rocket setup that will be used to investigate the effectiveness of the developed active control 
system is being developed. To date, most of the software and hardware needed for the active 
control system have been developed. In addition, the development of the experimental setup is 
near completion. Also, the effectiveness of the developed active control system was demonstrated 
in independent theoretical and experimental studies. A theoretical model of an actively controlled 
rocket combustor was developed and used to demonstrate the effectiveness of the active control 
system. Furthermore, the effectiveness of the developed controller was demonstrated in cold flow 
experiments in which the active control system rapidly damped large amplitude resonant 
oscillations that were excited by a speaker. Finally, the possibility of using an open loop, high 
frequency, vibrational control approach to stabilize rocket motors was investigated and the 
conditions under which this approach can work were established. 
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Introduction 
This report summarizes the accomplishments under AFOSR Grant No. F49620-93-1-0177 
during the period March 1, 1993 to February 28, 1994. The objective of this research is to 
investigate active control of detrimental combustion instabilities in chemical rockets by a periodic 
combustion process. It is expected that this study will develop fundamental information that could 
be used to guide the development of active control systems for unstable rocket motors. 
Combustion instabilities are generally driven by a periodic combustion process whose 
oscillations are in phase with the combustor pressure oscillations; a principle that is generally 
referred to as Rayleigh's criterion. The operation of the rocket motor becomes unstable if the 
driving provided by the periodic combustion process is larger than the damping inherently present 
within the system due to, for example, viscous dissipation and nozzle damping. The processes 
responsible for the establishment of a periodic combustion process generally involve complex 
interactions between the combustion process and acoustic oscillations in the combustor that depend 
upon the rocket motor design and operating conditions. For example, combustion instabilities may 
be driven by a periodic combustion heat release process that is occurring within periodically 
formed vortical structuresl, or by interaction between the compression wave and the reaction rate2. 
To date, such instabilities were generally suppressed by, for example, modification of the 
combustion process in an effort to reduce its driving and/or increasing the damping present within 
the system by, the addition of acoustic liners or metal rods3. Unfortunately, these efforts were 
generally costly and time consuming and often failed to attain their objectives. Alternate 
approaches that can be used to stabilize propulsion systems in general and chemical rockets in 
particular at a reasonable cost and within a reasonable time period are clearly needed. 
Recent progress in electronics, computers, sensors and actuators has suggested that 
practical, active, control systems capable of damping detrimental combustion instabilities in rocket 
motors could be developed. Such a control system generally consists of a sensor that monitors the 
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rocket motor performance, a controller that analyzes the sensor's output and uses it to provide an 
input signal for an actuator that modifies the system's performance. The development of such a 
system and an understanding of the fundamental processes that govern its operation are the 
objectives of this investigation. The developed active control system will damp combustion 
instabilities by "driving" a periodic heat addition process within the combustor that will be out of 
phase with the combustor pressure oscillations. This study will investigate the attainment of this 
objective by use of periodic injection of a secondary fuel stream. 
Control System Considerations 
Rayleigh's criteria implies that acoustic oscillations are driven or suppressed when heat is 
added in phase or out of phase with the pressure oscillations, respectively. This suggests that 
combustion instability oscillations could be suppressed if effective means for driving heat addition 
oscillations that are out of phase with the combustor pressure oscillations could be developed. 
Rocket motors instabilities are generally accompanied by the excitation of one or more 
natural acoustic modes of the combustor and sometimes, their harmonics. For example, the 
combustion process may drive longitudinal, transverse or radial combustor modes, or multi-
dimensional modes whose oscillations consist of a combination of the motions produced by the 
above mentioned modes. Active control of combustion instabilities investigated to date4 were 
based upon a time domain control approach and focused on the damping of combustion instabilities 
consisting of the fundamental longitudinal mode or, at most, a combination of low frequency 
longitudinal modes. Moreover, the application of these methods required apriori knowledge of the 
characteristics of the unstable modes. In reality, however, the characteristics of the excited 
instability are not known in advance. Furthermore, the characteristics of the instability (e.g., its 
modal content) often change with time in response to changes in cavity properties (e.g., change of 
propellant burning surface diameter in a solid rocket) and motor operating conditions. 
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Consequently, active control systems that are capable of real time identification of the 
characteristics of the instability must be developed Such systems will have to utilize the acquired 
information about the characteristics of the instability to 11drive" an oscillatory combustion process 
within the combustor that is out of phase with the time varying combustor pressure oscillations. 
A new approach for active control of rocket motor combustion instabilities that overcomes 
the limitations of previous active control systems has been developed under this program. The 
developed system consists of a sensor (a pressure transducer) that monitors the performance of the 
combustor, an observer that analyzes the sensor output and determines the frequencies and 
amplitudes of the excited combustor oscillations in real time and a "controller" that introduces 
appropriate phase shifts and amplitude gains into the data provided by the observer prior to sending 
it to an actuator that controls the operation of a periodic fuel injection system. The novel 
components of this systems are its observer and "controller" whose tasks are to identify the 
characteristics of the instability in real time and provide the necessary phase shifts and gains to the 
oscillating combustor modes, respectively. The "controller's" output is then used to drive a novel 
actuator whose task is to produce an oscillatory fuel injection rate into the combustor that will 
produce combustion process heat release oscillations that are out of phase with the excited 
combustor oscillations. 
Summary of Program Accomplishments 
Oyeryjew 
The efforts expended during the first year of this program consisted of a number of 
theoretical and experimental studies. The experimental efforts focused on the development of a 
small scale gas rocket that could be used to experimentally investigate the performance of the 
developed active control system. In addition, the experimental efforts focused on the development 
of needed sensors, electronic components, computer systems, and actuators. The theoretical 
studies were concerned with the development of an analytical approach for real time identification 
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of the characteristics of time varying rocket motor instabilities, the development of an effective 
control system methodology, simulating the performance of an actively controlled rocket motor, 
and investigating alternate control approaches for stabilizing unstable propulsion systems. 
Progress made under each of these studies is briefly summarized in the remainder of this section. 
Gas Rocket Motor 
In parallel with the theoretical efforts, the development of a small scale gas rocket setup for 
investigating the performance of the developed active control system was initiated at the onset of 
this program. A gas rocket was chosen for this study because past studiesS,6,7 have shown that 
such rocket motors experience instabilities similar to those observed in practical solid and liquid 
propellant rocket motors, and their design and operational characteristics have much in common 
with those of liquid rockets. The experimental gas rocket developed under this program is shown 
in Fig. 1. It consists of a reactants feed system, a combustor section with windows for 
observations and optical diagnostics, a nozzle and an exhaust system. To provide needed cooling, 
the combustor is submersed in a bath with running water. Also, the combustor section length can 
be changed by adding or subtracting sections having the same diameter, which will provide 
capabilities for exciting instabilities with different frequencies. Since the designed combustor has a 
large length to diameter ratio, it is expected that axial mode instabilities with high and low 
frequencies will be excited in the system when short and long combustor lengths will be tested, 
respectively. This will provide an opportunity to investigate the effectiveness of the developed 
active control system in the damping of low and high frequency instabilities. The need to damp 
high frequency instabilities will determine the frequency limit of the developed control system. 
Reactants Injection System 
It is expected that methane or propane fuel and air or air-oxygen mixture oxidizer will be 
used as propellants in the developed gas rocket. Consequently, the developed reactants feed 
system required capabilities for supplying pre specified flow rates of these propellants into the 
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combustor. Furthermore, since tests will be conducted at different mean combustor pressures, the 
developed reactants injection system needed capabilities for operating over comparable pressure 
ranges. Finally, the active control system requires capabilities for dividing the combustor fuel flow 
rate into two streams of accurately controlled flow rates, and oscillating the injection rate of one of 
these fuel streams in order to produce a (controlled) oscillatory combustion process within the 
combustor. 
The developed propellants feed system is shown in Fig. 2. It consists of an oxidizer (i.e., 
air) injector and two fuel injectors. The primary and secondary fuel injectors supply the combustor 
with steady and oscillatory fuel flow rates, respectively. The secondary fuel flow rate is modulated 
by use of a recently developed "magnetostrictive" actuator 8. It oscillates a tapered needle up and 
down, producing a periodic blockage of a cross sectional area of the secondary fuel orifice. The 
oxidizer and fuel streams are injected at approximately 45 degrees angle and axially, respectively, 
into a small volume upstream of the injector plate where they mix prior to entering the combustor 
through the injector plate orifices. The angles and dimensions of the orifices in the injector plate 
have been chosen to generate recirculation zones downstream of the injector plate where the 
combustion process will be stabilized. 
In this feed system design, the main fuel flow rate is controlled by the size of the upstream 
orifice while the secondary fuel flow rate is regulated by the position of the actuator needle that is 
designed to oscillate up-and-down relative to some mean position. The oscillatory needle motion is 
controlled by an 11Etrema" actuator consisting of a Terfenol-D rod that changes its length in 
response to changes in magnetic field intensity9. This recently developed actuator is capable of 
providing relatively large displacement (e.g., 100 µm) in a very short response time (e.g., .2 
msec.) 
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The active control system 
The active control system under development is shown in Fig. 3. It uses a piezoelectric 
pressure transducer to "sense" the combustor pressure oscillations. The measured pressure signal 
is fed to a Digital Signal Processor (DSP) TX320C40 DSP via an analog input board. The digital 
control signal that is generated by the DSP is converted into an analog signal and fed back to the 
actuator. The host computer will accommodate an as yet to be developed algorithm that will 
determine the optimal gain and phase shift for the controller on the DSP. The DSP and the 1/0 
interface are integrated on a single DATA TRANSLATION 3801-G board that is installed in a host 
IBM PC personal computer. 
The developed control scheme consists of two parts. A fast algorithm, which includes the 
observer and an observer signal modifier (to be denoted "controller"), that is run on the DSP and a 
slower adaptive-type algorithm that is run on the host computer. The function of the observer is to 
provide the controller with the frequency, amplitude and phase of the oscillations in the measured 
pressure signal. The observer continuously updates its output in response to changes in its input 
data. The frequency, amplitude and phase of each comb us tor oscillations, as identified by the 
observer, are used to generate a control signal with the same frequency but different amplitude and 
phase. The optimal amplitude and phase shift are determined by as yet to be developed adaptive 
control algorithm. This algorithm, which is naturally slow and requires a significant computational 
effort, will be performed on the host computer. This adaptive capability will enable the control 
system to maintain the stability of a rocket without any prior knowledge of the characteristics of its 
instability. 
Since the developed active control approach significantly deviates from standard control 
approaches, its performance was investigated in the experimental setup (i.e., plant) shown in Fig. 
4. It consists of a wooden rectangular box that serves as an acoustic resonator and speakers that 
simulate acoustic energy sources. Simulated acoustic instabilities were driven in the box by one of 
the speakers while the other was used to damp the oscillations using the developed control method. 
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In this setup, the controller consists of a "simple" Analog Devices I/O Interface and the 486/66 
MHz. processor of the host computer performed the tasks of the DSP. 
Initially, the observer's performances was investigated. For this purpose, an acoustic 
wave was excited in the box by one of the speakers that was driven with a computer generated 
sinusoidal signal. The amplitude of the sinusoidal signal sent by the computer to the speaker was 
fixed but its frequency varied slowly with time. The excited pressure signal in the box was 
measured by a transducer and sent to the observer, which determined its amplitude and frequency 
in real time. In this connection, it should be noted that the obseiver determined the characteristics 
of the pressure oscillation in the box without having any information about the signal supplied to 
the acoustic driver. The "observed" (real) time• dependence of the amplitude and frequency of the 
box oscillations are shown in Figs. 5-a and 5-b, respectively. The frequency response displayed 
in Fig. 5-a agrees very well with measurements of previous tests in which the dependence of the 
box amplitude upon the frequency of the driven signal was investigated. Figure 5-b indicates that 
the obseiver cannot accurately identify the frequency near anti resonance where the amplitudes of 
the pressure oscillations are virtually zero. This does not, however, present any problem to the 
controller because it can be shownlO that when the obseived frequency is wrong, the generated 
control signal still possesses the correct frequency but with a different phase. When anti-resonance 
oscillations occur in the combustor, this phase has no impact upon the pressure oscillations. 
The steps-like structure of the curve in Fig. 5-b of the time dependence of the "obseived" 
frequency is the result of the time required by the computer to calculate the frequency in the periods 
between data sampling. As the ratio of the computation time and the period of the oscillations 
increases, the width of the steps increases. Currently, the computation cycle requires about 180 
µs, which limits the capability of the control system to frequencies below 1000 Hz. This limit will 
be extended in the future to 10 KHz. after the DSP board will be incorporated into the control 
system. 
•Since the frequency of the driven signal changed with time, plotting the "observed" amplitude and frequency of the 
box oscillations as a function of frequency is equivalent to showing their time dependence. 
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In the next series of tests, the performance of the controller was investigated. For this 
purpose, the 250 Hz. resonant frequency of the box was driven by a speaker that was incorporated 
in a positive feedback loop, see Fig. 4. Once large amplitude oscillations were excited in the box, 
the controller (i.e., the second "loop" in Fig. 4) was turned on in an effort to damp the box 
oscillations. Subsequent "real time" rate of the damping of the box oscillations by the active 
control system, as determined by the observer, for different controller phases and gains are shown 
in Figs. 6-a and 6-b, respectively. 
Figure 6-a describes the dependence of the controller's performance upon its phase shift. 
The results presented in Fig. 6-a indicate that the developed controller can rapidly damp large 
amplitude resonant oscillations, and that the rate of damping depends upon the controller's phase. 
At the optimum phase for which the rate of attenuation is maximum, the energy addition provided 
by the controller is exactly out of phase with the box pressure oscillations. As the controller's 
phase deviates from this phase, the controller's effectiveness decreases resulting in a lower 
attenuation rate of the oscillations. The phase margin for a given value of the controller's gain is 
determined by the total phase span in which the controller attenuates the oscillations. A large phase 
margin indicates that the controller is robust. Figure 6-a shows that the developed controller has a 
large phase margin of at least 120 degrees. 
Figure 6-b describes the dependence of the controller's performance upon its gain. The 
results presented in Fig. 6-b show that the rate of damping the pressure oscillations increases as the 
controller's gain increases. In most high order linear systems the controller gain cannot be 
increased indefinitely, because the system becomes unstable when the gain exceeds a certain 
threshold value. An analysis of the developed controller predicts that it can perform effectively 
over a wide range of gain values. Figure. 6-b indicates that the developed controller performs 
effectively with a gain ratio of 8:1. It is expected that the developed controller has not yet reached 




The objective of this study was to theoretically investigate the performance of the developed 
active control system. Initially, the characteristics of an instability were investigated by solving the 
one dimensional, nonlinear, Euler equations that describe the flow inside a rocket motor 
combustor, using a McCormack predictor corrector techniquell. The driving of the instability by 
the combustion process was modeled by means of a simple linear feedback between the pressure 
and combustion heat addition oscillations. Next, the combustor model was "equipped" with the 
developed active control system and used to investigate the effectiveness of the active control 
systems. The results of numerical simulations confirmed the effectiveness of the developed control 
system. The results of this study are summarized in a paper that has been submitted for 
presentation at the Twenty Fifth International Symposium on Combustion that will be held in 
August 1994. A copy of this paper is included in the Appendix of this report. 
At present, a more advanced numerical solution algorithm, based upon Roe's scheme, for 
solving the unsteady reacting flow equations in an unstable rocket motor is being developed. As 
part of this study, a new approach for proper numerical representation of the boundary conditions 
at the injector face and nozzle entrance plane has been developed and incorporated in the model. 
Furthermore, to improve the representation of the highly complex combustion heat release process 
in the simulation, a mixing model that can be incorporated into a one dimensional combustion 
model was developed. It accounts for the mixing of the fuel and air as well as the mixing of hot 
combustion products with reactants. The combustion heat release model utilizes an Arrhenius law 
to determine the reaction rate of the mixed reactants. 
Numerical simulations of the rocket performance, -which utilized the developed rocket 
model, indicate that the model predicts spontaneous onset of combustion instabilities that grow in 
amplitude and reach limit cycle oscillations similar to those observed in unstable rocket motorsl2. 
Since the developed model can predict unstable rocket motor performance using input data that 
10 
describes its operating conditions (e.g., air and fuel injection rates), it provides an excellent tool for 
evaluating the performance of the developed active control system. 
Yibratjonal Control of Combustion Instabilities 
In a parallel study, the potential use of vibrational control 13 to damp combustion 
instabilities was investigated. Vibrational control consists of the excitation of high frequency, open 
loop, oscillations within an unstable system. It has been shown in the past that such an approach 
could stabilize unstable mechanical system such as an inverted pendulum. Because of the relative 
simplicity of this approach, it has been decided to investigate whether it could be used to stabilize 
rocket motors. 
This study has shown that pressure oscillations in acoustic cavity cannot be damped by 
classical linear vibrational control. Subsequently, this research was extended to explore the use of 
nonlinear vibrational control. It was found that nonlinear vibrational control can be effective in 
cases where linear vibrational control fails. However, while the application of linear vibrational 
control can be achieved with an open loop control system that does not require monitoring the 
system's behavior, the suggested nonlinear vibrational control must use measurement of the 
system's pressure oscillations. Future studies will investigate the advantages and disadvantages of 
the developed nonlinear vibrational control method relative to the active control method that are the 
main subject of interest of this program. 
The results of this investigation were summarized in a paper that will be presented at an 
AIAA Student Conference in April 1994. This paper is listed in the related publication list and a 
copy is provided in the appendix. 
Summary of Proeram Accomplishments and Expected Future Actjyities 
(1) An active control method and the needed software were developed and tested in a simplified 
experimental setup. 
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(2) The design of an experimental, actively controlled, small scale gas rocket motor has been 
completed and the setup is being assembled 
(3) The design of a periodic fuel injection system that will be used to produce an oscillatory heat 
release process within the rocket combustor has been completed. This injection system is 
currently being fabricated. In addition, the actuator that drives the periodic fuel injection 
system has been assemble and tested. 
(4) The effectiveness of the developed active control system has been experimentally demonstrated 
in cold flow experiments in which speakers were used to simulate combustion instability 
oscillations and the out-of-phase driving that will be provided by the driven oscillatory 
combustion system. 
(5) A theoretical model of an unstable rocket motor has been developed. Novel features of this 
model include a flow mixing sub model that is incorporated in the combustion process heat 
release mcxiel and a new approach for proper numerical representation of the injector face and 
nozzle entrance boundary conditions. 
(6) A preliminary investigation of the feasibility of an open loop vibrational control of rocket 
instabilities has been performed. 
Planned future activities will include: 
(1) Assembly completion and checkout tests of the experimental rocket motor setup. 
(2) Experimental studies to determine the conditions under which the rocket motor operation is 
unstable. 
(3) Completion of the development of the active control system and its incorporation into the 
rocket motor setup. 
( 4) Check out tests of the active control system. 
(5) Experimental investigation of the effectiveness of the active control system and determination 
of system parameters that optimize the controller performance. 
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FIGURE 2. A SCHEMATIC OF THE DEVELOPED AIR AND FUEL FEED SYSTEM, 
INCLUDING A FUEL FLOW RATE MODULATION SYSTEM. 
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Figure 3: A Schematic of the active control system 
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Figure 5.a: ObseNed pressure amplltude as 





... ~ r.I 
.~ 
I -.- it 
~ -. ... 
·' 
~, .. . 
'~ I 
/i :i ,. 
I I I I I I I I I I I I I I I I I 






200 300 400 500 600 700 800 900 1000 
Frequency (Hz) 
Rgure 5b: Observed Vs. real frequency 
. 
I 
















~ 100 -+-----+-~-..-~---+-~--=--+-----I a. 









Figure 6.a: Dependance of damping of unstable acoustic 
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HIGH FREQUENCY NONLINEAR 
VIBRATIONAL CONTROL 
B. Shapiro* 
Abstract 1 Introduction 
In this paper we will discuss the feasibility of high fre.. 
quency nonlinear vibrational control. Sudi control has 
the advantage in that it does not require state mea-
surement and processing capabilities that are required 
in conventional feedback control. Bellman, Bentsman, 
and Meerkov investigated nonlinear systems controlled 
by linear vibrational controllers and proved that vibra-
tional control is not feasible if the Jacobian has a posi-
tive trace. Previous work is extended in this paper and 
it is shown that a nonlinear vibrational controller can 
stabilize a system even if the Jacobian has a positive 
This paper is concerned with the development of ef-
fective control for an engineering system, such as an 
aircraft, rocket or jet engine. In most engineering ap-
plications, such a system operates at some equilibrium 
point; for an aircraft the equilibrium is a trim condition, 
in the case of the jet engine it is a certain thrust. 
It is imperative that this equilibrium point be stable. 
An equilibrium point is defined to be stable if upon per-
turbation of the system from equilibrium, the system re-
turns to its equilibrium state. If the equilibrium point is 
unstable, then a small disturbance will cause the system 
to depart from that point. Thus, an aircraft operating 
at an unstable equilibrium point will depart from its 















i'th time derivative it may settle into oscillatory motion known as a limit 
i'th order polynomial coefficient cycle. Neither option is desirable because an engineer-
1 -An-2/w2 + · · · ing system must remain at the appropriate equilibrium 
An-1 - An-3/W
2 + · · · point. 
non-linear state function Unstable equilibrium points occur in a wide range of 
polynomial modulation function applications, from unsteady combustion in liquid rock-
vector modulation function ets to Hutter instabilities in airfoils at high speeds. Gen-
periodic, high frequency oscillation · erally, a control system is used to alter the stability of 
averaged. core terms (Eq. 3.32) sudi unstable equilibrium points. 
(0, ... , 0, t/J ); equilibrium shift (Eq. 4.5) There are two distinct principles of applying control; 
.A!+ .A;_tfw2 namely, closed and open loop control. In the case of a 
period, frequency of h(t) closed loop control: the system is observed by a se~r; 
state vector variable the sensors output is processed. by a data pr~mg 
state scalar variable plant that calculates the necessary correction; and this 
shifted equilibrium point variable correction is applied by an actuator to the system (see 
alow mode variable diagram below). 
fut mode variable 
(;,i(n-1)' • •. ,%) 
(:.iCn-1), ••. , :.i') 
l/T Ie'-T:.i~> sin(wr)dT 





A clased loop is formed by the system, sensor, plant 
•Uadergraduate Student, School of Asmpace Engineering, and actuator. Open loop control does not make use of 
Gecqia Institute of 'Iec:hnology, Atlanta, GA 30332. Thill re- sensors and processing plants. Instead, there is only an 
-..ch wu BUpported by the David s. Lewie Underpaduate actuator. As a result, in an open loop control there is no Scholarship 
1 
feedback loop and the actuator is unaware of the state 
of the system. Hence, the applied control is independent 
of the state. 
There are obvious advantages to open loop control as 
opposed to closed loop. It may be applied in cases where 
closed loop control is impractical. F\J.rthennore, appli-
cation of open loop control is simpler and is cheaper 
because it does not require costly sensing and comput-
ing capabilities. Clearly, there are also disadvantages; 
lince the actuator is functioning without any knowledge 
of the state of the system, open loop control is not al-
ways feasible. This paper discusses the feasibility of ap-
plying open loop control in the form of high frequency 
vibrational control. 
Vibrational control is applied by oecillating an acces-
sible system parameter at high frequ~mcy and low am-
plitude. For example, an inverted pentlulum can be sta-
bilized by vertically oscillating the pin of the pendulum 
at a sufficiently high frequency and low amplitude. This 
raises the question: under what other circumstances is 
high frequency vibrational control feasible? 
Vibrational control has found various applications, in-
cluding lasers [1] and particle beams [2). Initial work 
on developing a general theory of vibrational control 
was carried out by Meerkov [3]. Meerkov presented the 
principle of vibrational control. He discussed the effect 
of vibrational control upon stability, transient motion 
and response of the controlled system to external dis-
turbances. In subsequent publications, several specific 
nonlinear situations were discussed (4), but no general 
vibrational control was proposed. Such a theory was 
outlined in 1986 by Bellman, Bentsman and Meerkov 
(5] who presented criteria for the control of nonlinear 
systems by linear vibrational control. In this paper, vi-
brational control theory is extended to account for the 
effects of a nonlinear vibrational controller. 
2 Theoretical Considerations 
Consider a general system of order n described by 
i = l<i> (2.1) 
where g is a state vector of length n. Since we are con-
cerned with the stability of some equilibrium point y•, 
we shift this point to the origin by a change of variables 
z = i-JJ. Thus, Eq. (2.1) becomes 
(2.2) 
Since we are concerned with small perturbations from 
equilibrium, only local behaviour around z = 0 is con-
sidered. Suppose the equilibrium point £ = 0 is unstable 
and we wish to stabilize the system by use of vibratio: 
control. Vibrational control is applied by oscillatin1 
system parameter at high frequency and low amplitu 
For instance, in the case of a jet engine, the throttle, 
intake or amount of fuel injected might be vibrated. I 
h(t) denote the applied high frequency, zero mean, osc 
latory function, and assume that h( t) affects the syst• 
through some modulating function Q(x). Furthermo 
it is assumed that both /(%) and Q(X) are continuou 
differentiable. Thus, we write 
2 
~ = /(Z) + g(X). h(t) (2 
where the form of Q(X) depends on the state x and h! 
Obviously, an oscillating fuel injection rate is not; 
ing to affect the jet engine in the same fashion as 
oscillating air intake flow rate. Since, for a given h( 
the form of Q(X) depends on the system (which is fixt 
and the parameter we vibrate, the only liberty we hE 
is the choice of parameter to oscillate and the functi 
h(t). Th.is choice will determine the form of a(X). Otl 
then the choice of parameter and h( t) we have no cont 
of the form of Q(z). Th.is is the reason why vibratio1 
control is not always feasible, in certain cases there e:x 
no functions Q(X) which will allow vibrational contr< 
In order to discuss the results derived in (5], consi< 
Eq. (2.2), suppose the Jacobian matrix 8 fl 8i of (2 
has a positive trace. A classical theorem in linear 
gebra states the trace of a matrix is equal to the st 
of the eigenvalues (see for example (6, p.251} ). A: 
consequence, if the trace is positive, then at least c 
of the eigenvalues must be positive and the equilibrit 
point is unstable. Th.is does not imply, however, tha1 
the trace is negative the equilibrium point is stable. 
negative trace is a necesA?Y but not sufficient conditi 
for stability. 
Bellman, Bentsman and Meerkov [5] only conside1 
linear vibrational control, which limited the analysis 
linear functions Q(z) in Eq. (2.3). They proved d 
if the Jacobian 8f/8x has a positive trace and Q(x) 
linear, then vibrational control is not feasible. In ti 
paper we consider a more general case of vibratior 
control via a nonlinear, slowly varying, g(X). We shi 
that in this case, vibrational control is feasible even 
the trace of the Jacobian Matrix is positive. We al 
note that a wide variety of engineering systems exhil 
a positive trace. For instance, the stability of a liqt 
rocket engine can be modeled by a second order C: 
ferential equation that bas a positive trace in certE 
performance regimes [7]. In this case, a positive tre 
is equivalent to a negative damping, which means tt 
ft.ow disturbances amplify. 
Assume that the functions acz, that describe the vi-
brational excitatloos resulting from oscillation of vari-
ous accessible system parameters (see (2.3)) are known. 
The objective of the theory presen~ in this paper is to 
determine a stability criterion for 0(£). Consequently, 
if a certain g(X) satisfies the derived stability criterion, 
then oscillation of the corresponding system parameter 
will result in vibrational control. Therefore, the above 
criterion lets us determine if vibrational control is fea-
sible for any accessible system parameter in a given en-
gineering system; (e.g. an unstable rocket motor). 
3 General Derivation 
Consider once again the forced nonlinear system 
... 2 ... 
. ... 8/ 1 8 I ... 2 (3 ) x = g(£). h(t) + Bxx + °2 8%2z +... .4 
where /(o) = O bec.ause z = 0 is an equilibrium point 
of (2.2). Since we are only concerned with small pertur-
bations from equilibrium, Hill is small and higher order 
terms in the above series may be neglected. The re-
sulting equation yields an approximation of the system 
behaviour in a neighbourhood of the origin. It should 
be noted that Q(z) is not linearized because higher or-
der Taylor terms in U(£) may produce non-negligibJe 
effects through coupling with lower order terms. Hence 
F.q. (3.4) is simplified to the following form: 
. ai ... x = 8xx + g(X) . h(t) (3.5) 
£ = /{£) + a{x). h(t) (3.1) In expanded form, F.q. (3.5) can be written as 
where x = O is an equilibrium point of (2.2), but is not 
necessarily an equilibrium point of the forced system 
(3.1). If this is the case and£= 0 is not an equilibrium 
point of (3.1), then the applied forcing has shifted the 
equilibrium point. Such an equilibrium shift is undesir-
able. For instance, it is undesirable for an aircraft to 
depart from its trim value upon application of vibra-
tional control. Furthermore, our analysis breaks down 
if this shift from equilibrium is large. Hence, we only 
consider small and zero equilibrium shifts and state that 
vibrational control is not feuible if it results in a large 
equilibrium shift. 
To analyze (3.1), we begin by studying the properties 
of h(t), which describes the high frequency, zero mean, 
excitation. By definition 
h( t) = h( t + T) , T < 1 
+ fcHT h(T)d'T = 0 (3.2) 
where T is the period of h(t ). When we attempt to vi-
brationally control a system, we vibrate an accessible 
parameter at low amplitude. If we were to apply high 
amplitude vibrations then we would excite high ampli-
tude widesirable oacillations in the system. For conve-
nience, the amplitude of h(t) is taken to equal unity and 
the low amplitude of the applied vibration is reflected 
by g(%). Consequently, 
max lh(t)I = 1 (3.3) 
Expanding j( £) in a Taylor series about the origin, 
we rewrite {3.1) as 
3 
(3.6) 
For the purpose of clarity in this discussion we let 
h(t) = sin(wt). We note, however, that this analysis 
can easily be extended to deal with more general peri-
odic functions h(t) such as square or triangular waves. 
It can be shown that our result will only differ by a 
constant in such cases. 
It is possible to rewrite Eq. (3.6) as an equivalent 
polynomial whose solution is equivalent to the solution 
of the matrix equation. The characteristic polynomial of 
a matrix Mis given bydet(zl-M) where the eigenval-
ues of M are the roots of det(zl - M) = 0. Therefore, 
we rewrite Eq. (3.6) as its characteristic polynomial 
zCn) + An-1z<n-l) + · · · + Aox 
= G(z(n-1), •.. , z) ·sin( wt) (3.7) 
where z is a linear combination of z1, ... z,..; z(lc) de-
notes the k'th time derivative of z and G is equivalent 
to Q. Note that -An-i is equal to the sum of the eigen-
values of the Jacobian, which equals the trace of the 
Jaoobian Matrix [9, p.113) & (6, p.251]. This implies 
that the positive Jaoobian trace referred to in {5] equals 
-An-1. 
Since the frequency w of the applied forcing sin( wt) 
is high, we assume that the solution z(t) of (3.1) will 
oonsist of two modes. A slowly varying mode x.(t), 
which describes the system response to the average of 
the applied forcing, and a fast mode x1(t) that describes 
the system's response to the high frequency component 
of the forcing function in Eq. (3.7). Therefore, the 
solution is expressed in the form 
(3.12) can be treated as constants, and the average 
G(x.) sin( wt) is zero. Using the notation 
z1(t) = t .h'-Tx~>tr) sin(wT) dT 
zHt) = x~> sin( wt) - .z.(t) 
(3.' 
x(t) = x.(t) + x 1(t) (3.8) yields 
where x.(t) is the average of x{t) and is defined as 
1 1' x.(t) = T x(T)dT 
c-T 
(3.9) 
x~n) + ... + Aox1 = G(x.)sin(wt) 
+~11. z' + ... + az'f.!-n le. z~-1 (3. 
Notice that the average of x<•> is equal to x1') for all i An order of magnitude analysis is now used to furt. 
beCause x(t) is continuous and we can move the differ- simplify Eq. (3.14). In this analysis we only consi1 
ential inside the integral for small T. In view of (3.9), slowly varying functions G(x.) as defined below 
averaging Eq. (3.7) yields the equation 
(n) A (n-1) A_ x. + n-lX• + ... + .nuX• = 
1 r' G( (n- t) ) • ( ) d ,. Jt-T x ' ... 'x sm WT T 
(3.10) 
Eq. (3.10) describes the fundamental assumption of av-
eraging theory; namely, the assumption that the slow 
mode x. reacts to the average of the forcing. 
By assumption (3.8) we see that Eq. (3.7) minus Eq. 
(3.10) yields the following equation for x I 
(n) A (n-1) A_ 
xi + n-tX/ + ... +.nuX/ = (3.11) 
G(x) sin( wt) - + ft'-T G(x) sin(urr) dT 
where i denotes (x<n-l), ... , x). 
Since i I is considered to be a perturbation variable 
with respect to the average variable x., we expand G 
in a Taylor series at x.. By assumption, the amplitude 
of the forced vibration is small. Accordingly, the am-
plitude of the resulting fast solution x I is also small. 
Consequently, we may neglect higher order temis in i I· 
Thus, Eq. (3.11) becomes 
(n) A (n-1) A_ 
x I + .nn-1X1 + ... + .nuX/ = 
G(x.)sin(wt) +~It. x1sin(wt) 
aa I <•-1) . cwi> + ... +~ 1.x1 sm -+ ft'-T [G(x.) sin(urr) +~It. x1 sin(wT) 





Notice that (3.15) is a mild restriction since w is Jar 
Consider the order of magnitude of the z: terms wh 
appear in Eq. (3.14). In order to detennine the ore 
of magnitude of these z: tenns, we first consider the 
terms. Equation (3.13) yields a bound on Z;, 
Then, using the triangle inequality yields 
S"mce x 1 is periodic in w, it follows that 
(3.1 
because x 1 can be represented as a fourier series tr 
is periodic in w. Consequently, eadl differentiation i 
creases the magnitude by a factor of w. AB an E 
ample, consider the time derivative of sin( wt) which 
wcos(wt). Consequently, using Eq.'s (3.16) and (3.1 
it follows that 
Recalbe 1 that x. is slowdly varying rela
1
tivef to x,A, it can lzH S 21x<1•>1~2w"lxil (3.1 assumed constant uring one eye e o x J. s a re-
sult, the terms G(x.), 8G/8x., ... JJG/Bzin-l) in Eq. and Eq.'s (3.19) and (3.15) yield 
4 
i:f;Z:.-11 < w"l.x1I 
I --- Z:.-21 < w"l.x1I 
I &a~•> Z:.-sl < w"ls1I (3.20) .. 
l~z'I < w"(s1I 
In view of Eq. (3.18), it follows that the order of mag-
nitude of the tenJlS in the left side of Eq. (3.14) is given 
by w"l.z11· Since the magnitude of the z' terms in Eq. 
(3.14) is considerably less than w"l.z1I, we assume the z' 
t.erms may be neglected. Therefore, Eq. (3.14) becomes 
.x}">+An-1.x}"-1>+ ... +Ao.z1 = G(x.)sin(wt) (3.21) 
where G(.z.) is constant during one cycle of .x1 be-
cause .z. is a slowly varying quantity. Consequently, 
Eq. (3.21) can be easily solved by substitution. Letting 
R2 =A!+ .A!-ifw2 (3.27) 
and note that R ~ 1 based upon the arguments above. 
Even though it is not necessary to asmme the above 
approximations apply throughout the remainder of the 
analysis, it is useful to keep them in mind because they 
provide a qualitative appreciation of the formulas that 
follow. 
Substituting Eq. (3.26) and (3.27) into Eq. (3.22) 
and integrating yields the following expressions for the 
derivatives .x~>(t) 
.z(n) =+~sin( wt)+ 0~ji 1 cos( wt) 
)n-1) = -~~ cos(wt) + cw1if21 sin(wt) 
.z~n-2> = - ~$sin( wt) - 0J]i3 1 cos( wt) (3.28) 
.x}"> = asin(wt) + /3cos(wt) 
then 
which allows us to compute the right hand side of Eq . 
(3.22) (3.10). Expanding Gas a Taylor series at .z., Eq. (3.10) 
becomes: 
.x<n-l) = -(a/w) cos( wt)+ (/3/w) sin( wt) 
.z~n-2> = -(a/w2 ) sin( wt) - (/3/w2 ) cos( wt) (3.23) 
(n) A (n-1) A .x. + .nn-1.Z• + ... + oz.= 
t !LT [G(x.)sin(wr) + ~.x1 sin(wr) 
8G (n-1) · ( )] d + ... + 82:(n-i) %/ Slil WT T 
• 
(3.29) 
It should be noted that the non-linearities of G 
Substituting Eq. (3.23) into Eq. (3.21) and collecting are not neglected in Eq. (3.29) since the terms 
the coefficients of the cos and sin terms yields the fol- ( l) 
lowing linear equations for a and J3 G(x.), 8G/8.x., · · · ,8G/8.x."- are not necessarily lin-
ear in .z •. Substituting Eq. (3.28) into Eq. (3.29) yields 
sin( wt) : a+ An-1/3/w -An-2a/w2 + ... = G 
cos( wt) : /3 - An-1a/w - An-2/3/w2 + ... = 0 
(3.24) 
Introducing the definitions 
An = 1 - An-2/w2 + ... 
An-1 = An-1 -An-3/w2 + ... (3.25) 
into Eq. (3.24) it follows that 
O = (~+~t1/w2) 
a GA"-1 
I"= u;(A!+A!_ 1/W2) 
(3.26) 
In mast cases, w is much larger then A, (for any i) 
implying that only the first tenJ1S in Eq. (3.25) are 
tligniftcant. Consequently, Ari ~ 1 and Ari-1 ~ An-1· 
By the same argument, .14!_ifv? <.A! indicating that 
o ~ G and /3 ~ GAn-1/w. To simplify the notation, 
let 
5 
(n) A (n-1) Ao 1 rt {a(- ) .z. + .nn-lX• + ... + x. = "f Jt-~ X 11 
+ ... + [ - 5~ sin(wT) - 0,.,1iii' oos(wr)j 8 f;:,> + z. 
( - ~ cos(wr) + 0j151 sin(wr)] 
8 
f.?-11} sin(wr) dT 
:i:. 
(3.30) 
Evaluating the integral, in Eq. (3.30), and recalling that 
the average of sin2 (wt) is a half while the average of 
sin( wt) and sin( wt) cos( wt) is zero, yields the following 
equation for the slow mode z.(t): 
(n) A (n-1) + +Ao { An-1 G lJG z. + n-t.X• • • • z. = ~ ';:rn=TJIJ n-1 z. 
~G 8G Aft-1 G 8G + } 
-~ ~-~ ~IJ "- ••• 
v:i:. :i:. 
(3.31) 
Equation (3.31) is the averaged equation for the slow 
dynamics .x.(t) of the forced system (3.1). It is a non-
linear, autonomous (no explicit time dependence), or-
dinary differential equation. Equation (3.31) is valid in 
a small neighbourhood of the point i = 0 of the forced 
system (3.1). 
Introducing the definitions 
.,.,( _ ) 21J Jb G aa .A..-1 G aa + r x. = az( .. -1) - ~ .( .. -!) ••• 
- A •aa ~ •aa Q(z.) = -~G~ + hflPG-;:r.;=ir + ... 
u2:• uz. 
(3.32) 
where we label 'P and Q as the core terms, Eq. (3.31) 
can be rewritten in the following form 
the fast mode. Substituting (3.28) into (3.10) yields t1 
nonlinear, autonomous, averaged equation (3.31) for ti 
slow mode x.(t). Linearizing Eq. (3.31) and substitu 
ing expression (3.32) we derive the final, linear equatic 
(3.35) for the slow mode x.(t). It is important to no 
that Eq. (3.35) only holds in a small neighbourhood 
the origin. Furthermore, Eq. (3.35) does not discou 
non-linearities in G because the core terms appearil 
in Eq. (3.35) are nonlinear functions of G. Eq. (3.3 
allows us to perform the stability analysis which follo~ 
Next, rewriting Eq. (3.33) in a Taylor series about the 4.1 
4 Stability Analysis 
Equilibrium Shift 
origin yields 
z1n) + An-1X~n-l) + ... +A.ox. = 'P(O) + Q(O) 
+ IYP - + 8Q - + 1 !l!:P_ -2 + 1 /t2Q -2 + 'ln:x• "l!JLx• '!~x. 1~x. . .. . . . . 
(3.34) 
In the above equation, the partials derivatives of 'P and 
Q are evaluated at the origin to yield constant values. 
Since we are concerned with local behaviour around 
x. = 0, !Ix.II is small and we may neglect higher or-
der Taylor terms in Eq. (3.34), yielding 
(n) (A IYP 8Q) (n-1) 
x, + n-i; azi_g1> -~ z. + (3.35) 
... + (Ao - 7iZ; - "!i; )x. = 'P(O) + Q(O) 
where we have neglected higher order partials deriva-
tives. &:tuation (3.35) is a linear differential equation 
in x •, which is applicable in a small neighbourhood of 
the point i = 0 of the forced system (3.1). Equation 
(3.35) will allow us to determine whether i = 0 is still 
an equilibrium point of (3.1), and ifso, the stability of 
this point. Such a stability analysis is performed in the 
next section. 
Before we begin the stability analysis, we briefly swn-
marize the results of this section. We start with the 
forced system (3.1). By linearizing/, but not C, we de-
rive the polynomial expression (3. 7) which is valid in a 
small neighbourhood of i = 0. Assuming that the tra-
jectory z( t) is composed of two modes x I ( t) and x, ( t), 
we obtain an averaged expres&on (3.10) for the slow 
mode x.(t). We restrict ourselves to considering slowly 
varying functions G as outlined in (3.15). Using ~ 
sumption (3.8) and Eq. (3.10) we derive Eq. (3.14} for 
the fut mode x1(t). An order of magnitude analysis lets 
us solve Eq. (3.14) to derive the expression (3.28) for 
6 
When discussing stability, we refer to the stability 
a given equilibrium point. In this analysis we are co 
cemed with the equilibrium point i = 0 of Eq. (2.~ 
Hence, we must first determine whether i = 0 is i 
equilibrium point of the forced system (3.1). 
Since x1(t) has a zero average, then any equilibriu 
shift due to the applied forcing will be reflected by x,(1 
Consider Eq. (3.35), it is evident that if x. = 0 is 
remain an equilibrium point, then 
Q(O) + 'P(O) = 0 (4. 
must hold. We define ( 4.1) to be the zero conclitio 
If the zero condition is not satisfied, then x = 0 is 1 
longer an equilibrium point or Eq. (3.35), which impli 
i = 0 is not an equilibrium point of the forced syste 
(3.1 ). We can determine the resulting equilibrium sh: 
from Eq. (3.35). Defining 
I 'P(O) + Q(O) 
x. = x, - (Ao - li'P - Th) 
1Ji; 1Ji; 
(4. 
it follows that x~(i) = x~i), [i > OJ since x~ and x dift 
by a constant. In view of this we let 
- ( (n-1) (1) ') x. = x. , . .. ,x, ,x. (4. 
Rewriting Eq. (3.35) in temlS of the new variable ~ 
yields 
(n) (A . IYP 8Q) (n-1) 
x. + n-1 - B:r( .. -1) - ~ Xa ( 
/YP • 1l.Q_ I • 4. + ... + (Ao - "!i; - "!i; )x • = 0 
and we see that x. = 0 is an equilibrium point of E 
(3.35) and the equilibrium shift is given by 
'1 = _ P(O) + Q(O) (4.S) 
(Ao -lf.-P.> 
Letting ~ = (0, ... , 0, .P ), it follows that if the equilil> 
rimn shift ,Pis large, our analysis breaks down since Eq. 
(3.35) ts only valid in a small neighbourhood of the ori-
&in· Furthermore, we note that a large equilibrium shift 
II undesirable in engineering applications. We wish to 
Yibrationally control an existing equilibrium point, not 
create a new one. Accordingly, we only consider very 
small equilibrium shifts, since vibrational control is not 
feasible when the equilibrium shift is large. 
In view of F.q. (4.5), i. = 0 is the shifted equilil> 
rium point of &i. (3.35). It is understood that if the 
sero condition is satisfied, then i. = x. and the equi-
librium point is not shifted. Notice that the fast mode 
% / remains llllchanged, it is still a perturbation from 
the average. Consequently, define 
(4.6) 
It follows that i = 0 is the new shifted equilibrium 
point of the forced system (3.1) and is given by i = 
% + 1$. Accordingly, we will now concern ourselves with 
the stability of the equilibrium point i = 0. 
4.2 Stability Definition 
In order to discuss stability, we must rigorously define 
the concept of stability. The following definition is the 
classical definition of stability, which can be folllld in 
almost any text on differential equations, e.g. (8, p.98]. 
Definition: Consider the system i = F(i, t) with an 
equilibrium point i = 0. This equilibrium point i = 0 
is stable if for any E > 0 there exists 6 = 6( E) such 
that the initial condition lli(O)JI < 6 implies that the 
trajectory/solution lli(t)fl < E for all t. Otherwise, the 
equilibrium point is UDStable. The equilibrium point 
is asymptotically stable if it is stable and 6 can be 
chosen such that lfi"(O)ll < 6 implies the 
Um i(t) =0 
t-+00 
Hence, if an equilibrium point is stable, we can al-
ways find a 6 for any given E so that the trajectory never 
leaves the E neighbourhood. Physically, a stable equi-
librium point implies that a small perturbation of the 
initial conditions from equilibrium will result in a small 
perturbation of the final conditions from equilibrium. In 
the cue of asymptotic atabWty1, a small perturba-
tion of the initial conditions will result in a zero change 
of final conditions. Hence, any trajectory that starts 
sufftciently close to the equilibrium point must decay in 
time. Consequently, asymptotic stability is desirable 
in most engineering applications because it implies that 
the system will remain at the equilibrium point. 
We are concerned with the stability of the equilibrium 
point i = 0 of the forced system (3.1). Recall that x 
is compmed of two modes, the slow mode i, and the 
fast mode % I. Since the slow mode is dominant, we first 
concern ourselves with the stability of i,. 
4.3 Slow Asymptotic Stability 
Definition: The equilibrium point i of the forced sys-
tem (3.1) is slowly asymptotically stable ifthe equi· 
librium point i, of F.q. (3.35) is asymptotically sta-
ble. 
Hence sJowly asymptotically stable implies that 
the slow mode i,(t) will decay to zero if we perturb the 
forced system (3.1) from equilibrium. Because the slow 
mode is dominant, a sJowly asymptotically stable 
equilibrium point i = 0 of the forced system (3.1) is a 
definite improvement over an unstable equilibrium point 
i = 0 of the llllforced system (2.2). 
For a linear equations such as (3.35) stability can be 
determined by the Routh Hurwitz criterion (9, p.113]. 
The Routh Hurwitz criterion is a necessary and suffi-
cient criterion for stability. One writes a Routh Hurwitz 
array, this array consists of a schedule of the charac-
teristic polynomial coefficients, and the number of sign 
changes in the array is equal to the number of unsta-
ble poles. If there are no sign changes and the array 
does not contain zero elements, the equilibrium point is 
asymptotically stable and the linear equation is said 
to satisfy the Routh Hurwitz criterion. Consequently, 
if&:&. (3.35) satisfies the Routh Hurwitz criterion then 
i, is an asymptotically stable equilibrium point and 
hence (by definition) the equilibrium point % = 0 of the 
forced system (3.1) is slowly asymptotically stable. 
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4.4 Asymptotic Stability 
In this section we develop criteria for asymptotic sta-
bility of the equilibrium point i = 0 in the sense of 
Section (4.2). Asymptotic stability implies that the 
l)'Btem will return to its equilibrium state upon small 
perturbations from equilibrium. If application of high 
1 In engineering literature, the CODCept of asymptotic stabil-
ity Ill usually refiemd t.o simply • &able. 
frequency forcing results in asymptotic stability, then 
we say that vibrational control bu been achie'Ved. 
Tb8orem: The equilibriwn point i = 0 of the forced 
system (3.1) is uymptotlcally stable if and only if 
Eq. (3.35) satisftee the Routh Hurwitz criterion and 
G( --i) = 0, where -i is the small equilibrium shift vec-
tor u outlined in Eq. (4.5). 
Proof: By the mean value theorem 
IG(i. --i> -G(-i)I < 1c11.x.11 
for eome positive constant /c. But IG(-.$)1 = 0, there-
fore 
IG(i. - tP)I = IG(z.)I < klli.11 
Eq. (3.28) yields the norm of £1 
Hence, llz1(t)U converges to clql. Consequently, 11.Z,( 
z1(t)ll = lli(t)ll approaches clql as time tends to infiJ 
and i = 0 is not asymptotically stable. 
Therefore, the above theorem states necessary 
sufficient conditions for asymptotic stability of 
equilibrium point i = 0. AB a physical interpretat 
we say that the forcing modulation function G rr 
converge to zero as the system approaches equilibri' 
Then as the slow trajectory approach equilibrium 
excited fast mode decays also since the magnitud~ 
the excitation (Eq. (3.1)) decreases to zero. Thi.: 
Eq. (3.35) satisfies the Routh Hurwitz criterion 
G(-i) = 0, then the equilibrium point i = 0 of 
forced system (3.1) is asymptotically stable. 
4.5 Criteria Summary 
IG(z )I .Aa- i We briefly summarize the stability criteria derivec 
llz1ll = w" (....ta+-2- 1 + ... ) = clG(z,)I < ckllx.U the previous sections. 
w a) Section (4.1) develops a criterion for an equi 
Hence rium shift due to forcing. This section shows that if 
r.ero condition (4.1) is satisfied then there is no e• 
librium shift. If the sero condition is not satisfied 
equilibrium shift 'l/J is given by Eq. (4.5). 
Since Eq. (3.35) satisfies the Routh Hurwitz criterion, b) Section (4.3) develops a criterion for slow asyt 
we can always choose a 61 such that lli.(0)11 < 61 implies totic stability of the shifted or original equilibr: 
that lli.(t)ll < E1 for any E1 at all t and further point i = O. For slow asymptotic stability the lir 
lim lli.(t)ll = 0 c-oo 
For any E let E1 = t/(1 +ck), then lli.(t)ll < E1 and 
tJi(t)ll < (1 + c/c)lli.JI < f 
for some 61. Consequently we can always choose 61 such 
that the initial conditions lli.(O)lf < 61 imply the trajec-
tory i( t) will not leave the E neigbourhood, indicating 
stability. F\Jrthermore, 
lim lli(t)ll < (1 + c/c) lim Hi.(t)ll = 0 
c-oo c-oo 
for lli.(O)ll < 61 prows asymptotic stability since 
the trajectory i(t) converges to zero as time tends to 
infinity. 
Conversely, if Eq. (3.35) does not satisfy the Routh 
Hurwitz criterion, then i.(t) does not converge to zero 
as time tends to infinity. Since z1(t) is sinusoidal, if 
i.(t) does not converge to zero, then i.(t) + %1(t) = 
i(t) certainly does not converge to m-o. Hence, the 
equilibriwn, i = 0 is not asymptotically stable. If 
G(-i) = 0 does not hold, then asi.(t) approaches zero, 
G(x. - ~) converges to some finite non-zero number q. 
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averaged equation (3.35) must satisfy the Routh 1-
witz criterion. 
c) Section (4.4) develops a criterion for asymptc 
stability of the shifted or original equilibrium p< 
i = 0. It is shown that for asymptotic stabili 
Eq. (3.35) must satisfy the Routh Hurwitz criteria; 
G(--i) = 0 must hold. 
5 Example 
In this example we consider a second-order system v 
a positive trace. As a specific case, we consider 
second-order equation derived in (7] for the flow pot 
tial of a liquid rocket engine, 
(f 
where 4J is the perturbation of the flow potential fr 
equilibrium. In the case ofliquid rockets, unsteady cc 
bustion provides the negative damping which drives 
instability. Since the damping is determined by B, n 
ative damping corresponds to a negative coefficient 
Normalization of Eq. (5.1) results in the dimensi 
less equation 
(5.2) 
where x is the normal.bed flow potential and the time 
derivatives are taken with respect to a dimensionless 
time t. 
For the purpc:me of this example, we chooee the fol-
lowing constants: Ai = -0.2 and Ao = 1. Notice that 
.A1 < 0 corresponds to a positive trace of the Jacobian 
matrix. Hence, the equilibrium point x = 0 of Eq. (5.2) 
a \m.Btable. Eq. (5.2) is a second-order linear equ1r-
tion which can be solved analytically. Fig. ( 1) shows a 
plot of the trajectory x( t) versus t for initial conditions 
x(O) = 0.01, z(O) = 0. 
Bellman, Bentsman and Meerkov (5) prove that it is 
not possible to vibrationally control a system with a 
positive trace if the function G(x.) is linear. Conse-
quently, we consider a nonlinear function G(z.). Sup. 
pose 
G(z,x) =a+ {3x.X (5.3) 
describes the effect produced by forcing some accessible 
system parameter. 
This choice of G is not arbitrary. We know that the 
sign of A 1 creates an instability. Consequently we wish 
to change the sign of this coefficient by applying vibr1r-
tional control. Consider the averaged equation (3.35), 
there are two pcssibilities for changing the sign of the .X 
coefficient; namely, the terms 'P or Q. We consider the 
Q term, hence, 
~~ = -k ~ Q = -k.X (5.4) 
i - 0.2% + x = (15 + 200.xx) sin(70t) (5. 7) 
For the analysis in th.is paper to be valid, the following 
bounds (see Eq. (3.15)) must hold. 
IBG I 8xl = l200xl < 10 
IBG I 8:rl = 1200.xl < 102 (s.s) 
These bounds are satisfied if :r and .X are sufficiently 
small. 'IO check the criterion outlined in the previous 
aection, let us calculate the averaged core terms defined 
by Eq. (3.32). 
'P(z,x) = ;~' (15 + 200xz)200x 
= -0.061.x - 0.816:.tx2 
Q(z,x) = -~(15 + 200xz)200.X 
= - .306% - 4.082xz2 
Eq. (5.9) satisfies the zero condition 
(5.9) 
Q(O, 0) + 'P(O, 0) = 0 (5.10) 
indicating that there is no equilibrium shift. In order 
to determine stability, evaluate the partial derivatives 
of the slow equation (3.35). Recall that these partials 
are computed at the origin, 
~lo,o= -.061 - 1.632%.xlo,o = -.061 
4flo,o = -0.816:r
2 lo,o = 0 
~lo,o= -4.082%2 lo,o = 0 
(5.11) 
~lo,o= -.306 - 8.164.x.Xlo,o = -.306 
where k > IA1 I· By the definition of the core terms, In view of (5.11), we can write the averaged equation 
Eq. (3.32), Eq. (5.4) becomes (3.35) for the slow mode :r.(t) 
- ~~G~ = -ki (5.5) 
Equation (5.5) can be solved by separation of variables. 
Unfortunately, the solution to Eq. (5.5) is G = c~ 
which is singular at the origin and violates the assump. 
tion that G is continuously differentiable. Hence, we let 
G(.X, x) = a + {kz u an approximation of the square 
root close to the origin. 
Given the above choice of G, let us write the forced 
equation as 
i + Ai.X + Aox =(a+ fjx.X) sin( wt) (5.6) 
Let w = 70, a = 15 and /3 = 200. For these values, Eq. 
(5.6) becomes 
9 
ii.+ 0.1061%. + 1.061.x. = 0 (5.12) 
For a second-order linear differential equation such as 
the one above, the Routh Hurwitz criterion is satisfied 
if all coefficients have the same sign. Clearly, Eq. (5.12) 
satisfies the Routh Hurwitz criterion. Consequently, by 
the criteria developed in section ( 4.3) the equilibrium 
point (z,x) = 0 of the forced system (5.6) is slowly 
asymptotically stable. Finally, G(O,O) = 12 :/; 0, 
hence the equilibrium point (z, x) = 0 is not asymp-
totically stable (see section 4.4). 
Therefore, if we find an accessible parameter in a liq-
uid rocket engine that can produce a modulating func-
tion G = a+/3xz then we can achieve slow asymptotic 
stabWty by application of vibrational control. 
It is interesting and instructive to compare results (5) R.E Bellman, J. Bentsman, and S.M Meerkov. V 
obtained by this analysis with a nwnerical simulation. brational control of nonlinear systems: vibration 
We can analytically aolve the slow mode equation (5.12) stabilizability. IEEE Tronaactiona on Automat 
to derive the following analytic expression for z.(t). Contro4 1986. 
(6} G. Strang. Linear Algelml on.cl ita Applica.tions. Ha 
.:r.(t) = e-0.053t[X.., cos(l.03t) + X..0 sin(l.03t)) (5.13) court Brace Jovanovich, Inc., 1988. 
where X.0 is the initial displacement and X,, 0 is the 
initial -velocity. Fig. (2) compares z.(t) of Eq. (5.13) 
with a z(t) calculated by a numerical simulation. Since 
the initial conditions for the slow mode are not known, 
they are matched to the initial conditions shown by the 
numeric simulation. We can see that the equilibrium 
point {x,.:r) = O of the forced system (5.6) is indeed 
slowly asymptotically stable but is not asymptot;.. 
lcally stable. F\irthermore, Fig. {2) shows excellent 
agreement between the behaviour predicted by the de--
veloped theory and that predicted by the nwnerical sim-
ulation. 
6 Conclusion 
In this paper we present a criterion for the feasibility 
of vibrational open loop control. Previous work is ex-
tended to include analysis of non-linear, vibrational con-
trol. Current vibrational control theory proves that lin-
ear vibrational control is not feasible if the Jacobian 
matrix has a positive trace. This paper shows that non-
linear vibrational control is feasible even if the trace of 
the Jacobian is positive. We note that this result is of 
significant practical importance because a large number 
of engineering systems exhibit a pasitive Jacobian trace: 
such as rocket motors, jet engines and ramjets. 
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Abstract 
An UDdentlDc:tiDg of tbe proc ! II !S telpOllSible for 
•vma and dllnping ICOUStic odlations in mlid nx:ket 
IDDtan ii nee : 111 ry far dir:ftJopina pnicticaJ clesip methods 
dl&t elimimte ar reduce tbe occurrence of cambustion 
iDltabilities. While state of the mt IDlid nx:ket ltability 
prediction methods gc:ncnlly .-.count far the Oow turning 
loss, tbe IDlgllitude and chmcteristics of this loss have 
ancr been fully investigated. In this ltUdy, an equation for 
determ.in.ing the acoustic •bility of a duct with axial and 
tnmsYene temperature padients was dneJaped ad the 
flow turning loss tam identified. Tbe paence of '¥0lume 
integrals in this equation: which reduce to IUl'face Oux 
tams in a previous analysis that did not ICCOUDt for mean 
temperature gradients, 1U11ests that the prac:nce of these 
padients may drive or damp the 01Cillations. Numerical 
integration Of the govemin& equations WU performed to 
lltudy the effects of axial temperature padients in the 
motor. The presence of am axial tcmperatme gradient was 
lbown to aff'cct the convective terms of the •bility 
equation. Tbe effects of temperature gradients were shown 
to be most significant in ~ vicinity of ID ICOUStic pressure 
mtinode in the chamber. where Oow turning losses are 
llDlllest 
IDtroduction 
Tbe relative magnitudes oC the mecbnisms within a 
cambustor that drive and damp oecillatioas determine the 
9COUStic •bility of the chamber. When the ICOUStic meraY 
pins peaent in the cambu.stor outweigh the toaes, Dall 
clisturblnces maplify to le¥cts that can advenely iDOuence 
motor performance by aff'ectina guidance, thrust. md the 
11n1ctun: integrity or the motor'""· Because or the hi&h 
magy densities and low loaes ob9erved in most 
cambustan clesiped for me in propulsion l)'ltrms, tbe 
pmlDility of encountering imtability ii high. 
a arder to eliminate the occunmce ar reduce tbe 
...my of cc:mbusticm imtabilities in mlid rocket ~ 
I il-.C r 1 r ry to identify md understand tbe medmiws 
., wllidl energy ii addec! to md n:moved from the ICOUltic 
...-11etMm. h is pncnlly ICCCptcd 1bat the ~ 
- ry to initiate and maintain the imtability is provided 
by tbe iDtenlction of tbe 80lid propellamt cambmtioa 
t-... mppoNd .... AFOSR c...w:t No. 91.0160~ Dr. Mital 
A. 8irklD COlllnd manitar. !AJAA ............. ...... ...._...AIM. Fllllow. 
Tm plPll' ii a-': m6e U.S. OoJaaawd ID1I ii 80lM;ed 1o 
..,,..... pra&tC8oD ... tJaillid ...... 
pacas with llCOWltic CllCillations. Praceaes that tend to 
nmove energy from the mcillations ad. thus, ltabilize the 
motor iadude mergy tnnsmissicm 1brough the choked 
-.z1e (naale loac:s), Yi.-.ous diaipaticm, ad Oow turning 
laa. While YilCOUI clllnping ii pncnlly neg)ected in 
IDbility ma!ysis, md much is tnown lbout the processes 
or nmzJe clllnping ad cambusticm driving, relatively little 
ii known about the Oow turning loss. Recent lt\ldies have 
iDYCll.ipted tbe behavior or the Oow turning loss in a 
CIOllStlnt JDelll temperature environment5•6• However, in 
-=tuaJ prupulsioa devices IDd laboratory cambustors used 
to investipte cambustioa instabilities, aipificant mean 
llmperab.R gradients md beat loaes may be present. The 
pl of this investipticm was to develop ID understanding 
of bow the Oow turning loss ad the stability of solid rocket 
• motors we affected by the prac:nce of axial and transverse 
temperature plldients in the Oow field. 
Tbe welocity oC cambustion products leaving the 
1'umina mlid propellamt ii pncnlly ndial, as shown in 
Fig. I. Al. tbae sues move away fimn the propellant and 
me entrained in the care Oow, they tum fimn radial to axial 
before exiting the motor through the nozzle. During this 
tuming pocess, the cambustion products acquire axial 
llCOUSlic mergy fiom tbe core Oow mcillations. This 
phmnmeN WIS 6nt diKUlled by Culic:k 7•11 wbo lrgUed 
tlaat liDcc tbe combustion poducts entering the cambustor 
oore Oow 9Cquire ICOUltic energy from the existing axial 
.caustic care flow GICillations, the axial ICOUStic field 
aperimces • Joa or ICOUltic energy that tends to ltabilize 
die l)'llcm. 
I •• :.-•. : ••• : ••• @ •• ;-E--
., 
________ ::::::::v::::_· _____ ______ ... 
..... 1 ..... r1 • .wftllllllrml-............ flticflow 
ti ............. ..._ ... 3 ...... :tl-1 
~· .. 
ID wlicr cmmmt tempeaatwe lbldies under this 
prop11111u. a two dimcuionaJ cxpasicm far the ccxnplex 
powtb rate ClallltlDt u of tbe OICillations in a constant 
llllDpcrat'm'e duct or lmltJl L ad beigbt H with man Oow 
..t mus .tdition at lacatiaas Ilana the lick .US ,..... 
developed. This Dbility equatian CID be writtai u: 
{2) 
In these equations, 11 ad v me the axial IDd transverse 
components of velocity. respectively. p is the density. IDd a 
ii the ilentropic speed of IOUDd. The dependent \llriablcs 
bave been written u the sum of a time-averaged IDd a 
fluctuating component {e.g .• p• p+p' where p is the 
timwvcngc of the imtlntaneous density p). Angle 
brackets denote averaging with tapeet to the subscripted 
.-iable {e.g., ( ), 1epaents a time average). The term 
aaociated with the Oow turning loss is 
FLOW TIJRNING LOSS • 
Cold Oow tests cooducted earlier under this program 
bave coafinned that the classical Oow turning Joss cam is 
cxrrectJy predicted by the one dimensional ICOUStic stability 
.:ption. Furthermore, in agreemmt with theoretical 
pndictiaas. thac tats showed that Mai the mean density 
ii ...ant throughout the Oow field, for a liven cluct · · 
-~. the Oow turning loss is directly proportional to 
6c • propellmt burning n.te IDd iadependent of the 
-.mtude of the core Oow velocity. Finally. predictions 
md amsurancnts lhowcd that maximum md minimum 
low turning loaes occur Y&ai the lidc wall injection 
OCCUl'I at ID soustic prmure node wl llltinodc~ 
respectively. 
ID the cold Oow ltUd)i. the flow field was .-aned 
iautaopic. Mich peatly limplified the mlysis. lbis 
-.nptian l'llbicted application of the developed acou..tic 
llability amulaticm to flows with .Worm mean 
tlmpcnture md density. A problem m.es when applying 
tbe lt.lbility mlysia to CClllbultiaD .,...._, IUCb u rocket 
IDGton, iD .tUcb mean f&a+Ci-e picots 1Dd heat 
blCS may be lipificant. To ...a. dais pt>blem, ID 
iD'ftiltiptian of the df'ects of w -.,aatun: and density 
pidimta in the Oow turniDa npm ... the Oow turning 
loll wu 11Ddcrtaken. 
11learetica1 Study 
In tbis mlysis, a ability equaticm that ICCOUllts for 
Che lllCm temperature/density padients that tppear in 
experimental ltUdies with cambusticm present was 
deYcloped tom the following conservaticm equations for 
mus, aiaJ IDOIDelltum, IDd energy: 
a,, 8 8 -+-(pu)+-(pv)=O 
& az ~ (4) 
"" "" "" 8p p-+pt1-+pv-+- = 0 & IJz ~ D:r 
(5) 
(6) 
where 3 is the specific mtropy. R is the gas constant and Q 
is the rate of beat addition per volume. The perfect gas 
equation of state, 
p•pRT (7) 
where Tis the tallperat\ft. ,..... also med in this analysis. 
'lbele equaticms 'Wa'e written in terms of time avenged and 
fluctuating quantities. Products of perturbations were 
Mglected (which will be lbcNm to be equivalent to 
aeglecting tams of third order IDd higher in the result) and 
the limo-invariant farms of the equaticms were subtracted. 
F.quaticms 4-7 then became 
a,,· + !..(;;.,• +p'i) + !..(pv• +p'v) = o {8) 
" ar a,. 
.. 
- &l _ a (- ') ,_ l!lii _ aw· p-+p- •• +p•-+pl'-
"' ar ar 8J' 
(9) 
; _ 6i ;-6i RQ'. + •-+ ·-· & By (10) 
Using the following relations, 
(II) 
l•C ( ~-g) , ., p p (12) 
--c ----L-----+-- (13) Bi ( 1 ap w op 1 Bp' p' op) m " y p iJx T T iJx p iJx -p2 iJx 
tbe KOUStic energy equation.. Eq. 1 o. am be mmttm as: 
.. . 
(Vp')op ( 1 )~BQ' -p a.v·c:r~& (14) 
(15) 
The -=oustic caatinuity ...... Eq. I, was then 
med to IUbltitute far the lpla flllm in Eq. 14. The 
temlting equation is 
y' iJjJ - &l t /JU - "'1' , l!V +--+p-+p-+p-+p-
o2 By ar ar Oy Oy 
J?)i1P -(v!)a-p +(•!')a;; 
\p iJx p Oy p ex 
+--= ---( 'Yp')Bp ( I )OQ' p By C,T 81 
Next, Eq. 16 is multiplied by ~ • which yields 
p 
J?.:_)8P +(ip'p)op +(Vp'p)op 




!.(p;)+.!.(i;i). 0 (18) 
ax ">' 
P.q. 17 CllD be reduced to 
I 1¥2 +(J!_xi~+•'~+v!!l!..+y•!!) 2;;a2 ar ;;a2 ar ar a,,.. ay 
+;-+p-+ "'="" -+- • ': ,;Q') (J9) •. ~· ( ,,,,Xiii iii) ( l J 
Ir a,,.. P Bx By 'f P 
Next. Eq. 9 is multiplied by ti IDd terms of leCOOd order 
md above in mean Mach number are neglected. nsulting in 
- 1Ju'2 8 IJll' Bi A.J 
.l?..E!:+ prl-(i1l)+ jW11'-+ Pv'•'-+11•-""I' • 0 (20) 
2 ar ax ay ay ax 
Equations J 9 IDd 20 are then added, giving the 
following equation: 
a , -' ) ;;..,· _ a c- ) _ °"' _ lli 
+-\P'11' +JI-+ p11'- 1111' + pY11'-+ pv'11'-ar o,. ar o,. o,. 
Next, the acoustic ~tinwty equation, Eq. I, is 
multiplied by (i11') and lpin terms of the order of mean 
Mach number lqU81'ed and higher are neglected, 
...i to Ibis is 8dded Eq. 9 multiplied by (•;') (apin 
-.iectina terns of leCODd arda IDd above in mean Mich 
--). 
which results in 
""' 'i . ,._, iip1-+..f.._..,, • 0 
at p Bx (23) 
Now Eq. 24 ii edlled ID lq. 21, 1'taidl nsults in an 
equation for a quatity with mill fll .....a:ic energy. 1bis 
equation is 
_ ·""· _. ,iii ( ,,,
2 X8i IN) +pv11-+pY11-+ L- -+-
By ay p iJx 8y 
• i!'(i}p')+iat'.!.(°Pl'') &(' :1),; e) (25) 
p ax a,,.. YP 
It is lllUIDed that 1 is coast.ant throughout the duct 
IDd that 1' is COD.Stint over the cross-section of the duct. 
Using tbelc usumptions. Eq. lS is averaged across the duct 
tiomy• 0 toH. 
a { ,,,, - '') a ( ) - -f:-+p'w'i +./!!!_ •-- (J/11') +/pi11'2) at lpa2 2 ax , v"· , , 
~-"IN') ("''IN) J [- ,_ ,,• (- , 8 (- ')) ,- - .i::-- - H pv .,., .It + P" - 1111 8>', P8>', 8y , 
J;;v .• ·lli} -(P"··•') ·(' :J 'v p(!) (26) \ iJxl .,,,, yp} , 
'Ibis equation must be v apd' into a form that is 
compltlble to tbc previous Wiiiiam fll._fJ.w: ICOUStic stability 
formulation. The following tine eqaatiaos are used in the 
maipulltion procedure. 
(27) 
- '.,.,. - 2 IJV - " ( ·-) -pv11 -• p11' --p11'- 11 v .,,, a,, .,,, (28) 
"c- ·- ') - . "c- ') - ·""' - ' .6'6 (29) -- r .,., •-p11- .,..., -p11v--•11v-a,. .,,. .,,, a,, 
After nne IDIDipulations using the lelatians given in 
Eqs. 27-29, Eq. 26 is written in the form 
a ( ,2 -.,.2) a 
- ~+p'11'i+.f._ ·--(p'11'+Pii11'2) 
81 2pa2 2 ar ,.,, ,.,, 
The resulting acoustic stability equation, which am 8CCOUDt 
far the presence of mean tanpcraturc and density gradients 
in the J'elion, is: 
-r{ ip· (~J iip'(!!..J £..(5)~ -2 2- + - 2- + - ,2.... tb 
pa LQ" p LQ" I' Uil" ,.,, 
(32) 
Tbe most impart.mt differences to ncall between this 
...Uc llability equatiOD IDd Eq. 1 is that. in Eq. 31, p is 
aot caastant IDd i 2 • 1! • p' in the new formulation. 
p p' 
Tbetcrm 
was identified u the flow tumina loss tam in this version 
or tbe •bility equation, ad is mular in form to the 
curespondina flow turning loss term in the constant 
temperature cue, u lbo\\111 in Eq. 3. 
Eq. 31 caatains the following term 
that does DOt appear in Eq. I, because in the previous 
malysis (Pr . 0. Comparison of the equations shows that 
tbetam 
in Eq. I. m the caastmt man temperature lllollysis, Ibis 
tam aepeants fluxes or potential mergy convected 
lnuah the aiaJ baundlries of' the control tolume, .mle 
• tam lam Eq. 31 cmnot be reduced tD a ...r.ce tJux 
lllm. IDd aepeants 110lumetric effects. This di.fl'ermce is 
.. tD the inclusicm of density araments in Eq. 31, and 
F D Ml that the iDtcncticm of' acoustic csillaticms with 
- dimity gndients in the pe.nce or. IDl8D flow may 




Cc:lmp1t1tioaa1 Study .. ,.. I= ,,,, 
m the -=ond pbase of this ltUdy, the n:lcvant 
llCOUStic equations were aumcrically integrated to 
investiptc the behavior of' the vmious terms tbat appear in 
the derived ICOUSlic Dbility equation. The two 
dimemioaaJ forms of the equations \Wll'C averaged over the 
aoss--ledicm of the duct and then integrated along the axis 
of the cxpaimentaJ letup. Jn this malysis, a IDC8D 
temperature gradient wu imposed upon the tlow, and the 
effects of the temperature gradient upon an imposed 
lmmonic OICil.lation was studied. Oscillatina beat addition 
-.S not included in this maJysis. m order to IO}Ve the 
equations, initial conditions for the acoustic variables were 
let at the upstream wall of the ~ and it WU assumed 
that the 1111plitude of the oscillations was kept constant by 
an KOUStic driver. Tbe computed 10lutions for the 
c:lependent variables were then substituted into the acoustic 
It.ability equation to determine the effects of the mean 
temperature gradient upon tams that affect the ltability of 
the system. 
A leries of "numerical tests• was performed using the 
quasi-<me dimensional numerical 10lver to c:letermine how 
axial temperature gradients affect the acoustic energy 
balance in a duct with a low Mach nmnber mean tlow. The 
first investigated coa.figuration consisted of a duct with 
mean tJow injection at the bead end and no injection 
through the walls. A mean temperature gradient was 
imposed at a aivm IXial location, and the resulting mean 
density and velocity profiles are shown in Fig. l. 
1he effect of the temperature aradient apao the 
soustic pasure, velocity md density 'Wbcn the lfldient 
. ., .. 
e-..-......_w•.__...._ .. ....... ...._...._ ...... ,___,_ __ _,_ __ ..__._. 
• U U U M U U U U U 
AIMLLOCA,..tlllJ 
occurs near an acoustic pasure node is shown in Fig. 3. 
The OICillatory pressure and density are not linearly 
clr:pendent downstream of the injection due to entropy wave 
aeneration. 
In this configuration, v and v' (the ,...clirection 
c:anponcots of the mean and acoustic velocity) are zero. 
NcaJecting tams involving these quantities, Eq. 31 can be 
nduced to the following equation 
r( i"'(°"') ip'(°"') "'2 (1JM)) - ..;;;s__ - +- - +"'-- - dz (33) ;;o2 iJz ii iJz p iJz 
1,,1 
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AIMl..LOCATmllld 
.... s. Nm 'jwd ..... fll .. .-iic ..-. .......... 
....., ............ iljll&ica. 
aD lbe terms depend upon lbe mean axial ¥elocity • .tUc:b 
11peaeut caavective loacs. Since i' iDcR:ales u p 
6a r • it ia cxpectod that a mean tcmprnture pdient 
will modify tile tams iD tile llbove equation that • 
• pMtiaallJ to ... .tUc:b ia indeed caafirmed by the results 
fl6 lie calculatioas. ID arder to invatipte this effect, the 
- of tile tams iD Eq. 33 that • proportional to i' were 
~md IUbaacted fiam the IUlll of the canespaudiog 
lllms h tile cue where lbe _. duct temperature is 
ClllDltant, to obtain tbe increue ( • decrcuc) in convective 
IDlfllY laaes. Such calculations were performed for a duct 
witb the temperature padient loclled at different positions 
relative to the ltending llCOUStic wave md the results are 
pamted in Fig. 4. AD eumiution of this figure shows 
Im 1be caawctive lall!es ~ maximum wben the 
lllllpcnlure pdient occurs near a presmre mtinode. 
~ .. 




UICATal-.AlMTOTNI IT._ ........ 
Tbe above campdetioas wae repeated for the mne 
duct configuration but with fJow injection through the aide 
...U. Tbe iDvatialted model is DOt n=alistic because the 
croa duct density padients were not modeled, but tbc 
..Wts provide ane ialiaht into tbe behavior of the fJow 
tumina loa iD 1be praeace of a mean axial temperature 
.. . 
plldient ID dUs mies al c•114•Mi«m, it wu assumed 
lbat Oow wu iDjected ..... lie lidc wall into the 
pnMoualy iDYCltipted duct wida a wloc:ity of I mis. The 
waned axial diatributiaDI ti lie w density and 
wlocity me 1bown iD Fi&. 5. IDll tile caJaeJ1ted acoustic 
pr'allft, 9Clocity md clcmity ~ llbown iD Fig. 6. These 
amputations maJ tbat a purely axial density padient has 
little effect upon the behavior of the Oow turning loss. A 
CXllDplrilon between the Oow turning loss and the increase 
(relative to the cue where no temperature lfldient is 
~t) caaw:ctive loss due to the axial temperature 
pdient for the tat oouditioas is tbown in Fig. 7. This 
fiaurc shows that the increue in caavective losses arc 
maximum IDd the Oow turning losses me minimum when 
flow injection and temperature padient occm at an acoustic 
p-asure antinode, IDd vice versa. 
•r---------------------------
,.,..._ ___ ...(._ 
u I=., .. - "' 
·~--~...._""'-_,_ __ .._~__,..._"""-~--1 
I ~ U U M U U U U U 
...._LOCATallllll 
......5. Allill tli-.1 tll:ice fl .. _...., ..... wlociay' .. in lbe _. .................... , .. ._ ..... ,.on 
Ccmcluding Remarks 
AD equation for detamining the acoustic It.ability of a 
duct with axial and transverse temperature gradients was 
developed. Tbe Oow turning loss tam of this equation is 
limilar iD bm md filnction to that of the constant 
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temperature ltability equation, except that the mean density 
_. be treated u a ftmcticm of position. Tbe developed 
llability equaticm contains a term that is directly related to 
the paence of tnnsvene tanpcrature padients that does 
Mt appear in tbe constant tanperature equaticm md a beat 
lldditioa tam. canesponding to Rayleigh's aiterion. 1be 
paence of volume integrals in this equation, .mdl appear 
• .r.cc Oux tams in pevious IDll)'lel that did not 
-=count for man tanperature lflldients. .,.ms that the 
paence of tbae padients may drive or dlllnp the 
-=illations. 
Numerical inteptioa of the governing equations 
pnmded ane iDli&bt into the behavior of the ftl'ious 
tams tbat 8PPCl82' in the developed ability equation. 1be 
aumerical inteption, boWever, lho'ws anly the dl'ects of 
axial tcmpnture padients, became 1l'IDIYa'lle padients 
CIDUld nat be ldequately Mndled by this method. 1bc 
paence of • axial tanperature pldient wu lbown to 
dec:t the convective terms of the ability equaticm. The 
dects of tanpcrature padients were lhown to be most 
lipificmt in tbe Yicinity of• ICDUStic pramre atinode 
iD the da.lmbc:r, where flow turning JOllel SC maallest.. ad 
llae elrects were last lipificmt in tbe ¥icinity of 111 
MOllltic p1:lllR aode, ~ flow turning kmes SC 
peatest. 
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Abstract 
In this study exact analytical solutions are 
developed for sound propagation iii ducts with an axial 
mean temperature gradient. The one-dimensional wave 
equation for ducts with an axial mean temperature 
gradient is derived. The derived wave equation is then 
tnmsfonned to the mean temperature space. It is shown 
that by use of suitable transfonnations, the derived wave 
equation can be reduced to analytically solvable 
equations (e.g., Bessel's differential equation). The 
applicability of the developed technique is demonstrated 
by obtaining solutions for ducts with linear and 
exponential temperature profiles. These solutions are then 
applied to investigate the dependance of sound 
propagation in a quarter wave tube upon the mean 
temperature profile. Furthermore, the developed 
analytical solution is also used to extend the classical 
impedance tube technique to the determination of 
admittances of high temperature systems (e.g., a flame). 
The results obtained using the developed analytical 
solution are in excellent agreement with experimental as 















constant in Eq. (17) 
constants in Eq. (31) 
speed of sound 
constants of integration in Eq. (16) and 
Eq. (35) 
specific heat at constant pressure 
imaginary number, Ff 
Bessel function of the n'll order 
mean temperature gradient in Eq. (12} 
mus Flow rate 
acoustic pressure 
acoustic pressure amplitude 
specific gas constant 






















acoustic pressure amplitude 
distance 
transformation variable in Eq. (33) 
Neumann Function of the n* order 
transfonnation variable in Eq. (33) 
density 
ratio of specific heats (C,IC,,) 
angular frequency 
constant in Eq. (37) 





time averaged quantity 
complex conjugate 
Introduction 
The behavior of one dimensional acoustic fields 
in ducts with a mean temperature gradient is a problem of 
considerable scientific and practical interest. For 
instance, there is a need to develop an understanding of 
the manner in which a mean axial temperature gradient 
{caused, for example, by heat transfer to or from the 
walls) affects the propagation of sound waves and the 
stability of small amplitude disturbances in a duct. Such 
understanding will improve existing capabilities for 
controlling combustion instabilities in propulsion and 
power generating systems, designing pulse combustors 
and automotive mufflers, analyzing the behavior of 
resonating thennal systems, and measuring impedances 
of high temperature systems (e.g., tlames). Consequently, 
there exists a need for obtaining exact analytical solutions 
that describe one dimensional wave systems in ducts with 
axial temperature gradients. 
A physical description of the effect of a mean 
temperature gradient upon wave propagation in a duct 
may be obtained by assuming that the gas in the duct 
consists of infinitesimally thin gas layers, each at a 
different (constant) temperature, that are in contact with 
one another. In this case, propagation of sound ftom one 
layer to another is accompanied by wave transmission 
and reflection, which modifies the wave structure in the 
duct. To date, considerable efforts have been expended 
on the development of an understanding of wave 
propagation in such ducts and improving existing 
capabilities for controlling the behavior of practical 
systems where such phenomena occur. 
The behavior of one dimensional waves in ducts 
with an axial temperature gradient is described by the 
solutions of a second order wave equation with variable 
coefficients [ 1]. Cummings [ 1] has developed an 
approximate analytical solution for ducts with arbitrary 
temperature gradients, while Munjal and Prasad [2] and 
K. S. Peat [3] have developed approximate solutions for 
ducts with small temperature gradients. Also, Kapur, 
Cwnmings and Munjur [4] solved this problem by 
numerically integrating the wave equation using a 
Runge-Kutta method. The same approach was followed 
by Zinn and his students [5-7] who developed the 
impedance tube technique for high temperature systems. 
While these numerical methods yield accurate answers, 
they often do not provide adequate insight into the 
physics of the problem. Moreover, since they cannot be 
implemented without the availability of an efficient 
computer, it is often difficult to incorporate these solution 
approaches into practical design procedures. These 
difficulties would be alleviated if analytical solutions of 
the equations that describe one dimensional acoustic 
oscillations in ducts with a temperature gradient were 
available. 
Robins [8] developed an approach for obtaining 
analytical solutions of a related problem that is of interest 
in underwater acoustics; that is, wave propagation in 
water whose density and speed of sound vary with 
distance due to changes in water depth. Robins used an 
inverse approach to obtain density profiles that reduce the 
wave equation to a standard differential equation whose 
exact solutions are known. A significantly different 
analytical approach for solving such problems is 
presented in this paper. 
A method for obtaining an exact solution that 
describes the behavior of one dimensional oscillations in 
a duct with an arbitrary axial temperature is outlined in 
this paper. The developed analytical solution procedure 
2 
consists of several steps. First, the one-dimensional wave 
equation for a constant area duct with an arbitrary axial 
temperature gradient is derived for a perfect, inviscid and 
non heat conducting gas. Next, assuming periodic 
solutions, the derived wave equation is reduced to a 
second order ordinary differential -equation with variable 
coefficients. Since the equation has variable coefficients, 
exact solutions of this equation for an arbitrary 
temperature profile cannot be obtained. To obtain an 
exact solution, the derived differential equation is 
transfonned ftom the physical, x, space to the mean 
temperature, T, space. Using appropriate transfonnations 
the resulting equation is then reduced to a standard 
differential equation (e.g., Bessel's differential equation), 
whose fonn depends upon the specific mean temperature 
profile in the duct. The application of the developed 
solution technique is demonstrated in this paper by 
obtaining analytical solutions for wave propagation in 
ducts with linear and exponential temperature profiles, 
and utilizing the developed solution in high temperature 
admittance measurements. 
Derivation of the wave egyation 
The analysis begins with the development of the 
wave equation for a constant area duct with a mean 
temperature gradient. Assuming a perfect, inviscid and 
non heat conducting gas, the one dimensional 
momentum, energy and state equations can be expressed 
in the following fonn: 
Momentum: 
0u 0u op 
{I) p- + pu- +- =0 ot ax ax 
Energy: 
op op op 
(2) - + 11- + yp- =0 ot ax ax 
State: p=pRT (3) 
Expressing each of the dependent variables as 
the following sums of steady and time dependent, small 
amplitude solutions: 
11 = ii(x) + sl(x, t) ,p(x, t) = j;(.x) + p1(x,t), 
p(x,t) = p(x) + p1(x,t) (4) 
and substituting these expressions into the conservation 
equations yields systems of steady and wave equations. 
Assuming that the magnitude of the mean velocity is 
much smaller than the speed of llOUlld, the solution of the 
steady momentum equation shows that the mean pressure, 
p, is constant in the duct. 
The wave equation is derived from the first order 
acoustic momentum and energy equations: 
Momentwn: ml 1 iJp' (S) -+--=0 iJt p Ox 
&lergy: tJp' + YPOu' = 0 
ot ar (6) 
Differentiating the momentum equation with 
nspect to x and the energy equation with respect to t and 
eliminating the cross derivative tenn yields the following 
wave equation with variable coefficients. 
(7) 
Differentiating the steady equation of state and recalling 
that the steady pressure is constant in the duct yields the 
following relationship between the steady temperature 
and density: 
(8) 
Using Eq. (8), Eq. (7) can be reduced to the following 
fonn. 
In order to solve Eq. (11), the temperature 
profile, Itx), whose shape depends upon the physics of 
the problem, must be k:!own. There are many mean 
temperature distributions T(x) for which Eq. (11) can be 
reduced to a standard differential equation whose solution 
is known. The manner in which 1bis is accomplished is 
demonstrated in the remainder of this paper by 
considering two special cases; a duct with a linear 
temperature distribution and a duct with an exponential 
temperature distribution. 
Acoustic behayior of a duct with a linear temperature 
distribution 
This section investigates the acoustic 
characteristics of a duct with a linear mean temperature 
distribution that is given by the expression 
T=To+mx (12) 
where T0 and m are constants that describe the 
temperature at x - 0 and the temperature gradient, 
respectively. Using Eq. (12), Eq. (11) can be reduced to 
the following fonn: 
d2!' + ! tJ1:!. + ml /~2 pl = 0 
dTl T dT yRT 
(13) 
To further simplify Eq. (13), a new independent o2p1 I dT op' 1 <Pp' -+-------=0 
fJxl T dx ax yRT ot2 (9) variable s is introduced: 
Assuming that the solution has a periodic time 
dependance (i.e., p' (x, t) = P1 (x) e.,), Eq. (9) reduces to 
the following second order ordinary differential equation 
for the complex amplitude P'(x): 
2 I - -1nl 2 
d p + ! dT .£:... + CD _pl =0 
tJx2 T dx dx yRT 
(10) 
Equation (10) has variable coefficients. 
Therefore, exact solutions of this equation for a general 
temperature profile Tex) cannot be obtained. An exact 
solution is obtained herein by first transforming Eq. (10) 
to the mean temperature space. Assuming that the mean · 
temperature profile 7{x) is known, Eq. (10) is 
transformed ftom the x to the Tex) space yielding the 
following differential equation: 
( tfi: \ 2 d2 p 1 I d ( - dT l dP' m2 P' 
~ dx J dP + T dx \ r. dx ) dT + yR T = o (I l) 
3 
(14) 
Transforming Eq. (13) from the T to the s space yields 
the following ordinary differential equation 
d2P' + J_dP' +pl =O 
ds2 s ds (15) 
which is a zeroeth order Bessel's differential equation [9, 
10]. The solution to Eq. (15) is well known [9,10] and 
given by 
P1 = c1 Jo(s) + Cz Yo(s) 
= c1 Jo[: JT] + c2 ro[: JT] (16) 
where c, and c1 are, in general, complex constants, J0 and 
Yo are the Bessel and Neumann functions of order zero 
and the constant a is given by 
(17) 
Using the derived solution for the acoustic 
pressure and the acoustic momentum equation, (i.e., Eq. 
(5)) the following expression for acoustic velocity can 
also be derived. 
U'<x>=--.1_dP' =-~~ dT 
imp tb: imp dT tb: 
= Im( /rRT (c1 J1[: JT] +c2Y1[: JT]) 
m p yRT 
(18) 
To determine the effect of a linear temperature 
gradient upon the acoustic properties of a duct, the 
developed solutions are used to investigate the acoustic 
characteristics of a duct closed at one end and open at the 
other (i.e., a quarter wave tube). Determination of the 
solution requires that the unknown constants c, and c2 and 
the eigenvalue co in Eq. (16) be determined by requiring 
that the solutions (i.e., Eq. (16) and (18)) satisfy the 
boundary conditions of the problem. The acoustic 
velocity U' is zero at the closed end of the duct (i.e., at x 
= 0, where T = T1 ), and the acoustic pressure P' is zero at 
the open end of the duct (i.e., at x = L where T= T2 ). 
Requiring that U' and P equal zero at the closed and open 
ends of the duct, respectively, yields the following set of 
two homogeneous algebraic equations: 
The dependence of the eigenftequency co upon 
the properties of the temperature dislribution in the duct 
was investigated by solving Eq. (21) for different values 
of T1, the temperature at the closed end and m, the 
temperature gradient (see Eq. (12)), for fixed values of T2 
• 300 K and L= 4 meters. The calculated 
eigenfrequencies are given in Table I. 
r. c 1st 2• 31111 4• ~ 
(K) (Kim) (Hz) (Hz) (Hz) (Hz) (Hz) 
300 0 21.72 65.16 108.6 152.04 195.48 
500 0.13 23.61 74.23 124.15 173.97 223.77 
700 0.21 25.15 81.61 136.8 191.81 246.78 
900 0.27 26.48 88 147.74 207.24 266.67 
1,100 0.32 27.67 93.7 157.51 221.03 284.46 
Table I: The variation of eigenvalues of a duct 
closed at one end and open at the other for 
different values of T,, the temperature at the 
closed end. The temperature distribution in the 
tube in linear. 
Table I shows that when there is a temperature 
C1 Ji[: tr.] + C2 Y1[: tr.]= 0 
CJ Jo[: /Ti] + C2 Yo[: /Ti] =0 
(19) gradient the higher hannonics are no longer integral 
multiples of the fundamental frequency as is the case in a 
(20) duct with unifonn temperature. 
Since these equations are homogenous, their 
solution requires that their detemtinant vanish, which 
yields the following relationship for the eigenfrequency 
m. 
Jo[: /Ti] Y1[: fr.]-J1[: fr.] Yo[: /f;]=o 
(21) 
Requiring that the acoustic pressure be a real quantity 
with a magnitude of P 1 at the closed end (i.e., x • 0) and 
that it equal zero at the other end (i.e., x = L), yields the 
following expressions for the unknown constants c 1 and 
Ci· 
fW) tr. [ (I) ,-:;:;:- J c1 = - 2a Pi Y1 7i v Ta 
4 
The effect of temperature gradient upon the 
distributions of the amplitudes of the acoustic pressure 
and velocity distributions was also investigated. Using the 
relationships 
IP'l 2 =P'P,. t f U'l 2 = U'fr (23) 
where P" and er are the complex conjugates of P' and U' 
respectively, the amplitude distributions for two different 
values of m. are calculated, see Figs. (I) and (2). In these 
calculations; T1 was varied while the values of T2 and L 
were kept constant at 300 K and 4 m, respectively. The 
figures present the results for the cases m • SO Kim, T1 -
500 K. and m • 200 Kim and T1 • 1100 K.. The 
eigenfrequencies are 136.8 Hz and 157.51 Hz 
respectively. The results show that the pressure and 
velocity nodes and anti-nodes are unevenly spaced, 
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Fegure 1 The variation of acoustic pressure with • 
axial distance in a duct closed at one end and open 
at the other, for different finear mean temperature 
profiles. 
, 
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Fagure 2 The variation of acoustic velocity with axial 
distance in a duct closed at one end and open at 
the other, for different linear mean temperature 
profiles. 
To ftartber check tbe validity of the results, the same 
poblem was solved numerically by integrating tbe 
original conservation equations using a fourth order 
Runge-K.utta scheme. The axial mean temperature 
distribution was chosen to be T = 1100- 200.X K.. The 
computed spatial dependence of the pressme amplitude is 
plotted in Fig. (3) for a frequency of 157 .51 Hz, which is 
5 
oae of tbe eigenfrequencies of the problem. Examination 
of the figure shows that the analytical and numerical 
10lutions are virtually identical; the difference is too 
small to be observed Cll the plots. 
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Ftgure 3 Comparison of analytical and numerical 
aolutions of the acoustic pressure amplitude 
distri>ution in a duct closed at one end and open at 
the other end. (Frequency = 157.51 Hz, 
T= 1100-2oox tc.> 
Impedance tube ap;lication 
In this section, the application of the developec 
analytical solutions to the detennination of unknowi 
acoustic admittances in high temperature systems i: 
JftSellted. The acoustic properties of various systems o 
components are often described by specifying th1 
acoustic admittances at their interface with othe 
components. 1bis acoustic admittancet y. is defined as th1 
complex ratio of the local velocity perturbation nonnal ti 
the interface and the local pressure perturbation; that is, 
.L!.JL y=y,+iy;. = P' (24 
where •', a, P', Yr and y,,,, represent tbe veloci~ 
perturbation vector, the unit normal vector pointin: 
outwards fiom the interface, the pressure perturbation an, 
the real and imaginary part of admittance, respectivel) 
'lbe admittance t.an be non-dimensimaJimf with respec 
to the mean pressure and the speed of IOUDd yielding th 
following non-dimensionalimd admittance Y: 
Y= <•'••fc 
P'/(yP) 
The magnitude and sign of the real part of 
admittance are directly related to the magnitude and 
direction of the acoustic energy flow at the measurement 
plane. When the real part of admittance is positive the 
component is driving, producing a net acoustic energy 
flux out of the component. On the other hand, when the 
real part of admittance is negative, the component is 
clamping, producing a net acoustic energy flux into the 
component. The imaginary part of the admittance 
provides infonnation about the time delay between the 
instants at which a wave is incident and reflected at an 
interface. 
The classical impedance tube technique [ 11] is 
often used to detennine unknown admittances. The 
impedance tube set-up consists of a tube with a driver at 
one end and the component whose admittance is 
measured at the other end. The driver excites an acoustic 
wave of specific frequency in the tube and the unknown 
admittance is detennined ftom measurements of acoustic 
pressure amplitudes and phase distributions in the tube. 
When the mean temperature along the impedance tube is 
constant, analytical solutions that describe the 
dependance of the tube oscillations upon the unknown 
admittance can be readily obtained. Using these 
analytical solutions, the acoustic admittance can be 
detennined ftom the measurements of maximum and 
minimum pressure amplitudes and the distance of the first 
acoustic pressure minimum ftom the interface whose 
admittance is being measured. 
The classical impedance tube technique cannot 
be applied in high temperature situations, such as the 
measurement of a flame admittance. In this case, heat 
1ranSfer from the hot combustion products to the walls of 
the impedance tube results in an axial mean temperature 
gradient along the tube. This complicates the 
determination of the unknown flame admittance. To date, 
in the absence of analytical solutions for acoustic waves 
in the presence of a temperature gradient, investigators 
[5-7] resorted to numerical solutions in their 
determination of the unknown flame admittance from the 
acoustic pressure measurements. This required an 
iterative solution technique in which pressure amplitudes 
and phase distributions along the impedance tube were 
predicted using assumed admittance boundary conditions 
and numerical integration of the acoustic conservation 
equations along the impedance tube. The predicted 
pressure distribution was then compared with the 
measured pressure distribution of the standing wave. The 
correct admittance was detennined from the boundary 
condition that provided the best agreement between 
meuured and the calculated acoustic pressure 
distributions. In order to accurately determine the 
6 
admittance using numerical data reduction techniques, 
pressure measurements are required at a number (as many 
as possible) of locations along the impedance tube. To 
alleviate the difficulties associated with this procedure, 
an analytical expression for the admittance was obtained 
that enables the calculation of tbe Acoustic admittance by 
measuring only the maximum and minimum pressure 
amplitudes and their locations, as in the classical 
impedance tube technique. 
Substituting Eqs. (16) and (18) in Eq. (25), the 
following expression for the non-dimensional acoustic 
!_dmittance at some location x, with a mean temperature 
T can be obtained: 
Using the conditions that P' is a real quantity at a pressure 
maximum (i.e., lP1 - P ._), where T= Ti, that a 
minimwn pressure amplitude, lP1 • P ... , occurs where 
- dlP'I df P'I dT 
T = T2 , and d.x = dT di = 0 at the pressure 
maximum, the following algebraic expressions for 
coefficients c1 and c2 can be derived from Eq. (16) and 
(18). 
TllJ)f; P_.J1[ ~/Ti] - i Jo[~ JT;"]H 
(27) 
where 
C!>=Jo[: /ir]Yo[: /Ti]-Jo[: /Ti]ro[: /ir] 
(28) 
The choice of sign for H depends upon whether 
the investigated system is driving or damping. This 
infonnation can be obtained from the slope of the 
measured spatial dependence of the phase, which is given 
by 
Y1[: Jr.]lo : ff -Ji[: Jr.]ro : ff] 
tan+=q--------..... --------------c----.;. Jo[: Jr.]Yo : ff -Yo[: Jr.]lo : ff 
(29) 
'lflJ)Jr. p~ 
q= -2a H (30) 
Therefore, the sign of the slope of the phase 
distribution depends upon whether H was dJ.osen to be 
positive or negative; His chosen to be positive when the 
slope of the experimentally detennined phase distribution 
is positive and vice versa. Salikuddin [12] bas shown that 
the slope of the phase curve is positive when the 
measured component is damping and vice versa. 
To check the validity of the developed solution 
IPPJ'08Ch, data obtained in an impedance tube study [13) 
of the driving of a mixing section of a Helmholtz 
combustor that burned natural gas and air were compared 
with the theoretical results of this study. The schematic of 
the set up used in reference [13] is shown in Fig. (4). A 




natural gas was attached to one end of the tube. A 
ltanding wave pattern of a desired hquency and 
amplitude was established in the hnpedance tube using an 
electro-pneumatic acoustic driver installed at the opposite 
end of the tube. A piezo.e1ectric pressure transducer was 
permanently attacMd to tbe tutie wall at the interface of 
tbe mixing dllllnber and tbe Impedance tube. A water 
cooled microphone was translated along the tube in order 
to measure the acoustic pressure dillribution in ·the tube. 
1bennocouples were used to measure the radial 
temperature distributions at preselected axial locations~ 
which were munerically integrated to obtain local bull 
1emperatures. 
A linear temperature profile was fitted to thE 
measured axial temperature distribution using the methoc 
of .least squares, yielding T = l2S3 - 23Sx K.. Tht 
coefficients c, and Ci of Eq. (16) were determined frorr 
tbe measured maximwn and minimwn acoustic pressun 
amplitudes and the mean temperature profile using Eq 
(27). The acoustic pressure amplitude distribution wa 
then calculated using Eq. (23). 
A comparison of the distributions of tb1 
experimental and predicted acoustic pressure amplitude 
for the measured temperature profile and a frequency o 




Ftgure 4 A schematic of the impedance tube set-up. 
1·Mixing chamber, 2·f.uel flapper valve, 3-Air flapper valve, 4-lmpedance. tube, 5-Water cooled tube, 
&-Thermocouples, 7-0river, 8-Exhaust, P1 and P2· Pressure transducers 
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between the theoretical and the experimental values is 
observed. This agreement demonstrates that using the 
developed analytical technique, the unknown admittances 
of •mgh temperature• systems can be determined without 
resorting to the use of iterative and time consuming 
aumerical 10lution tedmiques as bas been done to date. 
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Figure 5 Comparison of the experimental and 
theoretical acoustic pressure amplitudes. 
(Frequency• 34 Hz T• 1253-253x K.) 
Acoustic behavior ofa duct with an egponential 
temperature distribution 
In the final part of the study, the developed 
10lution technique was used to obtain a solution for wave 
propagation in a duct which has an exponential 
temperature profile which is given by the expression 
T=be-or (31) 
where band care c:onstants. Using Eq. (31), Eq. (11) can 
be reduced to the following form: 
r d2~ + 2r "I'!. + L ~ = o (32) 
tFJ2 dT yRc2 T 
To furlber simplify Eq. (32), the following variables w 
.t z which replace P' and T respectively in Eq. (32) are 
Introduced: 
~ 4cD2 1 
w=P'.i1 .z2=~2 ~, y.n.c T (33) 
Transforming Eq. (32) from the P'-T space to the w-z 
apace yields the following ordinary differential equation 
8 
tPw + l. dw + (1--1 )w=O (34) 
dz2 z dz z2 
which is a first order Bessel'• differential equation. The 
10lution to Eq. (34) is given by (9, 10] 
w = Ct J1(z) + C2 Y1(z) (35) 
where c1 ad ~ are, in general, complex constants and J1 
ad Ya are the Bessel and Neumann ft.mctions of first 





Analytical solutions can also be obtained for Eq. 
(11) when the temperature distribution has a quadratic or 
lqU8fe root profile. It is also possible that analytical 
10lutiOD.S for other temperature profiles may be 
determined by the described method. 
To determine the effect of an exponential 
temperature gradient upon the acoustic properties of a 
duct, the developed 10lutions are used to investigate the 
acoustic characteristics of a duct closed at one end and 
open at the other (i.e., a quarter wave tube). To detennine 
the unknown constants c, and c1 and the eigenvalue co in 
Eq. (36), the a>lution must satisfy the boundary 
conditions of the problem; that is, the acoustic velocity 
U' is zero at the closed end of the duct (i.e., at 1 = O 
where T = 11 ), and the acoustic pressure P' is ~ at the 
open end of the duct (i.e., at :r = L where T = 12 ). 
Satisfying these boundary conditions yields the following 
let of two homogeneous algebraic equations. 
C1 J.[ ;. ] + CJ Y.[ ;. ] = 0 
c1J{;.] + c2 Yo[;. ]-o 
(38) 
(39) 
Since these equations are homogeneous, their 
10lution JeqUires tbat their detenninant vanish, which 
yields the following relationship that must be satisfied by 
the eigenftequencies. 
Jo[..!!§_]r•[~]-J1[..!!§_]ro[..!!§_] = O tr. ff; ff; tr. 
(40) 
1tequiriDg that the acoustic pressure be a real quantity 
with a magnitude of P 1 at the closed end (i.e., x • 0) and 
tbat it equal 7.el'O at the open end (i.e., x • L) yields the 
following expressions for the constants c1 and t; in Eq. 
(36). 
Ct• ;maP Y.[;.] 
c2= ;m6PJo[;.] (41) 
The dependance of the eigenfrequency co upon 
the properties of the temperature disttibution in the duct 
was investigated by solving Eq. (40) for different values 
of T,, the temperature at the closed end and c in Eq. (31), 
for fixed values of T2 •300 K and L • 4 meters. The 
calculated eigenfrequencies are given in table Il. It can be 
1een that these eigenftequencies are slightly different 
fiom those obtained for the same it:uct with a linear 
temperature padient, but the same end temperatures. As 
in the case of a linear temperature gradient, the 
fi'equencies of the higher harmonics are not integral 
multiples of the fundamental frequency. 
T, c 1st ']!A 3 .. 4• S* 
(K) (Kim) (Hz) (Hz) (Hz) (Hz) (Hz) 
300 0 21.72 65.16 108.6 152.04 195.48 
soo 0.13 23.35 73.4 122.81 172.1 221.35 
700 0.21 24.42 79.22 132.79 186.2 239.55 
900 0.27 25.2 83.72 140.S6 197.18 253.72 
1,100 0.32 25.82 87.42 146.95 206.22 265.39 
T9ble 2 The variation of eigenvalues of a duct 
cbled at one end and open at the other for 
clfferent values of T,, the temperature at the 
closed end. The temperature distri>ution in the 
tube in exponential. 
1be effect of temperature gradient upon the 
ICOUStic pressure and velocity distributions was also 
9 
investigated. 1be acoustic pressure and the velocity 
amplitude distributions, calculated using Eq. (23), for two 
different values of c are p-esented in Figs. (6) and (7). In 
these calculations, T. was wried while the values of T2 
and L were kept constant at. 300 K and 4 meters, 
respectively. The figures ,,_.i mults for the cases c -
0.13 Kim, T1 •SOOK and c • 0.32 IC/m and T1 • 1100 K. 
'Ibe eigenfrequencies are 132.79 Hz and 146.95 Hz, 
respectively. As in the case of a linear temperature 
profile, these figures show that the acoustic pressure and 
velocity nodes and anti ... nodes are unevenly spaced. 
.. ........ T1-SOO, c-0.13 
0 0.5 1 1.5 2 2.5 3 3.5 
Oimnce (mllers) 
F19ure 6 The variation of acoustic pressure with 
axial distance in a duct closed at one end and open 
at the other, for different exponential temperature 
profiles. 
.......... T1-SOO, c-0.13 
-T1•1100, c=0.32 
0 0.5 1 1.5 2 2.5 3 3.5 
Oimnce( ..... ) 
F1gure 7 The variation of llCOUStic velocity with axial 
distance In a duct closed at one encl and open at the 
other, for different exponential temperature profiles. 
In order to validate the results, tbe p-oblem was 
aved amnerically by tntegrating tbe ariginal 
comervation equations using a fourth order llunge-Kutta 
adleme. 1be _axial mean temperature distribution was 
c:bosen to be T = 1100e~.ll4l2b: K.. The acoustic pressure 
mnplitude JP1 was obtained using Eq. (23) and its spatial 
........ ce is JftSellfed in Fig. (8) for a fiequency of 
1.t6.95 Hz, which is one of the eigenfrequencies of the 
poblem. Examination of the figure shows that the 
analytical and nmnerical solutions are virtually identical; 
the difference is too small to be observed on the plots. 
3000~~~~~:------------------. 
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F19ure 8 Comparison of analytical and numerical 
aolutions of the acoustic pressure amplitude 
distrbution i'I a duct which ii closed at one end 
and open at the other end. (Frequency • 157.51 
Hz T • 11 ooe-0.ai.t121• K.) 
Conclusions 
A new approach for obtaining euct, ualytical 
.,lutions of the behavior of one-dimensional acoustic 
oscillations in ducts with an u.ia1 temperature gradient 
was obtained by transforming the wave equation to the 
mean temperature space. Solutions were obtained for two 
..,ecial cases; a duct with a linear temperature profile and 
a duct with an exponential temperature profile. The 
dewloped solutions were then used to investigate the 
poblem of IOUDd propagation in a quarter wave tube, and 
to extend the classical impedance tube technique to the 
determination of ldmittances of combustion and other 
IU.gh temperature processes. The new analytical technique 
for .,Jving tbe wave equation in the mean temperature 
space promises to considerably simplify tbe analysis of 
systems where one dimensional acoustic waves interact 
with u.ia1 mean temperature gradients, often encountered 
10 
in problems related to combustion instabilities and pulse 
combustion. 
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Abstract 
The theoretical foundation and performance of an active control system that rapidly 
c:baracterizcs and damps combustcr instabilities whose characteristics arc not known in advance are 
presented. The heart of this control system is an observer that uses, for example, a measured 
combustor pressure to determine the frequencies and amplitudes of the combustor modes in real 
time. This information is input into a controller that provides each mode with a gain and a phase 
shift prior to sending a signal to an actuator that injects an oscillating fuel stream into the 
combustor. The paper uses numerical simulations to demonstrate the capabilities of the developed 
controller. First, it is shown that the developed observer can determine the frequencies and 
amplitudes of oscillating modes without having any prior knowledge about their characteristics. 
Next, it is shown that this controller can identify and control instabilities involving several modes 
in linearly unstable systems. Finally, the ability of the developed controller to rapidly damp a 
nonlinear, shock-wave like, instability in a rocket combustor by controlling the fundamental mode 
and its harmonics is demonstrated. 
Introduction 
Instabilities in combustion systems in general and propulsion devices in particular occur when 
the combustion process excites one or more natural acoustic modes of the system [ 1 ]. Utilized 
approaches for eliminating these instabilities generally consist of one or more of the following: 
changing the magnitude -flld frequency of the driving provided by the combustion process, 
increasing the combustor's damping, preventing the excitation of unstable combustor modes, and 
shifting the frequencies of the combustor's unstable modes away from the range where the 
combustion process driving is mnimiztd, Unfortunately, these passive control approaches arc 
generally costly and time consuming, and often fail to adequately damp the instability. 
Consequently, interest in developing active control systems for stabilizing propulsion systems has 
increased in recent years. These efforts started with theoretical considerations of the subject in the 
1950s (2-4], and the eventual demonstration of the potential of active control of combustion 
instabilities in the 1980s [5-15]. 
A typical actively controlled propulsion system consists of the combustor. a ICllSOI" that detects 
the instability, an observer that determines the state of the system, a controller that modifies the 
observer's output to provide a signal for the actuator, and an actuator that perturbs the system in a 
controlled manner. Ideally, such a controller must offer flexibility that will permit its application in 
2 
different systems, and it should perform effectively as the system's operating conditions change. 
In addition, such a controller should be capable of controlling the performance of systems whose 
behavior is not fully understood. Finally, it must be significantly less expensive and more 
dependable than existing approaches for suppressing combustion instabilities. While the 
development of such controllers was not possible in the past due to unavailability of needed 
cmnponents and appropriate control algorithms, recent developments of powerful micro-
P"'CeSSOl"S provide the computing power needed for the development of effective active controllers 
for unstable combustors. To complete the development of such active controllers, needed software 
must be developed. This paper presents a theoretical development that can sctve as a foundation 
for the development of such software. 
Reported active control systems have been designed to suppress instabilities consisting of one 
or two modes [14] whose characteristics arc generally known in advance. These controllers utilize 
a pressure transducer and/or a photo-multiplier to measure the dynamic pressure and/or reaction 
rate, respectively. The sensor's signal is fil~ phase shifted, amplified and fed to the actuator, 
which may be a speaker [6, 16], an oscillating valve (17],or a fuel injector (11]. The design of 
these controllers is based upon the application of classical filtering and ttansf er function 
techniques. Consequently, these controllers can only damp instabilities consisting of a finite 
number of natural acoustic modes whose frequencies are sufficiently removed from one another. 
Such behavior is not always demonstrated by unstable combustors where the frequencies of the 
unstable modes may be close to one another. In fact, the differences between the frequencies of 
natural combustor acoustic modes relative to the magnitudes of the frequencies become smaller as 
the frequencies of the modes increase. Consequently, if the combustor experiences a high 
frequency mode instability:, it becomes more difficult to filter its adjacent modes from the measured 
signal. This, in tum, may produce an interaction between the controller and stable system modes, 
which could result in the destabilization of stable combustor modes (12,15]. Such problems can 
be corrected by use of filters with a high rejection ratio whose performance is very sensitive to the 
frequency; that is, a small variation in the frequency of the controlled mode may cause significant 
changes in the gain and phase of the controller. 
Billoud [12] proposed to overcome these difficulties by use of an adaptive control system. It 
mes an iterative scheme to optimize the controller parameters that stabilize a specific mode. While 
die performance of this controller is superior to those exhibited by fixed-parameter controllers, it 
bas also, on occasion. destabilized stable system modes. It is also important to note that most 
known active controllers cannot identify the frequencies and amplitudes of the excited instability 
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modes. Instead, these controllers rely on previous knowledge of the characteristics of the 
instability to determine the mode(s) that needs to be controlled. 
In an effon to provide a theoretical background needed for developinJ effective active 
CXJDtrollen for unstable combustors, Fung et al. (18, 19] have proposed an ICtivecontroller that is 
llued upon a state feedback theory. This controller describes the unstable combustor behavior 
ming solutions consisting of series of natural acoustic modes of the combustor [20, 21]. Fung 
modeled the unstable combustor as a linear system, and used a classical observer to estimate the 
statc m the system from pressure measurements. This observer requires knowledge of the driving 
(by the combustion process), damping, and frequency of each controlled mode, to estimate the 
state of the system. These parameters are generally not known in advance, and capabilities for 
determining these parameters will have to be developed before this observer could be applied in 
ICtUal propulsion systems. 
This paper presents an approach for active control of combustion instabilities that overcomes 
some of the critical shoncomings of existing active control systems. It is based upon a novel 
observer that can rapidly identify the frequencies and amplitudes of the excited combustor mooes, 
which are generally not known in advance. Funhcrmore, this observer can rapidly respond to 
(i.e., follow) changes in the characteristics of the instability. The information acquired by this 
observer is then used by the .controller to optimally attenuate each unstable mode without 
destabilzing other combustor modes. The presentation of the developed active control system 
starts with a discussion of the theoretical foundation of the observer and a demons1r1.tion of its 
performance capabilities. Next, the manner in which this observer is applied in active control of an 
unstable rocket combustor ·ts demonsttatcd in numerical simulations. 
The Observer 
Theory The proposed observer assumes that the oscillations in the combustor can be 
described in terms of a time varying frequency spectrum. The time dependence of such a spectrum 
can be studied by wavelet analysis, as recently demonstrated by Gutmark (22] who applied this 
technique to evaluate the temporal dependence of the pressure oscillations in a controlled 
combustor. The implementation of wavelet analysis involves, however, an analysis of a 
continuous spectrum between set frequency limits, which requires a considerable numerical effort. 
1bis, in tmn, limits the practicality of using wavelet analysis as a real time observer in a closed 
loop controller. The developed observer uses an alternate approach to reduce the required 
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numerical eff ons. It identifies the finite number of modes that significantly contribute to the 
investigated oscillations, and only analyzes the behavior of these modes. 
The developed observer assumes that the combustor oscillations are quasi-periodic, 
consisting of several acoustic modes and their harmonics. Accordingly, a measured unstable 
combustor pressure, p' (t), is expressed in the following series solution form: 
lt4 "'"" p' (t) = ~p1(t); where p1(t)= ~A.,,(t)sin(nm,t +;..,Ct)) ... .... (1) 
where p,(t) is one of the K modes present in the combustor. Each of the modes p,(t) is expressed 
as a series solution consisting of M terms whose "instantaneous" amplitudes, A._,, and phases, ;..,, 
arc obtained by use of the following expressions that arc similar to those used in Fourier series 
analysis: 
(2) 
Because of the required numerical effort, utilization of Eqs. 2 may not be practical for real time 
processing. C.Onsequently, the above equations are replaced by the following relationships: 
S..,(t + dl) = ! Jp/ (t)sin(n•/)dl = S..,(t) +-T2 [p,(t + dl)- p,(t-T +tit)]• sin(nco,t) • dl (3) 
T 1-T+4t 
2... 2 
c..,(t + dl) = T J Pi' (t)cos(nm,t)dl = C..,(t)+ T [p1(t+dl)- p1(t-T + dt)]• cos(nco,t)• dl (4) 
t-T+41 
that enable the observer to "follow" the state of the combustor in real time. 
The observer Stans the calculations assuming that the measured combustor oscillation p'(t) 
consists of a single mode p(t) that is oscillating with a frequency •n ignoring (initially) the 
possible presence of additional modes. Calculations for an oscillation consisting of a single mode 
laave shown that when the assumed frequency.,, is wrong, the calculated pressure fl(t) (using 
P.qs. 1 and 2) nevertheless oscillates with the correct frequency a>a of the measured pressure 
signal, but the phase ;,(I) of the first term in the series expansion varies with time (these results are 
s 
not shown here due to paper length limitations). Examination of the calculated pressure showed 
that the time rate of change of the phase f,(t) can be expressed in the following form 
(S) 
wlM= ~is a mean value and f is an oscillating quantity. The fact that the calculated (using an 
tDconect fnquency a>,) and input pressures oscillate with the COtTCCt fnquency ea implies that 'i1 
•rimes the following relationship: 
(6) 
where m, and a>2 are the assumed and COtTCCt fnquencies, respectively. :Equation 6 was then used 
10 develop an iterative procedure that converges to the correct fnquency m2 • 
When several modes p,(1) are present in the measured pressure p(.1), the above discussed 
solution procedure yields the fnquency of the dominant mode, which is the one with the largest 
amplitude. Simultaneously, the observer uses the determined characteristics of the dominant mode 
to calculate Pi (t), which is subtracted from the measured pressure signal p(.1). The observer then 
proceeds to determine the characteristics of the next dominant mode in the "remaining" pressure 
signal. This procedure is continued until the characteristics of all the mod.es that need to be 
controlled are identified at a given instant This procedure is repeated, at each time step, to 
determine the temporal variation of the characteristics of the conttolled modes. 
Obsernr Pedonnan-Ce. To demonstrate the ability of the observer to identify the hierarchy 
of modes in the input signal, it has been provided with an oscillation consisting of two modes 
whose fnquencies and amplitudes slightly differ from one another; that is, 
p'(t) = t3sin(270 • 2at) + cos(200 • 2nt) 
The observer's perf ormancc is described in Figs. 1-a, b. The calculation started assuming that 
all modes oscillated with an assumed fnquency of 120 Hz. Figure 1-a shows that the observed 
frequencies rapidly converged to the correct values of 270 and 200 Hz. The calculated 270 Hz. 
frequency is modulated by a 70 Hz. oscillation due to the presence of the second mode in the input 
signal that used in the initial identification of the "first" dominant mode. Such a modulation is not 
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superimposed upon the calculated 200 Hz. frequency because it was calculated using a signal 
primarily consisting of second mode oscillations. 
In the above example, the observer expressed each of the modes as a series IOlutioo consisting 
of five harmonics (i.e., M=S in Eq. 5). A comparison of the pressure computed by the observer, 
ming the series solutions for each of the two modes, with the input pressure over a .05 seconds 
time interval is presented in Fig. 1-b. It clearly shows that the observer can "reproduce" the input 
pressure with high fidelity. 
Active Control of Unstable Combustors 
Control of Linear lnstabilitjes. Demonstrations of the capabilities of the developed 
active control system stan with a numerical simulation of the control of a linearly unstable system, 
see Fig. 2. The investigated combustor behavior is described by the collective response of six F '5· i. 
oscillators (20,21] whose frequencies equal 100, 220, 350, 430, 600 and 800 Hz. The instability 
is introduced by assuming that the 430 and 800 Hz. modes have negative damping, while the 
remaining modes have small positive damping. The active control system consists of a sensor that 
measures the combustor's pressure, transfers it to the observer that determines the combustor 
pressure using the observed state of the modes and transfers its output to the controller. The latter 
modifies its input signal by a prescribed gain and a phase shift, and transmits its output to the 
actuator, which introduces a heat addition oscillation q into the combustor. 
~. 
While the developed observer provides the active control system with a capability to 
simultaneously identify and control all the modes that significantly conuibute to the instability, its 
capabilities are demonstrated in this example by controlling one mode at a time. This, in tum, 
produces an interesting system behavior in which the control system attenuates the instability by 
alternate damping of the two unstable modes. 
The simulation starts with the controller off and the observer starting its search for the 
dominant combustor mode with an assumed ~uency of 1000 Hz. Since two of the modes arc 
unstable, the combustor pressure initially increases exponentially with time, see Fig. 3-a. At time 
&-.OS, the controller is activated, resulting in subsequent damping of the oscillations. It should be 
noted that after activating the controller, the combustor pressure amplitude increases and decreases 
in an oscillatory fashion as it approaches zero. The cause of this behavior can be understood by 
considering Fig. 3-b where the frequency of the dominant mode of the instability. as determined by 
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the observer, during different time periods is described. It shows that the observer initially 
identifies the 800 Hz. oscillation as the dominant combustor mode. Activation of the controller at 
t=.OS results in rapid attenuation of this mode. As this mode is attenuated, the observer identifies 
the 430 Hz. mode as the dominant mode of the instability. Consequently, the active control system 
switches conttol to this mode, resulting in its rapid attenuation. While the 430 Hz. mode is 
aaenuated, the 800 Hz. mode, which is not controlled during this period, swu amplifying again. 
As this occurs, the conttoller switches control again to the 800 Hz. mode. The continuous 
switching of the control action between the two unstable modes eventually leads to their 
aaenuation. The switching of the controller action between these two modes is responsible for the 
observed oscillatory variation of the combustor pressure amplitude as it decays towards zero, see 
Fig. 3-a. 
Control of an Unstable Rocket Motor. This section demonstrates the application of the 
developed active control system to stabilize an unstable rocket combustor, sec Fig. 4. The rocket 
is supplied with reactants through an upstream injector and the instability is driven by a feedback 
process between the pressure and combustion process heat addition oscillations that is 
characterized by a time delay "". The active control system consists of an observer, a controller 
and an actuator that supplies the combustor with a periodic fuel flow rate. Following Rayleigh's 
criterion (23], the active control system attenuates the instability by producing an oscillatory heat 
addition that is 1800 out of phase with the combustor pressure oscillations. To accomplish this 
goal, the controller must account for the "inherent" time delay, t.,, introduced by the actuator, 
mixing, and reaction processes associated with the combustion of the secondary fuel stream. 
The behavior of the unstable combustor was numerically simulated by the solution of the 
following one dimensionai•conservation equations: 
Continuity: 
Momentum: 
~ c1(puA) =0 
it+ ix 
i(puA) c1<.pu2 A + pA) = O 




) i(puA(h + 
2 
)) . 




where p, A, u, p, e, h, q, .i:, and 1 are the density, area, velocity, pressure, internal energy, 
enthalpy, volumetric heat addition, axial location and time, respectively. The state variables arc 
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related to one another by appropriate perfect gas equations of state. The heat addition q is 
descnl>ed by 
q=q+q,+qc (10) 
where i, q,, and fc are the mean beat addition, oscl1latory beat addition that drives the instability, 
md the controller beat addition. In this simulation, the oscillatory beat addition that drives the 
instability, q,, has been assumed to be governed by the following first order differential equation: 
dq, +1' q· =p tJl c I (11) 
where i-c is the time delay between the q, and p oscillations. 
Equations 7 through 9 were solved numerically using the MacCormack predictor-cOITCctor 
algorithm [24]. The effect of the mean beat addition i was accounted for by assuming that the 
mean temperature of the injected reactants is the adiabatic flame temperature. The boundary 
conditions at the injector plane required that the flow rate and stagnation temperature of the 
incoming flow be constant. The nozzle was assumed to be compact (and, thus, quasi-steady), and 
its boundary condition was given by the relationship between the pressure and flow rate at the 
nozzle entrance. Finally, it was assumed that the beat addition process was confined to the second 
spatial element of the numerical grid. 
The presence of a time delay i-11 between the actuator's input and actual heat addition indicates 
that these oscillations are ~hted to one another by the following relationship: 
(12) 
where q,._ is the actuator input signal. In order for qc. to be 1800 out of phase with the combustor 
pressure oscillations, the controller must compensate for this time delay by introducing an 
appropriate phase shift. 
In this example, the instability was controlled by only observing the five harmonics that 
describe the behavior of the most dominant combustor mode. Control was accomplished by 
multiplying each observed harmonic by a negative constant -k,. and adding a phase shift that 
cancels the effect of the inherent time delay i-11 • Thus, the actuator input signal becomes: 
9 
..,, 




f. (t) = 11G>(t}1'41 (14) 
II should be pointed out that the frequency cu(t) is expressed as a function of time in F.qs. 13-
1' because it varies with time while the observer computes the frequency of the dominant mode of 
1hc instability. 
The numerical simulation of the controlled rocket motor behavior was initiated with the control 
element off, which required that q, be zero in F.q. 10. To save computation time, the simulation 
was initiated using a known steady state solution as an initial condition. The combustor 
oscillations were initiated by adding a perturbation to the steady pressure in one of the spatial grid 
elements. The simulation assumed that the calculated pressure at the injector face was the 
"measured" observer input. The observer then analyzed the input pressure signal using a five 
mode series expansion. The calculated modes amplitudes and phases were then used as an input 
for the controller. 
Figure S-a shows a comparison of the measured and calculated (by the observer) combustor F 
pressure before and after the activation of the control system, and Fig. S-b shows the variations of ~ 
the amplitudes of the calculated modes during the same time period. These figures show that the 
amplitudes of the combustor pressure and its five harmonics increase with time, apparently 
reaching a limit cycle behavior, before the controller is activated. It is interesting to note that the 
predicted combustor presS\Jre oscillations exhibit a highly nonlinear, shock-wave like, behavior 
prior to activating the controller. Figure S-c presents the time dependence of the ratio of the 
observed frequency and the frequency of the fundamental mode of the combustor. It demonstrates 
that in spite of the large error in the initially assumed frequency, the observer rapidly converged to 
the correct frequency prior to activation of the controller. Figures S-a and S-b show that activation 
of the controller, at t=.04 seconds, resulted in rapid damping of the instability; the pressure and the 
observed amplitudes of the dominant mode and its harmonics decreased to a small fraction of their 
initial values .02 seconds after activating the controller. 
It is also important to note that the developed controller did not destabilized any stable 
combustor modes in any of the examples in this section. 
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Summary 
The thecntical foundation and perf ormancc of an active control system that can rapidly identify 
and damp combustion instabilities are presented. This control system is based upon a novel 
observer that can charactem.e the modes that contribute to the instability in ma! time without any 
pior knowledge about the instability. Unlike classical observers, the one presented in this paper 
Giiiy requires a measured signal. This, in tum, provides the developed control system with 
flexibility that permits its application to variety of systems, including those whose behavior is not 
fully understood. 
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Figure 1-a. Observed fr~uencies of the first and second dominant combustor modes. 
Figure 1-b. Comparison of observer input and output signals. 
Figure 2. A schematic of the linear model of an actively controlled combustor. 
Figure 3-a. Time dependence of the pressure in linearly unstable combustor pressure prior and 
lfter controller activation. 
Figure 3-b. Time dependence of the observed frequency of the dominant mode of the combustor 
pressure oscillations. 
Figure 4. A block diagram of the simulated, actively controlled, rocket combustor 
Figure 5-a. Time dependence of the measured and observed pressure oscillations in the rocket 
combustor prior and after controller activation. 
Figure 5-b. Time dependence of the amplitudes of the observed fundamental pressure oscillation 
and its hannonics. 
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Parallel theoretical and experimental investigations of active control of detrimental combustion 
instabilities in chemical rockets have been conducted with the objective of developing a control 
system that can simultaneously damp several unstable combustor modes. The studied controller 
incorporates a novel observer that identifies, in vinually real time, the characteristics of the unstable 
combustor modes, a controller that modifies each unstable mode separately by the addition of 
appropriate gain and phase shift, and a fuel injector. that modulates the fuel flow rate into the 
combustor to produce heat release oscillations that damp the instability. Experimental and 
theoretical studies have shown that the developed observer, ·which utilizes a unique wavelet 
transformer, can identify the characteristics of complex instabilities in virtually real time. Another 
significant accomplishment was the development a fuel injector actuator that can modulate a fuel jet 
with frequencies in the 0-2,000 Hz. range. The effectiveness of this fuel injector actuator was 
demonstrated in open loop control tests in which it excited reaction rate and pressure oscillations 
within the developed combustor in the 0-1,000 Hz. frequency range, indicating that it can serve as 
an actuator in an active control system for unstable rocket motors. 
Technical Discussion 
This program consists of parallel theoretical and experimental investigations whose goal is to 
develop the knowhow needed for effective active control of combustion instabilities in chemical 
rockets. Such instabilities are generally driven by a periodic combustion process whose 
oscillations are in phase with the combustor pressure oscillations, in accordance with Rayleigh's 
criterion. The operation of a rocket motor becomes unstable if the driving provided by the 
combustion process is larger than the damping inherently present within the system due to, for 
example, viscous dissipation and nozzle flow. The processes responsible for the establishment of 
a periodic combustion process generally involve complex interactions between the combustion 
process, flow and acoustic oscillations within the combustor, which depend upon the rocket motor 
design and operating conditions. Due to their detrimental effects, there is an urgent need for 
dependable engineering solutions for stabilizing chemical rockets in particular and combustors in 
general. To date, passive approaches haye been primarily used to damp combustion instabilities 
with limited success. The present study investigates whether a practical active control system for 
stabilizing rocket motors, which is based upon recent progress in electronics, computers, sensors 
and actuators, can be developed. 
Rayleigh's criterion indicates that acoustic oscillations are driven or suppressed when heat is 
added in or out of phase with the local combustor pressure oscillations, respectively. This 
suggests that combustion instability oscillations could be suppressed if effective means for 
generating heat addition oscillations that are out of phase with the combustor pressure oscillations 
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. could be developed Active control of combustion instabilities investigated to date I utilized a time 
domain control approach and focused on the damping of combustion instabilities consisting of the 
fundamental longitudinal mode or, at most, a combination of low frequency longitudinal modes. 
Moreover, the application of these methods required apriori knowledge of the characteristics of the 
unstable modes. In reality, the characteristics of the excited instability are not known in advance, 
and they often change with time in response to changes in rocket motor operating conditions. 
A new approach for active control of rocket motor combustion instabilities that overcomes the 
limitations of previous active control systems has been developed under this program. The 
developed system consists of a sensor (a pressure transducer), an observer, a Controller and an 
actuator. The sensor monitors the combustor performance by measuring its pressure, which is 
continuously transmitted to the observer. The observer analyzes the measured pressure to 
detennine, in virtually real time, the frequencies, amplitudes and phases of the excited combustor 
modes. These data are sent to the controller whe~ each of the identified modes is provided with an 
appropriate phase shift and an amplitude gain. The modified modes are then synthesized and the 
resulting signal sent to an actuator consisting of a fuel injector capable of injecting a secondary, 
oscillatory, fuel flow rate into the combustor. The novel components of this system are: 1. the 
observer whose task is to identify in real time the characteristics of modes that contribute to the 
instability, 2. the controller whose task is to provide each mode with an appropriate phase shift and 
a gain that will produce oscillatory heat release oscillations within the combustor out of phase with 
the unstable pressure modes oscillations, thus resulting in their attenuation, and 3. an actuator that 
can inject an oscillatory fuel flow rate into the combustor over a wide frequency range and with 
significant amplitudes. 
The feasibility and performance of the developed active control method were initially 
investigated theoretically assuming that the flow in the combustor can be modeled by one 
dimensional, nonlinear, Euler equations. The driving of the instability by the combustion process 
was modeled by means of a simple linear feedback between the pressure and combustion process 
heat addition oscillations. The unstable combustor model was then "equipped" with the developed 
active control system and the resulting system of equations was used to investigate the 
effectiveness of active control system. Numerical simulations showed that the developed active 
control system can damp a variety of instabilities including, for example, combustor acoustic mcxie 
oscillations with amplitudes equaling twenty five percent of the mean combustor pressure, which 
were damped out within a few milliseconds of "activating" the controller. 
Continued theoretical studies led to the development of a heuristic unstable combustor model 
and an improved numerical scheme for solving the resulting combustor conservation equations .. 
Since the investigated flow is assumed to be one dimensional and invisci.d, and it does not account 
for turbulent mixing, a mixing model that can account for some of the "missing" mixing processes 
has been incorporated into the combustor conservation equations. It accounts for the mixing of the 
fuel and air as well as the mixing of hot combustion products with the reactants. When a 
combustible mixture is formed, the combustion process h~t rate is controlled by Arrhenius type 
kinetics. The improvement in the numerical solution scheme consists of a novel numerical 
representation of the boundary conditions at the injector face and nozzle entrance. This model is 
now being used to theoretically investigate the perfonnance of the developed active control system 
The experimental efforts led to the development of an actively controlled, small scale, gas 
rocket motor set up, see Fig. 1. This setup is being used to investigate various active control 
approaches. It consists of a reactants feed system, a combustor section with windows for 
observations and optical diagnostics, and an active control system. During testing, the combustor 
is immersed in a water bath to provide needed cooling. The combustor has a large length to 
diameter ratio to prevent excitation of transverse and three dimensional instabilities. The combustor 
length can be changed, by adding or removing combustot sections, to pennit investigation of active 
l. Gutmark. E .• Wilson. K. J., Parr. T. P. and Schadow. K. C., Feedback Control of Multl-Mode Combustion 
Instability. AIAA Paper 92-0778, 30th Aerospace Sciences Jan. 1992, Reno. Nevada. 
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. control of different frequency axial mode instabilities; high frequency instabilities are excited in 
short combustors and vice versa. 
Figure I also includes elements of the active control system. It includes a piezoelectric 
pressure transducer that "senses" the combustor pressure. The measured pressure signal is 
sampled by Analog Devices RT-800/802 I/O interface boards and is fed to the PC 486 processor 
on the host computer. The digital control signal that is generated by the 486 processor is convened 
into an analog signal, amplified by a power amplifier, and fed to the actuator. The data acquisition 
system consists of a Data Translation board that contains a TX320C40 DSP and a 3801-G I/O 
intetf ace. The board is installed in the host IBM PC personal computer and the DSP communicates 
with the host 486 PC through a DMA channel. This configuration provides a compact and 
powetf ul control and data acquisition system in which the host computer can synchronize the data 
acquisition process with the controller processes during an experiment The state of the system is 
continuously displayed on the host screen and commands to the controller and DSP are sent by the 
user from the host keyboard. 
water cooled 
pressure transducer 
pilot and igniter 
PMT 
host 486 
D.T. 3801 I/O 
andDSP 
Figure 1: A Schematic of the Actively Controlled Gas Rocket Experimental Setup 
In the first phase of testing, the onset of combustion instabilities in the developed gas rocket 
was investigated. These tests revealed that large amplitude instabilities involving excitation of 
different combinations of natural combustor acoustic modes with frequencies in the 200-850 Hz~ 
range may be excited under different operating conditions. Follow up tests investigated whether 
the developed fuel injector could modulate the injected fuel jet at a desired frequency. For this 
purpose, a special low resistance flow meter capable of sensing flow rate oscillations at frequencies 
well above a 1,000 Hz. was developed. These tests showed that the developed fuel injector 
performs properly in the 0-2,300 Hz. frequency range that will be investigated in this study. 
Before attempting closed loop active control of an unstable combustor, it was necessary to 
assure that the conditions within the rocket combustor can be controlled with the developed fuel 
injector. Specifically, it was necessary to demonstrate that oscillatory fuel injection produces 
periodic combustion and heat release rates within the combustor that oscillate with the frequency of 
the fuel injection. Consequently, the effect of modulating the developed fuel injector's flow rate 
3 
, upon the combustion process and combustor pressure was investigated in open loop tests. These 
were conducted in a short com bus tor whose natural fundamental acoustic mode frequency was 
around 1,800 Hz .• which was higher than the frequency range of the investigated fuel flow rate 
oscillations. In a typical experiment, the frequency of the fuel injection rate was set a given value 
and the combustor response was determined from measured combustor pressure and flame 
radiation spectra. The effect of modulating the fuel flow rate at 800 Hz. is shown in Fig. 2 where 
combustor pressure and radiation spectra measured in tests with steady and oscillatory secondary 
fuel injection rates are presented. The spectra measured in the absence of fuel mcx:iulation does not 
exhibit any peaks at the 800 Hz. driving frequency. In contrast, distinct 800 Hz. peaks are present 
in both the pressure and radiation spectra obtained when the fuel flow was modulated at 800 Hz., 
indicating that oscillating the fuel injection rate produces a heat release oscillation that excites a 
corresponding pressure oscillation. Similar results were obtained in tests with other frequencies in 
the O· l ,000 Hz., indicating that the developed fuel injector actuator can control conditions within 
the developed rocket combustor setup. 
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Figure 2: Radiation and Pressure Spectra with and Without Open Loop Driving at 800 Hz. 
Current research is focused upon obtaining qualitative relationships between the characteristics 
of the fuel flow rate oscillations and resulting oscillatory pressure and heat release processes, 
which will be required for implementing a closed loop active control in the developed rocket 
combustor. · 
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Summary 
This report summarizes the main accomplishments of a three-year research program supported 
under AFOSR Grant No. F49620-93-1-0177. The main objective of this program was to 
investigate active suppression of detrimental combustion instabilities in chemical rockets by a 
controlled, secondary, combustion process. The program consisted of parallel theoretical and 
experimental efforts; the former developed the theoretical foundation of the investigated control 
approach and the latter developed a small scale, actively controlled, gas rocket setup that was used 
to guide the development of the investigated active control system and demonstrate its 
effectiveness. 
The developed active control system (ACS) consists of a pressure transducer that continuously 
measures the combustor's pressure, an observer that analyzes the measured pressure and 
determines the amplitudes, phases and frequencies of the unstable combustor modes in real time, a 
controller that provides each identified mode (by the observer) with a phase shift and a gain and 
generates a control signal that is sent to a fuel injector actuator that modulates the injection rate of a 
secondary fuel stream into the combustor. This control system is based upon Rayleigh's criterion 
and designed to produce a secondary, oscillatory, combustion process within the combustor that is 
out of phase with the combustor pressure oscillations, thus resulting in their attenuation. 
The theoretical efforts investigated the perfonnance of an actively controlled rocket motor that 
is prone to axial instabilities. Two models that investigated the control of axial instabilities were 
developed. The first used an approximate, Galerkin type, approach to study the control of linear 
instabilities and the second used a heuristic model and a numerical solution approach to investigate 
the performance of an actively controlled rocket. The latter used a phenomenological model to 
describe combustor mixing processes and global, Arrhenius type, global kinetics to describe the 
combustion processes. These models were used to predict the conditions within the combustor 
with the ACS on and off. The control of both linear and nonlinear instabilities was investigated. 
These studies demonstrated that the developed ACS can identify the characteristics of severe 
instability in practically real time and effectively damp each unstable mode. Furthermore, 
numerical predictions of the combustor response to open loop control were found to be in good 
agreement with experimental results. Finally, these studies developed improved means for the 
numerical representation of the injector face boundary condition and the handling of various 
sources (e.g., heat and mass addition, area change and friction) in Roe's Rieman scheme, which 
was used to numerically solve the model equations. 
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The experimental efforts developed an actively controlled gas rocket that was subsequently 
used to investigate the performance of the ACS in open and closed loop control modes. The open 
loop studies developed two approaches for determining the frequency dependence of the fuel 
injector actuator-combustor system response. The results of these studies were stored in the ACS' 
controller and used to determine the phase shift and gain that controller must add to the unstable 
combustor modes in closed loop control. Subsequent, closed loop, control studies showed that the 
investigated ACS can effectively damp large amplitude, highly nonlinear, instabilities in periods of 
the order of 40 milliseconds, which are considerably shorter than the times reported by other 
investigators. 
The main contributions of this study are: 
1. the development of an active control approach based upon Rayleigh's criterion, 
2. the development and demonstration of an observer that determines the amplitudes, phases 
and frequencies of a prespecified number of unstable, combustor modes in real time, 
3. the development of theoretical models for investigating active control of linear and 
nonlinear instabilities in rocket motors, 
4. the development of a fuel injector actuator that utilizes a magnetostrictive material to 
modulate a secondary fuel injection rate over a 0-1,200 Hz. range, which is wider than that of any 
known injector, 
5. the demonstration that the developed fuel injector actuator can excite significant reaction rate 
heat release oscillations within the combustor, 
6. the development of two different approaches for determining the frequency dependence of 
the response of the secondary combustion process generated by the fuel injector actuator, and 
7. the demonstration that closed loop application of the investigated ACS significantly (e.g., 
by 26 dB.) and rapidly (e.g., within 40 milliseconds) damps a rocket motor instability without 
destabilizing any stable modes. 
It is believed that these findings provide a foundation for guiding the development of ACS for 
unstable rockets and other combustors. The results of this program have been demonstrated to a 
number of companies. A major gas turbine manufacturer is currently working on adapting the 
developed ACS technology for application in unstable gas turbines, and a fuel injector actuator 
based upon the one developed under this program is being investigated by the Navy for application 
in active control of shipboard incinerators. 
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Introduction 
This report describes the results of a three-year investigation of active control of combustion 
instabilities in chemical rockets. Such instabilities are generally driven by a feedback-type 
interaction between flow and combustion process oscillations; energy supplied by an oscillatory 
combustion process produces oscillatory heat release that excites one or more natural acoustic 
modes of the combustor whose oscillations are responsible for the periodicity of the combustion 
process. The condition for driving an instability in a combustor can be expressed by the following 
modified form of Rayleigh's criterion: 
f £ p ' ( X , t )Q ' ( X , t )dtdV ~ f f 7 2,L i ( X , t )dtdV 
I (I) 
where p\ Q', L:i, t, x, T and V are the combustor pressure oscillation, heat addition oscillation, i-th 
loss process (e.g., viscous dissipation, acoustic energy transmission through the nozzle), time, 
location within the combustor, period of the oscillation and combustor volume, respectively. The 
integral on the left and right hand side of Eq. 1 describes the total driving and damping experienced 
by the combustor oscillations, respectively. An instability occurs when the inequality in Eq. I is 
satisfied; that is, the overall driving within the combustor is larger than the overall combustor 
damping. It is noteworthy that driving occurs at a given location x when the time integral on the 
left side of Eq. 1 is positive at that location. This condition is satisfied when magnitude of the 
phase difference cp between the pressure and heat addition oscillations is less than 90 degrees. It 
follows that at locations where the magnitude of this phase difference is larger than 90 degrees, the 
oscillatory heat addition process damps the oscillations. 
An examination of Eq. 1 suggests that instabilities could be prevented by decreasing the 
magnitude of the integral on the left and/or increasing the magnitudes of various loss terms on the 
right. The former can be attained by modifying the characteristics of the combustion process 
and/or its interaction with the flow oscillations. The characteristics of the combustion process 
could be changed by, for example, modifying the propellants• feed system, fuel injectors and 
propellants' composition. On the other hand, the loss terms on the right hand side of the Eq. 1 
could be increased by, for example, changing the characteristics of the nozzle and/or adding 
mechanical elements (e.g., an acoustic liner) that dissipate acoustic energy in the combustor. 
These control approaches are generally referred to as passive, and their effective implementation 
requires understanding of the mechanisms that drive the instability, the characteristics of the excited 
oscillations, and the losses produced by various system elements. 
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Unfortunately, passive control approaches have generally not been satisfactory. Lack of 
adequate understanding of the fundamental processes that control the instability resulted in 
"solutions" there were only applicable to a specific combustor design over a limited range of 
operating conditions. Consequently, different passive control approaches had to be developed for 
different unstable combustors. Since these passive control approaches were generally developed in 
costly and lengthy trial-and-error development programs, it became apparent that new approaches 
for controlling combustion instabilities are needed. 
The considerable progress in the areas of computers, electronics, sensors, actuators and control 
theory in recent years has renewed interest in the development of active control systems (ACS) for 
preventing combustion instabilities. An ACS can prevent the onset and/or damp an instability by 
one or more of the following actions: 
1. production of heat addition oscillations in the combustor that are 180 degrees out of 
phase relative to the unstable pressure oscillations, thus resulting in their attenuation 
(based upon Rayleigh's criterion~ see Eq. 1 above), and/or 
2. interference with the mechanisms that drive the instability in a way that reduces their 
driving effectiveness, and/or 
3. modification of the system's boundary condition(s) in a way that produces one or all the 
following: (i) increase in the system's damping, (ii) modification of the modes that can be 
excited within the system, and (iii) destructive interference with the mechanisms that 
drive the instability. 
A typical ACS generally consists of a sensor, an observer, a controller, and an actuator, see 
Fig. 1. The sensor (e.g., a pressure transducer or a photo-multiplier) continuously "senses" the 
conditions inside the unstable combustor. The signal measured by the sensor is transmitted to the 
observer that determines the state of the system. This information is sent to the controller where it 
is modified, using a specific control approach, and sent to the actuator that "perturbs" the 
combustor in a controlled manner. The latter prevents the onset or damps the instability via one or 
more of the actions described in Items 1-3 above. 
The main advantages of a given ACS are: 
1. it can prevent the onset and/or rapidly attenuate combustion instabilities, 
2. it can rapidly respond to changes in the combustor operating conditions and, thus, the 
characteristics of the instability, and 
s 
3. it is expected to be applicable (perhaps with some modifications) to different unstable 
combustors, thus providing a capability for effective control of instabilities in a variety of 
combustion systems. 
While prior investigations of active control of combustion instability had demonstrated the 
considerable promise of this approach, a close examination of the results of these studies revealed 
that much remained to be done in several areas before active control can be implemented in practical 
combustors. For example, past investigations generally filtered the measured signal before 
sending it to the controller where it was amplified and phase shifted before being sent to the 
actuator. The use of a filter requires, however, apriori knowledge of the frequency of the 
instability. While this frequency can be readily determined in advance in experimental combustors, 
it is generally not known apriori in practical combustors, and may vary in response to changes in 
combustor operating conditions. Consequently, a practical ACS should possess capabilities for 
determining in real time the frequencies of the unstable combustor modes. Another problem is the 
shortcomings of actuators such as loudspeakers, mechanical valves and fuel injectors that had been 
utilized by other investigators. For example, loudspeakers generally don't have the power required 
for stabilizing practical combustors, capabilities for continuous operation without failure, and 
"hardware" that can survive in hostile combustor environments. Similarly, mechanical valves are 
complex, heavy and limited to low frequency applications. It, thus, became apparent at the outset 
of this program that a fuel injector that can supply an oscillatory fuel flow rate into the combustor 
to drive pressure oscillations at a desired frequency and phase and/or modify the primary 
combustion process in a manner that reduces its driving effectiveness should be used as the 
actuator in an ACS for damping combustion instabilities. The automotive fuel injectors that were 
utilized in past studies are limited, however, to low frequencies and low fuel flow rates and, 
consequently, are not suitable for use in practical ACS. 
In an effort to advance the state of the art and develop capabilities that would lead to the 
development of practical active control systems for unstable rocket (and other) combustors, efforts 
under this program focused on developing the following capabilities: 
1. an observer that can analyze the sensor's signal and determine in the amplitudes, 
frequencies and phases of up to five unstable combustor modes in virtually real time, 
2. a fuel injector actuator that can modulate the flow rate of a gaseous fuel with significant 
amplitudes over a 0-1,200 Hz. frequency range, whose upper limit is considerably 
higher than the maximum frequency of any known (e.g., automotive) fuel injector, 
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3. a small scale, actively controlled, variable length, gas rocket that exhibits axial 
instabilities, similar to those observed in full scale rocket motors, over a wide range of 
frequencies (e.g., 100-1800 Hz.), and 
4. a model of an actively controlled gas rocket that can be used to theoretically investigate 
the performance of various ACS and control strategies. 
The research activities and accomplishments of this program are described in the remainder of 
this report. These are described in the following order: 1. the principles of operation of the 
investigated ACS, 2. theoretical investigations of the performance of unstable rocket motors 
actively controlled with the investigated ACS, 3. the developed experimental setup, 4. open loop 
active control performance of the investigated ACS, 5. closed loop active control of combustion 
instabilities with the investigated ACS, and 6. summary and conclusions of the results of this 
program. 
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The Investigated Active Control System 
At the onset of this program it was recognized that an ACS capable of preventing detrimental 
rocket motor instabilities will require capabilities for: 
1. identification of the characteristics of all the unstable combustor modes in virtually real time 
(i.e., before the instability results in rocket malfunction) using limited sensor data about the 
combustor performance, 
2. determination of the appropriate phase and gain that must be "added" by the controller to 
each unstable mode and generation of an appropriate control signal for the actuator, and 
3. means for introducing controlled "perturbations" into the combustor that will attenuate the 
unstable combustor modes. 
To provide these capabilities, the developed ACS uses a pressure transducer installed near the 
combustor's injector as its sensor, because the anti-nodes of most potentially unstable axial 
pressure oscillations are likely to occur near this location. This maximizes the likelihood that the 
measured pressure will include contributions from all unstable combustor modes. The measured 
pressure is then transmitted to an observer whose task is to determine, in virtually real time, the 
amplitudes, frequencies and phases of all combustor modes that significantly contribute to the 
instability. The identified characteristics of the unstable modes are transmitted to a controller where 
each mode is provided with a gain and a phase shift that will result in the attenuation of the 
corresponding mode within the combustor. The controller combines the modified modes into a 
single signal that is sent to a fuel injector actuator that can modulate the injection rate of a gaseous 
fuel into the com bus tor over a 0-1,200 Hz. frequency range. The fuel injection modulations 
produce reaction rate and heat addition oscillations within the com bus tor at the frequency of the 
fuel flow rate modulation. These heat addition oscillations should, according to Rayleigh's 
criterion, damp the instability if the magnitude of the phase difference between these heat addition 
and combustor pressure oscillations is smaller than ninety degrees. 
The Observer 
Since the developed observer plays a key role in the investigated ACS and it is repeatedly 
referred to in the remainder of this report, its principles of operation are presented in this section. 
The observer analyzes the measured pressure to determine in real time the amplitudes, phases, 
and frequencies of the unstable combustor modes. It assumes that the measured combustor 
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pressure p(t) can be expressed as the following sum of combustor modes that may not be 
harmonics of one another and may have frequencies, amplitudes and phases that slowly vary with 
time. 
n=k 
p(t) = ~Sn sin(cont) +en cos( cont) (2) 
n=l 
The observer determines the characteristics of the dominant (i.e., largest amplitude) mode by 
solving the integrals 
2 t 2 t 
Sn (t) = - f sin(cont)p(()it; en (t) = - f cos(cont)p(t)dt 
Tnt-T Tn t-T n n 
(3) 
where the oscillation period Tn and frequency con are related by Tn = 2rc I COn and are not 
known apriori. It can be shown that the above integrals can replaced by following recursive 
formulae: 
whose solution requires little computational effort I 
The unknowns Sn(t), Cn(t) and con are determined in a rapidly converging iterative solution 
procedure. Initially, a value for con (and, thus, Tn) is assumed and substituted into Eqs. 4, which 
are then solved for the "corrected" coefficients of Sn{t+Dt) and Cn(t+Dt). The calculated 
coefficients are then substituted into the following relationshipl that determines a corrected value of 
the frequency: 
ro(ds sin( cot)+ de cos( cot)) 
1 
[(ro)2]r+At = co2 + dt dt 
S • cos (cot) - e • sin (cot) (5) 
where the subscript 'n' has been omitted for simplicity. The values of CO on the left and right sides 
of Eq. 5 are the "corrected" and "previous calculated" values of the frequency, respectively. Once 
a corrected value of co is obtained from Eq. 5, the corresponding period Tis substituted into Eqs. 
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4 to obtain improved values of S(t) and C(t). This procedure rapidly converges into the "final" 
values of the unknowns OJ, Sand C, which are then used to determine he amplitude, phase and 
frequency of the dominant mode. This procedure can also track "slow" variations of these 
quantities. Once the characteristics of the dominant mode are known, the expression describing its 
time dependence is subtracted from the measured pressure p(t) and the above procedure is repeated 
to determine the characteristics of the "next" dominant mode within the remaining signal. 
The above described procedure can be repeated to determine the characteristics of as many 
modes as desired. Clearly, the need to attain real time identification of the characteristics of an 
instability would limit the number (e.g., two or three) of modes that can be identified. This is not, 
however, a problem as most instabilities are generally dominated by one or two modes. 
Figures 2-a through 2-e demonstrate the ability of the observer to identify in real time the 
hierarchy of modes in an unstable combustor. The observer was provided with the pressure signal 
shown in Fig. 2-a, which was measured in the gas rocket motor that was developed under this 
program when it experienced combustion instability. Figure 2-a shows that the instability 
"switches" from low to high frequency oscillations between .05 and .064 seconds. This signal 
was analyzed by the observer and the computed frequencies and amplitudes were used to determine 
the time dependence of the two most dominant combustor modes, see Figs. 2-b through 2-e. 
Figures 2-b shows that the frequency of the nearly sinusoidal, dominant, mode abruptly increases 
around .065 seconds to that of the second mode, while Fig. 2-c shows that the second mode 
oscillates with a higher frequency and its amplitudes decreases to practically zero around .065 
seconds. Figures 2-b,c also show that the observer can simultaneously track the behavior of both 
modes in real time. Figure 2-d presents the calculated time dependence of the frequencies of the 
two observed modes. It shows that the observed frequency of the dominant mode changed from 
650 to 1250 Hz. within only three milliseconds. Finally, Fig. 2-e compares the measured pressure 
p(t) with that obtained by synthesis of the two observed modes. It clearly shows that the observer 
can "reproduce" the input pressure in real time and with high fidelity. 
During the last year of this program a theoretical study aimed to extend the initially developed 
observer approach to provide a capability for simultaneous identification of several unstable modes 
was undertaken. This study is presented in Appendix A. While the current observer determines 
the characteristics of the unstable modes in a hierarchical manner (i.e., the most dominant mode is 
identified first, then the next mode dominant mode is identified and so on), the new approach 
simultaneously identifies the characteristics of several unstable combustor modes. It is expected 
that the results of this study will increase the accuracy and robustness of the observer and increase 
the likelihood that its output will converge to the correct results. 
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Theoretical Studies 
The performance of the investigated ACS, see Fig. 1, was initially theoretically studied by 
solving the system of one dimensional, unsteady, conservation equations that modeled the flow in 
an unstable combustor2. The model assumed that the instability is driven by a simple linear 
feedback between the pressure and combustion process heat addition oscillations. The unstable 
combustor model was then "equipped" with the developed ACS and used to theoretically 
investigate the effectiveness of the developed ACS. Numerical simulations showed that the 
developed ACS can rapidly damp a variety of instabilities including, for example, combustor 
acoustic mode oscillations with amplitudes equaling twenty-five percent of the mean combustor 
pressure, which were damped within a few milliseconds after activating the ACS. 
Subsequent studies developed a heuristic model of an unstable gaseous rocket combustor and 
an improved numerical approach for solving the model equations. The conservation equations 
solved by this model are summarized in Fig. 3. Since the model assumes that the combustor flow 
is one dimensional and inviscid, and, thus, cannot account for turbulent mixing, a 
phenomenological mixing model that describes the mixing of the premixed reactants with the hot 
combustion products has been incorporated into the conservation equations (i.e., see terms 
proportional to 1/'tmix). This model also accounts for the mixing of the secondary fuel, injected by 
the fuel injector actuator, with the combustor flow before its reaction. The magnitude of the spatial 
dependence of the mixing process is controlled by the function W(x), see Fig. 3, which depends 
upon a prespecified mixing length lmix· Once a combustible mixture is formed, the combustion 
process heat release rate is controlled by global, Arrhenius type, methane kinetics, which is the fuel 
used in the experimental phase of the program. 
Once it had been shown that the heuristic model predicts unstable rocket operation of ranges of 
design and operating parameters, the model was "equipped" with the investigated ACS and the 
resulting model was used to investigate the behavior of an actively controlled rocket motor. 
Typical results obtained in this study are presented in Figs. 4 and 5. Figure 4 shows predictions of 
the motor's performance under open loop control excitation. It shows predicted time dependence 
of pressure and heat release oscillations within the rocket combustor when the fuel injector actuator 
modulated the secondary fuel injection rate at specific frequency. The results show that the 
actuator can excite significant pressure and heat release oscillations within the combustor, 
indicating that it could serve as an actuator in closed loop control of rocket motor combustion 
instabilities. An analysis of the time dependence of the results shows that the heat release 
oscillations lead the pressure oscillations and that the magnitude of the phase difference is always 
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smaller than ninety degrees, in agreement with Rayleigh's criterion. This phase difference 
decreases as the amplitude of the excited oscillations increases, and it approaches ninety degrees as 
the growth grate of the oscillations decreases, indicating that less driving is needed when the 
amplitude growth rate goes to zero. 
Figure 5 presents predictions of the effect of closed loop control upon the oscillations in an 
unstable rocket com bustor. The two top plots show the onset, growth and decay of the instability 
before and after the activation of the ACS at t=.03 seconds. These plots show that the ACS 
significantly attenuated the instability. The middle plot compares the predicted and "observed" (by 
the ACS' observer) pressure oscillations. It shows that the developed observer can indeed 
"identify" the characteristics of the combustor pressure oscillations in practically real time. The 
second plot in the middle demonstrates the observer's ability to "follow" in real time the variations 
in the frequency of the instability. The plot on the bottom left presents an "amplified" view of the 
oscillations shown in the top left plot after activating the ACS. It shows that the amplitude of the 
"damped" combustor oscillations is negligible. Finally, the plot on the bottom right shows the time 
dependence of the control signal o the actuator. In summary, the results presented in Fig. 5 predict 
that the investigated ACS will effectively attenuate rocket motor combustion instabilities. 
In a parallel study, Roe's Rieman Solver3 was modified for applications in numerical 
simulations of unstable combustors. Specifically, Roe's Rieman scheme was modified to properly 
account for the presence of source terms (e.g., the combustion process heat addition, friction) in 
the numerical solution of the conservation equations. Furthermore, numerical schemes that 
improve the representation of the injector face and nozzle boundary conditions were developed for 
incorporation into the numerical solution scheme. 
Finally, the feasibility of applying open loop, nonlinear, high frequency, vibrational control to 
damp instabilities in mechanical systems was theoretically investigated4. Such control has the 
advantage that it does not require accurate determination of the state of the controlled system and 
the data processing capabilities required in conventional feedback control. This paper extends 
previous linear investigations of this type of control to include nonlinear vibrational controllers. It 
shows that a nonlinear vibrational controller can stabilize a system even if the Jacobian matrix has a 
positive trace. A copy of this paper, which was submitted for publication in the IEEE Journal, is 
provided in Appendix.B. 
Experimental Setup 
The experimental efforts led to the development of an actively controlled, small scale, gas 
rocket motor setup shown in Fig. 6. It consists of a reactants feed system, a combustor section, a 
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nozzle, a secondary fuel injection system (i.e., the fuel injector actuator), a main control panel, and 
a computer-based controller of the secondary fuel actuator. The setup also includes transducers 
and photomultipliers that measure the combustor pressure and reaction rate, respectively, and a 
computer-based data acquisition system. 
A primary reactants stream, consisting of premixed air and methane, enters the combustor 
through the injector orifices. The air and methane are separately introduced into a mixing port 
through calibrated, choked, orifices that provide means for measuring the flow rate of each 
reactant. These flow rates are manually controlled by setting the pressure upstream of each orifice 
to a desired value. The flows through the injector orifices are choked to prevent feedback between 
the combustor and reactants supply lines. The injected reactants jets are oriented twenty degrees 
relative to the combustor axis, which forces the primary combustion process to stabilize near the 
combustor walls. 
The combustor's exhaust nozzle is choked at all test conditions. Under typical operating 
conditions, the combustor pressure, premixed reactants line pressure and fuel and air supply lines 
pressures are 45, 90 and 200 psi, respectively. The combustor pressure was always sufficient for 
choking the exhaust nozzle. The supply pressure to the secondary fuel injector is 450 psi. Under 
this operating condition, the flow rates of the primary stream of premixed fuel and oxidizer and 
secondary fuel stream are 10 and 0.1 gram/sec., respectively, resulting in a total combustor power 
output of 55 kW. 
The combustor has a large length to diameter ratio to prevent excitation of transverse modes. 
The combustor length can be changed by adding or removing pipe sections. This capability 
permits the investigation of axial mode instabilities having different frequencies; high frequency 
instabilities are excited in short combustors and vice versa. At its shortest length, the combustor's 
fundamental mode frequency is around 1800 Hz. while at its longest configuration the fundamental 
mode frequency is 200 Hz. During operation, the combustor is immersed in a bath with running 
water to cool the combustor. 
As shown in Fig. 6, the axis of the investigated combustor is "broken" to provide a location for 
installing the window, optics and photomultiplier required to measure the total (integrated) 
combustion zone radiation. This system measures the total CC or CH radicals radiation from the 
combustion region, which is proportional to the combustion process heat release rate. A second, 
side view, window, which is installed near the injector, is used for optical measurements and 
visualization of the combustion zone. 
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The actively controlled secondary fuel injector actuator introduces an oscillatory fuel flow into 
the combustion zone. High pressure fuel is supplied to the actuator and forced through an annular 
orifice between· the outer wall of a needle's wider diameter base and its seat. A magnetostrictive 
actuator is attached to the needle and used to change the needle's base position relative to its seat in 
response to changes in an electric control signal. The acoustic impedance and pneumatic resistance 
of the actuator's cavities that carry the fuel from the supply line to the combustor were sized to 
maximize the fuel flow rate oscillations at the injector's exit and minimize the effect of the 
combustor pressure oscillations upon the actuator's perfonnance over a wide frequency range. As 
a result, this actuator can modulate the fuel flow rate over a 0-1,200 Hz. frequency range when 
pressure oscillations are present in the combustor without a significant attenuation or a phase delay. 
Furthennore, this actuator can produce fuel flow rate amplitudes of the order of 0.2 grams/sec., 
which, in principle, can produce 20 kW peak to peak heat release rate oscillations. 
The electric signal to the actuator consists of a steady and an oscillating component, which 
control the magnitudes of the steady and oscillating flow rates through the fuel injector actuator, 
respectively. Both signals are generated in the control computer, separately amplified, and then 
combined into a single control signal that is fed to the actuator. 
Two different actuators and injection systems were developed and tested during this study. 
Each injection system, see Figs. 7-a,b, supplied the combustor with a primary stream of premixed 
reactants and a secondary fuel stream. The latter was used to control the instability by generating a 
secondary, oscillatory, combustion process within the combustor. The actuators were similar in 
design, but the annular cross sectional area of the second actuator was between two to three times 
larger than that in the first actuator. For further reference, the small and large actuators will be 
denoted as ACT! and ACT2, respectively, and the injection systems shown in Figs. 7-a,b will be 
denoted by INJI and INJ2, respectively. The investigated injector/actuator configurations, whose 
perf onnance is described later in this report, will be described by the notation INJi/ ACTi where the 
index i=l,2 describes the injector and actuator used in the study. It should be pointed out that the 
ACT2 actuator, which was developed later in the program, could be retrofitted to both injection 
systems while the ACT! actuator could be only installed on the INJl injector. 
The second injector, INJ2, and actuator, ACT2, were developed and investigated in a 
cooperative effort with a major gas turbine manufacturer that is interested in developing capabilities 
for active control of instabilities in large scale gas turbines. 
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Open Loop Studies 
As stated above, effective application of the investigated ACS in closed loop control of 
combustion instabilities requires knowledge of the gain and phase shift that the controller must add 
to each combustor unstable mode. Since each unstable mode oscillates at a different frequency and 
these frequencies may span a wide range, the frequency dependence of the phase shift and gain that 
the controller must add to the unstable modes must be known over a wide frequency range. Since, 
unfortunately, the characteristics of the secondary combustion processes cannot be accurately 
modeled to predict the frequency dependence of its phase shift and gain, these quantities must be 
experimentally determined in open loop tests. The objective of the open loop tests is to measure 
the phase delay between the combustion process heat release and actuator control signal oscillations 
and the ratio of the amplitudes of the combustion process heat release and control signal 
oscillations, which is referred to as the gain. Together, the measured phase shift and gain describe 
the secondary combustion process response (SCPR). 
Another critically important reason for investigating the SCPR is to determine whether the 
developed fuel injector actuator can excite combustion process heat release and pressure 
oscillations within the combustor of sufficient magnitude (i.e., capable of affecting the unstable 
combustor oscillations) . If the developed fuel injector actuator could not excite heat addition 
oscillations of sufficient magnitude within the combustor, it would not be suitable for application in 
closed loop control of combustion instabilities. In this case, a different fuel injector (or another 
type of actuator) will have to be developed and/or investigated. 
Two approaches for determining the SCPR frequency dependence were developed and 
investigated under this program. The first used a very short combustor whose fundamental, 
longitudinal, acoustic mode frequency was around 1800 Hz., which was significantly above the 
upper limit of the frequency range of the open loop studies. Consequently, the operation of the 
combustor was "quiet" over the investigated frequency range and the magnitudes of driven 
disturbances (by the fuel injector actuator) were significantly above the combustor noise level. 
When tests were conducted in this short combustor, high frequency reaction rate and pressure 
oscillations driven by a combustor instability could be readily observed in the measured pressure 
and radiation data and clearly distinguished from the "single" frequency oscillations driven by the 
fuel injector actuator. Using this combustor, the characteristics of the SCPR were determined from 
the measured pressure* and a relationship between these pressure oscillations and reaction rate 
* Global radiation measurements could not be used with this combustor because the available sideview 
window, see Fig. 6, could not "view" the whole combustion zone. 
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oscillations, which was provided by a model of the combustor oscillations (which is derived 
below). The "short" combustor also included a side view window, similar to the one shown in 
Fig. 6, which was used to measure CH radicals radiation from the combustion region. 
Unfortunately, this window could not "view" the whole combustion region, and the measured 
radiation could only provide qualitative description of the characteristics of the secondary 
combustion process oscillations. 
The following analysis describes the derivation of a model that predicts the behavior of small 
amplitude (i.e., linear) oscillations in the short combustor. This model was used to determine the 
SCPR from measured pressure data. 
Neglecting kinetic energy terms, the energy equation for a combustor with uniform properties 
can be expressed in the following fonn: 
(6) 
where the terms from left to right are the rate of change of the com bustor internal energy, 
oscillatory heat release supplied by the secondary combustion process, the air and fuel enthalpy 
fluxes into the combustor and the enthalpy flux exiting through the choked nozzle, respectively. 
Assuming a perfect gas behavior and that the flow through the choked nozzle is quasi steady, the 
following relationships can be derived: 
(7) 
Substituting Eqs. (7) into Eq. (6), assuming that each dependent variable consists of a steady 
component and a small amplitude perturbation (e.g., p = p + p' ), and linearizing the resulting 
energy equation yields the following linear fonn of the energy equation 
q., _ p' -r dp Te. VT p -----+--+--:-, 'f= a 
rhCPT p p dt 2T rc;m (8) 
where 'f is a characteristic time, Ca is the speed of sound and the subscript 'a' denotes the state of 
the incoming air. Since the temperature perturbations generated within the combustion process are 
expected to decay before they reach the nozzle entrance at high frequencies, the tenn involving T'e 
is neglected in Eq. (8), yielding the following relationship 
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_q_' -=-p' +.!_dp 
rhCPT p p dt 
(9) 
for determining the heat release q' oscillations from measured pressure oscillations at high 
frequencies. 
In the second approach for determining the SCPR, the combustor shown in Fig. 6 was 
employed. Since this combustor is considerably longer than the "short" combustor that was used 
in the first study, several natural longitudinal acoustic modes of the combustor could be excited in 
the range of investigated SCPR frequencies. For example, the fundamental mode frequency of 
this combustor was 370 Hz. Consequently, small heat addition oscillations at one of the natural 
acoustic mode frequencies of the combustor could produce significant pressure oscillations at this 
frequency. Consequently, when the fuel injector actuator is operated at a non-resonant frequency 
of this combustor, it excites significant secondary combustion process oscillations within the 
combustor but only small amplitude pressure oscillations. Thus, the phase and amplitude of the 
secondary combustion process heat release oscillations can be determined at non-resonant 
frequencies of the combustor by direct measurements of the characteristics of the total radiation 
from the combustion region. These were directly measured with a photomultiplier through the 
window on the slanted combustor section in Fig. 6. 
Figure 8 shows an example of the time dependence and spectra of pressure and CH radiation 
signals measured in the combustor shown in Fig. 8 when the secondary fuel injection rate 
oscillated at 610 Hz. Figure 8-a shows that the pressure spectrum is dominated by spikes 
representing three unstable combustor modes at 370, 740 and 1110 Hz. In general, if a single 
mode is driven by an unstable combustion process, the amplitudes of its harmonics, which are 
excited by nonlinear processes, are smaller than the amplitude of the most unstable lowest 
frequency mode. The pressure spectrum in Fig. 8-a indicates that this was not the case in this 
experiment as the amplitudes of the higher frequency spikes are larger than the amplitude of the 
fundamental mode. This suggests that each of the observed pressure oscillations was 
independently driven by the combustion process. 
An examination of the pressure spectrum in Fig. 8 also shows a small, but clearly visible, 
spike at 610 Hz., the frequency of the actuator. In contrast, only one, large amplitude, spike is 
present in the spectrum of the CH radiation signal at 610 Hz. The dominance of the spike of the 
driven heat release oscillations in the CH radiation spectrum indicates that the fuel injector actuator 
could readily excite heat release oscillations in this combustor that are significantly larger than any 
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other heat release oscillation when the frequency of the fuel flow rate modulation was not close to 
any natural acoustic mode frequency of the combustor. 
Figure 8 shows that FFf can be used to identify a small amplitude, periodic, pressure signal in 
the neighborhood of large amplitude spikes. It was found, however, that an FFr analysis cannot 
accurately determine the phase of such a small signal. Unlike the FFf determination of the 
amplitude, the FFT determination of the phase is highly sensitive to the frequency at which the 
FFT integral is evaluated. Since the FFT evaluation is performed at a discrete number of 
frequencies, it may not be performed at the exact frequency of the secondary combustion 
oscillations, thus increasing the likelihood of inaccurate phase determination. 
To overcome the shortcomings of the FFT, a MATLAB-based software that employs an 
ensemble averaging technique was developed to accurately determine the amplitude and phase of 
the secondary heat release oscillations. The basic steps of this approach are: 
1. The input to the actuator, (usually a current) is chosen as a reference signal. 
2. Measured data points are correlated with the reference signal by referencing the time of each 
data point to a specific phase in the period of the reference signal, thus "collapsing" all the 
measured data points into one period. 
3. A "moving" narrow-width window is used to obtain the ensemble average of the time 
dependence of the collected data over the period of the reference signal. It should be noted that the 
time dependence of the calculated average does not necessarily assume a sinusoidal shape. 
4) The ensemble-averaged line is curve-fitted with a sinusoidal signal to obtain the 
corresponding amplitude and phase of the measured data. 
Figure 9 presents typical results obtained with this data reduction approach, using the data 
presented in Fig. 8. The top to bottom plots on the left side of Fig. 9 show measured data points 
describing, respectively, the actuator control signal (current), actuator needle displacement, 
combustor pressure and combustion process CH radiation. The corresponding plots on the right 
side of Fig. 9 show the determined averages of the collected data points (solid lines) and the 
sinusoidal curves that were fitted to the ensemble-averaged curves (dashed lines). 
The actuator current, pressure and CH radiation are measured by sensors with practically no 
time delay. In contrast, the proximity sensor that measures the actuator's needle displacement 
introduces a significant phase lag and attenuation to the measured data. This phase lag and 
attenuation, which are determined in advance by comparing known input signals at various 
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frequencies to the sensor1s output, are accounted for in the data reduction procedure by providing 
the determined sinusoidal signal with a phase lead and a gain relative to the calculated "average" 
curve. 
Figure 9 shows that the measured CH radiation and pressure data form "clouds" of points. 
While the CH radiation "cloud" exhibits a sine-like shape, such a pattern is not readily apparent in 
the thick "cloud" of pressure data points. This difference between the pressure and radiation data 
is reflected in the presence of high frequency components in the ensemble average of the pressure 
data, and the practically sinusoidal shape of the ensemble average of the CH radiation data, which 
nearly coincides with its sinusoidal curve fit. 
The above described data reduction procedure was applied to the data measured in the open 
loop tests to obtain the frequency dependence of the phase and gain of the above described 
variables and, in particular, the transfer function between the needle displacement, which closely 
resembles the fuel injection modulation, and secondary combustion process heat release 
oscillations. 
The frequency dependence of the gain and phase delay of the secondary combustion process 
heat release oscillations generated by the fuel injector actuator were measured by the two, above 
discussed, methods and the results are compared in Figs. 10-a,b. The excellent agreement 
between the two sets of data that were determined using different approaches in two different 
combustors strongly suggests that the frequency response of the heat addition oscillations 
generated by the developed fuel injector actuator is practically independent of the acoustic 
properties of the com bustor. 
Figures 11-a,b show the measured frequency dependence of the phase and gain of the 
secondary combustion process heat release of two different injector/actuator configurations that 
consisted of each of the developed injectors, see Figs. 7-a,b, and the larger fuel injector actuator 
(i.e., configurations INJ1/ACT2 and INJ1/ACT2). The frequency dependence of the SCPR of the 
INJ 11 ACT2 configuration was determined for various magnitudes of the actuator's needle 
displacement. Figure 11-a shows that all the measured phase data can be closely correlated by a 
single curve that describes a nearly linear dependence of the phase upon the frequency. This nearly 
linear frequency dependence of the phase suggests the presence of a pure time delay between the 
fuel injection rate modulation and the corresponding secondary combustion process heat release 
oscillations. This is a surprising result as it was not expected that an identical, pure, time delay 
will be produced by different injectors and excitation levels. 
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Figure 11-b shows the frequency dependence of the ratio of the amplitudes of the combustion 
process heat release the actuator's needle displacement oscillations. Since these results apparently 
depend upon the amplitude of the needle's displacemen4 this amplitude is indicated next to some of 
the data points to provide means for determining the dependence of the data upon the needle's 
amplitude. Figure 11-b indicates that the INJ2 injector has a larger gain at frequencies below 300 
Hz. and smaller gain at higher frequencies. It also shows that the gain depends upon the needle's 
displacement and is larger for smaller displacements. This result suggests that the SCPR is 
controlled by nonlinear processes whose potential origin is discussed below. 
The developed fuel injector actuator provides the combustor with a fuel flow consisting of a 
mean and an oscillatory component. To maintain the mean flow rate at a set value, it is measured 
and compared with the set value. If the two are not equal, the mean flow rate controller sends a 
slowly varying signal to the actuator that changes the mean position of the needle and, thus, the 
mean area of the actuator's orifice, in an effort to provide the desired mean fuel flow rate. In 
addition to the slowly varying signal from the mean flow controller, the actuator receives a high 
frequency signal that sets the needle into high frequency, back-and-forth, axial oscillations that 
periodically vary the actuator's orifice cross sectional area, resulting in a periodic secondary fuel 
injection rate. As long as the periodic variation of the orifice's area is small and does not change its 
mean area, the periodic change in the orifice's cross sectional area does not interfere with the mean 
flow rate through the actuator. As the amplitude of the actuator's needle displacement oscillations 
increases, a threshold amplitude that forces the actuator's orifice to momentarily close (at the 
instant of maximum" upward" needle displacemen4 see Fig. 6) is reached. As the amplitude of the 
needle's displacement oscillations increases beyond this threshold value, the mean values of the 
actuator's needle displacement and mean flow rate increase, see Fig. 12. This forces the actuator's 
mean flow rate controller to further close the actuator orifice, resulting in additional "truncation" of 
the needle's oscillations. Since it can be shown that the amplitude of the actuator's orifice area 
variation oscillations cannot be larger than the magnitude the orifice's mean area, the amplitude of 
the fuel flow rate modulation cannot exceed that of the mean fuel flow rate. 
Figure 13 shows the dependence of the ratio of the amplitude of the combustion process CH 
radiation oscillations and the mean CH radiation on the needle's displacement amplitude at a 
frequency of 540 Hz. for three different injector/actuator configurations. The behavior exhibited 
by the three plots is in agreement with the above discussion. They show that the amplitude of the 
CH radiation oscillations reaches a limiting value at a given needle displacement amplitude and 
cannot increase beyond this limiting value as the needle displacement is further increased. 
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To further understand the results of Fig. 13, we should consider the two main processes that 
control the interaction between the secondary combustion process heat release and needle 
displacement oscillations. First, consider the variation in the cross sectional area of the actuator's 
orifice, see Fig. 6, in response to the needle's displacement oscillations. As discussed above, the 
amplitude of the cross sectional area oscillations cannot exceed the mean magnitude of the cross 
sectional area of the orifice. Consequently, to increase the amplitude of the fuel flow rate 
modulation would require increasing the magnitude of its mean flow rate. The difference between 
the behavior of the two actuators that were used in this study is qualitative described in Fig. 14 
where the expected dependence of the amplitude of the secondary fuel injection rate modulation 
upon the amplitude of the actuator's needle displacement is plotted for the large and small actuators 
operating with two different mean flow rates. Figure 14 shows that since the orifice of the larger 
ACf2 actuator has a larger cross sectional area than that of the ACT!, the ACT2 actuator provides 
larger amplitude fuel flow rate modulations for a given amplitude of the needle's displacement 
oscillations than the ACT! actuator. It also shows that both actuators can provide the same 
maximum fuel flow rate oscillations amplitudes as long as they can provide the same fuel mean 
flow rate. 
Another factor affecting the amplitude of the combustion process heat release oscillations is the 
"efficiency" of converting the secondary fuel injection rate modulations into combustion process 
heat release oscillations. Intuitively, one would expect that the ratio of the amplitudes of the 
combustion process heat release and secondary fuel injection rate oscillations would depend upon 
the injector design. Examining the configurations of the two investigated injectors, see Figs. 7-
a,b, shows that injector INJl supplies the secondary fuel stream directly into the "center" of the 
primary combustion zone whereas injector INJ2 apparently injects the secondary fuel upstream of 
the primary combustion region, possibly enabling the secondary fuel to fully or partially mix with 
the premixed, primary, reactants before reaching the combustion zone. This pre-mixing process 
apparently tends to decrease the magnitude of the attained secondary combustion heat release 
oscillations. Consequently, injector INJl is expected to provide a more "efficient" conversion of 
the fuel injection rate modulation into combustion process heat release oscillations than injector 
INJ2. 
On the basis of the above discussion, one would expect that configurations INJl/ ACT2 and 
INJ2/ACT1 will produce the largest and smallest secondary combustion process heat release 
oscillations for a given needle displacement, respectively, while configurations INJl/ACTl and 
INJ2J ACT2 will produce heat release oscillations that fall between these limits. These expectations 
are supported by the results in Fig. 13, where it is shown that for a given amplitude of the 
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actuator's needle displacement the amplitude of the secondary heat release oscillations decreased in 
the following order: INJ1/ACT2, INJl/ACTl and INJ2JACT2. 
The above discussion and Figs. 13 and 14 indicate that the smaller ACTl actuator could 
provide the same maximum fuel flow rate and heat release oscillations as the larger ACT2 actuator 
if it could be provided with a larger maximum needle displacement amplitude. This explains why 
the two configurations INJl/ ACTl and INJl/ ACT2 that used the same injector but different 
actuators attained the same maximum secondary heat release magnitudes, see Fig. 13. It is also 
interesting to note in Fig. 13 that the maximum amplitude of heat release oscillations that can be 
excited by the INJ2 injector is significantly smaller than those excited with the INJ 1 injector even 
though INJ2 used the larger ACT2 actuator. 
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Closed Loop Active Control of Instabilities 
As stated earlier, the investigated ACS is guided by Rayleigh's criterion and its objective is to 
generate heat addition oscillations within an unstable combustor 180 degrees out of phase with the 
unstable pressure oscillations. This mode of control will be discussed assuming that the instability 
can be damped by controlling its dominant mode only. In this case, the observer only identifies the 
dominant mode and the control signal to the actuator, Ye• is given by: 
y c = G ( ro) • { S · sin (rot + t/> ( ro)) + C · cos (rot + t/> ( ro))) (10) 
where S, C and ro are the observed amplitudes and frequency of the dominant mode while G(co) 
and cf>( co) are the gain and phase that are added by the controller using data (in the form of plots or 
tables) obtained in the above discussed open loop experiments. Since Fig. 10-b shows that the 
gain of the heat addition oscillations decreases with increasing frequency, the magnitude of G(w) 
should increase with frequency to assure that the ACS generates heat addition oscillations of 
adequate magnitude at higher frequencies. 
Closed loop control of the rocket motor setup shown in Fig. 6 was investigated. Combustor 
pressure, control signal and observed frequency measured in a typical test before and after 
activation of the ACS are described in Fig. 15. In this experiment, the development of a large 
amplitude instability was "monitored11 by the observer before activating the control system at t=O. l 
seconds. The ACS was "conditionally" activated by requiring the gain G(co) in Eq. 10 to satisfy 
the following conditions 
0 when lroobserved - ro0 f > d1 = 100Hz. 
G(ro)= (11) 
Grable when (roobserved - rool < d2 = 50Hz. 
where ro0 is the observed frequency of the instability before activating the controller (see Fig. 15) 
while d 1 and d2 are specified parameters. These conditions require the controller to "remember" 
the frequency of the dominant unstable mode before activating the ACS and to respond only when 
this mode becomes dominant, thus leaving other modes uncontrolled. This mode of operation 
demonstrates the high flexibility of the developed control approach. 
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Figure 15-a shows that this ACS practically damped the instability in 40 milliseconds, 
indicating that it could damp rocket instabilities before they could seriously damage the engine 
and/or result in mission failure. FFT analysis of the combustor pressure oscillations before and 
after the activation of the ACS showed that the amplitude of the dominating mode was reduced by 
26 dB., which exceeds the performance of ACS investigated elsewhere (see survey of results in 
Table 1 in Ref. 5). Figure 15 .. b describes the time dependence of the control signal to the actuator, 
which is proportional to the magnitude of G(co) (see Eqs. 10 and 11) and, thus, depends upon the 
observed frequency, see Fig. 15-c. Figures 15-b,c show that the control signal goes to zero when 
the 370 Hz. dominant mode is damped by the ACS. When this occurs, the observer identifies the 
740 Hz. hannonic as the dominant mode and stops controlling the 370 Hz. mode, see Fig. 15-b. 
Consequently, the unstable 370 Hz. mode starts growing again. When its amplitude exceeds that 
of other unstable combustor modes (e.g., the 740 Hz. mode), the observer identifies this mode 
again as the dominant mode and turns on the actuator. As shown in Figs. 15-b,c, this sequence of 
events continuously repeats itself, resulting in effective control of the dominant 370 Hz. mode, 
while not destabilzing other modes of the combustor. 
Additional closed loop experiments, not reported herein, have demonstrated that the 
investigated ACS can effectively control multi-mode instabilities. 
Summary and Conclusions 
In closing, this report presents a novel active control approach for damping detrimental rocket 
instabilities. The main contributions of this study are: 
I. the development of an active control approach based upon Rayleigh's criterion, 
2. the development and demonstration of an observer that can detennine the amplitudes, 
phases and frequencies of a prespecified number of unstable, combustor modes in real time, 
3. the development of theoretical models for investigating active control of linear and 
nonlinear instabilities in rocket motors, 
4. the development of a fuel injector actuator that utilizes a magnetostrictive material to 
modulate a secondary fuel injection rate over a 0-1,200 Hz. range, which is wider than that of any 
known injector, 
5. the demonstration that the developed fuel injector actuator can excite significant reaction rate 
heat release oscillations within the combustor, 
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6. the development of two different approaches for determining the frequency dependence of 
the response of the secondary combustion process generated by the fuel injector actuator, and 
7. the demonstration that closed loop application of the investigated ACS significantly (e.g. by 
26 dB.) and rapidly (e.g., within 40 milliseconds) damps a rocket motor instability without 
destabilization of any stable modes. 
It is believed that these findings provide a foundation for guiding the development of ACS for 
unstable rockets and other combustors. 
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Figure 7. A schematic of the investigated, INJl (above) and INJ2 (below), injectors. 
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Figure 8. Time dependence and spectra of the combustor pressure and combustion 
region CH radicals radiation measured in an open loop experiment. 
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Appendix A 
Extension of the Theory of the Observer for Simultaneous 
Identification of an Arbitrary Number of Modes in the Input Signal 
Prepared by 
Nikos Markopoulos and Yedidia Neumeier 
1. Introduction 
The frequency adaptation fonnula used so far in our observer is based on a single, sinusoidal input. 
If we know a signal at each instant of time, and if we also know that the signal is indeed a sinusoid, then, 
this frequency adaptation formula supplies us with the exact frequency of the sinusoid, without the need 
for any iterations. In practice, the need for iterations arises because of at least two reasons. First, the real 
pressure signals that we encounter in a combustion chamber vary with time in a manner that is far more 
complex than that of a single sinusoid. Second, the frequency domain characteristics of such signals are 
not stationary, but change, at best slowly, with time. We may be able to improve this situation at least 
partially by generalizing our frequency adaptation fonnula, so that it is accurate for input signals that are 
composed of an arbitrary number of sinusoids. Then, by accounting for a large enough number of 
sinusoids, we hope to increase the accuracy and ease with which we capture the characteristics of real 
signals exhibiting a discrete energy spectrum. This in tum may make our observer more robust and reduce 
some of our worries about convergence. This generalization of the frequency adaptation formula is given 
here in two steps. First, in Section 2, the formula is generalized to an input signal that is equal to a sum of 
two sinusoids. Then, with the insights gained in Section 2, the formula is generalized in Section 3 to an 
input signal that is equal to a sum of an arbitrary number of sinusoids. 
2. Extending the Theory of the Observer to two modes 
2.1 The input signal 
Consider a signal f(t) given by: 
where f 1(t) and f2(t) are two sinusoids: 
f 1(t) = C1 sin!l1t + D1 cos!l1t 
f 2(t) = C2sin!l2t+ D2 cos!l2t 
Assume that: 
(i) We know f(t) at each instant of time l 




The problem that we will try to solve is the following: Based on the information given in (i), (ii), 
determine the characteristics of f(t), that is, the frequencies !11 and !12, and the amplitudes C1, D1, C2, 
and D2. 
2.2 The observer 
To solve the problem, in analogy with the one-mode case, we set up an uobserver" signal F(t) in the 
following way: F(t) is equal to the sum: 
A-2 
(4) 
with F1(t) and F2(t) given by: 
(5) 
(6) 
Here 001 and 002 are two arbitrary frequencies that we select in advance for our observer. The time 
functions Ai(t), Bi(t), A2(t), and B2(t) are given by: 
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In Eqs. (7-10) Tt=27tloo1 and T2=21t1002 are the periods corresponding to the observer frequencies. Using 
some well-known trigonometric identities, we can completely eliminate A1(t), B1(t), A2(t), and B2(t) and 
work directly with F1(t) and F2(t). Combining Eqs. (5), (7), and (8) one obtains: 
t 
Ft (t) = 2- J [f(t)- F2 (t)]cosoo1 (t - t) dt 
Tt 
t-T1 
Similarly, combining Eqs. (6), (9), and (10) results in: 
t 






Our observer is completely described by Eqs. (4), (11), and (12). If one thinks of F1 (t) and F2(t) as 
the estimates of f1 (t) and f2(t) respectively, then, from Eq. (11), the input for evaluating the estimate of 
f 1 (t) is f(t) minus the estimate of f2(t). Likewise, from Eq. (12), the input for evaluating the estimate of 
f2(t) is f(t) minus the estimate of f1(t). The symmetry is complete. 
For the particular f(t) given by Eqs. (1-3), the solution of Eqs. (11-12) can be expressed as: 
F1 (t) = Fn (t) + F12 (t) (13) 
where Fu (t) and F12(t) are two sinusoids: 
Fit (t) = K11 sin'21t + L11 cos'21t 
and: 
where F21 (t) and F22(t) are the two sinusoids: 






The amplitudes Kij and ~j are independent of t They depend in quite a complex manner on the 
frequencies '21 and '22 and amplitudes C1, D1, C2, and D2 of the input signal f(t), plus the frequencies ro1 
and roi of our observer. To find this dependence one can substitute from Eqs. (13-18) into Eqs. (11-12) 
and determine Kij' Lij by equating the coefficients of terms in sin'21t, cos'21t, sin1l2t, and cos'22t. This 
step is very tedious and time consuming and won't be given here explicitly. 
2.3 Perfect reconstruction of the input 
When our observer operates at the "correct" frequencies, that is, when ro1='21 and ~='22, then, one 
can show that the cross-coupling sinusoids F12(t) and F21 (t} are identically zero, while F1(t)=F11(t)=f1 (t), 
and F1(t)=F22(t}=f2(t). In this case fi(t) is perfectly reproduced by Fi(t), f1(t) is perfectly reproduced by 
F2(t), and the input signal f(t) is perfectly reproduced by the observer signal F(t). Thus, in order to find 
the amplitudes, phase shifts, and frequencies of the input signal f(t), all we have to do is determine first, in 
some way, the frequencies '21 and '22. After that, we can simply update the frequencies of our observer to 
n1 and '22. Then, the signals Fi(t} and F1(t) produced by our observer will be the same as the sinusoids 
f1(t) and f2(t} respectively. 
2.4 Determining the correct frequencies 
The reason that the determination of '21 and '22 is not straightforward is that our observer supplies 
us only with the signals Fi (t) and F1(t). That is, we have no knowledge of the components F11 (t}, Fi2(t), 
A-4 
F21 (t), and F22(t) individually. Similarly, we have no knowledge of the components f 1 (t) and f2(t) of f(t) 
individually. All we know is their sum f(t). Keeping this in mind, the frequencies 0 1 and 0 2 can be found 
by extending the method applied previously to a one-mode signal f(t) in the following way: First, one can 
examine the explicit expressions for the amplitudes Kij and Lij (not given here) and show that the time 





Then, combining Eqs. (19-20), and using Eqs. (1), (16) one obtains: 
(23) 
Similarly, combining Eqs. (21-22), and using Eqs. (1), (13) results in: 
(24) 
Denoting the terms in the brackets above by M 1 (t) and M2(t): 
M1(t) = f{.t)-F2(t)-f{t-T1)+ F2{t-T1) (25) 
(26) 
and using Eqs. (13), (16), one can write Eqs. (23), (24) as: 
A-5 
Defining two auxiliary variables by: 
• (1)1 
Ni{t) = F1 (t)-~ Mi(t), 
7t 
and using again Eqs. (13), (16), one can further manipulate Eqs. (27) and (28) into the form: 
-bF1(t)+(-b--bJF12(t) = Ni~t) 






We want to solve Eqs. (30-31) for 01, 02, but the problem is that we don't know the cross-
components F12(t), F21 (t) (see Eqs. (13-18)). If the observer frequencies ro1, roi are close enough to the 
input frequencies n1' n2 respectively, then, by examining the corresponding expressions for the 
amplitudes Kij, Lij' of Fij(t) (not given here explicitly), one can show that K12' L12, and K21, L21, are 
much smaller compared to Kn, L11, and K22, ~2' respectively. In such a case, it is safe to neglect the 
time derivatives of F12(t), F21(t) in Eqs. (30-31), and solve these equations approximately for 01, 02 as: 
(32) 
(33) 
2.5 Comparison with the old frequency adaptation scheme 
Before proceeding further, it is interesting to see the connection between Eqs. (32-33) and the 
frequency adaptation used in our present day observer. To make this connection, consider first an input 
signal f(t) which is a single sinusoid with frequency n. If F(t) is the corresponding (single) observer 
signal that we use to reproduce f(t), and if ro is the frequency of our observer, then n can be found from 
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the old adaptation fonnula, derived by Dr. Neumeier, who worked with the quantities A(t) and B(t) rather 
than F(t). Using our notation this old adaptation fonnula can be written as: 
0
2 _ 7t ro2 F(t) 
- 1t F(t)-ro [ f(t)-f(t -T)] 
(34) 
Eq. (34) supplies us with the exact value of n, as long as f(t) is a single sinusoid. If we now consider an 
input signal f(t) which is a sum of n sinusoids, the intuitive way to generalize Eq. (34) would be: 
i = 1,2, .... ,n (35) 
Clearly, Eqs. (32-33) correspond to the special case n=2 in Eq. (35). What is done in our present day 
observer corresponds basically to using Eq. (35) in an iterative scheme to detennine the frequencies ~ of 
an input signal. The iterations are needed partly because Eq. (35) is only approximate, since it ignores the 
coupling terms Fij(t), and partly because real signals may have characteristics that change with time, like 
component frequencies, amplitudes, phase shifts, etc. 
2.6 Accurate frequency adaptation for two modes 
We can try to improve this situation by obtaining a more accurate way of determining the component 
frequencies ni for input signals composed of n sinusoids. We will first do this for the case n=2, then 
generalii.e it to an arbitrary n. 
For n=2 we have to reconsider the exact Eqs. (30-31). These equations are valid at any instant of 
time t, in particular, they are valid for the time instants h!it, and t+At, where At can be taken as a known, 
strictly positive, and apart from that arbitrary time increment Explicitly, at t-At one has: 
(36) 
(37) 




From Eqs. (15), one can now show that: 
(40) 
(41) 
Similarly, from Eqs. (17), one can show that: 
(42) 
(43) 





Equations (44-47), together with Eqs. (30-31) constitute a set of six equations in six unknowns. The 
unknowns are the four quantities '21, !22, F12(t), F21(t), and the time derivatives of F12(t) and F21 (t). 
From Eqs. (30), (44), and (46), eliminating F12(t) and its time derivative one obtains: 
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n2 _ 2[ 2F1(t)cos(02At)-F1(t+At)-F1(t-At)] 
~"'l - C01 
2N1(t)cos(02At)-N1 (t +At)- N1(t-At) 
Similarly, from Eqs. (31), (45), and (47), eliminating F21(t) and its time derivative results in: 
n2 2[ 2F2(t)cos(01At)-F2(t+At)-F2(t-At)] 
""2 = C02 ---------------------------2 N2 (t) cos(01At )- N2 (t +At)- N2(t-At) 
(48) 
(49) 
Equations (48-49) must now be solved for the two unknown frequencies 01 and 02. In general, this 
requires the application of a numerical iterative scheme. If we select a very small time increment At, say, 
equal to the integration time step for the observer signals F1 (t) and F2(t), then, we can presumably 
approximate the cosines in Eqs. (48-49) as: 
(50) 
In this case Eqs. (48-49) can be solved analytically. If At is small enough so that the cosines can be 
approximated by unity, then, Eqs. (48-49) decouple and supply us with the solution: 
or =cor[ 2F1(t)-F1(t+At)-F1(t-At)], 
2N1(t)-N1 (t +At)- Nl(t-At) 
n2 _ 2[ 2F2(t)-F2(t+At)-F2(t-At)] 
""2 -C02 , 
2N2(t)- N2 (t +At)- N2 (t-At) 
as At-7 0 (51) 
(52) 
for the frequencies 01 and 02. This solution tends to the exact solution as At tends to zero. In practice, for 
a finite, small At the solution expressed in Eqs. (51-52) is either close enough to the exact solution, or if 
not, it can be used as a first guess for the iterative solution (at a fixed t) of Eqs. ( 48-49). 
3. Extending the Theory of the Observer to n modes 
3.1 The input signal 
With the two-mode case in the background, the general case of n modes now becomes more 
transparent. Consider again a signal f(t) given by: 
n 
f(t) = _I,r;(t) (53) 
i=l 
where fi(t) are individual sinusoids: 
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fi (t) =Ci sinOit +Di cos nit, i = 1,2, .... ,n (54) 
Assume again that: 
(i) We know f(t) at each instant of time l 
(ii) We know that f(t) is a sum of n sinusoids, where, n is known. 
Again, based on the information given in (i), (ii), we would like to determine the frequencies ~' and 
the amplitudes Ci, Di of f(t). 
3.2 The observer 




where, in analogy with Eqs. (11-12), Fj(t) are given by: 
i=l,2, .... ,n 
For the particular f(t) given by Eqs. (53-54), the solution of Eqs. (56) can be expressed as: 
i = 1,2, ..... ,n 
where Fij(t) are individual sinusoids: 





The amplitudes Kij and Lij are independent of l As in the two-mode case, they depend on the 
frequencies Qi and amplitudes Ci, Dit of the input signal f(t), plus the frequencies IDi of the observer. To 
guess this dependence one substitutes from Eqs. (57-58) into Eqs. (56) and determines Kij, 4j by 
equating the coefficients of tenns in sinrljt and cosrljt. 
3.3 Perfect reconstruction or the input 
In analogy with the two-mode case, one can show that an observer operating at the frequencies 
roi=ni reproduces the input signal perfectly. In this case all the cross-coupling sinusoids Fij(t), i;tj, are 
identically zero, while Fii(t)=fi(t). Thus, to find the characteristics of the input signal, we must again first 
determine the input frequencies rlj. 
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3.4 Determining the correct frequencies 
Before determining the frequencies ni we have to note that we know only f(t) and the signals Fj(t) 
supplied to us by our observer. We have no knowledge of the individual components Fij(t) of the 
observer, or the individual components fi(t) of the input. Luckily, Eqs. (19-22) which led to the 
determination of !lj in the two-mode case afford a straightforward generalization for the present case. By 
examining the explicit expressions for the amplitudes Kij and Lij (not given here) one can show that the 
time derivatives of the functions Fij(t) can be written as: 
(59) 
Rearranging the above expression and summing over the index j one obtains: 
The sum on the left-hand-side can be simplified by using Eq. (57). The first sum on the right-hand-side 
can be simplified by using Eq. (53). For the double sum on the right-hand-side one first uses Eq. (57) and 
sums with respect to j, then the dummy index k is changed to j. After rearranging terms, Eq. (60) can be 
written in the equivalent form: 
Just as in Eqs. (25-26), defining the auxiliary quantities Mi(t) by: 
n 
Mj(l) = f(t)-f(t-Tj)- L[Fj(t)-Fj(l-Tj)]' 
j=l,j;ti 
one can write Eq. (61) as (see Eqs. (27-28)): 
Then, using the definitions (see Eqs. (29)): 
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i=l,2, ..... ,n (62) 
(63) 
i = 1,2, ..... ,n (64) 
and Eq. (57), one can write Eq. (64) in a form completely analogous to Eqs. (30-31): 
1 · Ln ( 1 1 ) · N·(t) ~Fi(t) + ~-~ Fij(t) = .::r, 
O· O· O· ro· J J 1 1 
j=l,j;ti 
i = 1,2, ..... ,n (65) 
To solve the above n equations for ni we first need to have sufficient inf onnation to detennine the cross-
coupling sinusoids Fij(t). Extending the procedure followed in section 2.6, we can select an integer m, and 
write equations identical to Eqs. (65), valid at the 2m instants of time t-~t, t+~t, with k=l,2, .... ,m. We 
thus obtain an additional 2mn equations Gust like Eqs. (36-39) in the two-mode case). In each one of these 
equations, just as in Eqs. (40-42), we use the identities: 
(66) 
(67) 
Then, we have a total of 2n2-n unknowns. The unknowns are the n frequencies ni, the n2-n quantities 
Fij(t), and the n2-n derivatives of Fi/t). We also have 2mn+n equations, n of them given by Eqs. (65), 
and 2mn of them given by (see Eqs. (44-47)): 
(68) 
(69) 
Sufficient information for a solution is thus provided when 2mn+n=2n2-n. This determines the value of m 
as m=n-1. Adding Eqs. (68-69) one obtains: 
n 




For m=n-1, Eqs. (70) constitute a set of mn=n2-n equations that can be used to eliminate the n2-n time 
derivatives of Fij(t). The resulting expressions for these time derivatives can then be substituted into Eqs. 
(65), supplying us with a system of n equations in the n frequencies !li. Just as in the two-mode case, a 
complete solution for the frequencies !li can be obtained when the time increment At tends to zero. In this 
case all the cosines can be safely replaced by unity, and Eq. (70) becomes: 
Substituting from Eq. (71) into Eq. (65), and taking k=l, results in a set of n decoupled equations which 
can be solved for the frequencies ~ as: 
A. - (()· 1 1 I 2 2[ 
2F-(t)-F-(t+At)-F·(t-At)] 
~"1 - 1 ' 2 Ni ( t )- Ni ( t + At) - Ni ( t - At) 
as At~ 0, i = 1,2, ..... ,n (72) 
This solution is qualitatively identical to the one obtained for the two-mode case (compare with Eqs. (51-
52)), and tends to the exact solution for !li as At tends to zero. In practice, for a finite, small At the 
solution expressed in Eqs. (72) is either close enough to the exact solution, or if not, it can be used as a 
first guess for the iterative solution (at a fixed t) of Eqs. (65), (70). 
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ear vibrational controllers and proved that vibrational control is not feasible if the 
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1 Introduction 
This paper discusses the feasibility of applying open loop control in the form of high frequency vibrational control 
to engineering systems. Such control may be applied in cases where closed loop control is impractical and has the 
advantage that it does not require costly sensing and computing capabilities. Vibrational control is applied by 
oscillating an &ece$ible system component at low amplitude and high frequency (relative to the natural frequency 
of the system). For example, an inverted pendulum can be stabilized by vertically oscillating the pendulum pin 
at a sufficiently high frequency and low amplitude. Let us examine the case of the pendulum in more detail. The 
vertically oscillated penduJum is described by the following nonlinear differential equation, 
:.i:1 = x2, 
:.i:2 Csin(x1) - Bx2 + aw2 Dsin(x1)sin(wt), 
(1.1) 
(1.2) 
where :r1 is the angular displacement measured from the inverted equilibrium point, x2 is the angular velocity~ B, 
C and Dare positive physical constants, and a and ware the amplitude and frequency of the applied vibration, 
respectively. In this example, the control input is the applied vibration, which is given by asin(wt). Note that 
the amplitude and frequency of the control input are constant and, therefore, independent of the state of the 
system. Since there is no sensing or computation involved, this is a form of open loop control. However, (1.2} 
involves a feedback-like term w2 Dsin(x 1), which occurs naturally as a result of the moment arm sin(x 1) between 
the vertically oscillating pendulum pin and the center of m~ of the pendulum. Consequently, the feedback 














Since the natura11y occurring feedback w2 Dsin(xi) in (1.2) is of the same form as C sin(xi), we can view this 
form of control as a variation of the parameter C; that is, 
:.i:1 = x2, 
:.i:2 = (C + aw2 Dsin(wt)] sin(xi) - Bx2. 
Linearization of the above system yields 
[ !~ ] = [ c+ aw2~sin(wt) 
which is of the form 





where xis a vector, .A is a constant matrix and B(t) is a time-varying matrix. In the linear model (1.6), vibrational 
control appears as a variation of parameters, where the parameters of the matrix .A are varied by B(t). This 
is the model investigated by Bellman, Bentsman and Meerkov (1 J. However, there is no reason to as.5ume that 
vibrational control can always be viewed as a variation of parameters as in the above example. In fact, there are 
examples where the a.hove model does not apply. 
Consider the pendulum once again. Suppose we oscillate the pin o·· the pendu1wn horizontally instead of 
vertically, producing motions that are described by 
.%1 = x2, 




Instead of the moment arm sin(x1) we now have a moment arm cos(x1) and the naturally occurring feedback is 
w2 D cos(x1 ). Linearization of this system of equations yields 
[ !~ ] = [ ~ -1B ] [ =~ ] + [ aw2 D~in(wt) ] ' (1.9) 
which cannot be v.Titten in the form of (1.6). Consequently, we cannot view the above case a.s a variation of 
parameters. 
The above example demonstrates that vibrating a system component does not aJways produce "variation 
of parameters" a.s in the vertically vibrated pendulum. Consequently, we adopt a more genera) approach that 
permits the analysis of problems where a vibrated system component may result in nonlinear functions in the 
governing equations. Consider a nonlinear system 
% = f(x), (1.10} 
with an equilibrium point at the origin ( i.e., /(0) = 0 ). Vibration&.) control is applied by oscillating a system 
component or process at high frequency and low amplitude. For instance, in the case of a jet engine, the air-
thrott]e or amount of fuel injected might be vibrated. Let h(wt) = sin( wt) denote the applied high frequency 
vibration. It i& assumed that the vibration affects the system /(x) through tiOme naturalJy occurring feedback 
function g(x, w, a), which depends on the vibrated component. The vibrationally controlled system is described 
by 
i = f(:r) + h(wt)g(:r, w, a). (1.11) 
For convenience, the amplitude of h(wt) is taken to equal unity and the amplitude of the applied vibration is 
accounted for by g(x, w, a). In the case of the pendulum, 
(1.12) 
.and g(x,ui,a) = (0,aw2Dsin(x1)JT for the vertically vibrated pin, or g(x,w,a) = {O,aw2Dcos(x1)]T for the 
horizontally vibrated pin. We emphasize once again that g(x, w, a) occurs naturally, and is not measured or 
computed but is a result of the interaction between the system and vibrated component. Obviously, an oscillating 
fuel injection rate is not going to affect the jet engine in the same fashion as an oscil1ating throttle. Consequently, 
each actuation will be described by a different function g(x, w, a). Since g(x, w, a) depends on properties of the 
system (which are fixed) and the vibrated component, we can on1y control the choice of the component to oscillate 
and the frequency and amplitude of the vibration. This choice determines the form of g(x, w, a), and since in · 
certain cases there exist no g(x, w, a) that will allow vibrational control, such control is not always feasible. 
We now turn to the question of stability. Suppose the equilibrium point :r = 0 of (1.10) is unstable, and that 
there exist one or more accessible system components or processes that can be vibrated, each ~ociated with a 
function g(:r, w, a) that is known. The objective of the theory presented in this paper is to determine a stability 
criterion for (1.11). Consequently, if a certain g(x, w, a) satisfies the derived stability criterion, then oscillation 
of the corresponding system component, with specific frequency w and amplitude a, will alter the stability of the 
system and result in vibrational control. Therefore, the developed criterion wilJ detennine if vibrational control 
is feasible for various accessible system components or processes in a given system. 
Vibrational control has found various applications, including lasers (2] and particle beams (3). Initial work on 
developing a general theory of vibrational control was carried out by Meerkov [4J. He discussed the effect of vibra-
tional control upon stability, transient motion and response of the controlled system. In subsequent publications, 
several specific nonlinear problems w~re discussed (5), but no general vibrational control was proposed. Such a 
theory was outlined by Bellman, Bentsman and Meerkov [1}, who presented criteria for the control of nonlinear 
systems by linear vibrational control. Further nonlinear results are discussed in (6), including conditions for and 
choice of stabilizing vibrations. 
To discuss the results derived in [l}, consider (1.11) and ~ume that the Jacobian matrix 8f(0)/8:t = f'(O) of 
/(z) in (1.11) ha.s a positive trace. A classic theorem in linear algebra states that the trace of a matrix equals the 
sum of its eigenvalues (see for example (7, p.251) ). Consequently, if the trace is positive, then at least one of the 
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eigenvaJues must have a positive real part and the equilibrium point is unstable. This does not imply, however, 
that if the trace is negative the equilibrium point is stable. A negative trace is a neces.5ary but not a sufficient 
condition for stability. 
Bellman, Bentsman and Meerkov !J) only considered linear vibrational control, which limited the analysis 
to linear functions g(x, a, w) = Afr in (1.11). They proved that if the Jacobian f'(O) has a positive trace 
and g(x, a, w) is linear, then vibrational control is not feasible, indicating that no matrix M can stabilize the 
system (1.11 ). Jn this paper we consider a more general case of vibrational control via a nonlinear, slowly 
var)ing g(x, a, w). In other words, we consider functions whose rate of change with respect to xis bounded (i.e., 
118g/8xl[ ~ w61). We show that in this case, vibrational control may be po~ible even if the trace of the Jacobian 
Matrix is positive. SpecificalJy, it will be shown that there exist nonlinear functions g(x, a, w) that stabilize the 
system (1.11) even if its Jacobian /'(O) has a positive trace. 
The main point of this paper is that nonlinearities in g(x, a, w) may not be negligible, and can affect the 
stability of (1.11). This result is of practical importance for the following reason. Jn engineering, it is common 
practice to linearize a system before analyzing its stability. However, if a linear system is considered, then 
Bellman, Bentsman and Meerkov's result indicates that vibrational control is not feasible when the Jacobian has 
a positive trace (note that positive traces occur in a wide variety of engineering systems e.g., liquid rockets (8]}. 
Most engineering systems are, however, nonlinear and it is p05.5ible that nonlinearities in g(x, a, w) may stabilize 
the system even if its Jacobian trace is positive. This implies that one should not discount vibrational control for 
systems that exhibit a pa;itive trace. Instead, one should investigate the nonlinear functions g(x, a, w) associated 
with vibrational open loop control to determine if they satisfy the stability criteria derived in this paper. We also 
note that the theory presented in this paper agrees almost exactly with numerical solutions (see section. 3.1). 
2 General Derivation 
Consider once again the nonlinear system 
x = J(x) + h(wt)g(x, w, a), (2.1) 
where h(wt) = sin(wt), x e Rn is the state space vector and x = 0 is an equilibrium point of (1.10), which is not 
necessarily an equilibrium point of the forced system (2.1). It is assumed that /(x) is three times continuously 
differentiable and g(x) is four times continuously differentiable. 
We will show that the nonautonomous syste~ (2.1) can be approximated by an autonomous system 
ti= F(y). (2.2) 
This approximation means that there exists a function u(t, y), which is small for all time, such that x(t) = 
y(t)+u(t, y). Consequently, if Y(t) is a solution of (2.2) and X(t) is a solution of (2.1), then X(t)-Y(t) = u(t, Y(t)) 
is small for all time t. Approximately, Y(t) corresponds to the time average of X(t), and it describes the slow 
response of the system, while u(t, Y(t)) corresponds to the small amplitude high frequency system oscillations 
excited by the small amplitude, high frequency control input. In essence, there exist two time scales. A fast 
time scale corresponding to the high frequency control input and the resulting high frequency system response 
u(t, Y(t)), and the slow time scale describing the time averaged system response Y(t). Since Y(t) is a slow or 
averaged response, it is described by a time averaged equation. In the case of vibrational control, the control 
input couRled with the system response u(t, Y(t)) yields a non-zero average that can stabilize the system. 
We will use the following notation. Since wand a are constant, we will express g(:r, w, a) ~ g(:r). Also, we 
define the Jacobian matrix J = f'(O) = 8f(0)/8:r and let 
p(x) = f(x) - Jx, 
¢(wt) = -£"2 Jq(O) sin( wt) - E"g(O) cos( wt), 
(2.3) 
(2.4) 
where E" = 1/w, and p(x) is the sum of all tenns of second order and higher in the Taylor expansion of f(x) 
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around x = 0. F\J.rthermore, we introduce the constant vector b 
b = [ ~ fo;(¢(wt))dt - c2g'(O~Jg(O)] ' (2.5) 
where T = 27r/w and g'(O) is the Jacobian matrix of g(x), and the constant matrix A, 
A= [1 - c; O(g'(yh:g(y)) (0)), (2.6) 
where g'(y) is the derivative of g(y) evaluated at y, and 8(g'(y)Jg(y)J(0)/8y denotes the derivative of g'(y)Jg(y) 
evaluated at zero. FinaIJy, we Jet 
( = 62 + £ 26061 + 66~ + 6o6V€ + 661/e + 63 + 6~61 + 665 + 66061 + £ 365 
and denote a ball of radius 6 centered at o as B(a, 6). 
(2.7) 
Theorem 2.1 Consider the nonlinear lflStem (t.1} and auppoae that f(O) = 0, llg(O)ll S w6o, and llg'(e)ll S ·w61 
/vr all e E B(O, 6). Then for aufficiently am.all 6, 60 and 61 1 and :jv.fficiently larye w, there aists a function 
u(t,y) that satisfies the following properties: llu(t,y)ll < 2(6o + 661 ) for allt and for ally e B(0,6), it is 27r/w 
periodic in t, and for any y has zero mean value. Furthermore, for x(t) governed by the differential equation 
{f.J}, y(t) = x(t)- u(t,y) ia governed by 
ti= Ay + b + 0(() (2.8) 
for ally E B(O, 6) and b, A and ( defined in (f.5}, (f.6} and (2. 7), respectively. 
While a detailed proof of Theorem (2.1) is given in the Appendix, an outline of the proof is provided below. A 
transformation u( s, y) is constructed that satisfies the properties of the theorem. We then substitute the equation 
y(t) = x(t) - u(t, y) into (2.1) and bound various terms so that we can rewrite (2.1) as the approximate system 
ii= F(t, y). Next, we apply the method of averaging to derive the averaged equation iJ = Fav(y). Linearization 
of Ji = Fa"· (y) at the origin yields the result of the theorem. 
The analysis in this paper includes Taylor ternis up to second order in 60 and 61• Consequently, the resulting 
error C is of third order. If higher accuracy is desired, then more Taylor tenJlS can be included although more 
stringent smoothness constraints will be imposed because we will have to ensure that higher order derivatives exist 
for the functions f(x) and g(x). We note that for the examples considered, a second order analysis is sufficient 
and is in excellent agreement with numerical integration results (see example 3.1 ). 
2.1 Example: The Inverted Pendulum 
Consider the vertically vibrated pendulum described by (1.1) and (1.2). These equations are of the form of (2.1). 
Since g(O) = 0, (2.4) implies that t/>(wt) = 0 and (2.3) shows that p(O) = /(0) - 0 = 0. Consequently, the vector 
b defined in (2.5) equals zero. The matrix A is defined in (2.6) and can be expressed in the following form, 
A= [J _ c2 8(g'(y)Jg(y)) 0 ] = J _ £2 !!_ { [ 0 0 ] [ 0 l ] [ O ] } 2 8y ( ) 2 8y aw2Dcos(y1) 0 C -B aw2Dsin(y1) 
= [ ~ -1B ) - ~ [ a2w2D2cos~1 )sin(y1 )/2 ) = [ C- (a~Dl2/2 ..!s ) · (2.9) 
Consequently, Theorem (2.1) indicates that the averaged behaviour of the system is goiemed by 
[ ti1 ] [ 0 1 ] [ 'Yl ] 1i2 = C - (awD)2 /2 -B !12 
(2.10) 
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which is in agreement with the resu]t of [4]. Note that the term C - (awD) 2 /2 is negative for sufficiently large a 
or U!, indicating that the equilibrium point is asymptotically stable. We also note that even though the method 
in this paper is restricted to slowly varying g(:r), (i.e., llg'(:r)ll $ w61 < w) the above result is also valid for 
llg'(x)ll ~ w. We impose the slowly varying restriction to permit inverting the matrix II+ u 11 J in (5.21). In the 
case of the pendulum, we can show that the matrix [J + u11 ] has an inverse even if llg'(:r)ll ~ w, which eliminates 
the slowly varying restriction. 
3 Discussion of Results 
Theorem (2.1) implies that vibrational control can result in an equilibrium shift. For such a shift to occur, the 
vector b defined in (2.5) has to be nonzero. Equations (2.3),(2.4) and (2.5) imply that such an equilibrium shift 
can occur on]y if g(O) is nonzero. In this case there a.re two possibilities. The first possibility is that the average of 
p(¢(wt)) is nonzero. Since p(x) is defined in (2.3) as the nonlinear terms of f(x), this implies that nonlinearities 
in f(x) can cause an equilibrium shift. Such an equilibrium shift would be of order 0(11¢11 2 ) = 0(66). The second 
possibility is that the term g'(O)Jg(O) is nonzero, indicating that the naturally occurring feedback function g(:r) can 
also cause an equilibrium shift. In this ca.se, the equilibrium shift would be of order O(c2 11g'(O)Jg(O)ll) = 0(606i). 
In either case, if the equilibrium shift is larger than 6 our analysis fails because we are forced outside the ball 
B(O, c). 
Theorem (2.1) also yields a useful linear result. Consider a linear system of the form 
x = [J + sin(wt)B]x, (3.1) 
where llBll < w61. In this case, g(x) =Bx and g'(x) = B. Therefore g(O) = 0 and we can set 60 = 0 with no l~ 
of generality. Application of Theorem (2.1) yields the averaged equation 
ii= (J :- c2 BJB/2Jy + 0 (6(6 + 6~ + 61/c)). (3.2) 
However, the most interesting implication of Theorem (2.1) is the following: the operator g'(y)Jg(y) in (2.6) 
is a nonlinear operator in g(y). Consequently, nonlinearities in g(y) may result in linear terms in the averaged 
equation (2.8), and can influence local stability. This indicates that the local stability of the nonlinear system 
(1.11} is not the same as the stability of a corresponding linearized system. It is possible to show that the 
nonlinearities in g(y) can alter the stability of a system with a positive Jacobian trace. Stabilization of a system 
with a positive trace is illustrated in the next example. 
3.1 Example: A System with a Positive Jacobian 11-ace 
In this example we consider a second-order system with a positive trace. Specifically, we consider the second-order 
system derived in [8} for the flow potential of a liquid rocket combustor, 
(3.3) 
where :r is a nondimensional flow potential perturbation and t is a normalized time. In an unstable liquid rocket, 
unsteady combustion provides negative damping that drives the instability. Since the damping is determined by 
A1t negative damping corresponds to a negative coefficient A1• To illustrate the point, we let A1 = -0.2 and 
Ao= 1, and revrTite (3.3) as the following second order system 
[ Zl ] [ 0 1 ] [ X1 ] [ 0 1 ] [ X1 ] %2 = -Ao -A1 x2 = -1 0.2 . :r2 · (3.4) 
The Jacobian matrix of (3.4) has a positive trace, indicating that the equilibrium point :r = 0 is unstable. 
Bellman, Bentsman and Meerkov [l] prove that it is not possible to vibrationally control a system with a 
positive trace if the function g(x) is linear. Consequently, postulate the existence of a nonlinear function g(x) 
g(.r) = [ 0 + g.r1.r2 ] (a.s) 
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that describes the effect produced by forcing a system component. We stress once again that such a g(:r) would 
have to occur naturally. We will now show that if such a nonlinear g(:r) exists, it will stabilize the system (we do 
not claim that such a g(:r) is possible in rocket motors). A discussion of the reasoning for choosing the specific 
nonlinear g(:r) given in (3.5) is provided in Section (5.3) in the Appendix. 
Given the above choice of g(:r), we write the forced equation as 
[ ;~] = [ -~o -~,] [ =~] + [ o+ ~x,x2 ] sin(ioi). (3.6) 
Let w = 70, a = 15 and f3 = 200. For these values, (3.6) becomes 
(3.7) 
It follows from (3.5) that llg(O)ll ~ a ~ w6o for 60 ~ 0.22. Similarly llg'(:r)ll ~ {3(:r 1 + :r2) < 2{36 < u.161 for 
61 ~ (5.72)6. Consequently, both 6o and 61 are sufficiently small and we can apply Theorem (2.1). 
We need to calculate the vector b and the matrix A defined in (2.5) and (2.6), respectively. Notice that p(:r), 
defined in (2.3), is zero because the system (3.4) is linear. Consequently, (2.5) yields 
However, 
b = c2g'(O)Jg(O) 
2 
g'(x) = [ P~2 P~1 ] 
indicating that g'(O) = 0, which implies b = 0 and that there is no equilibrium shift. 
Equation (2.6) yields the matrix A, 
A= [J _ c2 o(g'(y)Jg(y)) (O)] = J _ c2 !._ { [ O O ] [ O 1 ] [ O ] } 
2 8y 2 8y f3y2 f3Y1 -Ao -Ai a+ f3Y1!12 
(3.8) 
(3.9) 
= J - ~ ~ [ 0P112 - A10PY1 + ~2Y1Y~ - A1P21dY2 ] = [ -Ao+ c~ A10P/2 -Ai - 1c2oP/2]. (3.lO) 
Consequently, Theorem (2.1) implies that the averaged motion of the system is governed by 
[ 
ti1 ] _ [ 0 1 ] [ Y1 ] 
ti2 - -Ao+ c2 A1af3/2 -A1 - c2a{3/2 vi · (3.11) 
Substituting the numerical values for Ao, A1, a, f3 and c = 1/w yields 
[ ?i1 ] [ 0 1 ] [ 111 ] ?i2 = -1.061 -0.106 !12 (3.12) 
which is asymptotically stable. 
Since the solution X(t) of (3.6) is given by X(t) = Y(t) + u(t, Y(t)), where Y(t) is a solution of (3.12) and 
tends towards the origin as time tends to infinity, X(t) must remain d~e to the origin for all time because 
u(t, Y(t)) is small for all time. The construction of u(t, 11), as defined in the Appendix (see (5.4),(5.8) and (5.9)), 
implies that if g(O) # 0 then u(t, y) f. 0 as 11 _. 0. In this case g(O) # 0, indicating that u(t, Y(t)) does not 
converge to zero as Y(t) tends to zero. Consequently, X(t) remains close to zero for all time but does not tend 
to zero as time goes to infinity. Strictly speaking, the equilibriwn point x = 0 of {2.1) is not asymptotically 
stable; indeed :r = 0 is not an equilibriwn point but is the center of a small asymptotically stable limit cycle. 
This limit cycle is the asymptotically stable orbit X(t) = u(t,0) :f. 0. We refer to x = 0 as a slow equilibrium 
point because 11 = 0 is an equilibrium point of the slow or time averaged system (2.8), and we say that x = 0 is 
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alowly 'uymptotically atable because the equilibrium pointy = 0 of the slow system (2.8) is as;mptotically stable. 
When we refer to alow equilibrium points or alow stability, we refer to the properties of the time averaged system 
(2.8). The true dynamics are small oscillations about the slow or averaged d;namics and hence display the same 
qualitative behaviour. From a practical point of view we have achieved our control objective to keep the system 
(2.1) in a small neighbourhood of the origin. Therefore, if there exists an accessible component in a liquid rocket 
motor that can produce a naturally occurring feedback function g(:r) = (0, a+ ;3:r1:r2]T, then we can achieve 
vibrational control by vibrating this component. 
It is interesting and instructive to compare results obtained by this anaJysis with a numerical simulation. We 
can anal.ytically solve the time averaged equation (3.12) to derive the following analytic expression for Y1(t) 
Y1(t) = e-o.o.53t(Y1(0)cci;(l.03t) + Y2{0)sin{l.03t)], (3.13) 
where Y1(0) is the initial displacement and Y2(0) is the initial velocity. Figure (1) compares Y1(t) of (3.13) with 
a X1(t) calculated by numerically solving (3.7). Since the initial conditions for the slow solution Y(t) are not 
known, they are matched to the initial conditions shown by the numerical simulation. Figure (1) shows that 
the slow equilibrium point z = 0 of the forced system (3.6) is indeed slowly asymptotically stable (i.e., X 1 (t) 
approaches a small asymptotically stable limit cycle) but is not asymptotically stable (X 1 (t) f+ 0). Furthennore, 
Fig. ( 1) shows excellent agreement between the behaviour predicted by the ·developed theory and the numerical 
simulation. 
4 Conclusion 
In this paper we present a criterion for nonlinear vibrational open loop control. Previous work that was restricted 
to linear control is extended to include analysis of nonlinear, vibrational control. It has been previously shown 
that linear vibrational control is not feasible if the Jacobian matrix has a positive trace. This paper demonstrates 
that nonlinear vibrational control is possible even if the trace of the Jacobian is positive. This result is significant 
because a large number of nonlinear engineering systems exhibit a positive Jacobian trace and yet may be stabilized 
by nonlinear, open loop, vibrational control. Finally, it is shown that the theory developed in this paper is in 
excellent agreement with numerical results. 
5 Appendix 
In this section we prove Theorem (2.1) and disc~ the corresponding change of variables x(t) = y(t) + u(t, y). 
We begin by assuming that the investigated system is described by 
:% = J(z) + h(wt)g(x, w, a), (5.1) 
where x(t) E 1Rn, J E C3 (Rn, Rn), /(0) = 0, h(wt) =sin( wt), w » 1, and g e C4 (1Rn x JR x R, lR.n). We perfonn 
a local analysis that will be restricted to a ball of radius 6 centered at the origin. In addition, since w and a are 







0 s t1, 
0 s 6o, 
0 s 611 
(5.2) 
where f'(x) denotes the derivative of I evaluated at x and € E B(O, 6). To simplify the algebra, we introduce a 
fast time variable s =wt, define e = 1/w, denote d:J:/ds u % and rewrite (5.1) in the fast time sea.le 
% = ef(x) + t:h(s)g(z). (5.3) 
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5.1 The Transformation 
To prove Theorem (2.1) we introduce the change of variables x(s) = y(s) + u(s, y). Next, we define the function 
u(s, y) and determine some of its properties; that is, 
u(s,y) = a(y)sin(s) + /3(y)cos(s), (5.4) 
\\'here a(y),,6(y) e IR.n. The functions a(y) and /3(y) are chasen so that u(s,y) satisfies the partia] differential 
equation 
u.(s, y) = £Ju(s, y) + eh(s )g(y), (5.5) 
where J = f'(O) is the Jacobian matrix and the subscripts denotes a partial derivative with respect to s. !\ote 
that for any fixed y the above equation is an ordinary differential equation in u(·, y). Substituting (5.4) into (5.5) 
and equating the coefficients of the sines and cosines yields 
- ,6(y) - da(y) = £g(y), 
a(y)-£J/3(y) = 0. 
Solving (5.6) and (5.7) for a(y) and ,6(y) yields 
a(y) = -£2[/+£2J2i-1Jg(y), 





where the inverse matrix [J +£2 J2 i-1 is welJ defined provided e is small enough to satisfy the inequality II £2 J 211 < 1. 
To derive approximate equations for a(y) and /3(y) we need the following bound on g(y), 
61 60 + 616 
jjg(y)JI :5 llg(O) + g(y) - g(O)ll :5 llg(O)ll + 7llYll :5 £ , 
which holds for ally e B(O, 6). Next, we represent the inverse matrix [J + £ 2J 2)- 1 as the geometric series 
(J + £2;2i-1= 1 _ e2J2+c•J4_ ... = 1 +0(£2u2). 
Using (5.8) through (5.11) yields the following approximate expressions 
a(y) = -£2Jg(y) + O(e36o + £3661), 





To complete the discussion of the properties of u(s, y), we need bounds on u(s, y) and the partial derivative 
u 11 (s,y). We begin by bounding the inverse matrix [J +£
2 J 2]- 1• Equation (5.11) implies 
11[1+£2J 2t 111:511111 + £2 llJ211+ ... :51 + e2u 2 + ... :5 1/(1 - £2u 2). 
It follows from (5.8), (5.9), (5.10) and (5.14) that 
lla(y)ll 
ll/3(y)ll 
eu(6o + 661) 
:5 1 - e2u2 ' 





for ally e B(O, 6). To derive the desired bound on u(s, y) we need only to note that (5.4) implies llull S Jlall+ 11/311, 
indicating that 
( 1 + £0') ( 60 + 661 ) llu(s, y)ll S 2 2 < 2(6o + 66i) = 0(6o + 661), 1- ea (5.17) 
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which holds for alls and sufficiently small e. The bound on ur.i(s,y) = o'(y)sin(s) + 6'(y)cos(s) is also straight-
forward. Since (5.8) and (5.9) imply 
o'(y) = -£21/ + e2 ;2r1 Jg'(y), 
fj'(y) = -eJo'(y) - eg'(y), 
then using, (5.10), (5.14), (5.18) and (5.19) one obtains 
(1 + eu )61 
llur.i(s, y)ll !S 
1 
_ £202 = 0(61 ), 
which holds for all s. 




We begin by noting that the transformation u(s, y) constructed in the previous section satisfies the constraints 
outlined. in the theorem. The transformation .:t(s) = y(s) + u(s, y) implies d.:t/d.3 = i = y + u. + u 11 y. Substituting 
this relationship into ( 5.3) yields 
[J + u"(s, y)Jy + u. (s, y) = ef(y + u) + ~h(s )g(y + u). (5.21) 
Equation (5.20) implies llu11 (s, y)ll < 1 for sufficiently small 6i, for ally E B(O, 6) and for all s. Consequently, the 
inverse matrix [J + u 11 (s, y)]- 1 is well defined and we can rewrite (5.21) as 
ti= (J + ur.i(s, y)J- 1 [ef(y + u) + eh(s)g(y + u) - u.(s, y)J. (5.22) 
The following relationships will be used to simplify (5.22), 
p(.:r) = /(.:t) - J.:t, 
q(y, u) = g(y + u) - g(y) - g'(y)u. 
(5.23) 
(5.24) 
where p(.:r) is defined as before and q(y, u) represents the sum of all terms of second order and higher in the Taylor 
expansion of g(y + u) around u = 0. It follows that 
p(O) = 0, p'(O) = 0, p(.:r) = O(ll.:r1J 2), 
q(y, 0) = 0, 9u(y, 0) = 0, q(y, u) = O(llull2). 
Using (5.23) and (5.24) we can rewrite (5.22) as 
(5.25) 
(5.26) 
y = {J + u11 (s, y)r 1 [dy + eJu(s, y) + ep(y + u) + eh(s)g(y) + eh(s)g'(y)u(s, y) + eh(s)q(y, u) - u.(s, y)J. (5.27) 
Substituting (5.5) into (5.27) yields 
ti= [J + uv(s, y)i- 1 (eJy + ep(y + u) + eh(s)g'(y)u(s, y) + eh(s)q(y, u)]. (5.28) 
Approximating the inverse matrix [I+ u,,(s, y)]- 1 as a two term series with a second order error, 
{I+ u,,(s, 11)r1 =I - u,,(s, y) + O(llu,,11 2) =I - u,,(s, y) + 0(6f), (5.29) 
and substituting (5.29) into (5.28) yields 
Ji= r(J - Uw(s, y) + 0(6~)](Jy + h(s)g'(y)u(s, y) + p(y + u(s, y)) + h(s)q(y, u(s, y))J = rF(s, y). (5.30) 
We are now in a pC11Sition to apply the method of averaging. Since F,1, y) is periodic in a with a period 27r, 
we can approximate the non-autonomous system ii= eF(s,y) as the autonomous averaged system ti= eF,u,(Y) 
where 1 ,2.,,. 
Fot1(J1) = 
2
7r Jo F(T, y)dT, (5.31) 
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(see [9, p.412) for a discussion of averaging). Consequently, the averaged equation is given by 
ti = 2ctr fo2i1 - "• ( T, !I) + 0(6?) ][Jy + h(T )g'(y )u( T, !I)+ p(y + u( T, y)) + h( T )q(y, u( T, !I ))]dT. (5.32) 
Expanding (5.32) yields 
ti = '{; 1;" [ Jy + h(T)g'(y)u(T,y) + p(y + u(T, y)) + h(T)q(y, u(T, y)) - U11(T, y)Jy 
- Uv(T, y)h(T)g'(y)u(T, y) - Ur.i(T, y)p(y + u(T, y)) - u1'('r, y)h(T)q(y, u(T, y)) 
+ O(oor + 6ooVe + 6otf e + o5on JdT. (5.33) 
The terms U,,(T,y)Jy and ti,,(T,y)h(T)g'(y)u(T,y) consist of an odd number of sinusoidal functions and thus 
average to zero. The term Jy is constant with respect to T and can be taken outside the integral. Finally, since 
h(s) = sin(s) and u(s,y) = a(y)sin(s) + ,t3(y)cas(s), then averaging the term h(T)g'(y)u(T,y) yields 
i r2• i ,2.,, 
2
,,. lo h(T)g'(y)u(T,y)dT = 
2
'1T lo sin2(T)g'(y)a(y) + sin(T)cos(T)g'(y),B(y)dT = g'(y)a(y)/2. (5.34) 
Using the approximate expression (5.12) for a(y) in (5.34) lets us rewrite (5.33) as 
c3 £ ,2.,, 
1i = £Jy-2g'(y)Jg(y)+ 2,,- lo (p(y+u(T, y))+h(T)q(y, u(T, y))-u1'(T, y)p(y+u(T, y))-U,,(T, y )h(T)q(y, u(T, y))]dr 
(5.35) 
To complete the proof we have to bound the integral in the (5.35). The bounds on u"(T, y)p(y + u(r, y)) and 
u 11 (r, y)h(T)q(y, u(r, y)) follow from (5.17), (5.20), (5.25) and (5.26); that is, 
ur.i(T, y)p(y + u(r, y)) = O(ll~llllY + ull 2) = 0(6261+66061 + ofi61), (5.36) 
U11(T, y)h(r)q(y, u(T, y)) = O(llu111111ull 2) = 0(6661 + 66061 + 626r). (5.37) 
In order to get bounds on the remaining terms, p(y + u(-r, y)) and h(r)q(y, u(r, y)), we will require the following 
notation. Denote the second order Taylor expansion of g(y + u) at u = 0 as 
g(y + u) = g(y) + g'(y)u + ~g"(y)(u, u) + O(llull3 ), (5.38) 
where (u, u) denotes a tensor and g"(y) is the corresponding three dimensional array of coefficients evaluated at 
y. It follows that q(y, u) = g11(y)(u, u) /2 + O(llull3 ). Consequently, the average of h(T)q(y, u(T, y)) is written as 
i r2• i r2.,, 
2
,,. lo h(T)q(y, u(T, y))dr = 
4
'1T' lo h(T)g"(y)(u(T, y), u(T, y))dr + O(llull3). (5.39) 
Since each term of h(T)(u(T,y),u(T,y)) consists of an odd number of sinusoidal fwtctions, the resulting average 
is zero. Hence, (5.39) is reduced to 
(5.40) 
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Equation (5.41) is of the form Ji= F(y) + E'O( .. . ) where 
£3 E' {21r 
F(y) = cJy - "2g'(y)Jg(y) + 
2
71' Jo p(y + u(r, y))dr. (5.42) 
Since we are concerned with local behaviour at the origin, we linearize {5.41) about y = 0, to get 
(5.43) 
Expanding the above yields 
, [t {21f e3g'{O)Jg(O)l ts [8(g'(y)Jg(y)) ] r8(f;J;1rp(y+u(r,y))d1) ] 
y = 271' Jo p(u(r, O))dT - 2 + tJy- "2 By (0) y + By (0) y 
L 
+c0(62 + t 26061 + 66i + 6o6Vc + 66t/E' + 68 + 66061 + 6561). (5.44) 
We now complete the proof by bounding the lest term in (5.44). Since the derivative of p(x) exists and is 
continuous by as.i;;umption, we can move the partial derivative 8/8y inside the integral to get 
[
8(f;J;1fp(y+u(T,y))d1) ] E {21f{8[p(y+u(T,y))J } 
&y (0) = 271' lo &y (0) dT (5.45) 
where 
81P(Y +a:;('r, y))] (Oj = p'(u(r, 0)) + p'(u{ r, O))u.{r, 0). (5.46) 
Since p(x) e R", then p'(a) e Rnxn is a matrix valued function. Letting [M]ij denote the ij'th element of the 
matrix M and l1;(a) = [p'(a)]i; e R, then using (5.46) lets us \\Tite the ij'th term of (5.45) as 
[
a(;;1;1fp(y+ti(T1 y))dr) ] E' {21r 
ay (0) <J = 211' lo l.1(u(r,O)) + (t,k{u(r,O))[u,,{r, O)J.1)dr, (5.47) 
where the tensor notation (} implies a summation over the index k. Expanding~; and li1c as first and zero order 
Taylor series about the origin yields 
[
a ( {; 1;wp(y + u(r, y))dT) ] £ {2" 
fJy (0) <j = 2,,. lo { t.,(O) + f.,(O)u(r, 0) + (l;k(O)[u,,( T, O)]kj)} dr+cO(llull
2 +Hull Hu. Ill· 
(5.48) 
Equation (5.25) implies ~j(O) = 0 and the averages of t:;(O)u(T,0) and ~1i:(O)[u11 (1,0)]1r:j are zero. Consequently, 
I 
(5.49) 
The bound (5.49) allows us to rewrite (5.44) as 
fJ = [.!... f 2;(u(1,0))dT- e3g'(O)Jg(O)] + cJy- E3 [a(g'(y)Jg(y)) (o)] y+ 
271' ) 0 2 2 8y 
c0(62 + c26061 + 66f + 6o6i/c + 66tf c + 6~ + 6561+665 + 66o6i). (5.50) 
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According to the definition (2.4) 
ct{r) = -t2Jg(O)sin('T)- tg(O)cos('T), (5.51) 
then (5.12) and (5.13) imply 
(5.52) 
Using (5.52) in (5.50) yields 
y = [~ 12;(¢('T))d'T - c3g'(O)Jg(O)] + tJy- £3 [8(g'(y)Jg(y)) (O)] y+ 
21T lo 2 2 8y 
£0(62 + £26061+66~ + 6o6rfc + 661/t + 6~ + 6561 + 665 + 66061 + e365). (5.53) 
Rewriting (5.53) in the original time scale t yields 
ti=Ay+b+O(,). (5.54) 
where A, b and ( are as defined in the theorem. O 
5.3 Choice of g(x) in Positive Trace Example 
In equation (3.5) we let g(:r) = (0, a+ t1:r1:r2JT. This hypothetical choice of g(:r) is not arbitrary. We know that 
the sign of A 1 creates an instability. Consequently we wish to change the sign of this coefficient by applying 
vibrational control. Consider the averaged equation (2.8). If we denote the vector g'(:r)Jg(:r) as (G1(:r),G2(:r)]T 
then the matrix A defined in (2.6) can be written as 
(5.55) 
:where k is a positive constant. For A to have a negative trace either 8G1(0)/8:r1 or 8G2(0)/8:r2 must be positive, 
or both. Consequently, letting 8G2(0)/8:r2 = c be a positive quantity implies G2(:r) = cr2. It follows that 
(5.56) 
If we consider the first term only, we can set 
(5.57) 
Equation (5.57) is a partial differential equation in g2(:r), which can be solved by separation of variables. Unfor· 
tunately, the solution to (5.57) is g-i(:r) = ±c1 Jl:r1:r2I which is singular at the origin and violates the assumption 
that g(:r) is continuously differentiable. Consequently, we let g-i(:r) =a+ t1:r 1:r2, approximating the square root 
dependance of g2(:r) near the origin. If we now set u1(x) = 0, then g(:r) = [O, a+ Px1:r2]T. It is noteworthy 
that the last term in (5.56) suggests that g-i(x) = Kx2 might also be a viable feedback function. Such a choice 
requires, however, that K > w, which violates the assumption that IJg'(x)ll ~ w61 < w. 
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