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Abstract
Many real-life decision problems in management science and engineering involve decisions that
are functions of time and/or uncertainty. The resulting optimization models are therefore nat-
urally formulated on infinite-dimensional function spaces. However, such infinite-dimensional
optimization problems are notoriously difficult, and to solve them one usually has to resort to
approximation methods. The objective of this thesis is to devise polynomial approximations
for solving continuous linear programs and multi-stage stochastic programs, both of which con-
stitute important classes of infinite-dimensional optimization problems with manifold practical
applications. Approximating the functional decision variables by polynomials allows us to ap-
ply sum-of-squares techniques from algebraic geometry to reformulate the resulting problems as
tractable semidefinite programs, which can be solved efficiently with interior point algorithms.
Continuous linear programs represent deterministic optimization problems whose decision vari-
ables are functions of time subject to pointwise and dynamic linear constraints. They have
attracted considerable interest due to their potential for modelling manufacturing, scheduling
and routing problems. While efficient simplex-type algorithms have been developed for sepa-
rated continuous linear programs, crude time discretization remains the method of choice for
solving general (non-separated) problem instances. In this thesis we propose a more generic
approximation scheme for non-separated continuous linear programs, which are believed to be
NP-hard. We approximate the functional decision variables (policies) by polynomial and piece-
wise polynomial decision rules. To estimate the approximation error, we also compute a lower
bound by solving a dual continuous linear program in (piecewise) polynomial decision rules.
Multi-stage stochastic programming provides a versatile framework for optimal decision making
under uncertainty, but it gives rise to hard functional optimization problems since the adaptive
recourse decisions must be modelled as functions of some or all uncertain parameters. We
propose to approximate these recourse decisions by polynomial decision rules and show that
the best polynomial decision rule of a fixed degree can be computed efficiently. Again, we
show that the suboptimality of the best polynomial decision rule can be estimated efficiently
by solving a dual version of the stochastic program in polynomial decision rules.
Recent progress in the theory of dynamic risk measures has found a strong echo in stochas-
tic programming, where the time-consistency of dynamic decision making under uncertainty is
i
currently under scrutiny. We extend the concepts of coherence and time consistency to stochas-
tic programming models subject to distributional ambiguity, which motivates us to introduce
robust dynamic risk measures. We discuss conditions under which these robust risk measures
inherit coherence and time-consistency from their nominal counterparts. We also propose an ap-
proximation scheme based on polynomial decision rules for solving linear multi-stage stochastic
programs involving robust dynamic risk measures.
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Chapter 1
Introduction
1.1 Motivation
Optimization problems naturally arise in many areas of engineering and management science.
In investment and risk management, for example, the main concern is finding the optimal
allocation of wealth among available investment assets that would meet the expected return
and risk preferences of the investor. In statistics, on the other hand, one usually seeks the values
of some variables of a model that best fit some measured data. In engineering, finally, many
problems involve finding and implementing an optimal way of controlling dynamical systems
such as queuing networks, communication and production systems.
In this thesis, we study mathematical programming problems over function spaces. Abstractly,
such problems can be formulated as
inf
x∈X
f(x), (1.1)
where the decision variable or decision rule x is an n-dimensional vector of functions that are
defined on a linear space R of functions x : U→ R, where U is a subset of a linear vector space.
The parameter u ∈ U in (1.1) can represent, for example, time or a random vector introducing
uncertainty in the problem. In (1.1), the aim is to find a feasible decision x∗ ∈ X that minimizes
the objective function f : Rn → R. If it exists, we call this decision x∗ an optimal solution.
1
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Typical objective functions for problem (1.1) include the expected cost function
f(x) =
∫
U
c(x(u), u)µ(du),
where µ is a measure on U and c : Rn × U → R is a cost function, and the worst-case cost
function
f(x) = sup
u∈U
c(x(u), u).
In general, the feasible set X can be defined in terms of some constraint inequalities, that is,
X := {x ∈ Rn | gj(x(u), u) ≤ 0 ∀u ∈ U j = 1, . . . ,m} ,
where gj : Rn × U→ R, j = 1, . . . ,m.
We refer to an optimization problem as infinite-dimensional when the number of decision
variables and the number of constraints is infinite. Optimization problems defined over function
spaces such as (1.1) are infinite-dimensional since the decision variables are functions of the
continuous parameter u. Furthermore, the feasible set X involves infinitely many constraints
as the inequalities gj(x(u), u) ≤ 0, j = 1, . . . ,m, must hold for all u ∈ U.
Intuitively, one would expect it to be difficult or even impossible to solve infinite-dimensional
optimization problems. It may not even be possible to store or represent in a computer arbitrary
feasible solutions of such problems. Thus, to solve an instance of the infinite-dimensional
problem (1.1), one has to resort to approximation methods. In this research, we study two
types of infinite-dimensional problems, continuous linear programs and multi-stage stochastic
programs, and propose an approximation scheme for solving such problems. In the following, we
give a brief description of these two problem classes of interest and motivate them through some
applications in management science. We also give an overview of the current state-of-the-art
numerical methods available for solving such problems.
In the first class of functional optimization problems that we study, the interpretation of the
parameter u is time and the problems are termed continuous linear programs (CLP). Continu-
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ous linear programs are optimization problems whose decision variables are functions of time,
subject to pointwise and dynamic linear constraints. Mathematically, a CLP can be written as
minimize
∫ T
0
c(t)>x(t)dt
subject to G(t)x(t) +
∫ t
0
H(t, r)x(r)dr ≥ b(t)
x(t) ≥ 0
 ∀t ∈ [0, T ],
(CLP)
where the cost function c(t), the right hand side vector b(t) as well as the matrices G(t) and
H(t, r) are measurable functions of time. The feasible set in (CLP) is described by linear in-
equalities that must hold true for all t ∈ [0, T ], and thus (CLP) has infinitely many constraints.
We remark that the class of CLPs contains the important class of linear optimal control prob-
lems [Luo95]. Continuous linear programs have applications in various areas of engineering and
management science such as manufacturing [BG91a], communication and transportation [FS05]
and revenue management [BK01]. As a result, CLP attracted considerable interest. Below we
give some illustrative examples.
1. Multiclass Queuing Networks A multiclass fluid queuing system (or network) is a
mathematical model that describes and analyzes the performance of large-scale service
systems such as multi-tier web systems. Jobs or requests arrive at the servers continu-
ously over time and compete over the available resources of the system for service. It is
usually the case that the system is required to serve multiple classes, i.e., types of jobs,
simultaneously. Thus, jobs waiting to be served are organized into queues according to
their class type. If there are no jobs in a queue, the server is either waiting in an idle
state or chooses to serve jobs waiting in other queues. The constraints of the problem
represent restrictions on the processing power of the servers, as well as physical queue
lengths. The goal is to control the servers’ processing rates (the decisions) in order to
minimize a performance metric of interest such as the average backlog of the system.
2. Macroeconomic Leontief Models Input-output Leontief models were developed by
the Nobel Price winner Wassily Leontief [Leo66]. They are used to model the structure
and analyze the correlations and connections of various competing economies or sectors
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within a single economy. The main idea is that resources are limited and sectors compete
for these resources in order to produce their goods and/or services. The output of each
sector is sold to consumers and other sectors in the economy, which may use the products
as input materials for their production process. External demand from the customers
varies as a function of time, and each industry must allocate sufficient resources to fill
the demand as well as expand its capacity to produce goods. The goal is to control the
production of goods in each sector such that the demand for goods is always satisfied
while the cost of producing and storing these goods is minimized. Bellman [Bel53] was
the pioneer in studying and developing solution methods for continuous linear programs,
and it is the modelling of these dynamic economies that initiated his research in CLPs.
3. Manufacturing Systems A typical problem in manufacturing systems is that of pro-
duction planning and scheduling [SZ92]. The goal is to control the production rates of a
network of interconnected machines and buffers in order to manufacture the products at
a minimal cost. There are constraints on the throughput rates of the machines as well as
minimum and maximum production targets that the system is expected to produce over
a period of time in order to meet a set of targets, such as those agreed through contracts.
Continuous linear problems are believed to be NP-hard. Analytical solutions can only be
obtained for small and well-structured instances by employing continuous-time dynamic pro-
gramming techniques, see, e.g., Bellman [Bel53]. The most common numerical solution tech-
nique, which was pioneered by Buie and Abrham [BA73], is to convert the CLP into a finite-
dimensional linear program (LP) through time discretization; see Figure 1.1. With time-
discretization, the interval [0, T ] is split into N sub-intervals, the input parameters c(t), b(t),
G(t) and H(·, t) are approximated in these sub-intervals by piecewise constant functions, and
the decision variable x(t) is replaced by finite vectors. Thus, the feasible set of the resulting
linear program is smaller than the feasible set of the CLP, and the corresponding LP constitutes
a conservative approximation for the continuous linear program, i.e., the optimal value of the
LP provides an upper bound on the optimal value of the CLP. Time-discretization has two
disadvantages. It explicitly removes the continuous-time requirement implied by the model,
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Figure 1.1: The figure shows the optimal solution x∗(t) of a simple continuous linear program
and the corresponding optimal solution xti , i = 1, . . . , 4, of the finite-dimensional linear program
assuming that time was discretized in four sub-intervals. The decisions of the discrete-time
approximate problem are piecewise constant over the intervals.
and the solution obtained by solving the resulting finite-dimensional linear program may be a
poor estimate of the true solution x∗(t). However, due to a lack of structural results about the
optimal solutions of continuous linear programs, time-discretization remains the state-of-the-art
method to solve generic instances of CLP.
In the second class of infinite-dimensional optimization problems that we consider, the pa-
rameter u is interpreted as uncertainty. Real-life decision problems are almost always affected
by uncertainty. This randomness may take the form of future, and therefore unforeseeable,
events and/or measurement errors. Stochastic programming provides a powerful and flexible
framework for modelling dynamic optimal decision making problems in the presence of uncer-
tainty. In contrast to deterministic optimization problems, such as CLP, which assume that
the parameters are fully known, in stochastic optimization uncertain parameters are modelled
as discrete-time random processes with known probability distributions. These distributions
can be empirical or subjective [Roc01]. Stochastic programming captures the dynamic nature
of real-life decision problems in the following way. As the uncertain parameters are observed
sequentially through time, the decisions are allowed to adapt to the new information that be-
comes available. Hence, the variables of these problems are functions of the outcome history
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of the uncertain parameters. Thus, stochastic programs are functional optimization problems,
and their decision variables are referred to as recourse decisions.
In the two-stage stochastic program with recourse the decision maker first selects and implements
a here-and-now decision. After the uncertain parameters are realized, the first-stage decision
can be corrected in response to the observations by selecting a wait-and-see decision. The goal
is to find the optimal here-and-now and wait-and-see decisions that minimize, for example, the
total expected cost. Thus, a two-stage stochastic program can be written as
minimize
x∈Rn,y∈Rm
E [g(x, y(·), ξ)]
subject to x ∈ X , y(·) ∈ Y(x, ξ) P-a.s.,
where x is the vector of the here-and-now decisions, while y(·) denotes the wait-and-see decision
consisting of functions of the uncertain parameters ξ.
Decisions in a multi-stage stochastic program are selected in a similar way. At every stage in
which the decision maker can make an inference about the state of the underlying stochastic
process, a new decision is selected. For every new decision, the decision maker expects to incur
a cost, which is revealed to him/her at the next stage. The goal of the decision maker is to
choose a policy, that is, a sequence of decisions that minimizes the objective function and is
feasible for all realizations of the uncertain parameters. In stochastic programming problems
the objective function is expressed in terms of some risk functional, such as the expected value
or the variance, that measures the risk of implementing a particular policy.
Multi-stage stochastic programs have manifold applications in engineering and management
science. We motivate the importance of stochastic programming through the following exam-
ples.
1. Portfolio Selection Investors are concerned with distributing their wealth among assets
and other types of investment opportunities, aiming to earn the highest possible future
income from these assets and thus to increase their wealth. Uncertainty is inherent in
the financial markets, as future prices and incomes of assets, such as stock dividends, are
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unknown. Furthermore, in constantly evolving financial markets, investors require the
ability to manage their portfolios by periodically re-balancing them, therefore responding
to and subsequently adapting their investment decisions to new information.
2. Electricity Capacity Expansion This problem deals with investment planning and
subsequently capacity expansion of power systems. The system consists of a network of
power generation units, which are located in different regions and transmit electricity to
the customers via transmission lines. Demand for electricity is uncertain, inelastic and
seasonal and electricity has limited storability. Thus, the output levels of the network
should adapt dynamically to the demand process. If the current throughput of the entire
network of power plants does not meet this demand, the system operator may decide
to expand the capacity by installing new power plants and/or transmission lines. This
decision should be executed in a way such that the investment and operating costs of the
network are minimized while satisfying all regional demand.
3. Inventory Management A retailer periodically receives orders from customers which
are largely unpredictable and must be fulfilled by selling products from the on-hand
inventory. The inventory is restored by ordering more products with the supplier. The
retailer incurs shipping and storage costs from trading these products as well as costs for
backlogging any demand that cannot be satisfied on the spot, which he wishes to minimize.
Inventory management is an on-going process for retailers as demand for products, and
thus business needs shift over time.
Despite their wide applicability, generic stochastic programming problems are very difficult.
Dyer and Stougie [DS06] have shown that two-stage programs are #P-hard. Fortunately,
they can be approximated efficiently and at a reasonable accuracy level through Monte Carlo
sampling techniques as indicated by Shapiro and Nemirovski [SN05]. In the same paper, Shapiro
and Nemirovski give evidence that solving multi-stage stochastic programs at medium-accuracy
is computationally intractable as the complexity of the problem increases with the number of
stages. On the other hand, analytical solutions can be obtained only for simple, and thus,
unrealistic stochastic programs. Therefore, to solve real-life instances of nontrivial sizes, one
8 Chapter 1. Introduction
has to resort to approximation methods that convert the multi-stage stochastic program into
a computationally tractable problem by reducing the complexity of the problem. Ultimately,
the goal is to find an approximation technique that can solve these problems efficiently and
accurately.
Over the past decades, researchers have mainly devised solution methods that rely on discretiza-
tion of the uncertain parameter space, see, e.g., Dantzig [Dan98], Birge and Louveaux [BL97],
Kall and Wallace [WK94], Wets [Wet89] and Shapiro et al. [SDR09]. To simplify the optimiza-
tion problem they approximate the continuous stochastic process that governs the uncertain
parameters by a discrete process, which then admits a finite scenario tree representation. Via
this procedure the resulting optimization problem, which is by construction finite and consti-
tutes a relaxation of the infinite-dimensional problem, is then solved numerically by appropriate
optimization algorithms. Theoretically, these scenario-based approaches can achieve any de-
sired level of accuracy at the cost of proliferating the computational overhead. This is due
to the fact that the solution time of the underlying optimization model scales with the size
of the scenario tree, while the tree grows exponentially with the number of stages. Another
drawback of the scenario-tree approximation is that an optimal solution of the relaxed problem
may be infeasible in the original infinite-dimensional problem for certain realizations of the
continuous stochastic process. This suggests that the process of designing an appropriate sce-
nario tree plays a crucial role. The scenario tree should be informative enough to capture the
probability assumptions imposed by the underlying stochastic process, and at the same time,
as compact as possible to avoid creating unnecessary complexity. Techniques for improving the
scalability of the approximations have been investigated such as scenario-reduction methods,
see, e.g., Heitsch and Römisch [HR03] and Dupačová et al. [DGKR03]. For an extensive review
of scenario-tree approximations in stochastic programming we refer the interested reader to a
survey paper by Dupacova et al. [DCW00].
Recently, a new class of tractable approximation techniques, which preserve the true distri-
bution of the uncertain parameters but restrict the set of decisions rules to those possessing
a specific functional form, has emerged. These scenario-free approaches can reduce signifi-
cantly the complexity of the stochastic programs and approximate solutions can be computed
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in polynomial-time. Ben-Tal et al. [BTGGN04] studied linear decision rules in the context of
robust optimization (a paradigm whereby a decision problem affected by uncertainty is solved
with respect to the worst-case realization of the uncertain parameters while ensuring that the
solution is feasible for all realizations, see Ben-Tal and Nemirovski [BTN98]), and proved that
the best linear decision rule can be computed efficiently. The resulting approximate problem
constitutes a restriction of the infinite-dimensional problem, as the feasible space of decisions
is reduced, and therefore its optimal value provides an upper bound on the optimal value of
the original problem. This tractable upper bound approximation was later extended to the
realm of stochastic programming by Shapiro and Nemirovski [SN05] and Chen et al. [CSS07].
Linear decision rule approximations, although very effective at reducing the complexity of the
stochastic program, can result in inaccurate solutions. To quantify the suboptimality, i.e., the
loss of optimality, of the best linear decision rule for a given stochastic program, Kuhn et al.
[KWG11] proposed a systematic method that computes efficiently a lower bound on the opti-
mal value of the stochastic problem. A method to improve the approximation quality of linear
decision rules was suggested by Chen et al. [CSSZ08, CZ09] and Goh and Sim [GS10], who
devised several classes of piecewise linear decision rules with desirable scalability properties.
The approximation error of piecewise linear decision rules can be estimated using a technique
proposed by Georghiou et al. [GWK10]. Piecewise linear decision rules increase the decision
maker’s flexibility and therefore offer a superior approximation quality relative to linear deci-
sion rules. However, they result in an increased computational burden and require tedious fine
tuning of multiple design parameters.
Stochastic programming inherently assumes that the probability distribution of the underlying
stochastic process is fully and accurately known to the decision maker. When solving an
instance of a stochastic program, the decision maker is required to commit to a distribution
and the optimal policy will depend on that particular choice. However, knowledge of the true
distribution of the uncertain parameters is in most real-life problems unrealistic. For example,
in portfolio optimization, knowledge of the true return distribution of the financial investment
opportunities can not be assumed [Mic98]. It is more reasonable to assume that one can
merely obtain estimates of certain moments of these distributions from historical data. In
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order to take into account the detrimental effect of estimation errors in optimization models,
Scarf [Sca58] suggested that optimization should be performed robustly, that is, in view of
the worst-case distribution within a set of distributions characterized through the available
limited information. The shape and size of the set of distributions ultimately determines
how conservative the solution of the distributionally robust stochastic program will be and
thus reflects the risk aversion of the decision maker. While we delay until Chapter 4 for a
full introduction and description of ongoing research on the topic of distributionally robust
optimization, we emphasize here that optimization over sets of continuous distributions gives
rise to hard, functional and thus infinite-dimensional optimization problems.
Optimization over function spaces is generally intractable. Simplifications, such as time dis-
cretization in continuous linear programs and probability space discretization in stochastic
programs, are needed in order to convert an infinite-dimensional optimization problem into
a finite one. During an introductory lecture in optimization at Stanford University, Stephen
Boyd once said: ‘Almost everyone at some point in their intellectual development realizes that
everything is an optimization problem. But this does not mean anything. What matters is
actually what optimization problem it is, because most optimization problems you can not
solve.’ It is true that many problems, even finite-dimensional ones, are impossible to solve
or at least very difficult and cannot be solved efficiently. The most important class of finite-
dimensional optimization problems that are amenable to efficient numerical solutions is convex
optimization. An optimization problem is termed convex if the objective function as well as
the feasible set are convex in the decision variables. In the following, we give an overview of
convex optimization. We also discuss some important applications of convex optimization.
A convex optimization problem can be represented as a linear conic program, i.e., as the
minimization of a linear objective function over a convex cone [BTN01]. Let V be a finite-
dimensional vector space equipped with an inner product
〈·, ·〉 and define the proper (convex,
closed and pointed with non-empty interior) cone K. For any such cone one can define a partial
order ≥K , which is interpreted as follows
u ≥K v if and only if u− v ∈ K.
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A linear conic program takes the form
min
x∈Rn
c>x
s.t. Ax ≥K b,
(1.2)
where c ∈ Rn, b ∈ V , and Ax denotes a linear mapping of the type x 7→ Ax : Rn → V .
Convex optimization has been a subject of research for many decades, but since the 1980’s it
has attracted a lot of attention. The reason for this interest is due to Nesterov and Nemirovski
[NN94], who showed that interior-point methods can be used to solve convex optimization
problems efficiently, that is, in polynomial time (the number of operations required to solve an
instance of a problem is bounded by a polynomial in the problem size). Since then, many algo-
rithms employing interior-point techniques have been proposed; we refer the interested reader
to the survey papers by Nemirovski and Todd [NT08] and Wright [Wri05] for an extended
review of interior-point algorithms in convex optimization. Essentially, for a convex optimiza-
tion problem, if an optimal solution is found by an algorithm, it is the best solution since any
local minimum of a convex function is always a global minimum, and interior-point methods
guarantee that a solution will be found.
When V = Rm and the cone K coincides with the (convex) nonnegative orthant Rm+ , then (1.2)
represents a linear program (LP). Linear programming has found many practical applications
in operations research and has been studied extensively ever since Dantzig [Dan98] developed
the simplex method to solve such problems. We focus our attention to another important
class of linear conic problems, the semidefinite programming problems (SDP). A semidefinite
program is defined on the space of symmetric matrices V = Sm, where we minimize a linear
objective c>x over the intersection of a positive semidefinite cone K = Sm+ and an affine space
Ax = ∑nj=1 xjAj, where Aj ∈ Sm. Thus, semidefinite programming can be viewed as an
extension of linear programming on Sm, and many nonlinear convex problems can be expressed
as semidefinite programs using Schur complements [VB96]. We emphasize that interior point
methods can solve such problems very efficiently with key contributions from Alizadeh [AHO97]
and Kamath and Karmarkar [KK92, KK93]. We refer the interested reader to a paper by
12 Chapter 1. Introduction
Vandenberghe and Boyd [VB96] for a comprehensive introduction to the theory, applications
and solution methods for semidefinite programming.
Every optimization problem, whether finite-dimensional or not and convex or not, is associated
with a dual optimization problem. The optimal value of the dual problem serves as a lower
bound on the optimal value of the original problem, which is also referred to as the primal
problem. However, the optimal values of the primal and the dual problem are not always
equal; their difference is termed the duality gap. Duality theory is an important aspect of
mathematical optimization and has facilitated the design of algorithms such as primal-dual
interior-point methods, see, e.g., Wright [Wri97]. Here, we describe duality theory for convex
problems of the type (1.2). We refer the interest reader to the works of Rockafellar [Roc74] and
Shapiro [Sha05, Sha01] for an extensive introduction to the theory of applications of duality in
mathematical optimization. Let K∗ := {u ∈ V | 〈u, v〉 ≥ 0∀v ∈ K} be the dual cone of K, and
denote the conjugate operator of A by y 7→ A∗ : V 7→ Rn. The dual problem of (1.2) takes the
form
max
y∈V
〈
b, y
〉
s.t. A∗y = c
y ≥K∗ 0.
(1.3)
The decision variables y of problem (1.3) are the dual variables associated with the primal
problem (1.2), and the dual objective function provides lower bounds on the optimal value of
(1.2). Finally, under certain regularity conditions the optimal values of problems (1.2) and
(1.3) are equal, see, e.g., Ben-Tal and Nemirovski [BTN01].
Convex optimization has found numerous applications in a diversity of areas such as statistics,
finance, machine learning, signal processing etc. In addition, the realization that convex opti-
mization problems can be solved efficiently has motivated another development in optimization.
Intractable problems, either non-convex or infinite-dimensional, are approximated by tractable
(i.e. finite-dimensional) convex problems, in a attempt to obtain bounds on their optimal val-
ues. Approximate solutions are then obtained by solving the relaxed convex problems. Such
approximation techniques have successfully been used in polynomial optimization. Polynomial
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optimization is concerned with finding the global minimum of a polynomial function p : Rn → R
over a semi-algebraic set K defined by polynomial inequalities gj(x) ≥ 0, j = 1, . . . ,m, i.e.,
min p(x)
s.t. x ∈ K.
(1.4)
These problems have great theoretical importance and have found applications in operations
research and applied mathematics, such as 0/1 programming (involving binary variables). Poly-
nomial optimization problems are generally non-convex. In fact, checking global non-negativity
of a polynomial of degree 4 or higher is NP-hard [Nes00]. However, problem (1.4) is easy when
the polynomials p and gj, j = 1, . . . ,m, are univariate, that is, for n = 1. Shor [Sho87] showed
that problem (1.4) for n = 1 is convex, and Nesterov [Nes00] proved that it can be expressed
equivalently as a semidefinite program. The latter result relies on Hilbert’s 17th problem, where
he investigated the class of polynomials that have a sum-of-squares (SOS) representation, i.e.,
they can be written as p(x) =
∑
i(sj(x))
2 for some polynomials sj. In reformulating (1.4) with
n = 1 as an SDP, Nesterov used the fact that the cone of univariate non-negative polynomials
coincides with the cone of univariate SOS polynomials. Furthermore, checking membership of
a polynomial in the cone of SOS polynomials is equivalent to an SDP constraint.
For the general case, Nesterov [Nes00] and Parrilo [Par03, Par00] independently proposed to
solve the approximate problem (1.4) by relaxing the constraints of the problem. They propose
to replace the requirement of the polynomials in the constraints of (1.4) to be non-negative
with the requirement that they have an SOS representation. In the multivariate case, the cone
of SOS polynomials is a subset of the cone of non-negative polynomials. Furthermore, testing
whether a multivariate polynomial has an SOS decomposition is equivalent to solving a tractable
semidefinite program. Therefore, their method approximates problem (1.4) by computing the
optimal solution of a hierarchy of semidefinite problems.
Polynomial optimization is closely related to the problem of moments, which attempts to answer
the following question arising in measure theory: ‘given a sequence of moments, is there a
measure with the corresponding sequence of moments, and if such measure exists, is it unique?’.
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Nesterov [Nes00] showed using results from the theory of Tchebyshev inequalities (see Karlin
and Studden [KS66] and Lukacs [Luk18]) that the cone of non-negative polynomials is dual to
the cone containing the moments of finite borel signed measures. Lasserre [Las01] thus took a
dual point of view in polynomial optimization. He formulated the dual problem of (1.4),
min
∫
p(x)µ(dx)
s.t. µ ∈M(K),
(1.5)
whereM(K) denotes the space of finite probability measures on K. Problem (1.5) is generally
intractable. However, Lasserre showed that its optimal value can be approximated by solving a
hierarchy of SDP relaxations using classical results from the theory of moments, see e.g., Curto
and Fialkow [CF91], Berg [Ber80], Schmüdgen [Sch91] and Putinar [Put93].
1.2 Objectives
The motivation of this thesis is to design and evaluate a new class of approximation techniques
for solving efficiently two classes of infinite-dimensional optimization problems: continuous lin-
ear programs and multi-stage stochastic problems, including distributionally robust problems.
The aim is to develop a methodology that: (i) converts the original infinite-dimensional op-
timization problem into a finite convex program that can be solved efficiently, (ii) provides a
systematic method for calculating the suboptimality of the approximate solution, and (iii) is
flexible and tractable. More specifically, the objectives of this thesis are the following:
1. The approximation methods for solving continuous linear programs suggested so far have
relied on naive time discretization. Although these methods convert CLP to a tractable
finite-dimensional linear program, the resulting approximate solution may be highly sub-
optimal. Time discretization effectively reduces the feasible set of decisions by considering
only piecewise constant functions. Can the solution be improved by considering polyno-
mial functions that are continuous in time?
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2. Multi-stage stochastic programs constitute hard, infinite-dimensional optimization prob-
lems that are affected by uncertainty. For a long time, all methods for solving such
problems were based on scenario-tree approximations of the distribution of the stochas-
tic process that governs the underlying uncertain parameters. Although scenario-tree
methods are very efficient for solving small instances, the size of the scenario tree grows
exponentially with the number of stages. Recently, scenario-free methods for solving
multi-stage stochastic programs, such as linear and piecewise linear decision-rule approxi-
mation techniques have been discussed as an alternative. The advantage of these methods
is that the distribution of the uncertain parameters remains unchanged while the result-
ing optimization problems are tractable convex programs and therefore, a solution can be
computed efficiently. We wish to explore a scenario-free method that approximates the
decisions in the multi-stage stochastic program by polynomial functions of the uncertain
parameters. The idea is that the polynomial decision-rule approximation will increase the
flexibility of the existing scenario-free methods (linear and piecewise linear) and thus in-
crease the approximation quality of the stochastic program while ensuring tractability of
the resulting approximate problem. A polynomial decision rule approximation for robust
dynamic optimization problems has recently been suggested by Bertsimas et al. [BIP11].
3. Polynomial decision rules lead to a conservative approximation of the original infinite-
dimensional optimization problem. Thus, when the optimization problem involves the
minimization of an objective function, our method will compute an approximate opti-
mal value that constitutes an upper bound on the optimal value of the original problem.
The quality of the approximation depends on the degree of the polynomial functions. To
measure the trade-off between suboptimality and tractability of our method, we apply
the polynomial decision rule approximations not only to the primal infinite-dimensional
optimization problem, but also to a dual version of it, which is an infinite-dimensional
optimization problem as well. The use of dual polynomial decision rules results in a
progressive approximation of the original infinite-dimensional optimization problem. Al-
though dual polynomial decision rules overestimate the available flexibility, which means
that they may not be implementable, the optimal value of the dual approximate problem
16 Chapter 1. Introduction
provides a lower bound on the optimal value of the original infinite-dimensional problem.
The gap between the optimal values of the conservative (upper bound) and progressive
(lower bound) approximate problems estimates the suboptimality incurred by using poly-
nomial decision rules of a given degree. A small gap indicates that the approximation
is sufficient. In contrast, a large optimality gap indicates that one could improve on the
polynomial decision rules, e.g., by increasing the degree of the polynomials.
4. Primal polynomial decision rule approximations generate semi-infinite-type problems with
finitely many polynomial equalities and inequalities. Similarly, requiring a polynomial
structure for the decisions of the dual infinite-dimensional problem generate semi-infinite-
type problems with finitely many moment constraints and a continuum of non-negative de-
cision variables. This suggests that polynomial optimization techniques and results from
the problem of moments should be investigated in order to reformulate the semi-infinite
problems into convex optimization problems, which are amenable to efficient numerical
solutions.
1.3 Contributions and Structure of the Thesis
In this thesis, we develop solution methods for infinite-dimensional optimization problems over
function spaces. In particular, we study continuous linear programs and multi-stage stochastic
programs. These problems are generally intractable, and therefore in order to solve them, one
needs to resort to approximation techniques. The current state of the art methods approximate
the infinite-dimensional problem with a tractable one via discretization of the domain of its
decisions. However, the approximate solution may be highly inaccurate. Instead, we propose to
approximate the functional form of the decisions of both the infinite-dimensional problem and its
dual counterpart by polynomial functions. The optimal value of the approximate decision-rule
problems will bound from above (primal approximate problem) and below (dual approximate
problem) the optimal value of the infinite-dimensional problem. The degree of the polynomial
functions, which is chosen by the decision maker, controls the quality of the approximation
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and determines the trade-off between scalability and optimality. Finally, we remark that the
decision-rule approximate problems are semi-infinite in nature, and to reformulate them as
equivalent conic problems we explore results from polynomial optimization and the problem of
moments.
In Chapter 2 we propose a generic approximation scheme for continuous linear programs, where
we approximate the functional form of the decisions by polynomial and piecewise polynomial
functions of time. This restriction results in a conservative approximation for CLP and an upper
bound on its optimal value. The approximation accuracy is controlled by a single parameter,
that is, the degree of the polynomial decision rules. A key feature of the polynomial decision
rule approach is that the best polynomial policy of a given fixed degree can be found efficiently
by solving a tractable conic optimization problem. Indeed, restricting the policies in CLP to
polynomials yields a semi-infinite optimization problem with polynomial inequality constraints.
Another attractive property of our approach is that the approximation quality can be measured
reliably and efficiently. By solving the dual of CLP in (piecewise) polynomial decision rules,
we obtain a lower bound on the true optimal value. The gap between the upper and lower
bounds associated with the primal and dual approximations, respectively, estimates the degree
of suboptimality of the best polynomial policy. This optimality gap can be computed efficiently
since the upper and lower bounds are equal to the optimal values of two tractable conic opti-
mization problems. We establish the convergence of the primal and dual approximations as the
degree of the polynomial decision rules tends to infinity. We also highlight the potential of our
method for optimizing large-scale multiclass queueing systems and dynamic Leontief models.
The contents of this chapter are published in
1. D. Bampou and D. Kuhn. Polynomial Approximations for Continuous Linear Programs.
SIAM Journal on Optimization, 22(2):628− 648, 2012.
In Chapter 3 we extend the class of scenario-free approximation techniques for multi-stage
stochastic programs. We assess the potential of polynomial decision rules for solving multi-
stage stochastic programs, that is, we impose a polynomial structure on the recourse decisions
of both the original stochastic program and its dual counterpart. The solutions of the two
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arising approximate problems provide upper and lower bounds on the true optimal value of
the stochastic program, respectively. By using recent results from polynomial optimization
and the general problem of moments, we demonstrate that these bounds can be computed
in polynomial time by solving two tractable semidefinite programs. A similar approach for
simple linear decision rules has been proposed in [KWG11]. Polynomial decision rules are less
restrictive than linear and piecewise linear decision rules and therefore increase the decision
maker’s flexibility. Furthermore, they are fully specified by a single design parameter, i.e., their
degree. First numerical results indicate that even low-degree polynomial decision rules can
significantly outperform linear (and even piecewise linear) decision rules. The contents of this
chapter are published in
2. D. Bampou and D. Kuhn. Scenario-free Stochastic programming with Polynomial Deci-
sion Rules. In Proceedings of the 50th IEEE Conference on Decision and Control (2011),
7806-7812.
In Chapter 4 we study distributionally robust multi-stage decision problems that are affected
by uncertainty. Recent progress in the theory of dynamic risk measures has found a strong
echo in stochastic programming, where the time-consistency of dynamic decision making under
uncertainty is currently under scrutiny. In this chapter we first review the concepts of coher-
ence and time-consistency of dynamic risk measures and then discuss their ramifications for
stochastic programming. Next, we extend these concepts to stochastic programming models
subject to distributional ambiguity, which motivates us to introduce robust dynamic risk mea-
sures. We discuss conditions under which these robust risk measures inherit coherence and
time-consistency from their nominal counterparts. We also propose an approximation scheme
based on polynomial decision rules for solving linear multi-stage stochastic programs involving
robust dynamic risk measures. The theoretical concepts are illustrated through a numerical
example in the context of inventory management. The contents of this chapter have been
submitted for publication in
3. D. Bampou and D. Kuhn. Optimization under Uncertainty with Robust Dynamic Risk
Measures. Submitted for publication in Computational Management Science, (2012).
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This thesis is the result of my own work and no other person’s work has been used without due
acknowledgement in the main text of the thesis. This thesis has not been submitted for the
award of any degree or diploma in any other tertiary institution.
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Chapter 2
Polynomial Approximations for
Continuous Linear Programs
Continuous linear programs have attracted considerable interest due to their potential for mod-
elling manufacturing, scheduling, and routing problems. While efficient simplex-type algorithms
have been developed for separated continuous linear programs, crude time discretization remains
the method of choice for solving general (nonseparated) problem instances. In this chapter we
propose a more generic approximation scheme for nonseparated continuous linear programs,
where we approximate the functional decision variables (policies) by polynomial and piecewise
polynomial decision rules. This restriction results in an upper bound on the original problem,
which can be computed efficiently by solving a tractable semidefinite program. To estimate
the approximation error, we also compute a lower bound by solving a dual continuous linear
program in (piecewise) polynomial decision rules. We establish the convergence of the primal
and dual approximations under Slater type constraint qualifications. We also highlight the
potential of our method for optimizing large-scale multiclass queueing systems and dynamic
Leontief models.
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2.1 Introduction
We consider continuous linear programming problems of the form
CLP: minimize
∫ 1
0
c(t)>x(t)dt
subject to G(t)x(t) +
∫ t
0
H(t, r)x(r)dr ≥ b(t)
x(t) ≥ 0
 a.e.,
where the cost rate c(t), the right-hand side vector b(t), as well as the matrices G(t) and
H(t, r) are bounded measurable functions of time. The abbreviation “a.e. ” indicates that the
constraints are required to hold for almost every t ∈ [0, 1]. The optimization variables x(t)
represent vector-valued functions of time which are referred to as policies or decision rules.
Problems of the type CLP were first studied by Bellman [Bel53] to model economic processes,
but they have also applications in various areas of engineering and management science such as
manufacturing [BG91b], communication and transportation [FS05], queueing theory [NW09],
revenue management [BK01], etc.
CLP is perceived to be a very hard problem. Analytical methods based on continuous-time
dynamic programming can only be used to solve small and well-structured instances. The
most common numerical solution technique, which was pioneered by Buie and Abrham [BA73],
is to convert CLP to a finite-dimensional linear program through time discretization. This
approach was later refined by Pullan [Pul93], Philpott and Craddock [PC95], and Luo and
Bertsimas [LB98] for the subclass of separated continuous linear programs, which are repre-
sentable as
SCLP: minimize
∫ 1
0
c(t)>x(t)dt
subject to
∫ t
0
H(t, r)x(r)dr ≥ b(t)
G(t)x(t) ≥ 0
 a.e.;
see Anderson [And81]. We remark that SCLP has a more benign structure than CLP as it
separates integral and pointwise constraints. If the problem data is piecewise constant/linear,
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SCLP can be shown to admit a piecewise constant solution; see Anderson, Nash, and Per-
old [ANP83]. This desirable property is heavily exploited in most existing time discretization
schemes and has also motivated attempts to develop simplex-type algorithms for SCLP; see
Lehman [Leh54], Segers [Seg74], Hartberger [Har74], Perold [Per81], and Weiss [Wei02].
Despite the superior modelling power of CLP over SCLP, research on nonseparated continuous
linear programs has stagnated over the last decades. Due to a lack of structural results about
their optimal solutions, time discretization remains the state-of-the-art method to solve generic
instances of CLP. In this chapter we propose a new solution technique that is not based on
time discretization. Instead, we approximate the policies in CLP by polynomial and piecewise
polynomial decision rules. This restriction results in a conservative approximation for CLP and
an upper bound on its optimal value. The approximation accuracy is controlled by a single
parameter, that is, the degree of the polynomial decision rules. We remark that this approach
is quite natural since arbitrary polynomials can emerge as solutions to CLP even if the problem
data is time-independent.
Example 2.1.1 Let a0, a1, . . . , ad be a sequence of real numbers, and consider the optimization
problem
minimize
∫ 1
0
x1(t) dt
subject to xi(t) ≥
∫ t
0
xi+1(r) dr + ai−1(i− 1)! i = 1, . . . , d
xd+1(t) ≥ ad d!
 a.e.,
which can be recognized as an instance of CLP. It is easily seen that all inequalities are binding
and that x1(t) = a0 + a1t + · · · + adtd at optimality. Note that it is also possible to construct
instances of CLP for which piecewise polynomial or piecewise exponential functions are optimal
by suitably generalizing this example.
A key feature of the polynomial decision rule approach advocated in this chapter is that the
best polynomial policy of a given fixed degree can be found efficiently by solving a tractable
conic optimization problem. Indeed, restricting the policies in CLP to polynomials yields a
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semi-infinite optimization problem with polynomial inequality constraints. By using sums-of-
squares techniques due to Nesterov [Nes00], we will show the equivalence of this problem to a
semidefinite program that can be solved in polynomial time.
Another attractive property of our approach is that the approximation quality can be measured
reliably and efficiently. By solving the dual of CLP in (piecewise) polynomial decision rules, we
obtain a lower bound on the true optimal value. The gap between the upper and lower bounds
associated with the primal and dual approximations, respectively, estimates the degree of sub-
optimality of the best polynomial policy. This optimality gap can be computed efficiently since
the upper and lower bounds are equal to the optimal values of two tractable conic optimization
problems.
We remark that the polynomial decision rule approach may also be useful to solve instances of
SCLP with piecewise constant/linear data. Indeed, the complexity of SCLP is unknown, but
there is evidence suggesting that the number of breakpoints of the optimal solutions can grow
exponentially [FS05]. For large instances of SCLP it may therefore be unreasonable to search for
an exact solution. In this case, the best (piecewise) polynomial policy (with a moderate number
of breakpoints) may incur an acceptable loss of optimality at an affordable computational cost.
Finally, we emphasize that our approach is asymptotically consistent; we will demonstrate
that the approximation error can be driven to zero by increasing the degree of the (piecewise)
polynomial decision rules (and/or by partitioning the planning horizon).
In summary, the main contributions of this chapter are as follows:
• We propose an approximation scheme for generic continuous linear programs with (piece-
wise) polynomial data. Specifically, we restrict the functional form of the policies in CLP
to (piecewise) polynomials of a fixed degree and demonstrate that the arising approximate
problem is equivalent to a tractable semidefinite program, which can be solved efficiently.
• By applying our approximation not only to CLP but also to its dual, we obtain upper
and lower bounds on the minimum of CLP, respectively. The gap between the bounds
quantifies the degree of suboptimality of the best polynomial policy, and the trade-off
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between the precision and complexity of our approximation is controlled by the degree of
the polynomial policies.
• We establish the convergence of the primal and dual approximations as the degree of the
polynomial decision rules tends to infinity.
The rest of this chapter is structured as follows. Section 2.2 discusses algebraic conditions ensur-
ing the solvability of CLP, while Section 2.3 develops polynomial decision rule approximations
for CLP and its dual, respectively, and derives tractable conic programming reformulations of
the arising approximate problems. In Section 2.4 we demonstrate the asymptotic consistency
of this approximation as the degree of the polynomials tends to infinity. A refined approxima-
tion based on piecewise polynomial decision rules is elaborated in Section 2.5, and Section 2.6
presents computational results that highlight the potential of our method for optimizing large-
scale multiclass queueing systems and dynamic Leontief models.
Notation. We denote by |v| the Euclidean norm of a vector v ∈ Rn. For any matrix A ∈ Rn×m,
‖A‖ = supv 6=0 |Av|/|v| is the operator norm of A, and pos(A) = {Av : v ≥ 0} ⊆ Rn is the
cone generated by the columns of A. Moreover, I denotes the identity matrix, and e stands
for the vector of ones; their dimensions will always be clear from the context. We define Sn
as the space of all symmetric n × n matrices. For A,B ∈ Sn, the relation A  B means that
A−B is positive semidefinite, and tr(A) denotes the trace of A. For any p ∈ [1,∞] we denote
by Lpn the space of all measurable functions f : R → Rn with ‖f‖p < ∞, where the Lp-norm
‖ · ‖p is defined in terms of the uniform distribution on [0, 1]. We use the abbreviation “a.e.”
for “almost everywhere with respect to the uniform distribution on [0, 1].”
2.2 Formal Problem Statement
A continuous linear program is an optimization problem of the following type:
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CLP: minimize
∫ 1
0
c(t)>x(t)dt
subject to x ∈ L∞n
Gx(t) +
∫ t
0
Hx(r)dr ≥ b(t)
x(t) ≥ 0
 a.e.
Throughout this chapter, we often assume that CLP satisfies the following conditions:
(C1) c ∈ L∞n , b ∈ L∞m , G ∈ Rm×n, and H ∈ Rm×n.
(C2) b(t) ∈ pos(G,−I) a.e. and pos(−H) ⊆ pos(G,−I).
(C3) c(t) ∈ pos(G>, I) a.e. and pos(−H>) ⊆ pos(G>, I).
The requirement in (C1) that G and H be time-independent seems restrictive, but it could
easily be relaxed at the expense of additional notation. Condition (C2) ensures feasibility of
CLP, while (C3) ensures dual feasibility; see [Gri69, Corollary 7]. We emphasize that these
assumptions are very mild. Note that (C2), for instance, is trivially satisfied if pos(G>, I) =
{G>v + w : v ≥ 0, w ≥ 0} = Rn, which, by cone duality, is equivalent to {x : Gx ≥ 0, x ≥
0} = {0}. The latter condition can always be enforced when the feasible set of CLP is bounded
(by appending redundant constraints if necessary). Moreover, it is a sufficient condition for
boundedness of the feasible set [Tyn65, Lemma 7]. Note that we require the constraints in
CLP to hold only for almost every t ∈ [0, 1]. This standard convention allows us later to use
existing duality results in a straightforward way [Gri69].
Theorem 2.2.1 If (C1)–(C3) hold, then CLP has an optimal solution xopt ∈ L∞n .
Proof See, e.g., [Gri69, Corollary 2]. We remark that if CLP is feasible, the claim can be
established even if only (C1) and (C3) hold.
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2.3 Polynomial Decision Rules
Let ζ(t) = (1, t, t2, t3, . . .) be the sequence of monomials in t, and denote by ζd(t) the finite
subsequence of the first d + 1 elements of ζ(t). Thus, any polynomial of degree d can be
represented as v>ζd(t) = v>Pdζ(t) for some coefficient vector v ∈ Rd+1, where Pd denotes the
truncation operator that maps ζ(t) to ζd(t). In the remainder of this section we will assume
that problem CLP has polynomial data. Thus, we tighten condition (C1) as follows.
(C1′) b and c are polynomials of degree d ∈ N, while G ∈ Rm×n and H ∈ Rm×n.
Assumption (C1′) implies that the right-hand side vector and the cost rate of CLP are repre-
sentable as b(t) = Bζd(t) and c(t) = Cζd(t) for some coefficient matrices B ∈ Rm×(d+1) and
C ∈ Rn×(d+1), respectively. Note that (C1′) implies the weaker condition (C1). As polynomials
are dense under the uniform norm in the space of continuous functions on [0, 1], condition (C1′)
is still very mild. We remark that all results developed below can be extended to the case where
G and H are matrix-valued polynomials of time. To keep the exposition transparent, however,
we sacrifice some generality by imposing time-independence of G and H. Unless otherwise
stated, assumption (C1′) is assumed to hold throughout Sections 2.3 and 2.4.
2.3.1 Upper Bound Approximation
Finding the optimal value and/or an optimal policy for CLP is hard; see, e.g., [FS05]. Thus,
we subsequently pursue the more modest goal of finding the best polynomial policy of a given
degree. By restricting the decision rules in CLP to polynomials, we obtain an upper bound
on its optimal value. In this section we demonstrate that finding the best polynomial policy
(which is generically suboptimal) is a computationally tractable problem.
Select first the degree θ ∈ N of the polynomial decision rule. Note that θ is a design parameter,
which allows the modeller to control the approximation quality. In the following, we focus on
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polynomial decision rules of the form x(t) = Xζθ(t) for some X ∈ Rn×(θ+1). Substituting this
expression into CLP yields
CLPθ: minimize tr
(
C>XPθMP>d
)
subject to X ∈ Rn×(θ+1),
GXPθζ(t) +HXPθ
∫ t
0
ζ(r) dr ≥ BPdζ(t)
XPθζ(t) ≥ 0
 a.e.,
where M =
∫ 1
0
ζ(t)ζ(t)>dt denotes the second-order moment matrix of ζ(t) under the uniform
distribution on [0, 1]. Problem CLPθ is obtained by reducing the feasible set of the original
problem, and thus we have minCLPθ ≥ minCLP. Note also that CLPθ involves finitely many
decision variables (the coefficients X of the polynomial decision rules) but infinitely many
constraints parameterized by t ∈ [0, 1]. Since the constraint functions in CLPθ are continuous
in t, the requirement that a constraint hold almost everywhere is equivalent to the requirement
that it hold for each t ∈ [0, 1]. Using the linearity of integration we further obtain
∫ t
0
ζ(r) dr = Jζ(t) ,
where the integration operator J is defined through Jij = 1/i if j = i + 1; = 0 otherwise,
i, j ∈ N. Thus, the inequality constraints in CLPθ are equivalent to
(GXPθ +HXPθJ −BPd)ζ(t) ≥ 0, XPθζ(t) ≥ 0 ∀t ∈ [0, 1].
By now exploiting standard sums-of-squares techniques, we can reformulate these inequalities
in terms of manifestly tractable conic constraints. This reformulation relies on the following
two theorems due to Nesterov [Nes00].
Theorem 2.3.1 (nonnegative polynomials—even case) Assume that p = 2q for some
q ∈ N. Then, for any x ∈ Rp+1 the following statements are equivalent:
(i) x>ζp(t) ≥ 0 for all t ∈ [0, 1];
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(ii) ∃ Y1 ∈ Sq+1, Y2 ∈ Sq such that Y1  0, Y2  0, and x = Λ∗1(Y1) + Λ∗2(Y2), where
Λ∗1 : Sq+1 → Rp+1 and Λ∗2 : Sq → Rp+1 are defined through
[Λ∗1(Y1)]r =
∑
i+j=r+1
(Y1)ij
[Λ∗2(Y2)]r =
∑
i+j=r
(Y2)ij −
∑
i+j=r−1
(Y2)ij
 , r = 1, . . . , p+ 1.
Proof To keep this chapter self-contained, we repeat the short proof of this result using our
notation. Define Λ1 : Rp+1 → Sq+1 and Λ2 : Rp+1 → Sq through
Λ1(s) =
2q+1∑
i=1
siΓ
(q,i) and Λ2(s) =
2q−1∑
i=1
(si+1 − si+2) Γ(q−1,i) ,
where Γ(q,i) ∈ R(q+1)×(q+1) is the Hankel matrix with ones on the ith antidiagonal, that is,
Γ
(q,i)
uv = 1 if u+ v = i+ 1; = 0 otherwise. By construction, we have
Λ1(ζ2q(t)) = ζq(t)ζq(t)
> and Λ2(ζ2q(t)) = t(1− t)ζq−1(t)ζq−1(t)> (2.1)
for all t ∈ [0, 1]. It is easy to verify that the linear operators Λ1 and Λ∗1 as well as Λ2 and Λ∗2
are adjoint to each other in the sense that
tr(Y >1 Λ1(x)) = Λ
∗
1(Y1)
>x ∀x ∈ Rp+1, Y1 ∈ Sq+1,
tr(Y >2 Λ2(x)) = Λ
∗
2(Y2)
>x ∀x ∈ Rp+1, Y2 ∈ Sq.
Assume now that there exist Y1 ∈ Sq+1 and Y2 ∈ Sq such that Y1  0, Y2  0, and x =
Λ∗1(Y1) + Λ
∗
2(Y2). Thus, we have
x>ζp(t) = Λ∗1(Y1)
>ζp(t) + Λ∗2(Y2)
>ζp(t)
= tr[Y >1 Λ1(ζp(t))] + tr[Y
>
2 Λ2(ζp(t))]
= tr[Y >1 ζq(t)ζq(t)
>] + t(1− t)tr[Y >2 ζq−1(t)ζq−1(t)>] ≥ 0
for all t ∈ [0, 1]. Conversely, assume that x>ζp(t) ≥ 0 for all t ∈ [0, 1]. By the Markov–Lukács
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theorem [KN77], there exist x1 ∈ Rq+1 and x2 ∈ Rq such that
x>ζp(t) = [x>1 ζq(t)]
2 + t(1− t)[x>2 ζq−1(t)]2
= tr[x1x>1 Λ1(ζp(t))] + tr[x2x
>
2 Λ2(ζp(t))]
= Λ∗1(Y1)
>ζp(t) + Λ∗2(Y2)ζp(t),
where Y1 = x1x>1  0 and Y2 = x2x>2  0. This implies x = Λ∗1(Y1) + Λ∗2(Y2).
Theorem 2.3.2 (nonnegative polynomials—odd case) Assume that p = 2q+ 1 for some
q ∈ N. Then, for any x ∈ Rp+1 the following statements are equivalent:
(i) x>ζp(t) ≥ 0 for all t ∈ [0, 1];
(ii) ∃ Y1 ∈ Sq+1, Y2 ∈ Sq+1 such that Y1  0, Y2  0 and x = Λ∗1(Y1) + Λ∗2(Y2), where
Λ∗1 : Sq+1 → Rp+1 and Λ∗2 : Sq+1 → Rp+1 are defined through
[Λ∗1(Y1)]r =
∑
i+j=r
(Y1)ij
[Λ∗2(Y2)]r =
∑
i+j=r+1
(Y2)ij −
∑
i+j=r
(Y2)ij
 , r = 1 . . . , p+ 1.
Proof The proof parallels that of Theorem 2.3.1 and is therefore omitted.
For further argumentation we define
Kβα =
{
X ∈ Rα×(β+1) : Xζβ(t) ≥ 0 ∀ t ∈ [0, 1]
}
as the cone of nonnegative univariate α-dimensional polynomials of degree β, where α, β ∈ N.
By Theorems 2.3.1 and 2.3.2, the cone Kβα is computationally tractable, as it is representable
as the image of a 2α-fold product of semidefinite cones under a linear mapping.
Note that the infinite column matrix GXPθ +HXPθJ−BPd contains only zeros in all columns
i > η = max{d, θ + 1}. These zero columns can be removed by postmultiplying by P>η . Thus,
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the polynomial inequality constraints in CLPθ can be reexpressed as
(GXPθ +HXPθJ −BPd)P>η ∈ Kηm and X ∈ Kθn.
In summary, the semi-infinite program CLPθ is therefore equivalent to the following tractable
conic program:
minimize tr
(
C>XPθMP>d
)
subject to X ∈ Rn×(θ+1),
(GXPθ +HXPθJ −BPd)P>η ∈ Kηm,
X ∈ Kθn.
(2.2)
Proposition 2.3.1 The conic program (2.2) can be solved to any accuracy  in polynomial
time O(η 132 (n+m) 72 log 1

).
Proof Under mild assumptions, interior point methods can solve semidefinite programs of the
type
min
z∈Rp
{
f>z : A0 +
p∑
i=1
ziAi  0
}
,
where Ai ∈ Sq for i = 1, . . . , p, to accuracy  in time O(p2q 52 log 1 ); see [VB96]. Moreover, if all
matrices Ai have a block-diagonal structure with blocks Aij ∈ Sqj , j = 1, . . . , J , with
∑
j qj = q,
then the computational effort can be reduced to O(p2q 12 ∑j q2j log 1 ). Indeed, the number of
interior point iterations needed for solving the semidefinite program isO(q 12 ) (see [VB96, p. 84]),
while the number of operations per iteration is of the order O(p2∑j q2j ); see [VB96, Section 7.6].
By using Theorems 2.3.1 and 2.3.2, problem (2.2) can be reformulated as a standard semidefinite
program involving O(η2(m + n)) variables. The underlying matrix inequality has a block-
diagonal structure with O(n+m) blocks of dimension O(η) and O(ηn) one-dimensional blocks.
Thus the problem can be solved to accuracy  in time O(η 132 (n + m) 72 log 1

). Note that the
objective function and the constraints of the semidefinite program can be constructed in time
O(η2mn), which is dominated by the solution time.
The main insights of this section are summarized in the following theorem.
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Theorem 2.3.3 (upper bounds) If (C1′) holds, then infCLPθ ≥ infCLP, and infCLPθ can
be computed efficiently for any fixed θ ∈ N by solving the conic program (2.2).
2.3.2 Lower Bound Approximation
The approximation scheme proposed in Section 2.3.1 has the desirable property that the best
polynomial policy of a given fixed degree is implementable in reality (as it is feasible in CLP).
Even more important, this policy can be computed efficiently. A weakness of the method is
that it provides no information about the degree of suboptimality of the best polynomial policy.
In order to measure the loss of optimality incurred by the approximation, we now investigate
the dual of CLP. Solving this dual problem in polynomial policies will enable us to estimate
the degree of suboptimality of the best primal polynomial policy.
For further argumentation, we consider the following dual problem of CLP:
CLP∗: maximize
∫ 1
0
b(t)>y(t)dt
subject to y ∈ L∞m ,
G>y(t) +
∫ 1
t
H>y(r)dr ≤ c(t)
y(t) ≥ 0
 a.e.
Theorem 2.3.4 If (C1)–(C3) hold, then CLP∗ has an optimal solution yopt ∈ L∞m .
Proof See, e.g., [Gri69, Theorem 1]. We remark that if CLP∗ is feasible, the claim can be
established even if only (C1) and (C2) hold.
Theorem 2.3.5
(i) If (C1) holds, then infCLP ≥ supCLP∗ (weak duality).
(ii) If (C1)–(C3) hold, then min CLP = max CLP∗ (strong duality).
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Proof The assertions (i) and (ii) follow from Proposition 1.6 and Theorem 3.8 in [Gri69],
respectively. Note that (C1)–(C3) imply via Theorems 2.2.1 and 2.3.4 that both CLP and
CLP∗ are indeed solvable. If CLP is feasible, the weaker relation minCLP = supCLP∗ can
be established even if only (C1) and (C3) hold. Conversely, if CLP∗ is feasible, inf CLP =
maxCLP∗ can be established even if only (C1) and (C2) hold; see Theorem 5 and Corollary 6
in [Gri69].
Solving CLP∗ in polynomial decision rules of degree θ ∈ N results in the following approximate
problem:
CLP∗θ: maximize tr
(
B>Y PθMP>d
)
subject to Y ∈ Rm×(θ+1),
G>Y Pθζ(t) +H>Y Pθ
∫ 1
t
ζ(r) dr ≤ CPdζ(t)
Y Pθζ(t) ≥ 0
 a.e.
Note that CLP∗θ is obtained by reducing the feasible set of the original dual problem, and thus we
have supCLP∗θ ≤ supCLP∗. If the conditions for weak duality are satisfied (see Theorem 2.3.5),
then we further have supCLP∗θ ≤ inf CLP.
It can be shown that CLP∗θ is equivalent to the tractable conic program
maximize tr
(
B>Y PθMP>d
)
subject to Y ∈ Rm×(θ+1),
(CPd −G>Y Pθ −H>Y PθJ∗)P>η ∈ Kηn,
Y ∈ Kθm,
(2.3)
where the adjoint integration operator J∗ is defined through
∫ 1
t
ζ(r)dr = J∗ζ(t), that is, J∗ij =
1/i if j = 1 or j = i + 1; = 0 otherwise, i, j ∈ N. Problem (2.3) is equivalent to a semidefinite
program that can be solved to any accuracy  in polynomial time O(η 132 (n+m) 72 log 1

).
The insights of this section culminate in the following theorem.
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Theorem 2.3.6 (lower bounds) If (C1′) holds, then supCLP∗θ ≤ supCLP∗, and supCLP∗θ
can be computed efficiently for any fixed θ ∈ N by solving the conic program (2.3). Since weak
duality holds, we further have supCLP∗θ ≤ infCLP.
2.4 Convergence
If the degree θ of the primal and dual polynomial decision rules grows, we expect the optimal
values of the tractable approximate problems CLPθ and CLP∗θ to converge from above and
below, respectively, to the optimal value of the original problem CLP. We prove this convergence
result under two additional mild assumptions, which are obtained by tightening (C2) and (C3):
(C2′) ∃ε > 0 with Bε(b(t)) ⊆ pos(G,−I) a.e. and pos(−H) ⊆ pos(G,−I).
(C3′) ∃ε > 0 with Bε(c(t)) ⊆ pos(G>, I) a.e. and pos(−H>) ⊆ pos(G>, I).
Condition (C2′) requires the closed ball of radius ε around b(t) to be contained in pos(G,−I)
for almost all t. Thus, (C2′) implies (C2). Conversely, if (C2) holds, we can enforce (C2′) by
slightly perturbing the function b if necessary. This is always possible since pos(G,−I) is a
fully dimensional convex cone containing the nonpositive orthant. Similar comments apply to
condition (C3′).
To prove the postulated convergence result, we first demonstrate that (C2′) and (C3′) imply
strict feasibility of CLP and CLP∗, respectively.
Definition 2.4.1 (strict feasibility) A policy x ∈ L∞n , x(t) ≥ 0 a.e. is strictly feasible in
CLP if there exists δ > 0 with
Gx(t) +
∫ t
0
Hx(r)dr ≥ b(t) + δe a.e. (2.1a)
Similarly, a dual policy y ∈ L∞m , y(t) ≥ 0 a.e. is strictly feasible in CLP∗ if
G>y(t) +
∫ 1
t
H>y(r)dr ≤ c(t)− δe a.e. (2.1b)
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for some δ > 0. Problems CLP and CLP∗ are called strictly feasible if they admit strictly
feasible policies, respectively.
Proposition 2.4.1 If (C1) holds, then (C2′) implies strict feasibility of CLP, while (C3′)
implies strict feasibility of CLP∗.
Proof Assume that (C1) and (C2′) hold. Then, CLP is strictly feasible iff
∞ > inf
x∈L∞n
{
0 : Gx(t) +
∫ t
0
Hx(r)dr ≥ b(t) + δe a.e., x(t) ≥ 0 a.e.
}
(2.2)
for some δ > 0. Next, set δ = ε/
√
m and notice that b(t) + δe ∈ pos(G,−I) due to condition
(C2′). Thus, the feasibility problem on the right-hand side of (2.2) satisfies the conditions (C1)
and (C2), which guarantee gap-free duality; see the proof of Theorem 2.3.5. The inequality
(2.2) is therefore equivalent to
∞ > sup
y∈L∞m
∫ 1
0
(b(t) + δe)>y(t)dt
subject to G>y(t) +
∫ 1
t
H>y(r)dr ≤ 0 a.e., y(t) ≥ 0 a.e.
(2.3)
By construction, the trivial policy y(t) ≡ 0 is feasible in (2.3). Since the feasibility problem in
(2.2) satisfies (C1) and (C2), its dual in (2.3) is solvable and has a finite optimal value; see the
proof of Theorem 2.3.4. Thus, the inequality in (2.3) is true, which implies that CLP is strictly
feasible. Strict feasibility of CLP∗ is proved in a similar way.
Strict feasibility will enable us to approximate the optimal (generically non-smooth and/or
discontinuous) policies of CLP and CLP∗ by feasible polynomial policies. In order to construct
these polynomial approximations, we will need the concept of a mollifier. We thus introduce a
sequence {φv}v∈N of mollifier functions with the following properties [Ada75]:
(i) φ1 : R→ R is continuous.
(ii) φ1(t) > 0 for |t| < 1 and φ1(t) = 0 for |t| ≥ 1.
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(iii)
∫
R φ1(t)dt = 1.
(iv) φv(t) = vφ1(vt) for all t ∈ R and v ∈ N.
Moreover, for any v, w ∈ N we introduce a linear mollification operator defined as
Mv : L1w → L1w, Mvf(t) =
∫ 1
0
f(r)φv(t− r)dr∫ 1
0
φv(t− r)dr
,
where the dependence ofMv on w is notationally suppressed.
Lemma 2.4.1 The mollification operatorsMv, v ∈ N, satisfy the following:
(i) If f ∈ L1w, thenMvf is continuous on [0, 1];
(ii) if f ∈ Lpw for any 1 ≤ p <∞, thenMvf converges to f in Lpw;
(iii) if f is continuous, thenMvf converges uniformly to f on [0, 1];
(iv) for any f, g ∈ L1w the following implication holds:
f(t) ≥ g(t) a.e. =⇒ Mvf(t) ≥Mvg(t) a.e.
Proof Basic properties of mollifiers are established in [Ada75].
Theorem 2.4.1 (primal convergence) If (C1′)–(C3′) hold, then for any  > 0 there exists
a polynomial policy x(0) ∈ L∞n feasible in CLP such that
|ϕopt − ϕ(x(0))| ≤ ,
where ϕ(x) =
∫ 1
0
c(t)>x(t)dt and ϕopt = infCLP.
Proof The conditions (C1′) and (C3′) imply that CLP is solvable, while (C1′) and (C2′) imply
that it is strictly feasible; see Theorem 2.2.1 and Proposition 2.4.1. Thus, there exists x(1) ∈ L∞n
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feasible in CLP with ϕ(x(1)) = ϕopt, and there exists x(2) ∈ L∞n that satisfies the strict feasibility
condition (2.1a) with δ(2) > 0. For λ ∈ [0, 1] consider the convex combination
xλ = (1− λ)x(1) + λx(2).
For every λ ∈ (0, 1], xλ is strictly feasible in CLP. Since the function λ 7→ ϕ(xλ) is affine and
thus continuous, there exists λ0 ∈ (0, 1] such that x(3) = xλ0 is strictly feasible in CLP with
δ(3) = λ0δ
(2) and satisfies
|ϕ(x(1))− ϕ(x(3))| ≤ 
3
. (2.4)
By using the mollification operators, we can define policies xv = Mvx(3). Note that xv is
continuous for each v ∈ N; see Lemma 2.4.1(i). For further argumentation, we define z(3)(t) =∫ t
0
x(3)(r)dr and zv(t) =
∫ t
0
xv(r)dr for all v ∈ N. By construction, we have
|zv(t)− z(3)(t)| =
∣∣∣∣∫ t
0
xv(r)− x(3)(r) dr
∣∣∣∣
≤
∫ 1
0
|Mvx(3)(r)− x(3)(r)| dr
= ‖Mvx(3) − x(3)‖1
for all t ∈ [0, 1]. Note that the last term in the above expression converges to zero as v tends
to infinity; see Lemma 2.4.1(ii). This implies that zv converges to z(3) uniformly on [0, 1].
Continuity of z(3) and Lemma 2.4.1(iii) further imply thatMvz(3) converges uniformly to z(3)
on [0, 1]. The estimate
‖zv −Mvz(3)‖∞ ≤ ‖zv − z(3)‖∞ + ‖z(3) −Mvz(3)‖∞
thus implies that zv −Mvz(3) converges uniformly to zero on [0, 1]. Now select v1 ∈ N such
that
‖zv −Mvz(3)‖∞ ≤ δ
(3)
3‖H‖ and ‖b−Mvb‖∞ ≤
δ(3)
3
∀ v ≥ v1 . (2.5)
Note that v1 exists by Lemma 2.4.1(iii) since the right-hand side vector b of the constraints in
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CLP is a continuous polynomial. Moreover, select v2 ∈ N such that
‖xv − x(3)‖1 ≤ 
3‖c‖∞ ∀ v ≥ v2 . (2.6)
The existence of v2 is guaranteed by Lemma 2.4.1(ii). Next, define v¯ = max{v1, v2} and set
x(4) = xv¯. We argue now that x(4) is strictly feasible in CLP with δ(4) = δ(3)/3 > 0. Indeed, we
have
Gx(4)(t) +
∫ t
0
Hx(4)(r)dr = Gxv∗(t) +Hzv∗(t)
≥ GMv∗(x(3))(t) +HMv∗(z(3))(t)− δ
(3)
3
e
= Mv∗(Gx(3) +Hz(3))(t)− δ
(3)
3
e
≥ Mv∗b(t) + 2δ
(3)
3
e
≥ b(t) + δ(4) e
for each t ∈ [0, 1], where the first inequality follows from the first estimate in (2.5), while the
second inequality in the fourth line holds because of Lemma 2.4.1(iv) and the strict feasibility
of x(3) in CLP. The last inequality follows from the second estimate in (2.5) and the definition
of δ(4). Moreover, we have
x(4)(t) =Mv∗(x(3))(t) ≥ 0 ∀t ∈ [0, 1],
where the inequality follows from Proposition 2.4.1(iv) and the strict feasibility of x(3) in CLP.
This establishes strict feasibility of x(4) in CLP. Finally, we find
|ϕ(x(3))− ϕ(x(4))| ≤ ‖c‖∞‖x(3) − x(4)‖1 ≤ 
3
, (2.7)
where the first inequality holds due to Hölder’s inequality, and the second inequality follows
from (2.6). We have thus shown that x(4) represents a near-optimal and strictly feasible policy
which is continuous.
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Next, set
η = min
{
δ(4)/2
1 + ‖H‖+ ‖G‖ ,
/3
‖c‖1
}
> 0 .
By the Stone–Weierstrass theorem [KA82] there exists a polynomial x(0) : [0, 1] → Rn of
unspecified degree with the property that
η ≥ x(0)(t)− x(4)(t) ≥ 0 ∀ t ∈ [0, 1]. (2.8)
We next show that x(0) is strictly feasible in CLP with δ(0) = δ(4)/2 > 0. To this end, we define
z(4)(t) =
∫ t
0
x(4)(r)dr and z(0)(t) =
∫ t
0
x(0)(r)dr and observe that
|z(4)(t)− z(0)(t)| ≤
∫ t
0
|x(0)(r)− x(4)(r)| dr ≤ η ∀t ∈ [0, 1]. (2.9)
Next, we obtain
Gx(0)(t) +
∫ t
0
Hx(0)(r)dr = Gx(0)(t) +Hz(0)(t)
≥ Gx(4)(t) +Hz(4)(t)− η(‖H‖+ ‖G‖)e
≥ b(t) + δ(0)e ,
where the first inequality holds due to (2.8) and (2.9), while the second inequality follows from
the definition of η and the strict feasibility of x(4). From (2.8) it is also clear that x(0)(t) ≥
x(4)(t) ≥ 0, while the definition of η implies
|ϕ(x(4))− ϕ(x(0))| ≤ ‖c‖1‖x(4) − x(0)‖∞ ≤ ‖c‖1η ≤ 
3
. (2.10)
We have thus shown that x(0) represents a strictly feasible and polynomial policy which is near-
optimal. Indeed, the estimates (2.4), (2.7), and (2.10) imply that |ϕopt − ϕ(x(0))| ≤ . This
observation completes the proof.
We remark that the theorem remains valid if only (C1′) and (C2′) hold while CLP has a finite
optimal value (but may not be solvable).
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Theorem 2.4.2 (dual convergence) If (C1′)–(C3′) hold, then for any  > 0 there exists a
polynomial policy y(0) ∈ L∞m feasible in CLP∗ such that
|ϕ∗opt − ϕ∗(x(0))| ≤ ,
where ϕ∗(x) =
∫ 1
0
b(t)>y(t)dt, and ϕ∗opt denotes the optimal value of CLP∗.
Proof The proof closely parallels that of Theorem 2.4.1 and is therefore omitted. The theorem
remains valid if only (C1′) and (C3′) hold while CLP∗ has a finite optimal value.
Corollary 2.4.1 If (C1′)–(C3′) hold, then {infCLPθ}θ∈N and {supCLP∗θ}θ∈N converge from
above and below, respectively, to supCLP∗ = infCLP.
2.5 Piecewise Polynomial Decision Rules
It is well known that the optimal solutions of CLP and CLP∗ can have kinks, or even dis-
continuities, which are difficult to approximate with polynomials. In order to improve the
approximation quality and to tighten the bounds of Section 2.3, one could therefore allow for
more flexible decision rules with kinks and jumps. In view of our previous results, it is natural
to investigate the class of piecewise polynomial policies with a finite set of preassigned break-
points at 0 = t0 < t1 < · · · < tk = 1. Having introduced the notation for discontinuous policies,
we can relax condition (C1′) to allow for piecewise polynomial right-hand side vectors and cost
rate functions without further complicating our exposition.
(C1′′) b and c are polynomials of degree d ∈ N on the interval t ∈ [tl−1, tl) for each l = 1, . . . , k,
while G ∈ Rm×n and H ∈ Rm×n.
Condition (C1′′) implies that there exist Bl ∈ Rm×(d+1) and Cl ∈ Rn×(d+1) such that b(t) =
Blζd(t) and c(t) = Clζd(t) for t ∈ [tl−1, tl), l = 1, . . . , k. The more restrictive condition (C1′) is
recovered by setting Bl = B1 and Cl = C1 for all l.
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Denote by CLPk,θ a restriction of CLP in which we optimize only over piecewise polynomial
policies of degree θ ∈ N, that is, policies of the form x(t) = Xlζθ(t) for t ∈ [tl−1, tl), l = 1, . . . , k.
The matrices Xl ∈ Rn×(θ+1), l = 1, . . . , k, provide a finite parameterization of the policy space.
Using arguments familiar from Section 2.3.1 it can be shown that CLPk,θ is equivalent to
minimize
k∑
l=1
tr(C>l XlPθMlP
>
d )
subject to Xl ∈ Rn×(θ+1)(
GXlPθ +H
[
l−1∑
q=1
XqPθKq +XlPθJl
]
−BlPd
)
P>η ∈ Kηl,m
Xl ∈ Kθl,n

∀l,
(2.11)
where η = max{θ+1, d} andMl =
∫ tl
tl−1
ζ(t)ζ(t)>dt. Here, we also use the integration operators
Kl and Jl defined through (Kl)ij = (til − til−1)/i if j = 1; = 0 otherwise and (Jl)ij = 1/i if
j = i+ 1; = −til−1/i if j = 1; = 0 otherwise, i, j ∈ N. They are designed to satisfy the relations
Klζ(t) =
∫ tl
tl−1
ζ(s)ds and Jlζ(t) =
∫ t
tl−1
ζ(s)ds .
The conic program (2.11) also involves generalized cones of the type
Kβl,α =
{
X ∈ Rα×(β+1) : Xζβ(t) ≥ 0 ∀ t ∈ [tl−1, tl]
}
for α, β ∈ N and l = 1, . . . , k, which are representable as linear images of 2α-fold products of
semidefinite cones; see Theorems 2.3.1 and 2.3.2. This implies that CLPk,θ is computationally
tractable for fixed k and θ.
In analogy to the discussion above, we can introduce a restriction CLP∗l,θ of the dual prob-
lem CLP∗ in which we optimize only over polynomial policies of the form y(t) = Ylζθ(t) for
t ∈ [tl−1, tl), l = 1, . . . , k. Here, the matrices Yl ∈ Rn×(θ+1), l = 1, . . . , k, provide a finite
parameterization of the policy space. Using arguments familiar from Section 2.3.2 it can be
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shown that CLP∗k,θ is equivalent to
maximize
k∑
l=1
tr(B>l YlPθMlP
>
d )
subject to Yl ∈ Rm×(θ+1)(
ClPd −G>YlPθ −H>
[
YlPθJ
∗
l +
k∑
q=l+1
YqPθKq
])
P>η ∈ Kηl,n
Yl ∈ Kθl,m

∀l.
(2.12)
Here, the operators Kl are defined as in (2.11), while the adjoint integration operators J∗l are
defined through (J∗l )ij = −1/i if j = i + 1; = til/i if j = 1; = 0 otherwise, i, j ∈ N. They are
designed to satisfy the relations
J∗l ζ(t) =
∫ tl
t
ζ(s)ds .
The above findings are summarized in the following main theorem.
Theorem 2.5.1 If (C1′′) holds, then infCLPk,θ ≥ infCLP and supCLP∗k,θ ≤ supCLP∗, where
infCLPk,θ and supCLP∗k,θ can be computed efficiently for any fixed k, θ ∈ N by solving the
conic programs (2.11) and (2.12), respectively. If strong duality holds, then we further have
supCLP∗k,θ ≤ infCLP.
Remark 2.5.1 Instead of using preassigned breakpoints and a uniform fixed degree for the poly-
nomial policies on all subintervals, one could devise an adaptive algorithm that sequentially adds
or removes breakpoints and increases or decreases the polynomial degrees on the subintervals
with the goal of minimizing the optimality gap subject to size constraints on the arising conic
programs. Adaptive algorithms for the placement of breakpoints in SCLP have been suggested
by Pullan [Pul93]. Luo and Bertsimas [LB98] went even further by treating the length of each
discretization interval as a decision variable.
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2.6 Numerical Examples
We illustrate the performance of the proposed solution methods on example problems from
queueing theory and economics. Problems of this kind have motivated much of the research on
continuous linear programming. All computations are performed within MATLAB 2008b and
by using the YALMIP interface [L0¨4] of the SDPT3 optimization toolkit [TTT03] on a 3.00Gz
Intel Core 2 Duo processor machine with 4GB RAM.
2.6.1 Multiclass Queueing Networks
Consider the multiclass queueing network depicted in Figure 2.1, which could represent a multi-
tier Web system [MCCE08]. The system consists of four front servers (A–D) and two back-end
servers (E and F), and it accepts eight different classes of requests that arrive in a single burst.
We assume that class i requests arrive at rate b˙i(t) = κi max{t− 103 t2, 0}, where κi is specified
as in Table 2.1. This is a stress case for a real system since handling burstiness is a difficult
unsolved problem in system management [MCCE09]. Requests processed by the front servers
either are routed to the back-end servers with probability 4
5
or leave the system with probability
1
5
(EXIT). Upon processing, the back-end servers feed the requests back to the front servers.
Class i requests are processed at rate xf,i(t) by the front servers and at rate xb,i(t) by the back-
end servers. Moreover, they arrive at rate b˙i(t) +xb,i(t) at the front servers and at rate 45 xf,i(t)
at the back-end servers. Thus, at time t there is a queue of nf,i(t) = bi(t) +
∫ t
0
xb,i(r)−xf,i(r)dr
class i requests waiting to be processed by the front servers, where bi(t) =
∫ t
0
b˙i(r)dr. Similarly,
nb,i(t) =
∫ t
0
4
5
xf,i(r) − xb,i(r)dr class i requests await processing by the back-end servers. All
queues are assumed to have infinite buffer capacities.
Denote by τi the time required to process a class i request on a single processor; see Table 2.1.
If a front server is not fully loaded (e.g., it has idle processors), its output rate for class i
requests is therefore bounded above by nf,i(t)/τi. This implies τixf,i(t) ≤ nf,i(t). Similarly,
we have τixb,i(t) ≤ nb,i(t) for partially loaded back-end servers. Assume now that each front
(back-end) server accommodates Nf = 25 (Nb = 41) processors. Thus, the total number of
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Figure 2.1: Multiclass queueing network.
requests processed in parallel by front server A, τ1xf,1(t) + τ2xf,2(t), may never exceed Nf .
Similar constraints hold for all other servers in the system. Completed requests flow out of
the system at rate xout(t) = 15
∑8
i=1 xf,i(t). We choose the servers’ processing rates in order to
minimize the average backlog of the system over a planning horizon T = 2.2; that is, we seek
to minimize 1
T
∫ T
0
∑8
i=1 nf,i(t) + nb,i(t)dt.
Table 2.1: Parameters of request classes.
i 1 2 3 4 5 6 7 8
κi 546 378 504 247 561 522 503 571
τi 0.0800 0.0512 0.1120 0.0704 0.0320 0.0960 0.0720 0.0640
The control problem outlined above can be viewed as an instance of CLP with piecewise poly-
nomial data. Note that the problem cannot be reformulated as an instance of SCLP because
the output rate constraints for partially loaded servers couple the output rates with the queue
lengths. We obtain upper and lower bounds on its optimal value by solving the conic programs
CLPk,θ and CLP∗k,θ, respectively, for different values of k and θ. One breakpoint is always
placed at t = 3
10
, where the b˙i(t) have a kink. All other k − 1 breakpoints are equally spaced
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on the interval [0, T ]. Figure 2.2 reports the optimality gaps
∆k,θ = 2×
inf CLPk,θ − supCLP∗k,θ
inf CLPk,θ + supCLP∗k,θ
and the CPU times τk,θ for solving both CLPk,θ and CLP∗k,θ. First we notice that polynomial
policies of degree 4 and 5 without breakpoints achieve a smaller optimality gap than piecewise
constant policies with 20 breakpoints. Moreover, the polynomial policies can be computed
about three times faster. To showcase the merits of using piecewise polynomial policies, we
determine for each time budget τ the smallest optimality gap ∆(τ) = min{∆k,θ : τk,θ ≤ τ}
that can be computed in time less than τ . Similarly, we determine the smallest optimality gap
∆0(τ) = min{∆k,0 : τk,0 ≤ τ} achievable with piecewise constant policies only. Figure 2.2 shows
that ∆(τ) (solid line) is significantly smaller than ∆0(τ) (dashed line) for τ & 10 s, while smaller
time budgets lead to unacceptably high optimality gaps. Thus, for a given time budget (target
optimality gap), the polynomial decision rule approach achieves superior accuracy (shorter
computation time) than a naive time discretization approach.
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Figure 2.2: Queueing model: Trade-off between CPU time and optimality gap.
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We emphasize that even if the arrival rates b˙i(t) were time-independent, most algorithms for
separated continuous linear programs would not be applied to the example problem at hand
since the capacity constraints couple the output rates with the queue lengths.
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2.6.2 Continuous-Time Leontief Models
Consider a closed economy consisting of n industries, each producing a different homogeneous
good i = 1, . . . , n. We denote by A ∈ Rn×n the economy’s consumption matrix, where Aij
represents the input amount of good i consumed by the jth industry in order to produce a unit
output of good j. Thus, in order to sustain the output rate x(t) ∈ Rn the economy requires an
input rate Ax(t), implying that the net production rate amounts to (I−A)x(t). We require that
there should be no disinvestment of stocks of goods in the production process at any time, that
is, (I−A)x(t) ≥ 0 a.e. If α ∈ Rn denotes the initial stock, then the stock of goods accumulated
by time t is
∫ t
0
(I − A)x(s)ds + α. Let B ∈ Rn×n be the matrix of capital coefficients, where
Bij defines the stock of good i required per unit of capacity of industry j. Thus, we impose the
production capacity constraint Bx(t) ≤ ∫ t
0
(I −A)x(s)ds+ α a.e. By definition, A and B have
nonnegative entries. Additionally, the consumption matrix A must be productive; that is, in
order to produce a unit of good i, no more than one unit of good i should be required in the
corresponding production process. It can be shown that this requirement is satisfied iff I − A
has a nonnegative inverse. Therefore, the constraint (I −A)x(t) ≥ 0 a.e. implies that x(t) ≥ 0
a.e. The objective is to maximize the total value of all goods produced in the economy within
a period [0, T ], where c ∈ Rn represents the vector of values of the different goods. Thus, we
aim at solving the following continuous linear program with constant data, which was originally
discussed in [Tyn65]:
maximize
∫ T
0
c>(I − A)x(t) dt
subject to x ∈ L∞n ,
Bx(t) ≤
∫ t
0
(I − A)x(s)ds + α
(I − A)x(t) ≥ 0
 a.e.
(2.13)
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We solve an instance of (2.13) with n = 25 industries and a planning horizon of T = 30 years.
The input data of the problem is provided in Tables 2.4 and 2.5. The consumption matrix A
and the initial stock α are based on aggregate data for the U.S. economy [Lay11, Section 2.6].
We obtain upper and lower bounds on the optimal value of problem (2.13) by solving the
associated conic programs CLPk,θ and CLP∗k,θ, respectively, for different values of k and θ. As
usual, the breakpoints are equally spaced within the interval [0, T ], and the optimality gaps ∆k,θ
are computed as in Section 2.6.1. We remark that the approximations corresponding to k = 0
coincide with the approximations based on time discretization described in [Tyn65]; to the
best of our knowledge these are the only existing approximations applicable to (nonseparated)
problems of the type (2.13).
The best piecewise constant policy found within 200 s has k = 39 uniform breakpoints and
achieves a disappointing optimality gap of 46%. In contrast, the best piecewise polynomial
policy found within the same time frame corresponds to k = 10 and θ = 3 and achieves
an excellent optimality gap of 1%. Figure 2.3 illustrates the trade-off between accuracy and
complexity of the various approximations. As usual, the solid line traces out the best gap for a
given time budget over all policies, while the dashed line traces out the best gap achieved with
piecewise constant policies only. Even though the optimality gaps for the piecewise constant
approximations (θ = 0) are known to converge to zero as k tends to infinity, the convergence
is much slower than for the piecewise polynomial approximations (θ > 0). The polynomial
decision rules outperform the piecewise constant decision rules more clearly than in the example
of Section 2.6.1 because the optimal policies of the Leontief model are highly nonlinear, while
those for the queueing model tend to be constant on a sizeable portion of the planning period.
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Figure 2.3: Leontief model: Trade-off between CPU time and optimality gap.
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Chapter 3
Scenario-Free Stochastic Programming
with Polynomial Decision Rules
Multi-stage stochastic programming provides a versatile framework for optimal decision making
under uncertainty, but it gives rise to hard functional optimization problems since the adaptive
recourse decisions must be modeled as functions of some or all uncertain parameters. We
propose to approximate these recourse decisions by polynomial decision rules and show that
the best polynomial decision rule of a fixed degree can be computed efficiently. We also show
that the suboptimality of the best polynomial decision rule can be estimated efficiently by
solving a dual version of the stochastic program in polynomial decision rules.
3.1 Introduction
Multi-stage stochastic programs have manifold applications in engineering and management
science. They naturally arise in power system scheduling, investment planning and supply
chain management etc. [WZ05]. Despite their wide applicability, generic multi-stage stochastic
programs are computationally intractable, and one has to resort to approximation methods
to solve instances of nontrivial sizes. Over the past decades, researchers have mainly devised
solution methods that rely on a discretization of the uncertain parameters. Theoretically, these
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scenario-based approaches can achieve any desired level of accuracy at the cost of proliferating
the computational overhead. Recent progress in robust optimization has lead to the emergence
of a new class of tractable approximation techniques which preserve the true distribution of
the uncertain parameters but restrict the set of recourse decisions to those possessing a spe-
cific functional form. Ben-Tal et al. [BTGGN04] studied linear decision rules in the context of
robust optimization and proved that the best linear decision rule can be computed efficiently.
This tractable upper bound approximation was later extended to the realm of stochastic pro-
gramming by Shapiro and Nemirovski [SN05]. To quantify the suboptimality of the best linear
decision rule for a given stochastic program, Kuhn et al. [KWG11] proposed to solve its dual
problem in linear decision rules, which results in an efficiently computable lower bound. A
method to improve the approximation quality of linear decision rules was suggested by Chen
et al. [CSSZ08, CZ09] and Goh and Sim [GS10], who devised several classes of piecewise linear
decision rules with desirable scalability properties. The approximation error of piecewise linear
decision rules can be estimated by a duality technique due to Georghiou et al. [GWK10]. While
piecewise linear decision rules offer a superior approximation quality relative to linear decision
rules, they result in an increased computational burden and require tedious fine tuning of multi-
ple design parameters. In the absence of structural information about the true optimal solution
of a stochastic program, it may therefore be more appropriate to approximate the recourse
decisions by polynomial decision rules, which are fully specified by a single design parameter,
i.e., their degree. A polynomial decision rule approximation for robust dynamic optimization
problems has recently been suggested by Bertsimas et al. [BIP11].
In this chapter we assess the potential of polynomial decision rules for solving multi-stage
stochastic programs, that is, we impose a polynomial structure on the recourse decision of
both the original stochastic program and its dual counterpart. The solutions of the two aris-
ing approximate problems provide upper and lower bounds on the true optimal value of the
stochastic program, respectively. By using recent results on polynomial optimization and the
general problem of moments, we demonstrate that these bounds can be computed in polyno-
mial time by solving two tractable semidefinite programs. A similar approach for simple linear
decision rules has been proposed in [KWG11]. First numerical results indicate that even low-
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degree polynomial decision rules can significantly outperform linear (and even piecewise linear)
decision rules.
The rest of the chapter is structured as follows. In Sections 3.2 and 3.3 we develop polynomial
decision rule approximations for single and multi-stage stochastic programs, respectively, and
in Section 3.4 we assess the potential of our approach for solving a capacity expansion problem
from the literature.
Notation Uncertainty is modeled by a probability space (Rk,B(Rk),P). The elements of the
sample space Rk are denoted by ξ, and the Borel σ-algebra B(Rk) represents the set of events
that are assigned probabilities by the probability measure P. Let Lk,n denote the space of all
Borel measurable functions from Rk to R that are bounded on compact sets. Also, denote by
E(·) the expectation operator with respect to P, and let Ξ denote the support of P, i.e., the
smallest closed subset of Rk which has probability 1. The trace of a square matrix is denoted
by tr(·), and Sn is defined as the space of all symmetric n × n matrices. For A,B ∈ Sn, the
relation A  B means that A− B is positive semidefinite. We denote by R[ξ] the ring of real
polynomials in ξ and let Rd[ξ] be its subspace of polynomials of degree at most d. Moreover,
we denote by Bd(ξ) := (1, ξ1, ξ2, . . . , ξk, ξ21 , ξ1ξ2, . . . , ξ1ξk, ξ22 , . . . , ξdk) the canonical basis of Rd[ξ],
whose dimension is denoted as s(k, d) :=
(
k+d
d
)
. For α ∈ Nk0, ξα represents the monomial
ξα11 ξ
α2
2 · · · ξαkk , and |α| is defined as
∑k
i=1 αi. Finally, we define the set Ld :=
{
α ∈ Nk0 : |α| ≤ d
}
.
Thus, a polynomial p ∈ Rd[ξ] is representable as p(ξ) =
∑
α∈Ld pαξ
α = p>Bd(ξ). By a slight
abuse of notation, we use the same symbol p for a polynomial p ∈ Rd[ξ] and the vector of its
coefficients p ∈ Rs(k,d).
3.2 One-stage Stochastic Programs
We study decision problems under uncertainty in which a decision maker first observes a random
vector ξ ∈ Rk and then selects a decision x(ξ) ∈ Rn. The decision x(ξ) must satisfy the
inequality constraints A(ξ)x(ξ)≤b(ξ) and incurs a cost c(ξ)>x(ξ). The objective is to choose
the function x ∈ Lk,n so as to minimize the expected cost while satisfying the constraints with
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probability 1. The functions x ∈ Lk,n that map observations to decisions are referred to as
decision rules or policies. This decision problem can be formulated as the following one-stage
stochastic program.
inf E
(
c(ξ)>x(ξ)
)
s.t. x ∈ Lk,n
A(ξ)x(ξ) ≤ b(ξ) P-a.s.
(SP)
In the remainder we assume that the objective function coefficients and the right hand side
function of the constraints depend polynomially on the uncertain parameters ξ, that is, we
require that c(ξ) = CBθ(ξ) for some C ∈ Rn×s(k,θ) and b(ξ) = BBθ(ξ) for some B ∈ Rm×s(k,θ).
The assumption that both polynomials share the same degree θ is nonrestrictive but simplifies
the notation in the rest of the chapter. Moreover, we assume that the recourse matrix is
independent of ξ, that is, A(ξ) = A for some A ∈ Rn×m. We emphasize that all results to
be developed below could easily be extended to the case of a random recourse matrix with a
polynomial dependence on the uncertain parameters. However, this would come at the expense
of complicating the notation. The support Ξ of the probability measure P is a compact basic
semi-algebraic set with nonempty interior defined by polynomial inequalities,
Ξ =
{
ξ ∈ Rk : wj(ξ) ≥ 0, j = 0, . . . , J
}
, (3.1)
where wj ∈ Rdj [ξ], j = 0, . . . , J . Without loss of generality, we may set w0(ξ) = 1. Furthermore,
we assume that there exist polynomials uj ∈ R[ξ] such that the set
{ξ ∈ Rn : ∑Jj=0 uj(ξ)wj(ξ) ≥ 0}
is compact. This assumption, which is known as Putinar’s compactness condition, is nonre-
strictive and can always be enforced by appending a dummy constraint a2 − ‖ξ‖2 ≥ 0 to the
definition of Ξ for some large a ∈ R, see [Put93].
The above conditions ensure that problem SP is well-defined. For the further argumentation
it is convenient to introduce a functional slack variable s ∈ Lk,m, which we use to convert the
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inequality constraints in SP to equality constraints.
inf E
(
c(ξ)>x(ξ)
)
s.t. x ∈ Lk,n, s ∈ Lk,m
A(ξ)x(ξ) + s(ξ) = b(ξ)
s(ξ) ≥ 0
 P-a.s.
(3.2)
It is known that problem SP and its reformulation (3.2) are #P-hard [DS06]; there is no
efficient algorithm to compute the optimal value of SP exactly unless P=NP. We thus settle for
the modest goal of finding efficiently computable upper and lower bounds. This is achieved by
restricting the functional form of the primal and certain dual decision rules in SP to polynomial
functions of a fixed degree. Hence, we reduce the feasible sets of the primal and dual problems.
The solutions of these two problems provide upper and lower bounds on the optimal value
of SP . We employ recent results on polynomial optimization and the generalized problem of
moments to show that these upper and lower bound problems admit tractable approximations.
3.2.1 Primal Polynomial Decision Rules
In order to derive a conservative approximation for SP , we reduce the set of admissible decision
rules from the space of all measurable functions to the space of polynomial functions of even
degree 2d, that is, we set
x(ξ) = XB2d(ξ) for some X ∈ Rn×s(k,2d),
s(ξ) = SB2d(ξ) for some S ∈ Rm×s(k,2d).
(3.3)
For this restriction to result in a feasible approximate problem we require that 2d ≥ max{θ, d0, . . . , dJ}.
Substituting (3.3) into (3.2) yields
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inf tr
(
T>θ C
>XM2d
)
s.t. X ∈ Rn×s(k,2d), S ∈ Rm×s(k,2d)
AXB2d(ξ) + SB2d(ξ) = BTθB2d(ξ)
SB2d(ξ) ≥ 0
P-a.s.,
(SPu)
where we use the symmetric moment matrix
M2d := E
(B2d(ξ)B2d(ξ)>)
and a truncation operator Tθ : Rs(k,2d) → Rs(k,θ) which maps the monomial basis B2d(ξ) to the
reduced basis Bθ(ξ). As problem SPu is obtained by reducing the feasible set of the original
stochastic program SP , its optimal value provides indeed an upper bound on the optimal value
of SP . Note that SPu involves finitely many decision variables, that is, the coefficients X
and S of the polynomial decision rules, but infinitely many constraints parametrized by ξ. We
first observe that since polynomials are continuous, the almost sure constraints in SPu hold in
fact for all ξ in the support of P, that is, for all ξ ∈ Ξ. Thus, the equality constraint in SPu
requires a vector-valued polynomial to vanish identically on a set with nonempty interior. This
is possible if and only if all the coefficients of the polynomial vanish. The equality constraint
is therefore equivalent to
AX + S = BTθ.
The inequality constraint in SPu requires that each component of the vector-valued function
s(ξ) belongs to P2d(Ξ), where P2d(Ξ) denotes the cone of polynomials of degree 2d that are
nonnegative on Ξ. For the further argumentation, we define the cone of polynomials of degree
2d that have a sums-of-squares (SOS) decomposition relative to Ξ, that is,
Σ2d(Ξ) :=
s ∈ R2d[ξ] : s(ξ) =
∑J
j=0 sj(ξ)wj(ξ),
sj ∈ Σ2d˜j(Rk), j = 0, . . . , J
 ,
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where d˜j = d− ddj2 e and
Σ2d˜j(R
k) :=
s ∈ R2d˜j [ξ] : s(ξ) =
∑L
l=1 sl(ξ)
2,
for some s1, . . . , sL ∈ R[ξ]

stands for the cone of SOS polynomials. It is clear that any s ∈ Σ2d(Ξ) is nonnegative on Ξ, and
thus Σ2d(Ξ) ⊆ P2d(Ξ). We remark that testing whether a generic polynomial is nonnegative
on Ξ (i.e., checking membership in P2d(Ξ)) is NP-hard [Mur87]. However, testing whether a
polynomial has an SOS decomposition relative to Ξ (i.e., checking membership in Σ2d(Ξ)) is
equivalent to solving a tractable semidefinite program [Par03].
Proposition 3.2.1 Assume that Ξ is defined as in (3.1). Then, for any s ∈ R2d[ξ] the following
statements are equivalent.
(i) s ∈ Σ2d(Ξ).
(ii) There exist positive semidefinite matrices Y j ∈ Ss(k,d˜j), j = 0, . . . , J , such that s =∑J
j=0 Λ
∗
j(Y
j), where Λ∗j : Ss(k,d˜j) → Rs(k,2d) is a linear operator defined through
[
Λ∗j(Y
j)
]
α
= tr
(
QjαY
j
)
, α ∈ L2d, (3.4)
and Qjα ∈ Ss(k,d˜j) is a real symmetric matrix defined through
[Qjα]βγ =
 [wj]δ if α− β + γ = δ,0 otherwise.
Proof This result is due to Putinar [Put93]. The proof is repeated here to keep the chapter
self-contained. For each j = 0, . . . , J define the linear operators Λj : Rs(k,2d) → Ss(k,d˜j) through
Λj(B2d(ξ)) =
∑
α∈L2d
Qjαξ
α.
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By construction, we have that
Λj(B2d(ξ)) = Bd˜j(ξ)Bd˜j(ξ)>w>j Bdj(ξ)
for all ξ ∈ Rk. The linear operators Λj and Λ∗j are adjoint to each other in the sense that
tr
(
Y jΛj(B2d(ξ))
)
= Λ∗j(Y
j)>B2d(ξ)
for all ξ ∈ Rk and for all Y j ∈ Ss(k,d˜j). Assume now that there exist matrices Y j ∈ Ss(k,d˜j) such
that Y j  0 and s(ξ) = ∑Jj=0 Λ∗j(Y j)>B2d(ξ). Thus we have
s(ξ) =
J∑
j=0
Λ∗j(Y
j)>B2d(ξ)
=
J∑
j=0
tr
(
Y jΛj(B2d(ξ))
)
=
J∑
j=0
tr
(
Y jBd˜j(ξ)Bd˜j(ξ)>w>j Bdj(ξ)
)
=
J∑
j=0
Bd˜j(ξ)>Y jBd˜j(ξ)wj(ξ).
Since all Y j are positive semidefinite, s is an element of Σ2d(Ξ). Thus (ii) implies (i). Conversely,
assume that s ∈ Σ2d(Ξ). Thus, s =
∑J
j=0 sj(ξ)wj(ξ) for some polynomials sj ∈ Σ2d˜j(Rk),
j = 0, . . . , J . Hence there exist positive semidefinite matrices Y j ∈ Ss(k,2d˜j) such that sj(ξ) =
Bd˜j(ξ)>Y jBd˜j(ξ), j = 0, . . . , J , see e.g. [Par03]. A reversal of the above argument then shows
that (i) implies (ii).
Proposition 3.2.1 ensures that Σ2d(Ξ) has a manifestly tractable representation as
Σ2d(Ξ)=
s ∈ R2d[ξ] : s(ξ) =
∑J
j=0 Λ
∗
j(Y
j)>B2d(ξ),
Y j  0, j = 0, . . . , J
 .
For convenience we define Pm2d(Ξ) and Σm2d(Ξ) as the sets of all m × s(k, 2d)-matrices whose
rows are all elements of P2d(Ξ) and Σ2d(Ξ), respectively. The inequality constraint in SPu
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is equivalent to S ∈ Pm2d(Ξ), and therefore SPu is generally intractable. To overcome this
deficiency, we approximate the inequality constraint by S ∈ Σm2d(Ξ), which yields the following
approximate problem.
inf tr
(
T>θ C
>XM2d
)
s.t. X ∈ Rn×s(k,2d), S ∈ Rm×s(k,2d)
AX + S = BTθ
S ∈ Σm2d(Ξ)
(S˜Pu)
By construction, S˜Pu represents a conservative approximation for SPu. Our insights can be
summarized as follows.
Theorem 3.2.1 We have inf S˜Pu ≥ inf SPu ≥ inf SP, and the approximate problem S˜Pu is
computationally tractable, that is, it can be solved in polynomial time.
3.2.2 Dual Polynomial Decision Rules
Similar techniques to those used in Section 3.2.1 can be applied to the dual of the stochastic
program SP . This will allow us to construct a computationally tractable lower bound on the
optimal value of SP . A related approach has been proposed in [KWG11] to estimate the
suboptimality of linear decision rules.
For ease of exposition, denote by ‘infx,s’ the infimum operator over all x ∈ Lk,n and over all
s ∈ Lk,m that are almost surely nonnegative, by ‘supy’ the supremum operator over all y ∈ Lk,m
and by ‘supY ’ the supremum operator over all Y ∈ Rm×s(k,2d). We first introduce a min-max
reformulation of problem (3.2) in which the equality constraints are dualized.
inf
x,s
sup
y
E
(
c(ξ)>x(ξ) + y(ξ)> [Ax(ξ) + s(ξ)− b(ξ)] )
s.t. s(ξ) ≥ 0 P-a.s.
(3.5)
Problems (3.2) and (3.5) are indeed equivalent since the maximization over the dual decision
rules y ∈ Lk,m imposes an infinite penalty on every primal solution (x, s) ∈ Lk,n × Lk,m which
violates the equality constraints Ax(ξ) + s(ξ) = b(ξ) on a set of strictly positive probability.
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Using the equivalence of (3.2) and (3.5) we obtain
inf
x,s
SP
= inf
x,s
sup
y
E
(
c(ξ)>x(ξ) + y(ξ)>[Ax(ξ) + s(ξ)− b(ξ)] )
≥ inf
x,s
sup
Y
E
(
c(ξ)>x(ξ) + (Y B2d(ξ))> [Ax(ξ) + s(ξ)− b(ξ)]
)
.
In the last expression we require the dual decision rules to be representable as y(ξ) = Y B2d(ξ)
for some matrix Y ∈ Rm×s(k,2d). Thus we restrict the dual feasible set to contain only polynomial
decision rules of even degree 2d, where we require again that 2d ≥ max{θ, d0, . . . , dJ}. The
inner maximization in the third line can be carried out explicitly to yield
inf E
(
c(ξ)>x(ξ)
)
s.t. x ∈ Lk,n, s ∈ Lk,m
E
(
[Ax(ξ) + s(ξ)− b(ξ)]B2d(ξ)>
)
= 0
s(ξ) ≥ 0 P-a.s.
(SP l)
Notice that any (x, s) feasible in (3.2) satisfies Ax(ξ) + s(ξ) − b(ξ) = 0 for P-almost all ξ and
thus will satisfy the less restrictive expectation constraint in SP l. This observation confirms
that problem SP l is a relaxation of (3.2) and that its optimal value provides a lower bound on
the optimal value of SP . Problem SP l involves only finitely many equality constraints, but it
involves a continuum of decision variables and inequality constraints. In the remainder of this
section we will show that SP l admits a tractable lower bound approximation. Our reasoning
relies on the following technical results about the symmetric moment matrix M2d.
Proposition 3.2.2 M2d is positive definite and invertible.
Proof By definition, M2d is positive semidefinite. Assume now that there exists a v ∈ Rs(k,2d)
such that
v>M2dv = 0 ⇐⇒ E
((
v>B2d(ξ)
)2)
= 0.
This implies that the polynomial v>B2d(ξ) vanishes identically on Ξ. Since Ξ has nonempty
interior, we conclude that v = 0. Hence M2d is positive definite and, a fortiori, invertible.
3.2. One-stage Stochastic Programs 65
Next, we define new decision variables X ∈ Rn×s(k,2d) and S ∈ Rm×s(k,2d) in problem SP l, which
are uniquely determined by the decision rules x ∈ Lk,n and s ∈ Lk,m, respectively, through the
new constraints
XM2d = E
(
x(ξ)B2d(ξ)>
)
,
SM2d = E
(
s(ξ)B2d(ξ)>
)
.
(3.6)
We can use the relations (3.6) to re-express the objective function of SP l as tr(T>θ C>XM2d),
where the truncation operator Tθ is defined as in Section 3.2.1. Moreover, substituting (3.6)
into the expectation constraints of SP l yields AXM2d + SM2d = BTθM2d, which is equivalent
to AX + S = BTθ since M2d is invertible. Thus we can reformulate SP l as
inf tr
(
T>θ C
>XM2d
)
s.t. X ∈ Rn×s(k,2d), S ∈ Rm×s(k,2d)
AX + S = BTθ
∃x ∈ Lk,n : XM2d = E
(
x(ξ)B2d(ξ)>
)
∃s ∈ Lk,m : SM2d = E
(
s(ξ)B2d(ξ)>
)
,
s(ξ) ≥ 0 P-a.s.
(3.7)
The penultimate constraint in (3.7) is redundant and can be omitted without affecting the
problem’s feasible set. Indeed, for any X ∈ Rn×(k,2d) the polynomial decision rule x(ξ) =
XB2d(ξ) ∈ Lk,n satisfies the postulated conditions. However, the last constraint involves the
solution of m multidimensional moment problems.
For the further argumentation, we introduce the cone M2d(Ξ) of moment sequences with a
representing measure supported on Ξ, that is, we set
M2d(Ξ) :=
{
y ∈ Rs(k,2d) : ∃µ ∈ N with y =
∫
Ξ
B2d(ξ)µ(dξ)
}
,
whereN denotes the set of nonnegative Borel measures supported on Ξ. Moreover, we introduce
the cone
M+2d(Ξ) =
{
y ∈ Rs(k,2d) : Λj(y)  0 j = 0, . . . , J
}
,
where the matrix-valued functions Λj are defined as in the proof of Proposition 3.2.1.
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Proposition 3.2.3 The conesM2d(Ξ) andM+2d(Ξ) satisfy the following relations.
(i) P2d(Ξ) andM2d(Ξ) are dual to each other.
(ii) Σ2d(Ξ) andM+2d(Ξ) are dual to each other.
(iii) M2d(Ξ) ⊆M+2d(Ξ).
Proof This result is due to Haviland [Hav35]. The proof is repeated here to keep the chapter
self-contained.
(i) The cones P2d(Ξ) andM2d(Ξ) are dual to each other if and only if P2d(Ξ) = (M2d(Ξ))∗
and (P2d(Ξ))∗ = clM2d(Ξ). For p ∈ P2d(Ξ) and y ∈M2d(Ξ) we have
p>y =
∫
Ξ
p>B2d(ξ)µ(dξ) =
∫
Ξ
p(ξ)µ(dξ) ≥ 0
for some µ ∈ N . By the definition of cone duality we may thus conclude that P2d(Ξ) ⊆
(M2d(Ξ))∗. Suppose now that p /∈ P2d(Ξ), which implies that there exists a ξ0 ∈ Ξ
such that p(ξ0) < 0. Let µ be the Dirac measure concentrated on the set {ξ0} and let
y = B2d(ξ0) be its sequence of moments. Then, we find
p>y =
∫
Ξ
p>B2d(ξ)µ(dξ) = p(ξ0) < 0.
Thus, p is not contained in (M2d(Ξ))∗, which implies that (M2d(Ξ))∗ ⊆ P2d(Ξ). Hence,
P2d(Ξ) = (M2d(Ξ))∗. AsM2d(Ξ) is convex and closed, this identity further implies that
(P2d(Ξ))∗ = (M2d(Ξ))∗∗ =M2d(Ξ).
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(ii) By cone duality, we have
y ∈ (Σ2d(Ξ))∗
⇐⇒ p>y ≥ 0 ∀p ∈ Σ2d(Ξ)
⇐⇒
J∑
j=0
Λ∗j(Y
j)>y ≥ 0
⇐⇒ tr(Y jΛj(y)) ≥ 0

∀Y j  0,
j = 0, . . . , J
⇐⇒ Λj(y)  0 ∀j = 0, . . . , J.
Hence,M+2d(Ξ) is the dual cone of Σ2d(Ξ). As Σ2d(Ξ) is convex and closed, this further
implies that (M2d(Ξ))∗ = (Σ2d(Ξ))∗∗ = Σ2d(Ξ).
(iii) The known inclusion P2d(Ξ) ⊇ Σ2d(Ξ) implies via assertions (i) and (ii) thatM2d(Ξ) =
(P2d(Ξ))∗ ⊆ (Σ2d(Ξ))∗ =M+2d(Ξ).
Inspecting problem (3.7), we see that the last constraint requires each component si(ξ), i =
1, . . . ,m, of the vector-valued function s(ξ) to be the density function of a measure µi ∈ N
whose moments coincide with the ith row of SM2d. This implies via Proposition 3.2.3 that the
ith row of SM2d must be contained inM2d(Ξ) ⊆M+2d(Ξ). For the further argumentation, define
Mm2d(Ξ) and Mm+2d (Ξ) as the cones of all m × s(k, 2d)-matrices whose rows are all contained
inM2d(Ξ) andM+2d(Ξ), respectively. The above reasoning implies that we obtain a tractable
relaxation for problem SP l if we replace the last existence constraint in (3.7) by the requirement
SM2d ∈Mm+2d (Ξ).
inf tr
(
T>θ C
>XM2d
)
s.t. X ∈ Rn×s(k,2d), S ∈ Rm×s(k,2d)
AX + S = BTθ
SM2d ∈Mm+2d (Ξ)
(S˜P l)
By construction, S˜P l represents a relaxation of SP l. This result culminates in the following
theorem.
Theorem 3.2.2 We have inf S˜P l ≤ inf SP l ≤ inf SP, and the approximate problem S˜P l is
computationally tractable.
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3.3 Multi-stage Stochastic Programs
We now demonstrate how the polynomial decision rule approximations developed for one-stage
stochastic programs can be extended to multi-stage problems of the form
inf E
(
T∑
t=1
ct(ξ
t)>xt(ξt)
)
s.t. xt ∈ Lkt,nt ∀t ∈ T
t∑
s=1
Ats(ξ
t)xs(ξ
s) ≤ bt(ξt) P-a.s. ∀t ∈ T.
(MSP)
We continue to work with the probability space (Rk,B(Rk),P) and assume that P is supported
on a compact basic semi-algebraic set Ξ of the type (3.1) with nonempty interior. Moreover,
we assume that the elements of the sample space are now representable as ξ = (ξ1, . . . , ξT ),
where the subvectors ξt ∈ Rkt are observed sequentially at time points indexed by t ∈ T :=
{1, . . . , T}. The history of observations up to time t is denoted by ξt := (ξ1, . . . , ξt) ∈ Rkt ,
where kt :=
∑t
s=1 ks. For consistency, we require that ξ
T = ξ and kT = k. We use Et(·) to
denote conditional expectation with respect to P given the random variable ξt. Finally, we
introduce truncation operators Pd,t : Rs(k,d) → Rs(kt,d) for any t ∈ T and d ∈ N0 that map the
monomial basis Bd(ξ) to the reduced basis Bd(ξt).
The decision xt(ξt) is selected at time t after the outcome history ξt has been observed but
before the future outcomes {ξs}s>t have been revealed. The objective is to find an optimal
sequence of decision rules xt ∈ Lkt,nt , t ∈ T, which map the available observations to decisions
and minimize a linear expected cost function subject to linear constraints. The requirement
that xt depends only on ξt reflects the causality of the decision process.
Without much loss of generality, we assume henceforth that MSP has fixed recourse and
that the objective function coefficients and the right-hand side vectors are non-anticipative
polynomial functions of the uncertain parameters. For notational convenience, we assume that
all these polynomials share the same degree θ. Thus, we postulate that ct(ξt) = CtPθ,tBθ(ξ)
for some Ct ∈ Rnt×s(kt,θ), bt(ξt) = BtPθ,tBθ(ξ) for some Bt ∈ Rmt×s(kt,θ) and that the matrices
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Ats(ξ
t) = Ats ∈ Rmt×ns are independent of ξ.
By introducing a sequence of non-anticipative slack variables st ∈ Lkt,mt , t ∈ T, we can reduce
MSP to the following standard form.
inf E
(
T∑
t=1
ct(ξ
t)>xt(ξt)
)
s.t. xt ∈ Lkt,nt , st ∈ Lkt,mt ∀t ∈ T
t∑
s=1
Atsxs(ξ
s) + st(ξ
t) = bt(ξ
t)
st(ξ
t) ≥ 0

P-a.s.
∀t ∈ T.
(3.8)
Problem MSP is generically computationally intractable [SN05]. However, as in the single-
stage case, it can be approximated from above and below by two semi-infinite problemsMSPu
and MSP l, respectively, which are obtained by restricting the primal and certain dual deci-
sion rules to those that are representable as polynomial functions of the uncertain parameters
ξ. For a fixed degree of the polynomial approximations, these semi-infinite problems can be
approximated by tractable semidefinite programs.
ProblemMSPu is obtained by solving the original problemMSP in polynomial decision rules
of degree 2d ≥ max{θ, d0, . . . , dJ}. The decision and slack variables can thus be written as
xt(ξ
t) = XtP2d,tB2d(ξ) for some Xt ∈ Rnt×s(kt,2d) and st(ξt) = StP2d,tB2d(ξ) for some St ∈
Rmt×s(kt,2d). To ensure that this approximation leads to a tractable problem, we require that
Et(B2d(ξ)) is essentially polynomial in ξt, that is, Et(B2d(ξ)) = MtP2d,tB2d(ξ) P-a.s. for some
matrix Mt ∈ Rs(k,2d)×s(kt,2d) for all t ∈ T. Using the truncation operator Tθ and the second
order moment matrix M2d defined in Section 3.2 and the fact that Ξ has nonempty interior,
problemMSPu can be approximated by the following semidefinite program.
inf
T∑
t=1
tr
(
CtPθ,tTθM2dP
>
2d,tX
>
t
)
s.t. Xt ∈ Rnt×s(kt,2d), St ∈ Rmt×s(kt,2d)
t∑
s=1
AtsXsP2d,s + StP2d,t = BtPθ,tTθ
StP2d,t ∈ Σm2d(Ξ)
 ∀t ∈ T
( ˜MSPu)
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By construction, ˜MSPu constitutes a tractable conservative approximation forMSPu.
Theorem 3.3.1 We have inf ˜MSPu ≥ infMSPu ≥ infMSP, and the approximate problem
˜MSPu is computationally tractable.
Next, we aim at estimating the degree of suboptimality of the best polynomial policy obtained
from problem ˜MSPu. To this end, we reexpress the standardized stochastic program (3.8)
as a min-max problem in which the dual variable of the t-th equality constraint is given by a
non-anticipative decision rule yt ∈ Lkt,mt , t ∈ T. To obtain a lower bound on the optimal value
ofMSP we require these dual decision rules to be representable as polynomials of degree 2d,
i.e., we set yt(ξt) = YtP2d,tB2d(ξ) for some Yt ∈ Rmt×st(kt,2d) for all t ∈ T. Carrying out the
inner maximization over the variables {Yt}t∈T we obtain the following semi-infinite program.
inf E
(
T∑
t=1
ct(ξ
t)>xt(ξt)
)
s.t. xt ∈ Lkt,nt , st ∈ Lkt,mt ∀t ∈ T
E
([ t∑
s=1
Atsxs(ξ
s) + st(ξ
t)− bt(ξt)
]
× B2d(ξ)>P>2d,t
)
= 0 ∀t ∈ T
st(ξ
t) ≥ 0 P-a.s. ∀t ∈ T
(MSP l)
It is easy to verify that any (x, s) feasible in (3.8) is also feasible inMSP l with the same objec-
tive value. Hence,MSP l is indeed a relaxation ofMSP . To obtain a tractable approximation
forMSP l, we employ similar arguments as in Section 3.2.2. In particular, we introduce new
decision variables Xt ∈ Rnt×s(kt,2d) and St ∈ Rmt×s(kt,2d) which are uniquely determined by the
decision rules xt ∈ Lkt,nt and st ∈ Lkt,mt , respectively, through the new constraints
XtP2d,tM2d = E
(
xt(ξ
t)B2d(ξ)>
)
,
StP2d,tM2d = E
(
st(ξ
t)B2d(ξ)>
)
.
(3.9)
In the following lemma we demonstrate that the new constraints (3.9) do not restrict the choice
of xt and st.
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Lemma 3.3.1 For any given xt ∈ Lkt,nt and st ∈ Lkt,mt there exist unique matrices Xt and St
satisfying (3.9).
Proof Define Xt ∈ Rnt×s(kt,2d) through
E(xt(ξt)B2d(ξ)>)P>2d,t = XtP2d,tM2dP>2d,t. (3.10)
Notice that P2d,tM2dP>2d,t is a principal submatrix ofM2d, and hence it is invertible. This implies
that Xt is uniquely determined by (3.10). Recall that Et(B2d(ξ)) = MtP2d,tB2d(ξ) P-a.s. Thus,
we conclude that
E
(
xt(ξ
t)B2d(ξ)>
)
= E
(
xt(ξ
t)Et(B2d(ξ))>
)
= E
(
xt(ξ
t)B2d(ξ)>
)
P>2d,tM
>
t
= XtP2d,tM2dP
>
2d,tM
>
t
= XtE
(
P2d,tB2d(ξ)B2d(ξ)>P>2d,t
)
M>t
= XtE
(
P2d,tB2d(ξ)Et
(B2d(ξ)>))
= XtP2d,tE
(B2d(ξ)B2d(ξ)>)
= XtP2d,tM2d.
Hence, Xt defined through (3.10) satisfies (3.9). A matrix St satisfying the second relation in
(3.9) can be constructed in a similar manner.
If we replace the decision rules xt and st in problemMSP l with the finite dimensional variables
Xt and St, the following existence constraints appear.
∃xt ∈ Lkt,nt :XtP2d,tM2d = E
(
xt(ξ
t)B2d(ξ)>
)
(3.11a)
∃st ∈ Lkt,mt :StP2d,tM2d = E
(
st(ξ
t)B2d(ξ)>
)
, st(ξ
t) ≥ 0 P-a.s. (3.11b)
Constraint (3.11a) is redundant and can be omitted without affecting the problem’s feasible set.
Indeed, for any matrix Xt ∈ Rnt×s(kt,s2d), the polynomial decision rule xt(ξt) = XtP2d,tB2d(ξ) ∈
Lkt,nt satisfies the postulated condition (3.11a). To obtain a tractable relaxation to constraint
(3.11b) we use Proposition 3.2.3, which is applicable due to the following lemma.
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Lemma 3.3.2 For any given St ∈ Rmt×s(kt,2d) constraint (3.11b) is equivalent to
∃s˜t ∈ Lk,mt :StP2d,tM2d = E
(
s˜t(ξ)B2d(ξ)>
)
, s˜t(ξ) ≥ 0 P-a.s. (3.11c)
Proof It is clear that (3.11b) implies the less restrictive condition (3.11c). Assume now that
(3.11c) holds and define st(ξt) = Et(s˜t(ξ)). Then, we find
E
(
st(ξ
t)B2d(ξ)>
)
= E (Et (s˜t(ξ))B2d(ξ))
= E
(
s˜t(ξ)B2d(ξ)>
)
P>2d,tM
>
t
= StP2d,tM2d,
where the last equality follows from Lemma 3.3.1.
Using the above results and the fact that the moment matrix M2d is invertible,MSP l can be
approximated by the following tractable semidefinite program
inf
T∑
t=1
tr
(
CtPθ,tTθM2dP
>
2d,tX
>
t
)
s.t. Xt ∈ Rnt×s(kt,2d), St ∈ Rmt×s(kt,2d) ∀t ∈ T
t∑
s=1
AtsXsP2d,sP
>
2d,t + StP2d,tP
>
2d,t = BtPθ,tTθP
>
2d,t ∀t ∈ T
StP2d,tM2d ∈Mm+2d (Ξ) ∀t ∈ T.
(MS˜P l)
By construction, problemMS˜P l represents a tractable progressive approximation forMSP l.
Theorem 3.3.2 We have infMS˜P l ≤ infMSP l ≤ infMSP, and the approximate problem
MS˜P l is computationally tractable.
3.4 Numerical Results
To evaluate the performance of the proposed decision rule approximations, we consider an
instance of the electricity capacity expansion model discussed in [GWK10]. The underlying
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Table 3.1: Input Parameters
Parameter Value Random Variable Range
g¯n 3.5,∀n ∈ N δ1 [0.3,1.5]
f¯m 3.5,∀m ∈M δ2 [0.36,1.8]
c1 1 δ3 [0.42,2.1]
c2 0.4 δ4 [0.48,2.4]
c3 1.5 δ5 [0.54,2.7]
d1 5 ζ1 [0.2,1]
d2 0.2 ζ2 [0.2,0.5]
d3 0.4 ζ3 [1,2]
d4 0.6
d5 0.1
power system consists of a set R = {1, . . . , 5} of regions with uncertain electricity demands δr,
r ∈ R. Demands are satisfied by a set N = {1, 2, 3} of power plans, where each plant n ∈ N
can produce up to g¯n units of energy at uncertain costs ζn. Regions are connected by a set
M = {1, . . . , 5} of directed transmission lines. Each line m ∈ M has a capacity of f¯m units of
energy. The system topology is visualized in Figure 3.1.
The capacity expansion problem is modeled as the following two-stage stochastic program. In
the first stage, we decide by how much the existing capacity of each plant n ∈ N will be
expanded at unit cost cn and by how much the capacity of each transmission line m ∈ M
will be expanded at unit cost dn. Then, the uncertain demands δr and operating costs ζn are
revealed, which are assumed to be independent and uniformly distributed. In the second stage
the expanded system is put into operation. The goal is to minimize the sum of investment costs
and expected operating costs while satisfying all regional demands. We refer to [GWK10] for
more details.
Figure 3.1: Power System Configuration
The input parameters are summarized in Table I. We generate upper and lower bounds on
74 Chapter 3. Scenario-Free Stochastic Programming with Polynomial Decision Rules
the optimal value of the problem by using polynomial decision rules of various degrees and
compute the relative optimality gaps. We compare these gaps with those obtained with existing
methods based on linear [KWG11] and piecewise linear [GWK10] decision rules. The relative
optimality gaps are computed by dividing the difference by the midpoint of the upper and
lower bounds. All computations are performed within Matlab 2010b and using the Yalmip
interface [L0¨4] of the SDPT3 optimization toolkit [TTT03]. The employed piecewise linear
decision rules have a general segmentation with 9 breakpoints per (primitive and composite)
random parameter as described in [GWK10]. The resulting relative optimality gaps for linear,
piecewise linear, quadratic and cubic polynomial decision rules amount to 41%, 16% and 13%
and 7%, respectively. Solving a capacity expansion problem of the type described here to
within 7% accuracy is indeed sufficient for all practical purposes. The superior performance of
polynomial decision rules with respect to linear and piecewise linear decision rules reflects their
ability to adapt to different problem instances even if no structural information about the true
optimal solution is available.
Chapter 4
Optimization under Uncertainty with
Robust Dynamic Risk Measures
Recent progress in the theory of dynamic risk measures has found a strong echo in stochas-
tic programming, where the time-consistency of dynamic decision making under uncertainty
is currently under scrutiny. In this chapter we first review the concepts of coherence and
time-consistency of dynamic risk measures and then discuss their ramifications for stochas-
tic programming. Next, we extend these concepts to stochastic programming models subject
to distributional ambiguity, which motivates us to introduce robust dynamic risk measures.
We discuss conditions under which these robust risk measures inherit coherence and time-
consistency from their nominal counterparts. We also propose an approximation scheme based
on polynomial decision rules for solving linear multi-stage stochastic programs involving robust
dynamic risk measures. The theoretical concepts are illustrated through a numerical example
in the context of inventory management.
4.1 Introduction
Optimal decision making under uncertainty has manifold applications in engineering, financial
planning and management science. The general goal is to minimize a cost function subject to
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prescribed constraints, both of which can be affected by uncertain parameters. In the classical
risk-neutral formulation, the objective is to minimize the expected value of the cost function.
Because this approach disregards the tails of the loss distribution altogether, however, it is less
appropriate for non-repetitive decision problems that are affected by significant uncertainty.
To overcome this deficiency, risk-averse stochastic optimization has gained considerable atten-
tion over the last few years; see, e.g., Eichhorn and Römisch [ER05] and Ruszczyński and
Shapiro [RS06a, RS06b]. In this setting, the goal is either to maximize an expected utility
function that captures the risk-tolerance of the decision maker or to minimize a risk measure.
Popular risk measures include the mean-variance risk functional [Mar52] and the Value-at-Risk
(VaR) [Jor00]. The mean-variance functional, which was proposed in the context of portfo-
lio optimization by Markowitz [Mar52], is appropriate when the uncertainty-affected objective
function of the decision problem is governed by a symmetric distribution. However, it does
not take into account higher order moment information, which is needed when the distribution
is skewed [Fab07], and therefore it penalizes both downside and upside risk. On the other
hand, VaR represents a quantile of the loss distribution and therefore only penalizes downside
risks. However, VaR is in general neither convex nor sub-additive [ADEH99]. Therefore, it can
discourage diversification, and it gives rise to computationally intractable models when used
in an optimization framework. More recently, the Conditional Value-at-Risk (CVaR) [RU00]
has gained popularity. CVaR essentially measures the expected loss above VaR and thus only
penalizes downside risks. At the same time, it displays several favourable mathematical prop-
erties. In particular, CVaR is a coherent risk measure in the sense of Artzner et al. [ADEH99].
Therefore, it lends itself to integration into convex stochastic programming models.
Most of the commonly used risk measures depend on the distribution of the underlying risks.
If such probabilistic risk measures are integrated naively into a stochastic programming model,
the corresponding optimization results may suffer from a lack of robustness with respect to
estimation errors in the probability distribution. Moreover, the optimization results may also
display a lack of time-consistency. In the following we elaborate on both shortcomings and
provide pointers to the relevant literature.
4.1. Introduction 77
The optimal solutions of stochastic programming problems are often highly sensitive to the
distribution of the uncertain problem parameters [CZ93]. This sensitivity is problematic if the
distributional parameters are corrupted by estimation or measurement errors. For example,
Markowitz-type portfolio optimization models rely on information about the expected asset re-
turns, which are difficult to estimate in practice [Lue98, Chapter 8]. The estimation errors tend
to be amplified by the optimization, and therefore the resulting Markowitz portfolios typically
exhibit a poor out-of-sample performance [Mic98]. In portfolio optimization as well as many
other decision-making situations it is therefore reasonable to assume that one can merely obtain
estimates of the support and/or some (generalized) moments of the probability distribution. In
doing so one consciously acknowledges the absence of full distributional information. Uncer-
tainty about the probability distribution is referred to as ambiguity, and the set of all distribu-
tions that are consistent with the given moment and support information is termed ambiguity
set. In order to immunize the solution of a stochastic programming problem against estimation
errors, it has been suggested that the optimization should be performed in a distributionally
robust manner, that is, in view of the worst-case distribution within the ambiguity set. Re-
search on distributionally robust optimization has started with the work of Žáčková [Ž66], who
pioneered the min-max approach to stochastic optimization. Since then, distributional ambigu-
ity was studied in theory and also in the context of various applications. Goldfard and Iyengar
[GI03] and El-Ghaoui et al. [GOO03] formulate and solve distributionally robust portfolio
optimization problems using the mean-variance functional and the Value-at-Risk, respectively.
Erdoğan and Iyengar [EI06] inject distributional robustness into chance-constrained programs,
while Popescu [Pop07] describes a method for deriving robust solutions to single-stage stochas-
tic programs assuming that only the first- and second-order moments of the distribution of the
uncertain parameters are known. Zhu and Fukushima [ZF09] propose a distributionally robust
approach to CVaR minimization, and Delage and Ye [DY10] consider problems affected not
only by distributional ambiguity but also moment ambiguity. In an influential paper Natarajan
et al. [NPS09] establish a relation between uncertainty sets in classical robust optimization and
distributionally robust risk measures. A comprehensive survey of the recent developments in
robust optimization and distributional robustness is provided by Gabrel et al. [GMT12]
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Most real-life decision problems are dynamic in nature, that is, decisions must be selected
sequentially over time in response to observations of uncertain parameters. Ideally, optimal
policies of multi-stage stochastic programs should be time-consistent, that is, the decision maker
should have no incentive to deviate from the optimal policy of the initial stochastic program
when the model is re-optimized at any future point in time with a reduced planning horizon.
Time-consistency thus guarantees that the (initial) optimal policy is indeed implemented in
every stage and for every state of the system. Time-consistency naturally holds in risk-neutral
stochastic programming, but it is typically violated when a static risk measure (such as the
Markowitz mean-variance functional, VaR or CVaR etc.) is optimized over multiple decision
stages [RSV11]. In a series of recent books and papers Shapiro discusses the theoretical aspects
of time-consistency in risk-averse multi-stage stochastic programming [SDR09, Sha09, Sha12b].
Ruszczyński [Rus10] and Shapiro et al. [STdS12] present dynamic programming algorithms to
solve the corresponding optimization models.
The time-consistency of dynamic stochastic programs is intimately tied to the notion of time-
consistency of dynamic risk-measures. Dynamic risk measures characterize the evolution of the
risk of a stochastic process over time. They have been studied systematically by Riedel [Rie04]
and Artzner et al. [ADE+07], who extend the notion of coherent risk measures to the dynamic
setting and axiomatically define time-consistency of dynamic risk measures. Weber [Web06]
gives an axiomatic characterization of distribution-invariant dynamic risk measures and investi-
gates their relation to static risk measures, while Nadal [BN08] proposes a methodology for the
construction of time-consistent dynamic risk measures. We refer to Acciaio and Penner [AP11]
and Cheridito and Kupper [CK11] for a recent survey of the theory of dynamic risk measures.
The lack of robustness and time-consistency can adversely affect the practical usefulness of a
stochastic programming model and, in the extreme case, yield meaningless optimization results.
A judicious decision maker will therefore attempt to hedge against distributional ambiguity
while ensuring time-consistency of his or her decisions. This motivates us to survey and extend
existing modeling techniques for robustifying risk-averse dynamic stochastic programs while
enforcing the time-consistency of their solutions. We further aim at developing computational
tools that allow us to solve the resulting optimization models efficiently and reliably.
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In the following we highlight the main contributions of this chapter.
• We study the properties of dynamic risk measures in a probabilistic as well as in a dis-
tributionally robust setting. Our analysis shows that coherence and time-consistency
of a probabilistic risk measure are preserved under robustification against distributional
ambiguity if the underlying ambiguity set displays a specific rectangularity property.
• We introduce a (probabilistic as well as robust) dynamic CVaR that is representable as
a nested hierarchy of static CVaR risk mappings. This new risk measure is coherent and
time-consistent. We formulate the problem of optimizing the dynamic CVaR as a linear
multi-stage stochastic program. Approximating the recourse decisions by polynomial
decision rules allows us to solve the arising stochastic program efficiently.
• We compare the performance of the static and dynamic CVaR risk measures in the context
of a stylized supply chain model, and we analyze the impact of accounting for robustness
and time-consistency.
We remark that distributional ambiguity has been considered in the context of risk-neutral
dynamic decision-making models by Iyengar [Iye05] and Shapiro [Sha12a].
This chapter is structured as follows. In Section 4.2 we review basic concepts of single-stage
risk-averse stochastic programming and distributional robustness. Section 4.3.1 extends these
concepts to the multi-stage setting and introduces the notion of time-consistency, which is
defined both for risk-averse multi-stage stochastic programs and for dynamic risk measures.
We discuss the construction of time-consistent coherent risk measures in the probabilistic as
well as in the distributionally robust case, and we point out that time-consistency relies on a
rectangularity property of the ambiguity set in the multi-stage case. We explicitly construct a
nested multi-period CVaR and show how it can be integrated into a linear multi-stage stochastic
programming framework. The resulting optimization models are solved in polynomial decision
rules. Numerical results for a stylized supply chain model are presented in Section 4.4.
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Notation For a vector ξ ∈ Rk, we denote by R[ξ] the ring of real polynomials in ξ and by Rd[ξ]
its subspace of polynomials of degree at most d. Also, we let Bd(ξ) := (1, ξ1, ξ2, . . . , ξk, ξ21 , ξ1ξ2, . . . , ξdk)
be the canonical basis of Rd[ξ], whose dimension is denoted as s(k, d) :=
(
k+d
d
)
. For α ∈ Nk0,
ξα represents the monomial ξα11 ξ
α2
2 · · · ξαkk , and |α| is defined as
∑k
i=1 αi. We also define the set
`d :=
{
α ∈ Nk0 : |α| ≤ d
}
, whose elements are ordered according to the canonical basis Bd(ξ).
Thus, a polynomial p ∈ Rd[ξ] is representable as p(ξ) =
∑
α∈`d pαξ
α = p>Bd(ξ). Hence, by a
slight abuse of notation, we use the same symbol p for a polynomial p ∈ Rd[ξ] and the vector
of its coefficients p ∈ Rs(k,d).
4.2 Single-Stage Stochastic Programming
In this section we consider static risk-averse stochastic programming problems whose objec-
tive functions include distributionally robust risk measures. Section 4.2.1 first reviews some
basic results about classical risk measures, while Section 4.2.2 discusses the implications of
incorporating distributional robustness into risk-averse stochastic programming problems.
4.2.1 Risk Measures
We define risk measures in the context of decision making under uncertainty. Thus, we con-
sider a single-stage stochastic program defined on a probability space (Ξ,B(Ξ),P∗), where the
elements of the sample space Ξ ⊆ Rk are denoted by ξ, and the Borel σ-algebra B(Ξ) represents
the set of events that are assigned probabilities by the probability measure P∗. For later use
let L denote the space of all Borel measurable functions from Ξ to R that are bounded on
bounded sets. We denote by x ∈ X the decision vector, where X ⊆ Rn is the set of admissible
decisions of the stochastic program. We also introduce a loss function L : X × Ξ → R, which
is to be minimized. We assume that L(x, ξ) is convex in x for all ξ ∈ Ξ and P∗-essentially
bounded in ξ for all x ∈ X . The interpretation of L(x, ξ) depends on the decision problem at
hand. For example, in asset allocation x typically represents the amounts of money invested
and ξ represents the uncertain returns of the different assets, while L quantifies the resulting
4.2. Single-Stage Stochastic Programming 81
portfolio loss. Different decisions can result in different losses, and thus L(x, ξ) is a random
variable, whose distribution is determined by x and the distribution of the primitive uncertain
parameters ξ. This means that the loss cannot be minimized unless we have a mechanism that
translates the random variable L(x, ξ) to a real number.
Definition 4.2.1 A risk measure ρ is a real-valued function defined on the space of measurable
functions L.
In the single-stage setting under consideration, a decision maker would solve the following
stochastic programming problem
inf
x∈X
ρ [L(x, ξ)] , (4.1)
where the functional ρ represents a risk measure that reflects the decision maker’s risk tolerance.
The quantity ρ[L(x, ξ)] is interpreted as the risk of the random loss L(x, ξ). Thus, risk measures
establish a preference relation among possible future losses. Popular examples of risk measures
include the Markowitz mean-variance functional [Mar52], which is a weighted sum of the ex-
pected value and the variance of the loss distribution, the Value-at-Risk (VaR) [Jor00] and the
Conditional Value-at-Risk (CVaR) [RU00]. For a given decision x and tolerance  ∈ [0, 1], the
VaR of a loss function L(x, ξ) at level  with respect to P∗ is defined as the smallest value β ∈ R
such that the probability that the loss exceeds β is not greater than , that is,
P∗-VaR [L(x, ξ)] := inf
β∈R
{P∗ [β ≤ L(x, ξ)] ≤ } .
Hence, VaR represents the (1 − )100%-quantile of the loss distribution given a decision x.
CVaR, in contrast, essentially measures the expected losses exceeding the Value-at-Risk. CVaR
is thus more sensitive to the shape of the tail of the loss distribution; see Figure 4.1. Formally
speaking, the CVaR at confidence level  ∈ (0, 1] with respect to P∗ is defined as the optimal
value of the convex optimization problem
P∗-CVaR [L(x, ξ)] = inf
β∈R
{
β +
1

EP∗
[
(L(x, ξ)− β)+]} , (4.2)
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where (a)+ = max(a, 0), see Rockafellar and Uryasev [RU00]. As a by-product of solving (4.2),
we obtain VaR as the optimal value of β. If the loss distribution is continuous, it can be shown
that CVaR reduces to the expected loss above the VaR at level , that is,
P∗-CVaR [L(x, ξ)] = EP∗ [L(x, ξ) |L(x, ξ) ≥ P∗-VaR [L(x, ξ)]] .
Figure 4.1: Relationship between VaR and CVaR
In the following we will discuss properties that reasonable risk measures are usually assumed to
satisfy. Equalities and inequalities involving random variables are understood to hold almost
surely with respect to P∗.
Definition 4.2.2 (Convex Risk Measure, Artzner et al. [ADEH99]) A convex risk mea-
sure is a mapping ρ : L → R that satisfies the following axioms:
(M) Monotonicity: For all z, z′ ∈ L such that z ≤ z′, ρ[z] ≤ ρ[z′].
(TI) Translation Invariance: For any λ ∈ R and z ∈ L, ρ[z + λ] = ρ[z] + λ.
(N) Normalization: ρ(0) = 0.
(C) Convexity: For all z, z′ ∈ L and λ ∈ [0, 1],
ρ [λz + (1− λ)z′] ≤ λρ [z] + (1− λ)ρ [z′] .
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Definition 4.2.3 (Coherent risk measures, Artzner et al. [ADEH99]) A coherent risk
measure ρ : L → R satisfies the axioms (M), (TI), (N) and the following two:
(PH) Positive Homogeneity: For any λ ≥ 0 and z ∈ L, ρ[λz] = λρ[z].
(S) Sub-additivity: For all z, z′ ∈ L, ρ[z + z′] ≤ ρ[z] + ρ[z′].
The above axioms are best motivated in the context of the asset allocation problem, see, e.g.,
Natarajan et al. [NPS09]. Monotonicity ensures that greater potential losses carry greater risks.
Translation invariance states that increasing the loss by a deterministic amount λ increases the
risk of the loss by the same amount. Positive homogeneity stipulates that the risk of the
portfolio loss scales with the size of the investment. Finally, sub-additivity implies that the risk
of losses associated with two portfolios is not greater than the sum of their individual risks,
and thus it encourages diversification.
Value-at-Risk is not in general a coherent risk measure; unless the probability distribution of the
uncertain vector ξ is Gaussian (in which case VaR is second-order conic representable [CE06]),
it fails to satisfy the subadditivity axiom [ADEH99]. Thus, although VaR is a very popular
downside risk measure, optimization of VaR can be notoriously difficult as it may result in a
non-convex optimization problem. On the contrary, CVaR is a coherent risk measure [RU00].
Under the standard assumptions that the set of feasible decisions X is convex and the loss
function L(x, ξ) is convex in x for every fixed ξ ∈ Ξ, the use of a coherent risk measure ensures
that (4.1) reduces to a convex optimization problem.
4.2.2 Distributionally Robust Risk Measures
In order to compute the risk of the random variable L(x, ξ) with respect to a given risk measure
ρ, and thus to find a solution to the risk-averse stochastic program (4.1), full and accurate infor-
mation about the true probability distribution P∗ of the random vector ξ is required. In many
real-life situations such information may not be available, see, e.g., Ben-Tal et al. [BTEGN09].
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Typically only statistical estimates of some generalized moments and/or the support of P∗ can
be inferred from historical data. In this case, the distribution P∗ is itself uncertain. We refer
to this type of uncertainty, i.e., uncertainty about the actual distribution of the uncertain pa-
rameters, as distributional ambiguity [Ell61, Iye05, ES02a]. Distributional ambiguity can be
viewed as a type of model risk. It has been pointed out that the optimal solution of (4.1) can be
very sensitive to the probability distribution used. In particular, the optimal solution of (4.1)
can be substantially different for different distributions P with the same first few moments;
see, e.g., Bertsimas and Pachamanova [BP08] for an illustration of this phenomenon in inven-
tory management. We highlight the effects of distributional ambiguity through the following
example.
Example 4.2.1 Assume that there are two assets available for investment, and denote their
uncertain returns by ξ1 and ξ2 , respectively. The probability distribution of the returns is
unknown, but the following information is available.
E [ξ1] = E [ξ2] = 0, Var [ξ1] = Var [ξ2] = 1, Cov [ξ1, ξ2] = 0 (4.3)
Thus, we only know the first two moments of the joint probability distribution. A portfolio that
invests an amount x1 in asset 1 and an amount x2 in asset 2 will result in a random loss of
−x1ξ1−x2ξ2 at the end of the investment period. Figure 4.2 visualizes the sets of portfolios for
which the Value-at-Risk at level 25% does not exceed 1, i.e.,
VaR25% [−x1ξ1 − x2ξ2] ≤ 1.
In each chart ξ1 and ξ2 are assumed to follow independent and identical marginal distributions
that are chosen to satisfy the condition (4.3). We notice that the shape of the feasible set is
highly sensitive to the distribution. For a Gaussian distribution the feasible set reduces to a
disk, thus being convex and bounded. Binomial distributions, however, result in different non-
convex and unbounded feasible sets. When VaR is replaced with CVaR all feasible sets shrink
and become convex; see Figure 4.3.
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Figure 4.2: Sets of portfolios with VaR25% [−x1ξ1 − x2ξ2] ≤ 1.
Figure 4.3: Sets of portfolios with CVaR25% [−x1ξ1 − x2ξ2] ≤ 1 (yellow); the corresponding
VaR-based feasible sets are shown in light grey for reference.
In the following we assume that the probability distribution of the uncertain parameters ξ is
only known to lie in a given set P . In order to hedge against this sort of ambiguity, we adopt
a distributionally robust approach. The decision maker thus optimizes the risk in view of the
worst-case distribution in the ambiguity set P . The distributionally robust counterpart of the
risk-averse optimization problem (4.1) is therefore given by
inf
x∈X
sup
P∈P
ρP [L(x, ξ)] , (4.4)
where the notation ρP emphasizes that the risk measure is evaluated with respect to the proba-
bility distribution P. Zhu and Fukushima [ZF09] have shown that the worst-case risk measure
ρw defined through
ρw [L(x, ξ)] := sup
P∈P
ρP [L(x, ξ)]
inherits many important properties of the underlying risk measures ρP associated with crisp
probability distributions. We repeat the proof of this result in Proposition 4.2.1 to keep this
chapter self-contained. In the sequel, equalities and inequalities involving random variables are
understood to hold almost surely with respect to all probability measures in P .
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Proposition 4.2.1 [Zhu and Fukushima [ZF09]] If the risk measure ρP is coherent for every
P ∈ P, then the corresponding distributionally robust risk measure ρw is also coherent, that is,
ρP coherent ∀P ∈ P ⇒ ρw coherent.
Proof It suffices to prove that ρw satisfies the axioms of coherent risk measures.
(M) Monotonicity: For all z, z′ ∈ L such that z ≤ z′,
ρw [z] = sup
P∈P
ρP [z]
≤ sup
P∈P
ρP [z
′]
= ρw [z
′] .
(TI) Translation Invariance: For any λ ∈ R and z ∈ L,
ρw [z + λ] = sup
P∈P
ρP [z + λ]
= sup
P∈P
ρP [z] + λ
= ρw [z] + λ.
(S) Sub-additivity: For all z, z′ ∈ L,
ρw [z + z
′] = sup
P∈P
ρP [z + z
′]
≤ sup
P∈P
ρP [z] + ρP [z
′]
≤ sup
P∈P
ρP [z] + sup
P∈P
ρP [z
′]
= ρw [z] + ρw [z
′] .
(PH) Positive Homogeneity: For any λ ≥ 0 and z ∈ L,
ρw [λz] = sup
P∈P
ρP [λz]
= λ sup
P∈P
ρP [z]
= λρw(z).
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Figure 4.4: Feasible sets (red) of the constraints WC-VaR25% [−x1ξ1 − x2ξ2] ≤ 1 (left) and
WC-CVaR25% [−x1ξ1 − x2ξ2] ≤ 1 (right), where the worst case is taken over all distributions
that satisfy (4.3). Some related non-robust feasible sets corresponding to a few fixed P ∈ P are
also visualized (yellow).
(N) Normalization: ρw[0] = 0.
For any decision x ∈ X and loss function L(x, ξ), the worst-case risk ρw[L(x, ξ)] constitutes a
conservative approximation for the true, but unknown, risk of implementing x under the true
distribution P∗.
Example 4.2.2 Consider again Example 4.2.1. Here, we consider a distributionally robust
version of the VaR-constraint of the form
sup
P∈P
P-VaR25% [−x1ξ1 − x2ξ2] = WC-VaR0.25% [−x1ξ1 − x2ξ2] ≤ 1,
where P contains all distributions of ξ1 and ξ2 that satisfy (4.3). The left chart in Figure 4.4
shows the corresponding feasible set. The right chart displays the feasible set of the corresponding
CVaR constraint
sup
P∈P
P-CVaR25% [−x1ξ1 − x2ξ2] = WC-CVaR0.25% [−x1ξ1 − x2ξ2] ≤ 1.
We observe that the two feasible sets actually coincide. In fact, worst-case VaR and CVaR
constraints are known to be equivalent for loss functions that are concave or quadratic in ξ
and ambiguity sets that contain all distributions with given first- and second-order moments
[ZKR11].
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The ambiguity set P should incorporate all the information we have about the probability
distribution P∗. The size of the ambiguity set reflects the degree of ambiguity aversion of the
decision maker. Different ambiguity sets have been studied in the literature, and several struc-
tures for P have been proposed. Calafiore and El Ghaoui [CE06] consider ambiguity sets for
random parameters that are only known to be independent and to have given mean values and
interval supports. They also consider sets of radially symmetric nonincreasing distributions as
well as classes of distributions with known mean values and covariance matrices. Erdoğan and
Iyengar [EI06] study ambiguity sets that represent balls with respect to a probability metric
around prescribed nominal distributions. Moreover, Delage and Ye [DY10] investigate ambigu-
ity sets that provide a second layer of robustness in that they account for moment ambiguity.
We refer to Natarajan et al. [NPS09] for an in-depth discussion of different ambiguity sets.
Due to its simplicity and computational tractability, we focus mainly on the moment-cone
ambiguity set, which is defined as
Pd := {P ∈M(Ξ) ∣∣EP [Bd(ξ)] = µ∗}, (4.5)
where M(Ξ) is the set of nonnegative Borel measures supported on Ξ, while µ∗ = EP∗ [Bd(ξ)]
denotes the first d-order moments of the true distribution. We require that µ∗0 = 1 to ensure
that Pd contains only probability measures. Thus, the moment-cone ambiguity set Pd contains
all distributions supported on Ξ whose first d-order moments coincide with those of the true
distribution P∗.
Lemma 4.2.1 (Worst-Case Expectation) Let ξ be a random vector supported on a mea-
surable set Ξ ⊆ Rk, and let f : Rk → R be a measurable function of ξ bounded below on set Ξ.
The worst-case expectation of f with respect to the moment-cone ambiguity set (4.5) is defined
as
θWC := sup
P∈Pd
EP [f(ξ)] . (4.6)
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Furthermore, define the set
MLd(Ξ) :=
{
µ ∈ R|Ld| : µ = EP [Bd(ξ)] for some P ∈ P
}
.
IfMLd(Ξ) has non-empty interior, then
θWC = inf
y∈Rs(k,d)
y>µ∗
s.t. y>Bd(ξ) ≥ f(ξ) ∀ξ ∈ Ξ.
Proof The worst-case expectation problem (4.6) can be expressed as
θWC = sup
P∈M(Ξ)
EP [f(ξ)]
s.t. EP [Bd(ξ)] = µ∗.
We assign dual variables y ∈ Rs(k,d) to the equality constraints and write the dual problem as
inf
y∈Rs(k,d)
y>µ∗
s.t. y>Bd(ξ) ≥ f(ξ) ∀ξ ∈ Ξ.
Since both problems are convex, strong duality holds when the dual problem is feasible and
MLd(Ξ) has non-empty interior, see, e.g., Shapiro [Sha01] and Isii [Isi60].
Corollary 4.2.1 (Natarajan et al., [NPS09]) For a moment-cone ambiguity set of the type
(4.5), the worst-case CVaR at level  ∈ (0, 1] of a random loss function L(x, ξ) can be expressed
as
WC-CVaR [L(x, ξ)] = inf β + 1y
>µ∗
s.t. β ∈ R, y ∈ Rs(k,d)
y>Bd(ξ) ≥ 0 ∀ξ ∈ Ξ
y>Bd(ξ) ≥ L(x, ξ)− β ∀ξ ∈ Ξ.
If the loss function L(x, ξ) is polynomial in ξ, and the support of ξ can be described by a finite
number of polynomial inequalities, then WC-CVaR can be computed by solving a hierarchy of
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semidefinite programming problems, see, e.g., [Par03].
4.3 Multi-Stage Stochastic Programming
We now extend the theory of Section 4.2 to multi-stage stochastic programs that are affected
by uncertainty and distributional ambiguity. Most real-life decision problems are dynamic in
nature. Prototypical examples include multi-period asset allocation [Hak71, CJZ71, Mos68] and
production planning problems [MPGSL06, BL97]. In this setting, the uncertain parameters are
revealed sequentially as time progresses, and therefore the optimal decisions should adapt to
the inflow of new information. This section is structured as follows. In Section 4.3.1 we study
general multi-stage stochastic programs with risk-aversion, and in Section 4.3.2 we specialize
the results of Section 4.3.1 to CVaR optimization problems. Finally, in Sections 4.3.3 and 4.3.4
we inject distributional ambiguity into the multi-stage decision problems of Sections 4.3.1 and
4.3.2, respectively.
4.3.1 Time-Consistent Risk Measures
We consider a finite planning horizon consisting of T decision stages. In this case it is natural
to model uncertainty via a stochastic process ξ = (ξ1, . . . , ξT ) on the usual probability space
(Ξ,B(Ξ),P∗). The subvectors ξt ∈ Rkt , kt ∈ N+, are observed sequentially at time points
indexed by t ∈ T = {1, . . . , T}. We assume that the stage-t uncertain parameter ξt is supported
on a semi-algebraic set Ξt ⊂ Rkt , i.e., Ξt is representable as the feasible set of finitely many
polynomial inequalities. Without loss of generality, we model ξ1 as a degenerate random variable
that is equal to 1 with certainty, and we set Ξ1 = {1}. Thus, we assume that k1 = 1. The
history of observations up to time t is denoted by ξt := (ξ1, . . . , ξt) ∈ Ξt, where Ξt =
∏t
s=1 Ξs.
Thus, Ξt ⊂ Rkt with kt := ∑ts=1 ks. For consistency, we set ξT = ξ, kT = k and ΞT = Ξ. This
temporal structure allows us to equip the probability space with the filtration F1 ⊂ · · · ⊂ FT
of σ-algebras, where Ft = σ(ξt) for all t ∈ T. Note that this implies that F1 = {∅,Ξ} and
FT = B(Ξ).
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In a multi-stage setting, the decisions must be adapted to the information that is revealed over
time, that is, at each stage t the decision maker observes some new uncertain parameters ξt and
takes a new decision xt based on all past and current observations. Future uncertain parameters
have yet to be revealed, and thus the decision xt can only depend on the outcome history ξt,
but not on the future outcomes {ξs}s>t. Mathematically speaking, this means that xt must be
modelled as an Ft-measurable function of ξ. This property is referred to as nonanticipativity.
It ensures that the policy {xt}t∈T is implementable in reality.
The set of feasible first-stage decisions is deterministic and denoted by X1 ⊂ Rn1 . The feasible
set mapping Xt : Rnt−1×Ξt ⇒ Rnt of the decisions at time t, t ∈ T\{1}, depends on the outcome
history ξt and the history of decisions xt−1 := (x1, . . . , xt−1) ∈ Rnt−1 , where nt =
∑t
s=1 nt.
Again, for consistency, we require that nT = n and xT = x. We also require that Xt(xt−1, ·) is
a measurable closed multifunction of ξt for all xt−1. Finally, we denote the space of essentially
bounded Ft -measurable functions in L by Lt.
The multi-stage decision making process can be described in the following way. At stage 1,
the decision x1 is selected from within X1, and this incurs a loss L2(x1, ξ2) at stage 2. At any
later stage t ∈ T \ {1}, the outcome history ξt has been observed, and the decisions xt−1 have
already been implemented. Then, a new decision xt ∈ Xt(xt−1, ξt) is chosen, which incurs a
loss Lt+1(xt, ξt+1) at stage t + 1. This loss depends on xt and the random vector ξt+1, which
is revealed at stage t + 1. Therefore, Lt+1(xt, ξt+1) can be viewed as a random variable whose
distribution is induced by that of the uncertain parameter ξt+1. In multi-stage risk-averse
stochastic programming, we are interested in finding a policy {xt}t∈T that minimizes some risk
measure of the total losses over the planning horizon. Thus, we aim at solving the following
dynamic optimization problem [Sha09]
inf
x1∈X1
ρ|ξ1
[
L2(x1, ξ2) + inf
x2∈X2(x1,ξ2)
ρ|ξ2
[
· · ·
· · ·+ inf
xT−1∈XT−1(xT−2,ξT−1)
ρ|ξT−1 [LT (xT−1, ξT )]
]]
, (4.7)
where the mappings ρ|ξt : LT → L∞t are interpreted as conditional risk measures.
92 Chapter 4. Optimization under Uncertainty with Robust Dynamic Risk Measures
Definition 4.3.1 A conditional risk measure ρ|ξt is an Lt-valued mapping on the space of
measurable functions LT .
At stage t, for any given decision xt ∈ Xt(xt−1, ξt) and outcome history ξt ∈ Ξt, the condi-
tional risk measure ρ|ξt quantifies the risk of any future losses given the information Ft. By
construction, problem (4.7) satisfies the principle of optimality [Sha09], which can be described
as follows: if x1(ξ1), . . . , xT (ξT ) is an optimal policy for problem (4.7), then, for all 1 < t ≤ T
and ξt ∈ Ξt, xt(ξt), . . . , xT (ξT ) is an optimal policy for the corresponding subproblem
inf
xt∈Xt(Xt−1,ξt)
ρ|ξt
[
Lt+1(xt, ξt+1) + · · ·+ inf
xT−1∈XT−1(xT−2,ξT−1)
ρ|ξT−1 [LT (xT−1, ξT )]
]
,
where the history xt−1 = xt−1. The principle of optimality ensures that at any stage t > 1
the decision maker has no incentive to deviate from the optimal policy computed by solving
the optimization problem (4.7) at stage 1. To motivate the importance of designing a model
that satisfies the principle of optimality, let us consider a dynamic asset allocation problem as
described in [RSV11].
Example 4.3.1 Assume that only two assets are available for investment. Asset 1 is risk-free
with null excess return, whereas asset 2 is risky. The asset allocation problem encompasses three
stages: at stage 1 the investor decides on the initial allocation of her wealth, at the intermediary
stage t = 2 she is allowed to rebalance her portfolio, and at stage 3, she liquidates her portfolio.
The scenario tree shown in Figure 4.5 represents the possible future returns of both assets,
where rit(ξ) is the rate of return of asset i from t− 1 to t if scenario ξ ∈ Ξ = {ξj : j = 1, . . . , 4}
occurs. LetWt(ξ) denote the wealth at stage t in scenario ξ, and assume that the initial wealth is
given by W1(ξ) = 1. The investor aims to find an investment strategy that results in a desirable
terminal wealth W3(ξ). Assume that the desirability of the terminal wealth is measured by a high
expected value and a low CVaR at level 5%. Thus, the investor optimizes a mean-CVaR risk
measure. Under these assumptions, the investment problem can be formulated as the following
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Figure 4.5: Scenario tree representing the future returns of the assets. All scenarios have the
same probability.
three-stage stochastic program.
min
1
2
E [−W3(ξ)] + 1
2
CVaR5% [−W3(ξ)]
s.t.
Wt(ξ) =
∑
i=1,2
xi,t(ξ)
Wt+1(ξ) =
∑
i=1,2
(1 + ri,t+1(ξ))xi,t(ξ)
xi,t(ξ) ≥ 0

t = 1, 2
∀ξ ∈ Ξ
xi,t is Ft-measurable ∀t = 1, 2
(4.8)
The optimal solution x∗t , t = 1, 2, of (4.8) can be characterized as follows. The initial funds
should be distributed equally between the risk-free and the risky asset, i.e., x∗1,1 = x∗2,1 = 0.5.
At stage 2 and if some scenario ξ ∈ {ξ1, ξ2} materializes, then the current wealth is given
by W2(ξ) = 1.5, and this amount should be fully invested in the risky asset, i.e., x∗1,2(ξ) = 0
and x∗2,2(ξ) = 1.5. In contrast, for ξ ∈ {ξ3, ξ4} the wealth W2(ξ) = 0.5 must be fully invested
in the risk-free asset, i.e., x∗1,2(ξ) = 0.5 and x∗2,2(ξ) = 0. Suppose for the sake of argument
that the investor implements the optimal first-stage decisions x∗i,1 and that at stage 2 a scenario
ξ ∈ {ξ3, ξ4} is realized. The investor now has two choices: she can either implement the optimal
second-stage decisions x∗i,2(ξ), which she obtained by solving problem (4.8), or she can base her
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decision on the updated two-stage problem
min
1
2
E
[−W3(ξ)|ξ ∈ {ξ3, ξ4}]+ 1
2
CVaR5%
[−W3(ξ)|ξ ∈ {ξ3, ξ4}]
s.t. W2(ξ) =
∑
i=1,2
xi,2
W3(ξ) =
∑
i=1,2
(1 + ξi,3(ξ))xi,2
xi,2 ≥ 0

∀ξ ∈ {ξ3, ξ4},
(4.9)
whose optimal decision is denoted by xi,2. It turns out that this model recommends to invest
everything in the risk-free asset, i.e, x12 = 1.5 and x22 = 0. Problem (4.8) is therefore an
example in which the principle of optimality fails to hold. Indeed, the policy x∗it obtained from
(4.8) is not the policy that will be implemented since it disagrees with the decisions obtained by
solving problem (4.9).
Formulating a multi-stage stochastic program in a time-consistent way ensures that the initial
solution remains optimal at any future stage. We now outline how time-consistency can be
enforced in a dynamic decision-making framework. In the remainder of this section equalities
and inequalities involving random variables are understood to hold almost surely with respect
to P∗.
Definition 4.3.2 (Conditional Convex Risk Measure, Acciaio and Penner [AP11]) A
conditional convex risk measure is a mapping ρ|ξt : LT → Lt that satisfies the following proper-
ties:
(M) Monotonicity: For all z, z′ ∈ LT such that z ≤ z′, ρ|ξt [z] ≤ ρ|ξt [z′].
(TI) Translation Invariance: For any mt ∈ Lt and z ∈ LT , ρ|ξt [z +mt] = ρ|ξt [z] +mt.
(N) Normalization: ρ|ξt [0] = 0.
(C) Convexity: For all λt ∈ Lt such that 0 ≤ λt ≤ 1 and any z, z′ ∈ LT ,
ρ|ξt [λtz + (1− λt)z′] ≤ λtρ|ξt [z] + (1− λt)ρ|ξt [z′].
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Definition 4.3.3 (Conditional Coherent Risk Measure) A conditional coherent risk mea-
sure ρ|ξt : LT → Lt satisfies properties (M), (TI), (N) as well as
(PH) Positive Homogeneity: For any λt ∈ Lt such that λt ≥ 0 and any z ∈ LT , ρ|ξt [λtz] =
λtρ|ξt [z].
(S) Sub-additivity: For all z, z′ ∈ LT , ρ|ξt [z + z′] ≤ ρ|ξt [z] + ρ|ξt [z′].
Examples of conditional risk measures can be constructed from the single-period risk measures
discussed in Section 4.2.1 by conditioning on Ft. For example, we can define the conditional
version of CVaR in the following way. The CVaR at level t with respect to P∗ and conditional
on Ft is the mapping P∗-CVaRt|ξt : LT → Lt with
P∗-CVaRt|ξt [z] := inf
βt∈Lt
{
βt +
1
t
EP∗|ξt
[
(z − βt)+
]}
.
The optimal value β∗t coincides with the conditional version of VaR given Ft, which is denoted
by VaRt|ξt .
Definition 4.3.4 (Dynamic Risk Measure) A sequence ρ = {ρ|ξt}t∈T of conditional risk
measures ρ|ξt, t ∈ T, is a dynamic risk measure.
A dynamic risk measure describes how the risk of a stochastic process evolves over time and
how it adapts to new information. It has been suggested that a good dynamic risk measure
should be time-consistent in the sense that its conditional risk measures associated with different
time periods should satisfy certain monotonicity conditions. There are several notions of time-
consistency in the literature. We adopt here the concept of strong time-consistency as advocated
in [AP11], which is reminiscent of the principle of optimality in stochastic programming.
Definition 4.3.5 (Time-Consistency) A dynamic risk measure ρ = {ρ|ξt}t∈T is time-consistent
if and only if for all t ∈ T and any z, z′ ∈ LT ,
ρ|ξt+1 [z] ≤ ρ|ξt+1 [z′] ⇒ ρ|ξt [z] ≤ ρ|ξt [z′].
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Time-consistency states that if the risk of z is considered to be greater than the risk of z′
conditioned on Ft+1, then z should be considered riskier than z′ conditional on Ft. The dynamic
risk measure consisting of a sequence of conditional expectations is time-consistent due to the
monotonicity of conditional expectations. However, dynamic risk measures consisting of a
sequence of conditional versions of VaR or CVaR, such as
ρ :=
{
P∗-CVaRt|ξt
}
t∈T , (4.10)
fail to satisfy time-consistency [CS09].
Proposition 4.3.1 Let ρ = {ρ|ξt}t∈T be a dynamic convex risk measure, where each ρξt is a
conditional risk measure. Consider the sequence of functions ρˆt : LT → Lt, t ∈ T, defined as
ρˆt := ρ|ξt ◦ · · · ◦ ρ|ξT−1 , (4.11)
where the operator ◦ denotes the composition of functions in the usual sense, i.e.,
ρˆt [z] = ρ|ξt
[
ρ|ξt+1
[· · · ρ|ξT−1 [z]]] .
Then, the dynamic risk measure ρˆ = {ρˆt}t∈T is time-consistent.
Definition 4.3.6 (Composite Risk Measure) If ρ = {ρ|ξt}t∈T is a dynamic risk measure,
then ρˆ = {ρˆt}t∈T constructed as in (4.11) is called a composite risk measure.
The results of Proposition 4.3.1 have been established in different contexts by several authors;
see, e.g., [KP09, BF06, CK11, RS10]. We outline the proof here as reported in [SDR09].
Proof of Proposition 4.3.1 Time-consistency of ρˆ follows from the axiom of Monotonicity
(M) satisfied by the convex risk measures ρ|ξt , t ∈ T. For z, z′ ∈ LT such that z ≤ z′, we have
that
ρ|ξt [z] ≤ ρ|ξt [z′] .
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This implies that
ρ|ξt−1
[
ρ|ξt [z]
] ≤ ρ|ξt−1 [ρ|ξt [z′]] .
Repeating this process recursively for each t ∈ T shows that ρˆ is indeed a time-consistent risk
measure.
Proposition 4.3.1 implies that one can construct a time-consistent risk measure by taking com-
positions of convex conditional risk measures. We extend this result to coherent risk measures.
Proposition 4.3.2 (Constructing coherent, time-consistent risk measures) Given a dy-
namic risk measure ρ = {ρ|ξt}t∈T, where each ρ|ξt is a conditional coherent risk measure, we
define the time-consistent composite risk measure ρˆ = {ρˆt}t∈T as in (4.11). Then, each ρˆt is
coherent.
Proof We show that ρˆt satisfies the properties of coherent risk measures by induction on t. In
the base case t = T − 1, ρˆT−1 := ρ|ξT−1 . Since ρ|ξT−1 is a coherent risk measure, it follows that
ρˆT−1 satisfies the axioms of coherence. Assume now that ρˆt is coherent for some t, 1 < t ≤ T−1.
We will show that
ρˆt−1 := ρ|ξt−1 ◦ ρˆt
is coherent.
(N) Since ρ|ξt−1 is a coherent risk measure, we have
ρˆt−1[0] = ρ|ξt−1 [ρˆt[0]] = 0.
(M) Consider any z, z′ ∈ LT such that z ≤ z′, and observe that
ρˆt−1 [z] = ρ|ξt−1 [ρˆt [z]]
and
ρˆt−1 [z′] = ρ|ξt−1 [ρˆt [z
′]] .
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Then, the inductive hypothesis ρˆt[z] ≤ ρˆt[z′] and the monotonicity of ρ|ξt−1 imply that
ρ|ξt−1 [ρˆt [z]] ≤ ρ|ξt−1 [ρˆt [z′]]⇒ ρˆt−1 [z] ≤ ρˆt−1 [z′] .
(PH) For any λ ∈ Lt−1 such that λ ≥ 0 and z ∈ LT , we have
ρˆt−1 [λz] = ρ|ξt−1 [ρˆt [λz]]
= ρ|ξt−1 [λρˆt [z]]
= λρ|ξt−1 [ρˆt [z]]
= λρˆt−1 [z] .
(TI) For any m ∈ Lt−1 and z ∈ LT ,
ρˆt−1 [z +m] = ρ|ξt−1 [ρˆt [z +m]]
= ρ|ξt−1 [ρˆt [z] +m]
= ρ|ξt−1 [ρˆt [z]] +m
= ρˆt−1 [z] +m.
(S) For all z, z′ ∈ LT ,
ρˆt−1 [z + z′] = ρ|ξt−1 [ρˆt [z + z′]]
≤ ρ|ξt−1 [ρˆt [z] + ρˆt [z′]]
≤ ρ|ξt−1 [ρˆt [z]] + ρ|ξt−1 [ρˆt [z′]]
= ρˆt−1 [z] + ρˆt−1 [z′] .
Thus, ρˆt−1 is a coherent risk measure.
Proposition 4.3.2 implies that the composition of coherent risk measures results in a composite
risk measure that is both coherent and time-consistent.
Proposition 4.3.3 Assume that the conditional risk mappings ρ|ξt, t ∈ T, appearing in the
dynamic formulation of the multi-stage risk-averse optimization problem (4.7) are coherent and
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define the composite risk measure ρˆ = {ρˆt}t∈T\{1} as in (4.11), and set % = ρˆ1. Then, problem
(4.7) has the following equivalent formulation.
inf %
[
T∑
t=2
Lt
(
xt−1(ξt−1), ξt
)]
s.t. xt ∈ (Lt)nt ∀t ∈ T \ {T}
x1(ξ
1) ∈ X1(ξ1) ∀ξ1 ∈ Ξ1
xt(ξ
t) ∈ Xt(xt−1(ξt−1), ξt) ∀ξt ∈ Ξt ∀t ∈ T \ {1, T}.
(4.12)
Proof The equivalence of problems (4.7) and (4.12) is based on the principle of interchange-
ability, see Shapiro et al. [SDR09, Section 5.7] . Details are omitted for the sake of brevity.
We refer to problem (4.12) as the static formulation of problem (4.7). The stage-t decision
variables xt(ξt) are functions of the outcome history ξt, which reflects the non-anticipativity
of the decision process. Note that problem (4.12) is an infinite-dimensional problem as the
minimization is performed over appropriate function spaces.
4.3.2 Multi-stage Optimization with CVaR
The composite risk measure ρˆ defined in Section 4.3.1 frequently fails to have an explicit
closed-form representation, and thus it may be difficult to reformulate problem (4.12) as a
stochastic program with a standard structure suitable for numerical solution. However, when
the conditional risk measures ρ|ξt in (4.7) are given by the conditional expectations E|ξt , we can
use the tower law
E = E|ξ1 ◦ · · · ◦ E|ξT−1
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to show that (4.7) is equivalent to the following risk-neutral stochastic program, see, e.g., [SDR09].
inf E
[
T∑
t=2
Lt
(
xt−1(ξt−1), ξt
)]
s.t. xt ∈ (L∞t )nt ∀t ∈ T \ {T}
x1(ξ
1) ∈ X1(ξ1) ∀ξ1 ∈ Ξ1
xt(ξ
t) ∈ Xt(xt−1(ξt−1), ξt) ∀ξt ∈ Ξt ∀t ∈ T \ {1, T}
In this section we use the dynamic programming principle to show that problem (4.7) also
admits a reformulation as a risk neutral static stochastic program when the conditional risk
measures ρ|ξt in (4.7) are given by the conditional versions of CVaR. In this case (4.7) can be
represented as follows.
inf
x1∈X1(ξ1)
CVaR1|ξ1
[
L2(x1, ξ2) + · · ·
· · ·+ inf
xT−1∈XT−1(xT−2,ξT−1)
CVaRT−1|ξT−1
[
LT (xT−1, ξT )
]]
(4.13)
At the last stage t = T − 1, the outcome history ξT−1 has been observed, and a sequence
of decisions x1, . . . , xT−2 has been implemented. The residual problem to be solved is thus
representable as
QT−1
(
xT−2, ξT−1
)
:= inf
xT−1∈XT−1(xT−2,ξT−1)
CVaRT−1|ξT−1 [LT (xT−1, ξT )] ,
where QT−1 is referred to as the value function of stage T − 1. Using the definition of CVaR,
which states that CVaRT−1|ξT−1 [LT (xT−1, ξT )] is equal to the optimal value of the optimization
problem
inf
βT−1∈R
βT−1 +
1
T−1
E|ξT−1
[
(LT (xT−1, ξT )− βT−1)+
]
,
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we can compute the optimal value QT−1(xT−2, ξT−1) by solving the following single-stage
stochastic program.
inf βT−1 + 1T−1E|ξT−1
[
(LT (xT−1, ξT )− βT−1)+
]
s.t. xT−1 ∈ RnT−1 , βT−1 ∈ R
xT−1 ∈ XT−1(xT−2, ξT−1)
Similarly, at any stage t = 1, . . . , T − 2, when the outcome history ξt has been recorded and
the sequence of decisions x1, . . . , xt−1 has been implemented, we write
Qt(x
t−1, ξt) := inf
xt∈Xt(xt−1,ξt)
CVaRt|ξt
[
Lt+1(xt, ξt+1) +Qt+1(x
t, ξt+1)
]
, (4.14)
which can be seen as a recursive definition of the value-function Qt. Applying again the defi-
nition of CVaR, we can rewrite (4.14) as
Qt(x
t−1, ξt) := inf βt + 1tE|ξt
[
(Lt+1(xt, ξt+1) +Qt+1(xt, ξ
t+1)− βt)+
]
s.t. xt ∈ Rnt , βt ∈ R
xt ∈ Xt(xt−1, ξt).
Additionally, we can reformulate the dynamic programming type equations (4.14) corresponding
to problem (4.13) as
Qt(x
t−1, ξt) = inf
xt∈Xt(xt−1,ξt)
βt∈R
βt +
1
t
Qt+1(xt, βt, ξt),
where
Qt+1(xt, βt, ξt) := E|ξt
[(
Lt+1(xt, ξt+1)− βt +Qt+1(xt, ξt+1)
)+]
.
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Using auxiliary variables yt, t ∈ T \ {T}, to remove the nonlinearity inside the expectation
operators, problem (4.13) has an equivalent static formulation as
inf β1(ξ1) + E|ξ1 [y2(ξ2)]
s.t. xt ∈ (Lt)nt , βt ∈ Lt, yt+1 ∈ Lt+1 ∀t ∈ T \ {T}
x1(ξ
1) ∈ X1(ξ1) ∀ξ1 ∈ Ξ1
xt(ξ
t) ∈ Xt(xt−1(ξt−1), ξt) ∀ξt ∈ Ξt ∀t ∈ T \ {1, T}
yt+1(ξ
t+1) ≥ 0 ∀ξt+1 ∈ Ξt+1 ∀t ∈ T \ {T}
yt+1(ξ
t+1) ≥ Lt+1(xt(ξt), ξt+1) + βt+1(ξt+1) + 1t+1E|ξt+1 [yt+2(ξt+2)]− βt(ξt)
∀ξt+1 ∈ Ξt+1 ∀t ∈ T \ {T − 1, T}
yT (ξ
T ) ≥ LT (xT−1(ξT−1), ξT )− βT−1(ξT−1) ∀ξT−1 ∈ ΞT−1.
(4.15)
We remark that if the feasible set mappings Xt are defined through linear constraints, while
the loss functions Lt are convex and piecewise linear in the decision variables, then (4.15) is
equivalent to a linear multi-stage stochastic program of the type studied in [BK11]. Therefore,
it can be solved approximately in polynomial decision rules, for instance, by using semidefinite
programming techniques.
4.3.3 Distributionally Robust Dynamic Risk Measures
We are now ready to extend the results of Section 4.2.2 to the multi-stage setting. Here we
aim to optimize a robust dynamic risk measure over multiple decision stages. We first notice
that for each t ∈ T, evaluation of the risk of a random loss Lt+1(xt, ξt+1) with respect to a
conditional risk measure ρ|ξt typically requires knowledge of the probability distribution P∗.
Even in the risk-neutral case, i.e., when ρ|ξt = E|ξt , it is well known that the optimal value of a
stochastic programming problem can be very sensitive to even small changes in the probability
distribution of the underlying stochastic process ξ, see, e.g,[BTEGN09]. However, as in the
singe-stage case, an accurate characterization of the probability distribution P∗ may not be
available, and in most real-life problems the decision maker has to rely on limited historical
data and structured information in order to estimate P∗. To mitigate the effects of estimation
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errors, we incorporate distributional robustness into the risk-averse formulation of the multi-
stage stochastic program. As in Section 4.2.2, let P be any set of probability distributions that
are supported on Ξ, and assume that the true distribution P∗ of the stochastic process ξ is
unknown but contained in P . The distributionally robust counterpart of problem (4.7) is then
defined as the following dynamic optimization problem.
inf
x1∈X1
sup
P∈P
ρP|ξ1
[
L2(x1, ξ2) + inf
x2∈X2(x1,ξ2)
sup
P∈P
ρP|ξ2
[
· · ·
· · ·+ inf
xT−1∈XT−1(xT−2,ξT−1)
sup
P∈P
ρP|ξT−1 [LT (xT−1, ξT )]
]]
. (4.16)
Proposition 4.3.4 Given a set P of probability distributions supported on Ξ and a family of
dynamic risk measures ρP = {ρP|ξt}t∈T\{1} for P ∈ P, we define the worst-case conditional risk
measure ρw|ξt as
ρw|ξt := sup
P∈P
ρP|ξt .
If the conditional risk measure ρP|ξt is coherent for each P ∈ P, then ρw|ξt is also coherent.
Furthermore, the composite risk measure ρˆw = {ρˆw|ξt}t∈T\{1} defined through
ρˆw := ρw|ξ1 ◦ · · · ◦ ρw|ξT−1 (4.17)
is time-consistent.
Proof The coherence of ρw|ξt follows directly from Proposition 4.3.2. Moreover, Proposition
4.3.1 implies that the composite risk measure ρˆw is time-consistent.
Proposition 4.3.4 states that the worst-case composite risk measure constructed by composition
of worst-case conditional risk measures is time-consistent. Also, if the conditional risk map-
pings are coherent for every distribution in the ambiguity set P , then the resulting worst-case
composite risk measure is coherent. Proposition 4.3.4 generalizes a similar result for conditional
expectations to coherent conditional risk mappings [Sha11]. It also implies that the optimal
policy of the dynamic optimization problem (4.16) satisfies the principle of optimality. Indeed,
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the problem can be re-expressed in terms of worst-case conditional risk measures ρw|ξt as
inf
x1∈X1
ρw|ξ1
[
L2(x1, ξ2) + inf
x2∈X2(x1,ξ2)
ρw|ξ2
[
· · ·
· · ·+ inf
xT−1∈XT−1(xT−2,ξT−1)
ρw|ξT−1 [LT (xT−1, ξT )]
]]
. (4.18)
Problem (4.18) can thus be viewed as a multi-stage risk-averse optimization problem, and the
results of Section 4.3.1 follow.
Let us now construct a distributionally robust counterpart for the static version (4.12) of the
risk-averse multi-stage stochastic program (4.7), where ρˆP = ρP|ξ1 ◦ · · · ◦ ρP|ξT−1 and %P = ρˆP|ξ1
are defined as in Proposition 4.3.3.
inf sup
P∈P
%P
[
T∑
t=2
Lt
(
xt−1(ξt−1), ξt
)]
s.t. xt ∈ (L∞t )nt ∀t ∈ T \ {T}
x1(ξ
1) ∈ X1(ξ1) ∀ξ1 ∈ Ξ1
xt(ξ
t) ∈ Xt(xt−1(ξt−1), ξt) ∀ξt ∈ Ξt ∀t ∈ T \ {1, T}
(4.19)
Note that problem (4.19) optimizes a worst-case composite risk measure supP∈P %P, where the
worst case is again taken with respect to all probability distributions in P . Maybe surprisingly,
it turns out that although the dynamic optimization problem (4.7) is equivalent to the static
optimization problem (4.12), both of which are time-consistent, their robust counterparts (4.16)
and (4.19) may not be equivalent. Furthermore, problem (4.19) may fail to satisfy the principle
of optimality. The following proposition formalizes the above statements.
Proposition 4.3.5 Consider a set P of probability distributions supported on Ξ. For each
P ∈ P and t ∈ T consider a coherent conditional risk measure ρP|ξt : L∞T → L∞t , and define the
composite risk measure ρˆP : L∞T → R as
ρˆP := ρP|ξ1 ◦ · · · ◦ ρP|ξT−1 .
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Moreover, set ρw|ξt = supP∈P ρP|ξt for all t ∈ T \ {T}. Then, we have
ρw := sup
P∈P
ρˆP ≤ ρw|ξ1 ◦ · · · ◦ ρw|ξT−1 =: ρˆw.
The proof of this proposition is given in [Sha11] for conditional expectations. We extend this
proof here to the general case of conditional coherent risk mappings.
Proof For any stochastic process z ∈ LT , we have
ρw [z] = sup
P∈P
ρˆP [z]
= sup
P∈P
ρP|ξ1
[
. . . ρP|ξT−2
[
ρP|ξT−1 [z]
]]
≤ sup
P∈P
ρP|ξ1
[
. . .+ sup
P∈P
ρP|ξT−2
[
sup
P∈P
ρP|ξT−1 [z]
]]
= ρˆw [z] .
Next we show via an example that the inequality ρw ≤ ρˆw is in general strict, and we identify
conditions that guarantee the equality of the risk measures ρw and ρˆw.
Figure 4.6: Scenario trees in Example 4.3.2
Example 4.3.2 Suppose we wish to evaluate the worst-case expected loss of the following bet.
Consider a collection of coins, some of which are biased. To participate in the game one has
to bet an amount of money and then pick a coin at random. If the coin is unbiased, the initial
investment is doubled. Then the coin is flipped. If the outcome is heads, the player receives
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twice the amount of his or her investment; tails leads to the loss of the entire investment. The
game can be viewed as a two-stage bet. Let ξ1 be the random growth factor of the investment
over the first stage, that is, ξ1 = 1 if the coin we picked is biased (which happens with probability
p1), and ξ1 = 2 if the coin is unbiased. Moreover, let ξ2 be the growth factor of the investment
over the second stage, i.e., ξ2 = 2 if the outcome of the coin-flip is heads and ξ2 = 0 if the
outcome is tails. For a biased coin the probability of heads is p2. If the initial investment is
1$, then the player’s loss is given by L(ξ1, ξ2) = 1 − ξ1ξ2. We assume that the player has no
knowledge of the number of biased coins in the collection and also fails to know whether the
biased coins have greater probability for heads or for tails. However, as shown in Figure 4.6, it
is known that either p1 = 0.6 and p2 = 0.7 (scenario 1) or p1 = 0.5 and p2 = 0.3 (scenario 2).
In this setting, the risk of the loss differs under the two worst-case risk measures ρw and ρˆw.
Indeed, an explicit calculation yields
ρw [1− ξ1ξ2] = 1− sup
P∈P
E
[
EP|ξ1 [ξ1ξ2]
]
= −0.3
and
ρˆw [1− ξ1ξ2] = 1− sup
P∈P
E
[
sup
P∈P
EP|ξ1 [ξ1ξ2]
]
= −0.16.
This is due to the fact that in scenario 1 the worst-case expected loss arises when an unbiased
coin is chosen, whereas in scenario 2 the worst-case expected loss arises when a biased coin is
selected. The risk measure ρˆw can distinguish these two cases whereas ρw can not. Notice that
in this example the distribution of ξ2 is uniquely determined by the distribution of ξ1.
Example 4.3.3 Suppose now that (p1, p2) can adopt four different values as shown in Fig-
ure 4.7. Then ρw = ρˆw. The ambiguity set implied by the four scenarios for (p1, p2) is called
rectangular as the probability distribution of ξ2 is allowed to vary independently of the probability
distribution of ξ1.
The risk measures ρw and ρˆw are generally equal under the following two conditions. The
conditional risk mappings ρP|ξt must be coherent for all distributions in the ambiguity set.
Furthermore, the ambiguity set P must be rectangular in the sense of Definition 4.3.7 below.
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Figure 4.7: Scenario trees in Example 4.3.3
Rectangular sets of distributions have been considered in the economic literature in the context
of ambiguous priors, see, e.g., Gilboa and Schmeidler [GS89, GS92] or Epstein and Schnei-
der [ES02b] and the references therein. If it is impossible to infer the prior distribution of the
outcomes of a bet, a rational decision maker will rank the bet based on its worst-case expected
utility with respect to all possible priors. Rectangular sets of distributions have also been con-
sidered by Iyengar [Iye05] in the context of robust (risk-neutral) dynamic programming. In
the following, we give a rigorous definition of rectangular ambiguity sets, and then we formally
prove the equivalence of ρw and ρˆw for the above conditions.
For each t ∈ T, let Pt be any set of of probability measures supported on Ξt, and define for
t = 2, . . . , T the set of transition kernels corresponding to Pt as
Pt :=
{
Pt : Ξt−1 → Pt
∣∣ ξt−1 7→ Pt(B|ξt−1) measurable ∀B ∈ B(Ξt)} .
For notational convenience we set P1 = P1. Note that, as Ξ1 = {1}, P1 contains only the Dirac
distribution that concentrates probability mass at ξ1 = 1.
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Definition 4.3.7 We call an ambiguity set P rectangular if it is representable as
P :=
{
P ∈M(Ξ) : ∃Pt ∈ Pt ∀t ∈ T such that P(B) =
∫
Ξ1
. . .
. . .
∫
ΞT
1B(ξ)PT (dξT |ξT−1) . . .P2(dξ2|ξ1)P1(dξ1) ∀B ∈ B(Ξ)
}
, (4.20)
whereM(Ξ) denotes the set of all nonnegative Borel measures supported on Ξ. In the following,
we use the shorthand notation P := P1 ∗ · · · ∗ PT for (4.20).
Definition 4.3.8 Let P := P1 ∗ · · · ∗ PT be a rectangular ambiguity set. A family of dynamic
risk measures ρP = {ρP|ξt}t∈T\{T} is called composite with respect to P if there exist functions
rt : Pt+1 × Lt+1 → Lt, t ∈ T \ {T}, such that
ρP|ξt [z] = rt
[
Pt+1(·|ξt), rt+1
[
Pt+2(·|ξt+1), · · · , rT−1[PT (·|ξT−1), z] · · ·
]]
for all z ∈ LT and P ∈ P, and if rt[Pt+1(·|ξt), zt+1] ∈ Lt+1 for all random variables zt+1 ∈ Lt+1
and transition kernels Pt+1 ∈ Pt+1.
Note that rt[Pt+1, ·] constitutes a conditional risk measure mapping from Lt+1 to Lt for each
Pt+1 ∈ Pt+1.
Definition 4.3.9 A family of dynamic risk measures ρP = {ρP|ξt}t∈T\{T} that is composite
with respect to a rectangular ambiguity set P is called coherent if the conditional risk measures
rt[Pt+1, ·] are coherent for each Pt+1 ∈ Pt+1 and t ∈ T \ {T}.
Theorem 4.3.1 If the ambiguity set P := P1∗· · ·∗PT is rectangular and the family of dynamic
risk measures ρP = {ρP|ξt}t∈T\{T} is composite with respect to P and coherent, then ρw = ρˆw.
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Proof For any z ∈ LT we have
ρw [z] = sup
P∈P
ρˆP [z]
= sup
P∈P
ρP|ξ1
[
. . . ρP|ξT−2
[
ρP|ξT−1 [z]
]]
= sup
P1∈P1
. . . sup
PT∈PT
r1
[
P2(·|ξ1), r2
[
P3(·|ξ2), . . . , rT−1(PT (·|ξT−1), z) . . .
]]
= sup
P1∈P1
sup
P2∈P2
r1
[
P2, sup
P3∈P3
r2
[
P3, . . . , sup
PT∈PT
rT−1(PT , z) . . .
]]
= ρˆw [z] ,
where the third equality exploits the rectangularity of P and the fact that the family ρP,
P ∈ P , is decomposable. The fourth equality follows from the principle of interchangeability
[SDR09] and the monotonicity of the conditional risk mappings rt[Pt+1, ·] for all Pt+1 ∈ Pt+1
and t ∈ T \ {T}.
We are now in a position to develop conditions for the equality of the distributionally robust
multi-stage optimization problems (4.16) and (4.19).
Lemma 4.3.1 Assume that the conditional risk mappings ρP|ξt, t ∈ T, are coherent for all
P ∈ P and that the ambiguity set P satisfies the rectangularity property (4.20). Then the
problems (4.16) and (4.19) are equivalent.
Proof Let ρw|ξt = supP∈P ρP|ξt . Then, problem (4.16) can be written as
inf
x1∈X1
ρw|ξ1
[
L2(x1, ξ2) + inf
x2∈X2(x1,ξ2)
ρw|ξ2
[
· · ·
· · ·+ inf
xT−1∈XT−1(xT−2,ξT−1)
ρw|ξT−1 [LT (xT − 1, ξT )t]
]]
. (4.21)
Next, define the composite risk measure ρˆw = ρw|ξ1 ◦ · · · ◦ ρw|ξT−1 and set %w = ρw|ξ1 . Thus, it
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follows from Proposition 4.3.3 that (4.21) is equivalent to
inf %w
[∑T
t=2 Lt (xt−1(ξ
t−1), ξt)
]
s.t. xt ∈ (Lt)nt ∀t ∈ T \ {T}
x1(ξ
1) ∈ X1(ξ1) ∀ξ1 ∈ Ξ1
xt(ξ
t) ∈ Xt(xt−1(ξt−1), ξt) ∀ξt ∈ Ξt ∀t ∈ T \ {1, T}.
(4.22)
Since P is rectangular, ρˆw = ρw by Proposition 4.3.1, and the claim follows.
4.3.4 Distributionally Robust Multi-Stage Optimization with CVaR
In this section, we construct static formulations for distributionally robust risk-averse multi-
stage stochastic programs of the form (4.16) whose conditional risk mappings ρP|ξt are given by
conditional versions of CVaR, while the ambiguity set P is described by moment constraints.
We assume that the actual distribution of ξt is unknown, but that its first d-order moments
µ∗t ∈ R|Ld| are given for each t ∈ T, where the first component of µ∗t (corresponding to the
0-order moment of ξt) is equal to 1. Thus we define the marginal ambiguity sets as
Pdt =
{
Pt ∈M(Ξt) :
∫
Ξt
Bd(ξt)Pt(dξt) = µ∗t
}
,
and denote the corresponding transition kernels by Pdt . Using these conventions, we can con-
struct a rectangular ambiguity set as follows.
Pd = Pd1 ∗ · · · ∗ PdT
By the above assumptions, Pd contains the true distribution P∗ of the stochastic process ξ.
The distributionally robust version of the time-consistent CVaR optimization problem (4.13)
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corresponding to Pd has the following dynamic formulation.
inf
x1∈X1
sup
P1∈Pd1
P1-CVaR1|ξ1
[
L2(x1, ξ2) + inf
x2∈X2(x1,ξ2)
sup
P2∈Pd2
P2-CVaR2|ξ2
[
· · ·
· · ·+ inf
xT−1∈XT−1(xT−2,ξT−1)
sup
PT∈PdT
PT -CVaRT−1|ξT−1 [LT (xT−1, ξT )]
]]
(4.23)
At the last decision stage t = T − 1, we are interested in solving the following parametric
optimization problem.
QT−1(xT−2, ξT−1) := inf
xT−1∈XT−1(xT−2,ξT−1)
sup
PT∈PdT
PT -CVaRT−1|ξT−1 [LT (xT−1, ξT )]
Using the classical definition of CVaR due to Rockafellar and Uryasev [RU00] in conjunction
with Lemma 4.2.1, QT−1(xT−2, ξT−1) can be re-expressed as the optimal value of the single-stage
stochastic program
inf βT−1 +
1
T−1
y>T−1µ
∗
T
s.t. xT−1 ∈ RnT−1 , βT−1 ∈ R, yT−1 ∈ Rs(kT+d,d)
xT−1 ∈ XT−1(xT−2, ξT−1)
y>T−1Bd(ξT ) ≥ 0
y>T−1Bd(ξT ) ≥ LT (xT−1, ξT )− βT−1
 ∀ξT ∈ ΞT .
Similarly, at any decision stage t = T − 1, . . . , 1, we need to solve a parametric optimization
problem of the form
Qt
(
xt−1, ξt
)
:= inf
xt∈Xt(xt−1,ξt)
sup
Pt+1∈Pdt+1
Pt+1-CVaRt|ξt
[
Lt+1(xt, ξt+1) +Qt+1(x
t, ξt+1)
]
,
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which is equivalent to the following stochastic program.
inf βt +
1
t
y>t µ
∗
t+1
s.t. xt ∈ Rnt , βt ∈ R, yt ∈ Rs(kt+1+d,d)
xt ∈ Xt(xt−1, ξt)
y>t Bd(ξt+1) ≥ 0
y>t Bd(ξt+1) ≥ Lt+1(xt, ξt+1) +Qt+1(xt, ξt+1)− βt
 ∀ξt+1 ∈ Ξt+1
(4.24)
Combining all nested parametric optimization problems of the form (4.24) and applying the
principle of interchangeability [SDR09] shows that the dynamic optimization problem (4.23)
has the following equivalent static formulation.
inf β1(ξ1) + 11y1(ξ
1)>µ∗2
s.t. xt ∈ (Lt)nt , βt ∈ Lt, yt ∈ (Lt)s(kt+1+d,d) ∀t ∈ T \ {T}
x1(ξ
1) ∈ X1(ξ1) ∀ξ1 ∈ Ξ1
xt(ξ
t) ∈ Xt(xt−1(ξt−1), ξt) ∀ξt ∈ Ξt ∀t ∈ T \ {1, T}
yt(ξ
t)>Bd(ξt+1) ≥ 0 ∀ξt+1 ∈ Ξt+1 ∀t ∈ T \ {T}
yt(ξ
t)>Bd(ξt+1) ≥ Lt+1(xt(ξt), ξt+1) + βt+1(ξt+1) + yt+1(ξt+1)>µ∗t+2 − βt(ξt)
∀ξt+1 ∈ Ξt+1 ∀t ∈ T \ {T − 1, T}
yT−1(ξT−1)>Bd(ξT ) ≥ LT (xT−1(ξT−1), ξT )− βT−1(ξT−1) ∀ξT ∈ ΞT .
(4.25)
We remark that if the feasible set mappings Xt are defined through linear constraints and
the loss functions Lt are convex and piecewise linear in the decision variables, then (4.25) is
equivalent to a linear multi-stage stochastic program. This problem can be solved approximately
in polynomial decision rules, for instance, by approximating it with a hierarchy of semidefinite
programs [BK11].
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4.4 Risk and Ambiguity in Supply Chain Management
We assess the performance of the proposed risk-averse and distributionally robust multi-stage
stochastic programming models in the context of a single-echelon supply chain model described
by Bertsimas et al. [BIP11], see also Vayanos et al. [VKR12]. All computations are performed
within Matlab 2011b and by using the YALMIP interface [L0¨4] of the SDPT3 optimization
toolkit [TTT03].
Consider a retailer who receives in each period t ∈ T orders for ξt units of a single product from
his or her customers. This demand is satisfied from an inventory, whose current filling level is
denoted by st. The retailer replenishes the inventory by placing orders xo,t with the supplier,
who charges a wholesale price of ct per unit of the product. The retailer is liable to pay a
penalty to the customers for unsatisfied demand. The corresponding backlogging cost amounts
to pt per unit of the product. The cost of storing one unit of the product in the inventory is
denoted by ht. Finally, there are prescribed limits on the sizes of the orders placed in each
period as well as on the sizes of the cumulative orders. The inventory dynamics is described by
the following system of equations
st(ξ
t) = st−1(ξt−1) + xo,t−1(ξt−1)− ξt t = 2, . . . , T,
where the constant s1 denotes the initial inventory level. The order constraints of the problem
are representable as
xo,t ≤ xo,t(ξt) ≤ xo,t
xco,t ≤
∑t
r=1 xr(ξ
r) ≤ xco,t
 t = 1 . . . , T − 1,
where xo,t, xo,t and xco,t, xco,t denote the lower and upper bounds on the current and cumulative
orders, respectively. The retailer seeks to minimize the cumulative cost
∑T
t=2 xc,t(ξ
t), where the
stage t cost xc,t(ξt), t ∈ T \ {1}, satisfies
xc,t(ξ
t) ≥ ct−1xo,t−1(ξt−1) + max
{
htst(ξ
t),−ptst(ξt)
}
.
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Table 4.1: Input parameters
Parameter Value
T 4
(pt, ct, ht) (11, 1, 10)
s1 0
(xo,t, xo,t) (0, 100)
(xco,1, . . . , xco,T ) (0, 0.47, 0.134, 0.188, 0.429)
(xco,1, . . . , xco,T ) (100, 0.94, 0.248, 0.370, 0.584)
ξt 1 +
1
2 sin
(
pi t6
)
θ 70%
To assess the impact of risk-aversion, time-consistency and distributional robustness, we formu-
late and solve the supply-chain problem using five different objective functions: the risk-neutral
expected value (RN), the time-inconsistent mean-CVaR (TI-CVaR), the time-consistent mean-
CVaR (TC-CVaR), the distributionally robust time-inconsistent mean-CVaR (WC-TI-CVaR)
and the distributionally robust time-consistent mean-CVaR(WC-TC-CVaR) of the cumulative
costs. The mean and the CVaR are equally weighted in all objectives. In addition, the CVaR
in models TI-CVaR and WC-TI-CVaR is computed at the tolerance level  = 5%, and the
conditional versions of CVaR in models TC-CVaR and WC-TC-CVaR are computed at a tol-
erance level t = 5%, for all t ∈ T. Table 4.1 summarizes the input data used in the numerical
experiments. We assume that the support Ξt of ξt, t ∈ T \ {1}, constitutes an interval defined
through
Ξt :=
{
ξt | − (1− θ2)ξ2t + 2ξtξt − ξ2t ≥ 0
}
,
where θ ∈ [0, 1] is a measure for the degree of uncertainty, while ξt denotes the nominal demand
in period t. In the models RN, TI-CVaR and TC-CVaR the random demands are assumed to
be uniformly distributed on Ξ. Moreover, in the distributionally robust models WC-TI-CVaR
and WC-TC-CVaR the demand distribution is assumed to be unknown except for its first and
second-order moments, which are supposed to coincide with those of the uniform distribution.
We solve the linear stochastic programs corresponding to the five different models using polyno-
mial decision rules [BK11], that is, we approximate the functional decisions at each stage t with
quartics of the uncertain parameters ξt. The resulting approximate problems are equivalent
to hierarchies of semidefinite programs that can be solved in polynomial time. Their solution
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identifies the best quartic policy for the respective objective function, and the corresponding
optimal value therefore provides an upper bound on the true optimal value of the underlying
problem.
Table 4.2: Optimal values based on fourth-order polynomial decision rules
Model Optimal value
RN 53.62
TI-CVaR 80.29
WC-TI-CVaR 86.58
TC-CVaR 85.72
WC-TC-CVaR 86.65
Table 4.2 reports the resulting optimal values corresponding to the different models. We observe
that these optimal values increase with the conservatism of the model. Indeed, all risk-averse
models exhibit a higher optimal value than the risk-neutral model. Similarly, the time-consistent
models TC-CVaR and WC-TC-CVaR display higher optimal values than their time-inconsistent
counterparts TI-CVaR and WC-TI-CVaR, respectively. We also observe that injecting distri-
butional robustness generally increases the optimal value.
To assess the impact of accounting for time-consistency and distributional robustness, we com-
pare the in-sample as well as the out-of-sample performance of the different optimal policies.
Thus, we analyze the statistical properties of the costs accrued under the different policies with
respect to 1000 independent demand scenarios. The in-sample tests are based on scenarios
drawn from the uniform distribution on Ξ, while the out-of-sample tests rely on scenarios from
the multivariate Pearson distribution whose parameters are listed in Table 4.3. This choice of
parameters ensures that the first and second-order moments of the Pearson distribution match
those of the uniform distribution. Both the Pearson as well as the uniform distribution are
therefore members of the ambiguity set used in the models WC-TI-CVaR and WC-TC-CVaR.
Tables 4.4 and 4.5 report various in-sample and out-of-sample statistics of the total costs
incurred under the different optimal polices. We observe that the non-robust models marginally
outperform the robust ones in the in-sample tests. This is not surprising as a stochastic model
is preferable when the distribution is precisely known. However, there seems to be no significant
disadvantage in using a robust model even if the distribution is known. In contrast, we observe
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Table 4.3: Parameters for Pearson distribution
Parameter ξ2 ξ3 ξ4 ξ5
Mean 1.43 1.50 1.43 1.25
Std Dev 0.58 0.61 0.58 0.51
Skewness 1.29 1.51 1.06 1.04
Kurtosis 6.21 6.83 4.29 4.42
Table 4.4: In-sample statistics of the total cost
Statistic RN TI-CVaR WC-TI-CVaR TC-CVaR WC-TC-CVaR
Mean 53.62 53.80 55.20 54.11 54.85
Std Dev 22.19 21.97 21.42 21.51 21.05
VaR5% 91.81 91.89 93.88 91.79 92.00
CVaR5% 98.47 97.69 99.43 97.72 97.90
1
2Mean+
1
2CVaR5% 76.05 75.75 77.31 75.91 76.38
that the WC-TC-CVaR policy results in the lowest out-of-sample mean as well as the lowest
out-of-sample VaR and CVaR (consistently computed at 5%), among all policies. Thus, it
also displays the lowest average of the expectation and the CVaR of the costs. The non-
robust policies based on TI-CVaR and TC-CVaR are overfitted to the uniform distribution.
Therefore, they tend to underperform when the data-generating distribution is non-uniform.
This is a manifestation of the robust models’ ability to hedge against ambiguity.
Table 4.5: Out-of-sample statistics of the total cost
Statistic RN TI-CVaR WC-TI-CVaR TC-CVaR WC-TC-CVaR
Mean 55.02 54.35 54.31 54.54 53.60
Std Dev 42.37 34.82 21.50 33.63 20.93
VaR5% 97.96 96.85 97.92 96.77 92.72
CVaR5% 153.41 137.21 109.90 134.99 105.34
1
2Mean+
1
2CVaR5% 104.22 95.78 82.11 94.76 79.48
Chapter 5
Conclusion
Many real-life decision problems in management science and engineering involve decisions that
are functions of time and/or uncertainty. The resulting optimization models are therefore nat-
urally formulated on infinite-dimensional function spaces. However, such infinite-dimensional
optimization problems are hard, and to solve them one usually has to resort to approximation
methods.
In this thesis, we develop approximation methods for solving two classes of infinite-dimensional
optimization problems over function spaces: continuous linear programs and multi-stage stochas-
tic optimization problems. In the sequel, we first summarize the main contributions of the thesis
and then identity directions for future work.
In Chapter 2, we proposed a generic approximation scheme for continuous linear programs,
where we approximated the functional form of the decisions by polynomial and piecewise poly-
nomial functions of time. We showed, using recent results from polynomial optimization, that
the best polynomial policy of a given fixed degree can be found efficiently by solving a tractable
conic optimization problem. Polynomial decision rules result in a conservative approximation
for the continuous linear program and thus provide an upper bound on its optimal value. To
estimate the degree of suboptimality of the best polynomial policy, we proposed to solve the
dual continuous linear program in polynomial decision rules, thereby computing a lower bound
on the optimal value of the problem. We established the convergence of the primal and dual
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approximations as the degree of the polynomial decision rules tends to infinity.
In Chapter 3, we assessed the potential of polynomial decision rules for solving multi-stage
stochastic programs. Again, we proposed to approximate the recourse decisions by polynomial
decision rules and showed that the best polynomial decision rule of a fixed degree can be
computed efficiently. In analogy to Chapter 2, we showed that the suboptimality of the best
polynomial decision rule can be estimated efficiently by solving a dual version of the stochastic
program in polynomial decision rules. Our numerical results indicate that even low-degree
polynomial decision rules can significantly outperform linear and piecewise linear decision rules.
In Chapter 4, we studied risk-averse multi-stage stochastic programming models that are af-
fected by distributional ambiguity. We extended the concepts of coherence and time-consistency
to distributionally robust stochastic programs and introduced robust dynamic risk measures.
We discussed conditions under which these robust risk measures inherit coherence and time-
consistency from their nominal counterparts. We introduced a robust dynamic version of CVaR
based on a moment cone ambiguity set for the distribution of the underlying uncertain parame-
ters. We showed theoretically that this new dynamic CVaR is coherent and time-consistent. We
reformulated the problem of optimizing this dynamic CVaR as a linear multi-stage stochastic
program. Finally, we applied the polynomial decision rule approximations from Chapter 3 to
solve the arising optimization problems efficiently and to obtain upper bounds on their optimal
values.
We identify the following promising directions for future research.
The superior approximation capability of polynomial decision rules with respect to piecewise
constant, linear and piecewise linear decision rules reflects their ability to adapt to different
problem instances even if no structural information about the true optimal solution is avail-
able. However, the applicability of polynomial decision rules is limited by the capabilities of
current semidefinite programming solvers. Semidefinite programming is a relatively new field
in mathematical optimization. The non-commercial state-of-the-art SDP solvers can only cope
with small to medium-size instances. In contrast, there are several commercial linear and
second-order cone programming solvers that can handle large-scale optimization models arising
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from constant, linear or piecewise linear decision rule approximations. Consequently, there is
significant interest in developing new SDP solvers that are suitable for large-scale problems.
An important feature of continuous linear programs and stochastic optimization problems is
that we are not interested in high-accuracy solutions. Approximation errors of . 5% are com-
pletely acceptable in most applications as there are numerous measurement errors that cannot
be controlled when the model is parameterized. Thus, we would welcome new SDP solvers that
can cope with large-scale optimization models at the expense of sacrificing some optimality.
Recent results on first-order methods for semidefinite programming indicate that there is hope
that such solvers might emerge in the near future [Mon03]. It would then be desirable to cus-
tomize these solvers to the special structures of SDPs that arise from polynomial decision rule
approximations of functional optimization problems.
In some real-life problems the decision variables may exhibit a periodic dependence on time
and/or the uncertain parameters. For example, the day to day demand for energy in a given
season is largely periodic. Indeed, energy consumption increases in the morning and falls in
the evening, and this pattern is repeated over different weekdays. Furthermore, the overall
size of the demand for electricity changes through different seasons of the year. Due to the
non-storability of energy, in a power system operation and management problem, the optimal
operating decisions inherit the periodicity of the demand. A decision maker should therefore
focus on periodic decision rules that are adapted to the problem structure. In this situation
polynomial decision rules may fail to offer the desired approximation quality. For this reason, we
believe that functional optimization with an inherent periodicity should be approximated with
trigonometric decision rules, whereby the functional decisions are modeled as trigonometric
polynomials of time (or the uncertain problem parameters). Trigonometric polynomials can
be viewed as ordinary polynomials evaluated on the unit circle in the complex plane, and
therefore most of the polynomial optimization methods used in this thesis remain applicable
for trigonometric polynomials. In particular, the semi-infinite problems resulting from the
decision rule approximation require checking the non-negativity of trigonometric polynomials.
It turns out that semi-infinite inequalities involving a univariate trigonometric polynomial are
again equivalent to a system of LMIs, see, e.g., [Nes00]. The multivariate case seems more
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challenging, but recent results indicate general trigonometric polynomial inequalities admit a
tight approximation in terms of semidefinite constraints, see, e.g., [Dum06]. Thus, the arising
approximate problems can again be expressed as tractable SDPs. Therefore, an interesting
direction for future research would be to extend the results of Chapters 2 and 3 to trigonometric
decision rules and to identify new applications in which periodicity plays an important role
such as optimal control of periodic systems, see, e.g., [GV10]. Trigonometric decision rules
have also been considered by Vayanos et al. [VKR12] in the context of sampling-based robust
optimization.
Multi-stage stochastic programming provides a versatile framework for optimal decision making
under uncertainty. However, it may not not always be appropriate to model the underlying
stochastic process in discrete time. In option pricing theory, for instance, it is natural to model
the stock and option prices as well as the trading decisions as stochastic processes in continuous
time [LPRZ06]. The arising option pricing models can be viewed as stochastic optimal control
problems, and the underlying decisions are functions of time as well as uncertainty. It would
be interesting to develop polynomial decision rule approximations for this important class of
decision problems. Techniques of optimization with polynomials have already been used to
approximate non-linear optimal control problems in continuous time [LHPT08]. However, it
would be interesting to investigate whether there is merit in using polynomial decision rules for
solving linear stochastic control problems in continuous time. Time discretization techniques
of the type proposed in [Kuh09] could also prove useful to achieve this goal.
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