RESUME. Nous traitons du problème de filtrage statistique optimal dans des systèmes à sauts. Nous considérons trois processus : un processus continu caché X, un processus continu observé Y, et un processus discret caché R modélisant les « sauts », qui peuvent être vus comme les changements aléatoires des paramètres régissant localement les distributions markoviennes du couple (X,Y). Nous nous intéressons à une famille récente de modèles dans laquelle il est possible de mettre en place un filtrage optimal rapide, dont la complexité est linéaire en temps. Nous étendons cette famille en introduisant un quatrième processus discret fini U permettant de modéliser les possibles non-stationnarités du triplet (X, R, Y). Nous montrons que les filtrages optimaux rapides demeurent possibles dans la famille étendue et nous illustrons leur intérêt via quelques simulations.
Extended abstract
We consider triplet Markov Gaussian linear systems ) , , ( In the classical "Conditionally Gaussian Linear State-Space Model" (CGLSSM) (Cappé et al., 2005) , optimal filter is not workable with a reasonable complexity, and numerous approximation methods have been proposed. Among them particle filters are asymptotically optimal (Doucet et al., 2001) but present drawbacks such as the degeneration of weights and a relatively high computational burden.
In this paper, we propose a new model, quite close to the CGLSSM, belonging to the general recently proposed family of models, called "conditionally Markov switching hidden linear models" (CMSHLM) (Pieczynski, 2011a) , in which the computation of optimal filter with complexity linear in the number of observations is possible. In a CMSHLM, the triplet ) , , ( Then we show that it is possible to introduce a fourth discrete-valued process N U 1 , so that the triplet T 1 N = (R 1 N ,U 1 N ,Y 1 N ) is Markov. In such models, called "Conditionally switching hidden linear model with marginally Markov jumps", the couple ) , (
is not necessarily Markovian. This context has already proven very effective in image segmentation for modeling multiple-stationaries (Lanchantin et al., 2011; Boudaren et al., 2012a) , in hidden semi-Markov chains (Lapuyade-Lahorgue et Pieczynski, 2011a) or in hidden evidential Markov chains (Pieczynski, 2007 ; Boudaren et al., 2012b ; Ramasso et Denoeux, 2013) , but is novel in optimal statistical filtering. Simulations are provided to illustrate the value of the new modeling in the context of non-stationary on-line filtering of time-series.
Introduction
On considère trois séquences aléatoires ) ..., , (Cappé et al., 2005) . Il est défini par : ;
(1.1)
(1.2) Diverses méthodes d'approximations, qui peuvent être déterministes (Costa et al., 2005 ; Kim et Nelson, 1999 ; Zoeter et Heskes, 2006 ; Yin et al., 2010) ou stochastiques (Andrieu et al., 2003 ; Ristic et al., 2004 ; Doucet et al., 2001 ) ont alors été proposées et appliquées souvent avec succès. En particulier, les méthodes « Monte Carlo par Chaînes de Markov Séquentielles » (MCMCS), également connues sous le nom de « filtre particulaire » (FP), présentent des propriétés d'optimalité asymptotique et peuvent donc être considérées comme quasi-optimales dans un grand nombre de situations. En conséquence le FP est très couramment utilisé. Cependant, ces méthodes peuvent présenter un certain nombre d'inconvénients, comme la dégénérescence des poids pouvant impliquer l'accroissement du temps d'exécution. Les applications du filtrage optimal dans des systèmes à sauts sont multiples et touchent des domaines très variés. Citons, à titre d'exemple et de manière non exhaustive, la poursuite de cible (Arulampalam et al., 2003) , le traitement de la parole (Lee et Rheem, 2000 ; Soo et al., 2012) , la modélisation et le traitement de la volatilité (Carvalho et al., 2007 ; Elliot et Miao, 2006 ; Yu et Zhang, 2011) , le traitement d'images (Wu et al., 2004 ; Smith et al., 2010) , la modélisation de la production industrielle (Giordani et a., 2007) , la propagation des épidémies (Zhou et Shumway, 2008) , ou encore la modélisation et le traitement des différents phénomènes liés aux marchés (Al-Anaswah et Wilfling, 2011 ; Johnson et Sakoulis, 2008) .
Plus récemment il a été proposé différents modèles « à sauts », dont certains très simples, dans lesquels le problème peut être résolu de manière exacte avec une complexité linéaire en n . Leur synthèse est présentée dans (Pieczynski et Abbassi, 2009 ; Abbassi, 2012) . Ensuite, un modèle général, appelé « modèle caché conditionnellement linéaire à sauts markoviens » (MCCLSM), unifiant et étendant les différent modèles précédents, a été proposé dans (Pieczynski, 2011a) . La différence entre la famille classique des modèles et le MCCLSM, dans lequel il est donc possible de mettre en place un filtrage optimal rapide présentant une complexité comparable à celle du filtre de Kalman dans des systèmes gaussiens classiques, est la suivante. Les hypothèses retenues pour définir la loi de ) , , ( (Lanchantin et al., 2011 ; Boudaren et al., 2012a) , ce qui est à l'origine de la présente étude. En effet, ainsi que nous allons le montrer, il est possible d'étendre la famille MCCLSM des triplets ) , , (
. Notons qu'outre les différentes stationnarités mentionnées plus haut, N U 1 peut modéliser différentes autres situations mentionnées à la Section 4.
L'objet de cet article est de présenter un modèle général ) , , , (
la famille MCCLSM et de montrer, dans un cas particulier, son intérêt en situation de sauts non stationnaires. L'organisation de l'article est la suivante. Dans la section suivante, nous rappelons un résultat récent modifiant le modèle classique (1.1)-(1.3) et aboutissant au modèle général appelé « Modèle couple conditionnellement Gaussien ». Dans la section 3 nous rappelons comment il est possible de définir un modèle proche du modèle général mais permettant un filtrage rapide, car appartenant à la famille des « modèles cachés conditionnellement linéaires à sauts ». La section 4 introduit le « modèle caché conditionnellement linéaire à sauts non stationnaires», par l'ajout d'un processus auxiliaire. Enfin, la section 5 procure quelques résultats numériques d'expériences qui mettent en évidence l'intérêt de cette nouvelle modélisation pour le filtrage non stationnaire en ligne de séries temporelles, et la section 6 contient les conclusions et des perspectives. (2.1) 
Généralisation du modèle CGLSSM
des matrices de tailles appropriées dépendantes des sauts, et
un bruit blanc gaussien de matrice de covariance identité. Notons que nous avons deux types de généralisations. Le premier consiste en considérant des termes quelconques au lieu des termes nuls dans les deux matrices de (2.2). Le deuxième consiste en l'extension de la dépendance des termes de ces matrices de
La plus grande généralité du modèle (2.3)-(2.4) par rapport au modèle (2.1)-(2.2) apparaît ainsi avec évidence ; cependant, il garde les propriétés analogues à celles de ce dernier et le même type de méthodes approchées peut être utilisé. En particulier, on peut aisément étendre les filtres particulaires utilisés dans le modèle classique au CGPMM (2.3)-(2.4) (Abbassi et al., 2011) . Comme dans les cas classiques, il est possible, dans un CGPMM, d'utiliser le filtre de Kalman à N R 1 connu. En effet, (Abbassi et al ., 2011) .
Filtrage rapide exact dans un cas particulier de CGPMM
Considérons le cas particulier du CGPMM (2.3)-(2.4) suivant : N R 1 est une chaîne de Markov ;
(3.1) 
Montrons, en reprenant les idées de (Abbassi et al., 2011) , que le filtrage exact rapide est possible, ce qui signifie que la complexité est linéaire en , et précisons le déroulement du filtre. Cette possibilité vient du fait que le modèle (3.1)-(3.2) fait partie de la famille des modèles dits « Modèle caché conditionnellement linéaire à sauts », en anglais conditionally Markov switching hidden linear models, qui seront notés CMSHLM n dans la suite. En effet, ces derniers, introduits dans (Pieczynski, 2011a) , autorisent le filtrage exact rapide. Plus précisément, un CMSHLM est défini par : Pour la mise en oeuvre pratique du filtre à partir de (3.1)-(3.2), il nous faut préciser les liens entre les coefficients des matrices de (3.2) et les quantités ) , ( 
(3.11)
En considérant * γ une matrice telle que : . On peut alors montrer qu'il existe un modèle (3.1)-(3.2) dans lequel ces lois, à sauts donnés, sont les mêmes (Petetin et Desbouvries, 2013 ; Petetin, 2013 
Filtrage rapide exact dans les « Modèles cachés conditionnellement linéaires à sauts marginalement markoviens » (MCCLSMM).
Considérons un processus ) , , , (
est un « modèle caché conditionnellement linéaire à sauts marginalement markoviens » (MCCLSMM) à sauts si pour tout 1 = n , …, 1 − N : 
avec :
, y n n+1 ) + La démonstration de (4.7)-(4.8) est analogue à celle de (4.5) ; (4.9) et (4.10) sont immédiats.
REMARQUE. -Malgré la similitude mathématique entre les modèles MCCLSM et MCCLSMM, la différence, apparaissant au niveau de l'interprétation des processus cachés, peut être très importante du point de vue pratique. Dans le problème de segmentation, utiliser une chaîne de Markov triplet ) , , (
peut conduire à une amélioration significative des résultats obtenus (Lanchantin et al., 2011) . Au plan plus théorique, les différentes interprétations de N U 1 peuvent mener à différentes modélisations comme les semi-Markov cachés (Lapuyade-Lahorgue et ou les chaînes cachées évidentielles (Pieczynski, 2007 ; Boudaren et al., 2012b ; Ramasso et Denoeux, 2013) . Notons également l'utilisation récente du processus auxiliaire pour modéliser, dans le cas multivarié, les états à retard existant entre les canaux observés (Le Cam, 2013) . Toutes ces modélisations peuvent être utilisées dans le cadre d'un MCCLSMM introduit dans cet article, ce qui constitue autant de perspectives pour les travaux futurs. 
Expérimentations

Nous présentons dans cette section les résultats de simulations dans lesquelles les processus
N X 1 et N Y 1 sont scalaires (i.e. 1 = = q m ), avec deux classes pour N R 1 ( 2 = K ) et trois classes pour N U 1 ( 3 = L) , ,, ( ) , ( 2 21 1 2 1 2 1 Y X Y X Z Z Z = = . La distribution gaussienne de 2 1 Z (conditionnelle à ) , ( ) , ( 2 1 2 1 v v V V = )1 + n U 1 + n R µ X Y µ 2 X σ 2 Y σ a b c d e 1 + n U 1 + n R µ X Y µ 1 A 2 A 4 A 1 B 4 B L'1 + n R Y µ 2 X σ 2 Y σ a b c d e 1 + n R Y µ 1 A 2 A 4 A 1 B 2 B 3 B 4 B
Figure 2. Extraits de données restaurées avec, en haut, les filtres F1 et F2 à sauts connus et, en bas, les filtres F1 et F2 à sauts inconnus
La qualité de restauration de x est mesurée à l'aide de l'erreur quadratique moyenne (EQM), celles de r et de u , dans le cas à sauts inconnus, le sont par le taux d'erreur de classification (τ ). Les résultats moyens obtenus sur 300 expériences sont reportés dans le tableau 3. Un exemple de restauration de x à sauts connus et à sauts inconnus est présenté dans la figure 2.
Les résultats présentés, et d'autres résultats obtenus par des simulations analogues, montrent que, lorsque les données suivent un modèle à sauts non stationnaires proposé, l'utilisation du modèle à sauts stationnaires peut dégrader les résultats obtenus avec le vrai modèle de manière non négligeable.
Conclusions et perspectives
Nous avons considéré dans cet article le problème de filtrage statistique optimal, au sens de l'erreur quadratique moyenne, dans des systèmes linéaires à sauts. Notons X le processus caché, Y le processus observé, et R le processus des sauts. Dans les modèles classiques, où les sauts sont modélisés par une chaîne de Markov et le couple ) , ( Y X est markovien conditionnellement aux sauts, il est impossible de mettre en place un filtrage rapide, dont la complexité serait linéaire en temps, même dans les cas les plus simples où la loi du couple ) , ( Y X conditionnellement aux sauts est celle d'un système markovien gaussien. Un tel filtrage rapide est possible dans une famille particulière de modèles à sauts, où le couple ) , ( Y X est markovien conditionnellement aux sauts comme dans les modèles classiques, cependant, le processus caché X ne l'est plus nécessairement (Pieczynski, 2011a) . Dans cette famille, que nous appellerons F , le couple ) , ( Y R est markovien et, comme conséquence, le processus observé Y est markovien conditionnellement aux sauts, ce qui n'est pas le cas dans les modèles classiques. L'apport de cet article est de proposer une extension de cette famille en gardant la possibilité de filtrage optimal rapide. Nous avons introduit un processus discret fini auxiliaire U , et nous avons considéré le quadruplet Nous avons présenté des simulations dans le cas très simple où les différentes valeurs de U présentent différentes stationnarités de R , et il s'avère que les résultats obtenus avec U peuvent améliorer de façon significative ceux obtenus sans U , où l'on suppose les sauts stationnaires.
Les perspectives pour ce travail contiennent les différentes extensions en complexifiant la loi de ) , , ( Y R U ; en particulier, on peut considérer des processus « partiellement » de Markov, autorisant des bruitages à mémoire longue (Lanchantin et al., 2008 ; Pieczynski, 2013a) . On pourra alors envisager d'utiliser ces différents modèles à des fins de lissage ou prédictions, en étendant ainsi les premiers résultats obtenus dans le cadre des ) , , ( Y R X T = dans F , présentés dans (Bardel et Desbouvries, 2012 ; Pieczynski, 2011b) . L'estimation des paramètres, en s'inspirant éventuellement de (Fox et al., 2011) , constitue une autre perspective intéressante.
