This paper study the used of moving averages (MA) and Exponential smoothing techniques (EST) for load forecasting. The case study was in Universiti Teknologi PETRONAS (UTP), Malaysia. The study was divided by two types of load forecasting namely Semester On (SOn) and Semester Off (SOf). Later, MA and ESMT being used to forecast the usage load for both SOn and SOf. The results indicated that ESMT gives better forecasting compared to MA in terms of less measurements of error e.g. Mean Absolute Percentage Error (MAPE).
Introduction
Prediction of future events and conditions is called forecasts, and the act of making such prediction is called forecasting. It is essential to have accurate models to forecast future load demand. Load demand forecasting is typically categorized into long term and short term prediction respectively. There exist many research articles in forecasting ( [1] - [12] ) and the references cited therein.
Short term load forecast is normally carried out for an interval ranging from possibly half an hour or one hour to one week ahead. To supply the load demand over this particular duration of time involves the start up and shutdown of entire generating units, which will be determined by a number of generation control functions such as hydro scheduling, hydro thermal coordination, unit commitment and interchange evaluation. These load information is obtained from STLF system and it is vital to the operational of dispatch centre in order to dispatch load economically. It is main goal for any utilities company to operate as low as possible of operating cost. One way to achieve this is to minimize the forecast error. It was estimated that an increase of operating cost associated with a 1% increase of forecast error was 10 million pounds per year. Thus, the accuracy of the load forecasting is really important and crucial to minimize the costing.
Short term load forecast (STLF) plays an important role in economic operation and also for the reliability of powers systems. Therefore, with an accurate prediction model, it is also purposed to determine the performance of electricity forecasting model by using moving average and exponential smoothing techniques. Next will be the data gathering from GDC UTP. The data will be transformed to model and will be simulated using MATLAB software. The data usually will predict based on one week prediction. Further analysis will be carried out to obtain the most accurate forecast model.
Our man objective is to obtain the best model possible method in order to forecast the electricity consumption in UTP based on data obtained from GDC. MATLAB software and Microsoft Excel will be used to generate all the numerical results.
Forecasting Methods
In this section, two (2) forecasting methods will be discussed in detail. Those methods are moving average (MA) and Exponential Smoothing (EST) techniques. Moving averaging techniques provide a simple method for smoothing past demand history. These decomposition components are the basic underlying foundation of almost all time series methods. There exist various extensions to the basic moving average model such as ARMA, ARIMA etc. [8] .
The principle behind moving averaging is that demand observations (weekly/monthly periods) that are close to one another are also likely to be similar in value.
Moving Averages (MA)
A simple N-day moving average is given as follows:
Eq. (1) is a causal FIR filters that have been widely being used in digital signal processing.
Electricity load forecasting in UTP

4005
Single Exponential Smoothing (Exponential Moving Averages -EMA)
The most practical extension to the moving average method is using weighted moving average to forecast future demand. The simple moving average uses a mean (or average) of the past k observations to create a future one-period-ahead forecast. It implies that there are equal weights for all the k data points. The future demand forecasts are denoted as F t . When a new actual demand period is observed, Y t becomes available, allowing to measure the forecast error, which is Y t -F t.
The single exponential smoothing (SES) method essentially takes the forecast for the previous demand period and adjusts it using forecast error. Then it makes the next forecast period [9] .
where α is a constant between 0 and 1.
Each new forecast is simply the old forecast plus an adjustment for the error that occurred from the last forecast. An α close to 1 will have an adjustment value is substantial, making the forecast more sensitive to swings in past historical demand based on the previous period's error. The closer the α value is to 1, the more reactive future forecast will be, based on past demand. When the value of α is close to 0, the forecast will include very little adjustment, making it less sensitive to past swings in demand. In this case, the future forecasts will be much smoothed, not reflecting any prior swings in demand. These forecasts will always trail any trend or changes in past demand, since this method can adjust the next forecast based only on some percentage of change and the most recent error observed from the prior demand period. In order to adjust for this deficiency associated with sample method, there needs to be a process that allows the past error to be used to correct the next forecast in the opposite direction. This has to be a self-correcting that uses the same principles as an automatic pilot in an airplane, adjusting the error until it is corrected, or we have equilibrium. With this approach, the forecasting equation can be rewritten as follows:
In other words, F t+1 is actually a moving average of all past demand periods, which is can be described by substituting the value of α as 0.2, 0.4, 0.6, 0.8, or any positive number between 0 and 1 [9] . The simplest way to study the EMA is by using output response equation given below:
( ) ( ) ( ) ( ) 
Results and Discussion
The data have been collected in GDC, UTP. The data have been divided into two parts namely (1) Semester ON and (2) Semester OFF. Thus, our main results will be divided into two parts: Semester On and Semester Off.
UTP Load Data Gathering Time Series Technique (MA and EST) Simulation in Matlab Validation and Error Measurement (MAPE) Result with Proposed Model
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For short term load forecasting case study in UTP, we used year duration of data of 2010. The data then were divided into two parts which are taken during Semester ON and Semester OFF. This is because, the usage of electricity in UTP when the semester is ON are higher than the usage of electricity when semester OFF. Therefore, we apply those methods into Semester ON and Semester OFF separately. After that, the load forecasting in UTP for the year 2011 will be done by using exponential smoothing technique (EST). The value of α, plays important rules here. Figure 2 show the original load for Semester ON 2010. Figure 3 shows the forecasting using simple moving average (SMA). Figure 4 show the forecasting using exponential smoothing technique with α = 0.3. Based on Table 2 .3.1 and the fact that the forecasting data must be closed as possible with the original data together with little adjustment to the original data and fall within the acceptable range of error i.e., in our case we utilized Mean Absolute Percentage Error (MAPE). We concluded that exponential smoothing technique gives the better results when α = 0.3 with MAPE around 12.9994%. Semester OFF 2010 Figure 5 shows the original load forecasting for Semester OFF on year 2010. For load forecasting when the Semester OFF, after we try various type of simple moving average, it was noticed that 3-sample leading and 7-sample lagging moving average, gives better indication for the future forecasting. Figure 6 shows these examples. For exponential smoothing techniques, after several times of simulation with various value of α , it was indicated that exponential smoothing with α = 0.3 gives better results. The MAPE is around 14.4330%. This fact can be seen clearly from Figure 7 and MAPE value.
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The load forecasting methods (MA and EST) could be use to forecast the load in UTP for the next 5 years. Meaning that, the proposed models are useful for UTP to minimize the usage of the electricity load either for semester on or semester off. Even though the model that being used is a simple one, but from the results, its gives us better indication and some information to the load usage in UTP. Based on the results, EST gives better results as compared with MA approach. Thus, to forecast short term load or (STLF), EST method is suitable. In fact, it is interesting to integrated EST and ARIMA with wavelet based method to forecast the load (either in UTP or generally in Malaysia) ( [12, 13] ). Finally, more results including numerical comparison between MA, EST and ARIMA to model the load forecasts in UTP can be found in [14] .
Conclusion and Recommendation
Exponential smoothing is a statistical method of forecasting, rarely being used for load forecasting due to poor results compared to the fitting techniques (linear regression, fuzzy, neural networks etc.). However, if the time series is stationary and the consumption is similar to the recent past, without any important variance in time, it might be useful to use a simpler technique for the load forecast than a sophisticated method that could easily introduce some errors in the validation processes. Future work will be initiated to study appropriate time series for the load forecast of each day types. The method can be adjusted and probably the accuracy of the forecast will significantly improve (in term of less error etc.) by using other fitting techniques such as cubic spline or wavelets together with the exponential smoothing. This will be subject for our future works.
