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Resumo
A análise de dados pode ser realizada por meio do processo de Knowledge
Discovery in Databases, que reúne vários passos e tarefas para a descoberta de
conhecimento relevante em grandes bases de dados, tendo-se como uma de suas
etapas a de Data Mining, que é responsável por extrair o conhecimento da base.
Na realização desta pesquisa, desenvolveu-se o módulo correspondente à tarefa
de classificação para a shell de Data Mining Orion. O método de classificação
empregado foi o de árvores de decisão, aplicando-se o algoritmo ID3 para sua
indução. Esse módulo foi desenvolvido no ambiente de programação Java. Nos
testes do módulo, foi utilizada uma base de dados referente à prevalência de
alergia e rinite em escolares de Criciúma, como uma forma de se analisar as
regras de classificação geradas.
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Introdução
Tem-se observado no mundo a realização de várias pesquisas, em meio acadêmico
ou não, sobre a técnica de data mining. O avanço da chamada era do conhecimento
tornou indispensável a utilização das várias informações armazenadas em uma
base de dados, com o intuito de extrair conhecimentos relevantes.
A extração desses conhecimentos relevantes se dá por meio da aplicação
da técnica de data mining, que envolve tarefas, métodos e algoritmos, utilizando-
se para isso de ferramentas que auxiliam nesse processo. No mercado, há uma
variedade dessas ferramentas, porém há uma certa carência de shells gratuitas
que possam auxiliar na descoberta de relacionamentos e padrões existentes nos
dados.
Desse modo, com o intuito de aplicar o conceito de data mining e
disponibilizar maior conhecimento no que se refere às suas tarefas e algoritmos, o
Grupo de Pesquisa em Inteligência Computacional Aplicada do Curso de Ciência
da Computação da UNESC visa ao desenvolvimento do projeto da shell de data
mining denominada Orion. Assim, no futuro pode-se disponibilizar uma ferramenta
gratuita numa área que se torna cada vez mais relevante para a descoberta de
conhecimento nas bases de dados presentes nos vários âmbitos organizacionais,
como aqueles que se referem aos negócios, à educação e às instituições de saúde,
entre outros.
Nesse contexto, insere-se a presente pesquisa, que compreende o
desenvolvimento do módulo de classificação pelo método de árvores de decisão
para a shell de data mining Orion, aplicando-se, para a indução das árvores, o
algoritmo ID3.
No que se refere aos testes do módulo de classificação da Shell Orion,
utilizou-se a base de dados referente à prevalência de asma e rinite em adolescentes
escolares de Criciúma. Essa escolha deu-se em função de que a freqüência dessas
doenças está aumentando nas últimas décadas e as causas desse aumento não
são totalmente conhecidas (RAASCH et al., 2005).
A classificação em Data Mining
Essa tarefa define um conjunto de modelos (padrões) que podem ser usados para
classificar novos objetos. Esses modelos são construídos com base na análise
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prévia de um conjunto de dados de amostragem, que possuem objetos
corretamente classificados (SALVADOR; SANTOS, 2004).
A classificação pode ser entendida como a busca por uma integração que
permita associar corretamente cada registro Xi, de um banco de dados, a um
único rótulo categórico Yj (objeto de saída), que corresponde à classe. Assim,
uma vez sendo definida, essa função pode ser utilizada para prever a classe de
novos registros (GOLDSCHMIDT; PASSOS, 2005).
A tarefa de classificação, para ser realizada, necessita que um determinado
método seja adotado de acordo com o conhecimento que se deseja extrair da
base de dados. No desenvolvimento dessa tarefa na shell Orion, utilizou-se o
método de árvores de decisão, pois, segundo Amaral (2001), sua forma de
representar o conhecimento facilita ao usuário a análise e a avaliação dos resultados
que são obtidos.
O método de árvores de decisão consiste em meios de representar o
conhecimento na forma de árvore. Nesse método, permite-se ao usuário definir o
objeto de saída. Com isso, a partir de um grupo de dados, é possível identificar o
fator mais importante correlacionado a este objeto (SERRA, 2002).
A indução das árvores de decisão é realizada por meio de algoritmos que
utilizam uma abordagem recursiva de particionamento dos conjuntos de dados,
e, no desenvolvimento da tarefa de classificação pelo método de árvores de decisão
na shell Orion utilizou-se o algoritmo ID3.
O algoritmo ID3 utiliza a lógica e a matemática para processar, organizar e
simplificar um grande conjunto de dados. Além disso, possui habilidade para
operar dados não numéricos, sendo essa uma diferença entre ele e os métodos
estatísticos, pois enquanto o ID3 assume atributos nominais, os métodos estatísticos
utilizam atributos numéricos (OLIVEIRA, 2001).
O algoritmo ID3 emprega a medida do ganho de informação para reduzir
a incerteza sobre o valor do objeto de saída. O ganho de informação consiste em
uma medida estatística utilizada para a construção das árvores de decisão a fim
de escolher o atributo de teste entre todos os envolvidos com o nó em questão. O
atributo que possui o maior ganho de informação é aquele que melhor classifica
o conjunto de amostras de treinamento (MOTTA, 2004). Portanto, o emprego
desse conceito de ganho de informação possibilita minimizar a profundidade final
da árvore de decisão.
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Tarefa de classificação e o algoritmo ID3 para a indução de
árvores de decisão na shell Orion
O módulo de classificação para o protótipo da shell de data mining Orion foi
desenvolvido por meio da aplicação do algoritmo ID3 para a indução de árvores
de decisão. Esse módulo que compõe a Shell Orion constitui-se em uma forma
de apoio ao meio acadêmico, possibilitando aos seus usuários uma interação no
que se refere à tarefa de classificação por meio de árvores de decisão. Com isso,
pode proporcionar a eles uma alternativa para agregarem conhecimentos referentes
ao processo de data mining.
O módulo foi testado por meio de uma base de dados referente à asma e
rinite em adolescentes escolares de Criciúma. Essa base foi disponibilizada pela
Dra. Jane Bettiol, professora do Curso de Medicina da Universidade do Extremo
Sul Catarinense, que orientou a realização de um projeto de pesquisa do Programa
de Iniciação Científica V, intitulado: Prevalência de Sintomas de Asma e Rinite
em Adolescentes Escolares do Município de Criciúma.
Os dados obtidos na realização desse projeto de pesquisa foram aplicados
ao módulo de classificação da Shell Orion. Essa base de dados referente à asma
e rinite em adolescentes escolares de Criciúma possui mais de 3.000 registros, o
que permite ter uma noção da quantidade de registros que o módulo pode
processar.
O desenvolvimento do módulo de classificação da Shell Orion
fundamentou-se metodologicamente pelas seguintes etapas: modelagem da shell
de data mining Orion e, posteriormente, do módulo de classificação; modelagem
matemática do ganho de informação e da entropia; implementação do módulo
de classificação e realização de testes.
A modelagem da Shell Orion foi elaborada visando principalmente a facilitar
o desenvolvimento da shell, como também a interação do usuário com a
ferramenta, proporcionando-lhe uma interface simples e padronizada em relação
aos seus módulos. Na modelagem da Orion, utilizou-se a Unified Modeling
Language (UML), realizando-se os diagramas de caso de uso, atividades e
seqüência.
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Modelagem matemática do ganho de informação e entropia
Nesta etapa, realizaram-se os cálculos da entropia e ganho de informação
para que se compreendesse como esses conceitos são aplicados na construção da
árvore.
Primeiramente, deve-se identificar quais classes são geradas por um atributo,
que consiste nos valores que ele pode assumir. A seguir, conhecendo-se a
informação necessária do objeto de saída, pode-se calcular a entropia dos demais
atributos da tabela.
Após obter-se o valor de entropia, é possível calcular o ganho de informação.
Esse procedimento deve ser realizado para determinar qual atributo obteve maior
ganho de informação. Na Tabela 1, pode-se observar o ganho de informação de
todos os atributos em relação ao objeto de saída (teve_asma).
Conforme se observa na Tabela 1, o atributo que obteve maior ganho de
informação é o sono_pertubado. Portanto, ele será selecionado para ser a raiz da
árvore, considerando-se que o objeto de saída seja teve_asma.
No entanto, o ganho de informação de cada atributo deve ser calculado
considerando-se a partição da base de dados associada ao nó em análise. Sendo
assim, ao rotular a raiz da árvore com o atributo sono_pertubado, tantos ramos
serão criados para cada valor que esse atributo pode assumir. E os nós associados
a esses ramos serão rotulados com os atributos que obtiverem maior ganho de
informação em suas partições. Exemplo disso é o item sono_pertubado, que pode
assumir dois valores (SIM ou NÃO), e a base de dados será particionada em duas:
uma partição contendo as amostras que possuem o valor de sono_pertubado=SIM
e outra para as amostras que possuem sono_pertubado=NÃO.
A compreensão do processo para calcular o ganho de informação foi
fundamental para abstrair o funcionamento do algoritmo ID3 e, conseqüentemente,
implementá-lo.
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Implementação do Módulo de Classificação da Shell Orion
O módulo desenvolvido foi implementado na Linguagem Java, no
ambiente de programação NetBeans 4.1. As funções desse módulo de classificação
da Shell Orion (Figura 1), por meio do algoritmo ID3, consistem em produzir
regras de classificação considerando-se o objeto de saída que é selecionado pelo
usuário. Além disso, é gerada uma árvore gráfica de modo a possibilitar uma
melhor visualização em relação ao atributo que mais influenciou na construção
do modelo de conhecimento obtido.
Tabela 1: Ganho de informação dos atributos
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Figura 1. Módulo de classificação e visualização gráfica da árvore de
decisão na Shell Orion
No módulo de classificação, no que se refere ao método de árvores de
decisão pelo algoritmo ID3, o usuário tem a opção de definir a profundidade da
árvore. Não sendo modificada essa opção, o algoritmo irá assumir que a
profundidade máxima da árvore é igual a cinco. Foi definido esse valor como
padrão, pois regras que são constituídas de antecedentes com um valor acima de
cinco se tornam mais difíceis de compreender, ou seja, torna-se cansativo analisá-
las. Além disso, o processamento do algoritmo se torna muito mais lento ao gerar
uma árvore com uma profundidade máxima. A árvore atinge profundidade máxima
quando todos os atributos do conjunto de dados (Tabela 1) estiverem em um
mesmo ramo.
Alguns critérios foram definidos nesta pesquisa para a implementação do
algoritmo ID3. No pseudocódigo do ID3, quando o conjunto si está vazio, uma
folha é rotulada com a classe mais comum entre as amostras. No entanto, essa
regra não deve ser necessariamente considerada relevante, já que nenhuma
amostra de um determinado tipo foi encontrada no conjunto de dados. Com isso,
na implementação do ID3 para a Shell Orion, optou-se por classificar essas
amostras como: nenhum caso identificado.
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Baseando-se ainda no pseudocódigo do ID3, quando a lista_atributo estiver
vazia, a folha é rotulada com a classe mais comum entre as amostras. Sendo
assim, quando uma determinada amostra possui mais de uma classificação, a
classe que mais aparece para esta amostra é considerada. Assim, optou-se por
classificar uma amostra desse tipo como: a mais comum em (nº de vezes que a
amostra aparece na tabela) = classe.
Conclusão
Os resultados obtidos com esta pesquisa originaram-se dos testes que foram
realizados no módulo de classificação da Shell Orion compreendendo as análises
do módulo desenvolvido e do conhecimento descoberto na base de dados da
asma e rinite em adolescentes escolares do município de Criciúma.
Na realização desses testes, analisou-se o tempo de processamento
do algoritmo ID3 para gerar as regras de classificação, a partir dos
3.010 registros, considerando-se a profundidade da árvore igual a
cinco. Pode-se observar, por meio desta análise, que o tempo de
processamento do algoritmo ID3 está relacionado com o número de
regras geradas. Isso se dá pelo fato de que, quanto maior a quantidade
de regras, maior é o tamanho da árvore gerada pelo algoritmo.
A partir do objeto de saída teve_rinite, obtiveram-se 161 regras, dentre as
quais:
 SE espirro_coriza_ano = S (sim) e
  SE crises_sibilo = N/A (não aplicável) e
  SE lacrim_coceira = S (sim) e
  SE teve_asma = N (não)
  ENTÃO
  ——> teve_rinite = O mais comum é S (sim)
Pode-se observar a relação entre o atributo com maior ganho de informação,
ou seja, a ocorrência de espirro ou coriza no último ano, juntamente com a presença
de lacrimejamento ou coceira nos olhos, naqueles casos em que existe um quadro
de rinite alérgica. Mediante a análise dessa e de outras regras geradas, pode-se
ressaltar que a presença ou não de asma não é considerado, como um dos atributos
mais relevantes para se ter rinite.
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Considerando-se como objeto de saída teve_asma, obtiveram-se 145 regras,
dentre as quais:
  SE sono_pertubado = Menos de 1 noite por semana e
  SE chiado_exercicio = S (sim) e
  SE atividades_interf = N/A (não aplicável) e
  SE tosse_seca = N (não) e
  SE sibilo_ano = S (sim)
  ENTÃO
  ——> teve_asma = O mais comum é S (sim)
Nessa regra, pode-se identificar que o atributo que obteve maior ganho de
informação foi sono_pertubado, tendo-se a seguir a ocorrência de chiado no peito
após a prática de exercícios físicos e de sibilo nos últimos 12 meses, o que influencia
na presença de asma.
O módulo de classificação da Shell Orion gerou satisfatoriamente as regras
referentes aos fatores mais evidentes associados às pessoas que apresentam asma
ou rinite. Essas regras obtidas confirmaram conhecimentos já existentes na área,
bem como demonstraram novas relações que podem auxiliar na análise do perfil
dessas doenças em Criciúma.
Abstract
Data analysis can be performed through knowledge discovery in databases process,
which combines several steps and tasks to discover relevant knowledge in great
databases. One of these stages is called Data Mining, in which knowledge is
retrieved from the database. This research project developed a module equivalent
to the task of classificating for shell of data mining Orion. Decision tree was the
method of classification used, applying the ID3 algorithm to its induction. This
module was developed in Java programming environment. A database related to
the prevalence of allergy and rhinitis in students from Criciúma was used as a way
of analysing the classification rules generated in the process.
Keywords: Data Mining, classification, decision trees, ID3 Algorithm.
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