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За последние годы множество алгоритмов для обнаружения конкретных 
нештатных ситуаций было предложено и реализовано на основе строгих правил 
[1]. Данные алгоритмы позволяют с высокой надежностью обнаруживать зара-
нее известные типы нештатных ситуаций, но их модификация для обнаружения 
иного типа аномалий нетривиальна. Для устранения этого недостатка было 
предложено несколько статистических подходов к задаче видеонаблюдения.  
Одним из подходов к задаче является обнаружение нехарактерного пове-
дения как отклонения от модели, сформированной на основе примеров нор-
мального поведения. В различных областях применения было предложено мно-
жество статистических методов для обнаружения подобных аномалий [2]. Одним 
из распространенных подходов является оценка характерных взаимозависимо-
стей между признаками с помощью метода главных компонент [3].  
Ранее был предложен алгоритм обнаружения нехарактерного поведения 
по последовательностям длин векторов смещения на основе метода главных 
компонент [4]. В настоящей работе предлагается модификация этапа извлече-
ния характеристик поведения, которая позволяет добиться эффективности мак-
симальной невязки для простых и сложных сцен.  
 
Алгоритм 
В ранее предложенном алгоритме извлечение характеристик поведения 
производилось следующим образом. Для каждого кадра видеопоследовательно-
сти объекты отделялись от фона сцены с помощью самоорганизующейся искус-
ственной нейронной сети, предложенной в работе [5]. Параметры сети выбира-
лись с помощью критерия качества выделения фона на основе морфологиче-
ских операторов [6]. Для каждого пикселя, принадлежащего объекту, оценива-
лась скорость движения с помощью метода оценки оптического потока. Для 
компенсации влияния перспективной проекции методом плоской гомографии 
[7] рассчитывались векторы смещения – проекции векторов оптического потока 
на плоскость пола. В качестве вектора характеристик движения бралась после-
довательность значений модулей векторов смещения для каждого пикселя на 
изображении.  
В данной работе рассмотрены следующие модификации описанного ал-
горитма. Во-первых, подбор параметров сети для извлечения фона из условия 
минимума равного уровня ошибок алгоритма на экспериментальных данных. 
Хотя критерий качества выделения фона на основе морфологических операто-
ров позволяет получить некие оценки параметров самоорганизующейся сети, 







объекты мало влияют на оценку движения в сцене, но отнесение объекта к фо-
ну вносит существенное искажение в характеристики поведения. Во-вторых, 
для длин векторов смещения применяется медианный фильтр, размер которого 
также подбирается из условия минимума равного уровня ошибок алгоритма на 
экспериментальных данных. 
На основе полученных признаков оценка аномальности поведения осу-
ществляется следующим образом. На стадии обучения оператор указывает кад-
ры, которые содержат только «нормальное» поведение. Для этих кадров извле-
каются векторы признаков поведения и для получившегося набора векторов 
находятся главные компоненты. Ортонормированный набор из векторов глав-
ных компонент представляет собой модель нормального поведения. На стадии 
анализа поведения в сцене текущий вектор признаков поведения F
r
 проециру-
ется на ортонормированный набор векторов главных компонент и проецируется 
обратно. Поскольку в общем случае такой набор векторов является неполным и 
не представляет собой базиса, то при таком преобразовании может быть поте-
ряна некоторая составляющая вектора F
r
. Далее эта составляющая называется 
вектором невязки и её можно вычислить из следующего выражения:  
 PFR
rrr
-=  (1) 
где R
r
 – вектор невязки, F
r
 – текущий вектор признаков поведения, P
r
 – вектор 
признаков, полученный после проекции F
r
 на набор векторов главных компо-
нент и обратно. 
Одной из возможных оценок аномальности на основе вектора невязки R
r
 







=  (2) 
где r  – относительная невязка, R
r
 – норма вектора невязки, F
r
 – норма вектора 
признаков поведения. 
Другой возможной оценкой является максимальная невязка, которая 
представляет собой максимальное значение среди модулей компонент вектора 
R
r
. Хотя такая оценка аномальности является размерной и подвержена влиянию 




Работа алгоритма была проверена, как на видеозаписях лаборатории уни-
верситета Калифорнии в Сан Диего (UCSD) [8], так и на экспериментально по-
лученных видео. Видеозапись «Работа и ремонт» была сделана в компьютерном 
классе ННГУ. На нем в качестве нормального поведения была взята работа за 
компьютером, а в качестве нештатного – манипуляции с задней панелью си-
стемного блока. Видеозапись лаборатории UCSD содержит пешеходную улицу, 
обычная ходьба по которой была взята за нормальное поведение, а проезд 
 





транспортных средств – за нештатное. Из каждого видео бралось ограниченное 
число примеров нормального поведения, на которых обучался алгоритм. Затем 
вычислялись значения оценок аномальности для всех кадров с нормальным и 
нештатным поведением из выбранного видео, на основе которых рассчитыва-
лись равные уровни ошибок. При этом для уменьшения влияния шума и вычис-
лительных погрешностей отбрасывались главные компоненты, которые описы-
вали менее 0,1   вариации характеристик нормального поведения. Подобран-
ные значения параметров сети для извлечения фона и размеров медианного 
фильтра приведены в таблице 1. 
 
Таблица 1 Параметры извлечения характеристик поведения из видео 
«Работа и ремонт» и видео лаборатории UCSD 
 Работа и ре-
монт 
UCSD 
Начальный порог сети для извлечения фона 1 1 
Рабочий порог сети для извлечения фона 0,001 0,09 
Начальная скорость обучения сети для из-
влечения фона 
1 1 
Рабочая скорость обучения сети для извле-
чения фона 
0,001 0,001 
Размер медианного фильтра, пиксели 3 5 
 
Значения равных уровней ошибок для модифицированного алгоритма при 
разном количестве обучающих примеров приведены в таблице 2. Из таблицы 2 
видно, что для обоих видео наименьший равный уровень ошибок достигается 
при использовании максимальной невязки. При этом полученные уровни оши-
бок близки к результатам для исходного алгоритма. Таким образом, макси-
мальная невязка может выступать единой оценкой аномальности поведения в 
простых и сложных сценах. 
Таблица 2 Равные уровни ошибок для алгоритмов обнаружения нехарак-













3 39,85 % 10,76 % 
Работа и 
ремонт 
7 38,08 % 1,58 % 
UCSD 10 53,68 % 24,62 % 
UCSD 25 51,89 % 24,76 % 
Выводы 
В данной работе предложена модификация алгоритма обнаружения неха-







ностям длин векторов смещения. Результаты экспериментов свидетельствует о 
возможности использования максимальной невязки в качестве единой оценки 
аномальности поведения в простых и сложных сценах. 
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КЛАСТЕРИЗАЦИЯ ГИПЕРСПЕКТРАЛЬНЫХ ИЗОБРАЖЕНИЙ 
ДЛЯ ПОВЫШЕНИЯ ЭФФЕКТИВНОСТИ СЖАТИЯ 




На рисунке 1а приведена классическая базовая схема сжатия гиперспек-
тральных изображений (ГСИ) на основе блочного кодирования с преобразова-
нием [1-3]. На первом этапе данные разбиваются на непересекающиеся трёх-
мерные блоки одинакового размера   ,          , где   – количество получив-
шихся блоков. На втором этапе с помощью дискретного косинусного преобра-
зования (ДКП) для каждого блока вычисляется его спектр   . На третьем этапе 
происходит квантование и округление значений спектра для получения кванто-
