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Universal Coding of Ergodic Sources for
Multiple Decoders with Side Information
Shigeaki Kuzuoka, Akisato Kimura, and Tomohiko Uyematsu
Abstract
A multiterminal lossy coding problem, which includes various problems such as the Wyner-Ziv problem and
the complementary delivery problem as special cases, is considered. It is shown that any point in the achievable
rate-distortion region can be attained even if the source statistics are not known.
I. INTRODUCTION
Recently, the authors investigated the following coding problem [1]. Consider a coding system composed
of one encoder and J decoders. The encoder observes the sequence generated by a memoryless source with
generic variable X . Then, the encoder broadcasts the codeword to the decoders over the noiseless channel with
capacity R. The purpose of the j-th decoder is to estimate the value of the target source Zj as accurately as
possible by using the side information Yj and the codeword sent by the encoder, where {Yj}Jj=1 and {Zj}Jj=1
may be correlated with X . Accuracy of the estimation of the j-th decoder is evaluated by some distortion
measure d
(j)
1 and it is required that the expected distortion is not greater than the given value ∆j . Fig. 1 depicts
the coding system where J = 3.
In [1], we proposed a coding scheme which is universal in the sense that it attains the optimal rate-distortion
tradeoff even if the probability distribution PX of the source X is unknown, while the side informations {Yj}Jj=1
and the targets {Zj}Jj=1 are assumed to be generated from X via a known memoryless channel. In [1], we
considered only stationary and memoryless sources. In this paper, we extend the result of [1] to the case where
sources are stationary and ergodic sources.
As mentioned in [1], our coding problem described above includes various problems as special cases. For
example, the Wyner-Ziv problem, i.e. the rate-distortion problem with side information at the decoder [2], is a
special case of our problem, where J = 1 and Z1 = X . A variation of the Wyner-Ziv problem, where the side
information may fail to reach the decoder [3]–[5], is also included as a special case, where J = 2, Y1 = ∅,
Y2 = Y and Z1 = Z2 = X (see Fig. 2). Moreover, our coding system can be considered as a generalization
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2of the complementary delivery [6], [7]. In fact, a simple complementary delivery problem depicted in Fig. 3
is the case where J = 2, X = {X1, X2}, Y1 = X2, Y2 = X1, and Zj = Xj (j = 1, 2). Further, our coding
problem includes also the problem considered in [8] (depicted in Fig. 4) as a special case, where J = 2,
X = {X0, X1, X2}, Yj = Xj (j = 1, 2), and Z1 = Z2 = X0.
II. MAIN RESULT
At first, we introduce some notations. We denote by N the set of positive integers {1, 2, . . .}. For a set A and
an integer n ∈ N, An denotes the n-th Cartesian product of A. For a finite set A, |A| denotes the cardinality
of A. Throughout this paper, we will take all log and exp to the base 2.
Let X = X1X2 . . . be a stationary and ergodic source with finite alphabet X . For each n ∈ N, Xn denotes
the first n variables (X1, X2, . . . , Xn) of X and the distribution of Xn is denoted by PXn .
Fix J ∈ N. We consider random variables Yj (resp. Zj) taking values in sets Yj (resp. Zj) where j ranges
over the index set J △= {1, 2, . . . , J}. We assume that, for each j ∈ J , Yj and Zj are finite sets. We write
YJ
△
=
∏
j∈J
Yj , YJ
△
= {Yj}j∈J
and
ZJ
△
=
∏
j∈J
Zj , ZJ
△
= {Zj}j∈J .
Let W : X → YJ × ZJ be a transition probability. In the followings, we assume that W is fixed and
available as prior knowledge. For each n ∈ N, let Wn be the n-th extension of W , that is,
Wn(ynJ , z
n
J |x
n)
△
=
n∏
i=1
W (yJ ,i, zJ ,i|xi)
for any sequences
xn
△
= (x1, x2, . . . , xn) ∈ X
n,
ynJ
△
= (yJ ,1, yJ ,2, . . . , yJ ,n) ∈ Y
n
J , and
znJ
△
= (zJ ,1, zJ ,2, . . . , zJ ,n) ∈ Z
n
J .
Then, by a source X and a transition probability W , sources YJ
△
= {YJ ,i}∞i=1 and ZJ
△
= {ZJ ,i}∞i=1 are
induced1. In other words, Y nJ
△
= (YJ ,1, . . . , YJ ,n) (resp. ZnJ
△
= (ZJ ,1, . . . , ZJ ,n)) is a random variable on YnJ
(resp. ZnJ ) such that
PXnY n
J
Zn
J
(xn, ynJ , z
n
J )
= PXn(x
n)Wn(ynJ , z
n
J |x
n)
= PXn(x
n)
n∏
i=1
W (yJ ,i, zJ ,i|xi)
1Note that the transition probability W is stationary and memoryless, while the source X is stationary and ergodic. Further, we assume
that W is known both to the encoder and decoders, while X is unknown. Universal Wyner-Ziv coding in a setting similar to ours is
considered in [9].
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3for any xn ∈ Xn, ynJ ∈ YJ , and znJ ∈ ZnJ . For each j ∈ J , Yj
△
= {Yj,i}∞i=1 (resp. Zj
△
= {Zj,i}∞i=1) is called
the j-th component of YJ (resp. ZJ ). Note that the joint distribution PXnY n
j
Zn
j
of Xn, Y nj
△
= (Yj,1, . . . , Yj,n),
and Znj
△
= (Zj,1, . . . , Zj,n) is given as a marginal distribution of PXnY n
J
Zn
J
, that is,
PXnY n
j
Zn
j
(xn, ynj , z
n
j )
△
=
∑
jˆ 6=j
∑
yn
jˆ
,zn
jˆ
PXnY n
J
Zn
J
(xn, ynJ , z
n
J )
for any xn ∈ Xn, ynj ∈ Ynj , and znj ∈ Znj , where the summation is over all (ynJ , znJ ) ∈ YnJ × ZnJ such that
the j-th component is (ynj , znj ).
Further, for each j ∈ J , let Z˜j be a finite set. Then, the formal definition of a code for our coding system
is given as follows.
Definition 1: An n-length block code
Cn = (φn, ψ
(1)
n , . . . , ψ
(J)
n )
is defined by mappings
φn : X
n → {1, 2, . . . ,Mn}
and
ψ(j)n : {1, 2, . . . ,Mn} × Y
n
j → Z˜
n
j , ∀j ∈ J .
φn is called the encoder and ψ(j)n is called the j-th decoder.
The performance of a code Cn = (φn, ψ(1)n , . . . , ψ(J)n ) is evaluated by the coding rate and the distortion
attained by Cn. The coding rate of Cn is defined by (1/n) log ‖φn‖, where ‖φn‖ is the number Mn of the
codewords of Cn. For each j ∈ J , let
d
(j)
1 : Z˜j ×Zj → [0, d
(j)
max]
be a distortion measure, where d(j)max < ∞. Then, for each n ∈ N, the distortion between the output z˜nj =
(z˜j,1, . . . , z˜j,n) ∈ Z˜nj of the j-th decoder and the sequence znj = (zj,1, . . . , zj,n) ∈ Znj to be estimated is
evaluated by
d(j)n (z˜
n
j , z
n
j )
△
=
1
n
n∑
i=1
d
(j)
1 (z˜j,i, zj,i).
Definition 2: A pair (R,∆J ) of a rate R and a J-tuple ∆J = (∆1, . . . ,∆J) of distortions is said to be
achievable for a source X if the following condition holds: For any ǫ > 0 and sufficiently large n there exists
a code Cn = (φn, ψ(1)n , . . . , ψ(J)n ) satisfying
1
n
log ‖φn‖ ≤ R + ǫ
and, for any j ∈ J ,
EXnY n
j
Zn
j
[
d(j)n
(
ψ(j)n (φn(X
n), Y nj ), Z
n
j
)]
≤ ∆j + ǫ
where EXnY n
j
Zn
j
denotes the expectation with respect to the distribution PXnY n
j
Zn
j
.
Now, we state our main result. The theorem clarifies that, whenever (R,∆J ) is achievable, (R,∆J ) is also
achievable universally.
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4Theorem 1: For given (R,∆J ) and δ > 0, there exists a sequence {C¯n}∞n=1 of codes which is universally
optimal in the following sense: For any source X for which (R,∆J ) is achievable there exists n0 = n0(δ,X)
such that, for any n ≥ n0, C¯n = (φ¯n, ψ¯(1)n , . . . , ψ¯(J)n ) satisfies
1
n
log
∥∥φ¯n∥∥ ≤ R+ δ
and
EXnY n
j
Zn
j
[
d(j)n
(
ψ¯(j)n (φ¯n(X
n), Y nj ), Z
n
j
)]
≤ ∆j + δ
for any j ∈ J .
The proof of the theorem will be given in the next section.
III. PROOF OF THEOREM 1
Let (R,∆J ) and δ > 0 be given. Fix ǫ > 0 satisfying
4Jǫ+ 2ǫDmax ≤ δ
where
Dmax
△
= max
j∈J
d(j)max.
For each n ∈ N, let kn
△
= log logn.
Let Cn be the set of all n-length block codes Cn = (φn, ψ(1)n , . . . , ψ(J)n ) such that ‖φn‖ ≤ 2n(R+ǫ). Then,
let Dn be the set of J-tuple (ψ(1)n , . . . , ψ(J)n ) of decoders such that (φn, ψ(1)n , . . . , ψ(J)n ) ∈ Cn for some φn.
Note that for l ∈ N,
|Dl| ≤
∏
j∈J
(∣∣∣Z˜j ∣∣∣l
)(2l(R+ǫ)|Yj |l)
. (1)
For each j ∈ J , a sequence xn ∈ Xn, and a code Cn = (φn, ψ(1)n , . . . , ψ(J)n ), let
d¯(j)n (x
n, Cn)
△
=
∑
yn
j
,zn
j
PY n
j
Zn
j
|Xn(y
n
j , z
n
j |x
n)d(j)n
(
ψ(j)n (φn(x
n), ynj ), z
n
j
)
.
It should be noted that, by using d¯(j)n (xn, Cn), the average distortion attained by the code Cn can be written as
EXnY n
j
Zn
j
[
d(j)n
(
ψ(j)n (φn(X
n), Y nj ), Z
n
j
)]
=
∑
xn
PXn(x
n)
∑
yn
j
,zn
j
{
PY n
j
Zn
j
|Xn(y
n
j , z
n
j |x
n)
× d(j)n
(
ψ(j)n (φn(x
n), ynj ), z
n
j
)}
=
∑
xn
PXn(x
n)d¯(j)n (x
n, Cn). (2)
For l (1 ≤ l ≤ n) and s (0 ≤ s < l), let ql;s be the non-overlapping empirical distribution of xn defined as
ql;s(a
l|xn)
△
=
∣∣∣{0 ≤ i < ⌊(n− s)/l⌋ : x(i+1)l+sil+1+s = ak}∣∣∣
⌊(n− s)/l⌋
, al ∈ X l.
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5For each n ∈ N, let Gn be the set of all sequences xn ∈ Xn satisfying the following condition: There are
an integer l (1 ≤ l ≤ kn) and a code Cl ∈ Cl such that for some integer s (0 ≤ s < l),∑
al∈X l
ql;s(a
l|xn)d¯
(j)
l (a
l, Cl) ≤ ∆j + 4Jǫ, ∀j ∈ J . (3)
Now, we describe the construction of the code C¯n = (φ¯n, ψ¯(1)n , . . . , ψ¯(J)n ).
• Encoder φ¯n: The encoder encodes a given sequence xn ∈ Xn as follows.
1) If xn ∈ Gn, then choose integers l, s and a code Cl satisfying (3). If xn /∈ Gn then error is declared2.
2) Send l and s by using 2 log kn bits.
3) Send the index of decoders (ψ(1)l , . . . , ψ(J)l ) ∈ Dl by using log |Dl| bits.
4) Send the codewords φl(x(i+1)l+sil+1+s ) of blocks x(i+1)l+sil+1+s (0 ≤ i < ⌊(n− s)/l⌋) encoded by φl.
• Decoder ψ¯(j)n : The j-the decoder decodes the received codeword as follows.
1) Decode the first 2 log kn bits of the received codeword and obtain l and s.
2) Decode the first log |Dl| bits of the remaining part of the received codeword and obtain the decoders
(ψ
(1)
l , . . . , ψ
(J)
l ) ∈ Dl chosen by the encoder.
3) Decode the remaining part of the received codeword by using ψ(j)l and the side information ynj . Then,
the blocks z˜(i+1)l+sil+1+s (0 ≤ i < ⌊(n− s)/l⌋) are obtained.
The remaining part of the output z˜n, i.e. z˜s1 and z˜n⌊(n−s)/l⌋l+1+s, is defined arbitrarily. Note that the total
length of z˜s1 and z˜n⌊(n−s)/l⌋l+1+s is at most 2l.
A. Optimality of the Code
By the fact that 1 ≤ l ≤ kn and Dl satisfies (1), it is easy to see that the coding rate (1/n) log
∥∥φ¯n∥∥ of C¯n
satisfies
1
n
log
∥∥φ¯n∥∥ ≤ R+ δ
for sufficiently large n. Hence, to show the optimality of the code C¯n, it is sufficient to bound the distortion
attained by C¯n.
At first, suppose xn ∈ Gn. By (3) and the additivity of the distortion measures, the code C¯n satisfies that
d¯(j)n (x
n, C¯n) ≤
1
⌊(n− s)/l⌋
⌊(n−s)/l⌋∑
i=0
d¯
(j)
l
(
x
(i+1)l+s
il+1+s , Cl
)
+
2ld
(j)
max
n
=
∑
al∈X l
ql;s(a
l|xn)d¯
(j)
l
(
al, Cl
)
+
2ld
(j)
max
n
≤ ∆j + 4Jǫ+
2knd
(j)
max
n
.
for any j ∈ J .
On the other hand, if xn /∈ Gn then the error is declared (and the codeword is chosen arbitrarily). In this
case, the distortion occurred at the j-th decoder is upper bounded by d(j)max.
2In this case, the encoder may choose a codeword arbitrarily and send it to the decoders. The choice of the codeword, which is sent
when the error is declared, does not affect the analysis of the distortion.
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6Hence, for any j ∈ J , we have
∑
xn
PXn(x
n)d¯(j)n (x
n, C¯n)
=
∑
xn∈Gn
PXn(x
n)d¯(j)n (x
n, C¯n)
+
∑
xn /∈Gn
PXn(x
n)d¯(j)n (x
n, C¯n)
≤
∑
xn∈Gn
PXn(x
n)
(
∆j + 4Jǫ+
2knd
(j)
max
n
)
+
∑
xn /∈Gn
PXn(x
n)d(j)max
≤ ∆j + 4Jǫ+
2knd
(j)
max
n
+ PXn
(
G∁n
)
d(j)max
≤ ∆j + 4Jǫ+
2knDmax
n
+ PXn
(
G∁n
)
Dmax (4)
where G∁n denotes the complement of Gn.
Further, as shown in Lemma 1 in the appendix, if (R,∆J ) is achievable for X then
PXn
(
G∁n
)
≤ ǫ (5)
holds for sufficiently large n.
Hence, for sufficiently large n,
∑
xn
PXn(x
n)d¯(j)n (x
n, C¯n) ≤ ∆j + 4Jǫ+ 2ǫDmax (6)
By (2) and (6), the average distortion attained by C¯n = (φ¯n, ψ¯(1)n , . . . , ψ¯(J)n ) is bounded as
EXnY n
j
Zn
j
[
d(j)n
(
ψ¯(j)n (φ¯n(X
n), Y nj ), Z
n
j
)]
≤ ∆j + δ
for any j ∈ J . This completes the proof of Theorem 1.
APPENDIX
Lemma 1: Let X be a stationary and ergodic source for which (R,∆J ) is achievable. Then, for sufficiently
large n,
PXn
(
G∁n
)
≤ ǫ
holds.
Proof: Since (R,∆J ) is achievable for X , there are an integer l and a code Cl such that
(1/l) log ‖φl‖ ≤ R+ ǫ (7)
and
EXlY l
j
Zl
j
[
d
(j)
l
(
ψ
(j)
l (φl(X
l), Y lj ), Z
l
j
)]
≤ ∆j + ǫ, ∀j ∈ J . (8)
For each j ∈ J , let f (j) be a function on X l such that
f (j)(al)
△
= d¯
(j)
l (a
l, Cl)−∆j − ǫ, a
l ∈ X l.
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7Then, (8) implies that
EXl
[
f (j)(X l)
]
≤ 0.
Hence, the ergodic theorem guarantees the following fact: There exists n1 = n1(j, ǫ, l,X) such that for any
n ≥ n1 there exists a set An ⊆ Xn satisfying (i) Pr{Xn ∈ An} ≥ 1− ǫ and (ii) for any xn ∈ An,∑
al∈X l
pk(a
l|xn)f (j)(al) ≤ ǫ (9)
where pl is the overlapping empirical distribution of xn defined as
pl(a
l|xn)
△
=
∣∣{1 ≤ i ≤ n− l + 1 : xi+l−1i = al}∣∣
n− k + 1
, al ∈ X l.
Note that pl and ql;s satisfy that
(n− l + 1)pl(a
l|xn) =
l−1∑
s=0
⌊(n− s)/l⌋ql;s(a
l|xn), al ∈ X l.
and thus
(n− l + 1)
(n− l)
pl(a
l|xn) ≥
1
l
l−1∑
s=0
ql;s(a
l|xn), al ∈ X l. (10)
By (9) and (10), for n ≥ n1 and xn ∈ An,
1
l
l−1∑
s=0
∑
al∈X l
ql;s(a
l|xn)f (j)(al) ≤
(n− l+ 1)
(n− l)
ǫ.
Now, let S(j, n, xn) be the set of all s such that∑
al∈X l
ql;s(a
l|xn)f (j)(al) > 2J
(n− l + 1)
(n− l)
ǫ. (11)
Then, by the Markov lemma,
|S(j, n, xn)| ≤
l
2J
for n ≥ n1 and xn ∈ An. Further, let S(n, xn) be the set of all s such that (11) holds for at least one j ∈ J .
Then, for n ≥ n2
△
= maxj n1(j, ǫ, l,X) and xn ∈ An, we have
|S(n, xn)| ≤
l
2
.
Thus, for n ≥ n2 and xn ∈ An, there exists at least one s such that∑
al∈X l
ql;s(a
l|xn)f (j)(al) ≤ 2J
(n− l + 1)
(n− l)
ǫ, ∀j ∈ J .
On the other hand, we can choose n3 such that for any n ≥ n3, (n− l + 1)/(n− l) ≤ 3/2. Then, for any
n ≥ n4
△
= max{n2, n3} and xn ∈ An, we have∑
al∈X l
ql;s(a
l|xn)d¯
(j)
l (a
l, Cl) ≤ ∆j + ǫ+ 2J
(n− l + 1)
(n− l)
ǫ
≤ ∆j + ǫ+ 3Jǫ
≤ ∆j + 4Jǫ. (12)
In other words, if n is so large that n ≥ n4 and l ≤ kn then for any xn ∈ An we can choose l, Cl, and s
satisfying (7) and (12). This means that An ⊆ Gn. Hence, we have
PXn(Gn) ≥ PXn(An) ≥ 1− ǫ.
This completes the proof of the lemma.
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