Un-manned aerial vehicle (UAVs) have the potential to change the landscape of wide-area wireless connectivity by bringing them to areas where connectivity was sparing or non-existent (e.g. rural areas) or has been compromised due to disasters. While Google's Project Loon and Facebook's Project Aquila are examples of high-altitude, long-endurance UAV-based connectivity efforts in this direction, the telecom operators (e.g. AT&T and Verizon) have been exploring low-altitude UAV-based LTE solutions for on-demand deployments. Understandably, these projects are in their early stages and face formidable challenges in their realization and deployment. The goal of this document is to expose the reader to both the challenges as well as the potential offered by these unconventional connectivity solutions. We aim to explore the endto-end design of such UAV-based connectivity networks particularly in the context of low-altitude UAV networks providing LTE connectivity. Specifically, we aim to highlight the challenges that span across multiple layers (access, core network, backhaul) in an inter-twined manner as well as the richness and complexity of the design space itself. To help interested readers navigate this complex design space towards a solution, we also articulate the overview of one such end-to-end design, namely SkyLiTE-a self-organizing network of low-altitude UAVs that provide optimized LTE connectivity in a desired region.
VISION
Today, wireless access and connectivity is largely a two-dimensional (terrestrial) problem, where well-planned base stations are statically deployed in economically viable areas. The growing maturity of unmanned aerial vehicle (UAV) technology aims to change that notion by adding a third spatial degree of freedom (aerial), which has the potential to completely change the landscape of wireless connectivity. We now have the technical means to deploy aerial base stations (BSs on UAVs) on the fly and provide wireless connectivity in areas where a pre-existing connectivity infrastructure does not exist or exists sparingly (e.g. rural areas) or has been compromised (e.g. man-made or natural disasters). Our overarching vision is to be able to realize such UAV networks that are capable of providing on-demand, widearea (spanning one or more cities) wireless connectivity using the most popular wireless access technology today, namely LTE. (Fig. 1 ).
WHERE ARE WE TODAY?
The tight regulation of the commercial airspace by federal authorities coupled with the scope and longevity of the connectivity solutions envisioned, has given rise to two category of efforts.
• High-altitude Platform (HAP) networks: These UAV networks aim to provide connectivity solutions to the un-connected parts of the world. This requires providing connectivity over large geographical regions over longer periods of time, which can be accomplished by operating at high altitudes (for wider coverage) in a cost and energy efficient (with light-weight, power-efficient UAVs) manner. Google's Project Loon [1] (employs balloons, Fig. 2 ) and Facebook's Project Aquila [2] (employs custom drone, Fig. 3 ) are efforts in this direction. They operate above the regulated airspace in the stratosphere at altitudes between 20-50 Km, and aim to leverage the existing stratified air currents in the atmosphere in different directions to move and position the UAVs appropriately with minimal energy and provide connectivity in desired regions. Recently, Project Loon marked an important milestone by showcasing its feasibility to provide LTE connectivity (from its balloons) in Puerto Rico in the aftermath of hurricane Maria.
• Low-altitude Platform (LAP) networks: These UAV networks aim to provide wireless connectivity solutions on-the-fly in regions where additional capacity/coverage is needed (e.g. stadiums, concerts, etc.) or existing connectivity infrastructure is overwhelmed or compromised (e.g. man-made or natural disasters). By targeting short-term connectivity solutions over limited geographic regions, these solutions operate in a much smaller scale at lower altitudes (in the troposphere from several hundred meters to a few Km) compared to their high-altitude counterparts. These have generated significant interest from major telecom operators like AT&T and Verizon, who have conducted their own trials [3, 4] (Figs. 4, 6) to understand the feasibility of providing LTE connectivity from a low-altitude UAV, also termed as CoWs (Cell on Wings). Similar to Project Loon, recently, AT&T deployed a CoW using a tethered (for power and data) helicopter at 200 ft to provide temporary LTE service in Puerto Rico in the aftermath of hurricane Maria [5] (Fig. 5 ). The European Union is investigating the feasibility of a LAP based LTE network that employs tethered balloons (HeliKite) in its ABSOLUTE project [6] .
Understandably, these efforts are in their initial stages. Indeed, we are yet to comprehensively understand how to optimize even a single UAV for providing LTE connectivity in practical deployments (be it for high-altitude or low-altitude), let alone manage a network of UAVs to offer seamless connectivity over a much larger area. The goal of this document is to shed light on the various challenges that face the design of these UAV networks. We will discuss them in the context of LAP networks (employing rotary wing aircrafts) that provide LTE connectivity. Our discussions also apply when fixed wing aircrafts are employed as UAVs. However, note that fixed wing aircrafts need to maintain continuous forward motion to remain aloft. Hence, compared to rotary wing aircrafts that can stay stationary, their constant mobility introduces an additional layer of challenges and design considerations arising from UAV path planning that we discuss in Section 7.1. Further, while several of the design challenges and elements discussed for LAP networks will equally apply to HAP networks, there are some significant differences as well between the two that necessitate weighing certain tradeoffs and accompanying decisions differently. We will discuss these in Section 7.2.
ARCHITECTURE
The network architecture of an untethered, low-altitude UAV network is shown in Fig. 1 . Note that one could increase the operational lifetime of the network by having the UAVs tethered to a power/data source and carrying only essential radio equipment and/or antennas in the air. However, being tethered to a ground vehicle would significantly restrict its deployment flexibility to only accessible areas on the ground (potentially less useful in disasters), as well as its coverage and optimization capabilities. Hence, we will focus on the untethered scenario to explore the most flexible version of UAV network deployments.
The UAV carries the LTE base station (eNB) and provides connectivity to users (UEs) on the ground. There are two potential realizations of our network vision that can cater to different use cases. (i) Standalone: We can deploy a stand-alone LTE connectivity infrastructure, which does not connect (backhaul) to the Internet (i.e. an Internet point-of-presence does not exist). In cases, where no pre-existing connectivity infrastructure is available, such a stand-alone network can be useful in providing connectivity and communication between first responders, emergency services and people in disaster scenarios. (ii) Internet-backhauled: When a point-of-access (such as a ground station or macro-cell) to Internet exists, then in addition to the stand-alone services that can be delivered, one can also provide Internet access to both users in emergency scenarios as well as those in areas of limited/no connectivity.
There are two components to wireless connectivity in this architecture: the wireless links between the base station on the UAV and the UEs on the ground constitute the radio access network (RAN), while the wireless links between the UAVs themselves that form a wireless multi-hop mesh network (in the air) constitute the backhaul. While both these components cater to data communication between users and Internet, there is also another wireless connectivity component that is needed to provide command and control (C&C) for the UAVs. One could potentially leverage the RAN and backhaul connectivity for C&C as well (in addition to data/payload). However, given the mobile and multihop nature of the backhaul, the latter may not "always" guarantee connectivity for safety-critical operations such as UAV C&C (crash avoidance, . Hence, the preference for reliable C&C connectivity to the UAVs is typically through a static, always-reachable network node. This can be achieved through macro cell towers (less expensive option), when one or more is available and can reach all the UAVs, or through a satellite (more expensive option) as shown in Fig. 1 . The latter, being the only viable option for C&C in high-altitude networks, is adopted by Project Loon and Aquila.
LAYERED CHALLENGES
The goal of this section is to explore the design space of our network vision by understanding the various layered challenges that arise in its realization. A conventional LTE network consists of two main components: static base stations that provide wireless access to users (RAN -radio access network), and a wired core network UAV UE P1 P2 P3 Figure 7 : Coupling between RAN and Backhaul: Going from P1 to P2 increases RAN coverage, but some UEs are still affected by shadowing. Going to P3 provides best coverage but affects backhaul connectivity.
of gateways (EPC -evolved packet core) that sits behind the base stations and is responsible for all the mobility, management and control functions, as well as routing user traffic to/fro between users and the Internet. To begin with, deploying and managing an LTE network (RAN + EPC) is no ordinary feat. Couple this with the notion of deploying a LTE network on aerial base stations, namely UAVs, which are highly restrictive in their compute capabilities, endurance, operational time, and payload capacity -we have an additional layer of inter-twined challenges. To complicate things further, the connectivity for the core network now becomes wireless (compared to wired before), which makes the design of the multi-hop wireless backhaul for the core network challenging in its own right. We now discuss these challenges in the context of RAN, backhaul and core design for UAV networks.
RAN Challenges
The key requirement for our UAV-driven RAN is to position the UAVs in 3D space so as to create multiple LTE cells on-demand and provide adequate coverage (e.g. above a certain minimum rate) and capacity to all devices/users in the region of interest (Fig. 10) . Given the shorter altitudes of our network (less than 400 ft), the wireless link between the UAV and UEs on the ground is subject to various obstacles (trees, foliage, buildings, houses, etc.), which can affect the signal strength and data rates on the link significantly across various positions of the UAV as well as across different UEs [7, 8] . Hence, realizing an optimized network of UAVs on-demand, requires one to first construct an RF map that characterizes the RF channel conditions between the UAVs and the devices in the entire environment of interest. We now discuss the various challenges from the perspective of a single UAV trying to optimize its own cell, followed by the inter-dependent challenges across UAVs.
Localizing Devices
Constructing an RF map to determine an appropriate position for the UAV, requires the UAV to conduct signal strength (channel) measurements to devices. To accomplish the latter, it is essential for the UAV to first estimate the location of the devices to whom the measurements are being made. In addition, such location data provides valuable information to first responders in locating and assisting users directly in emergency scenarios. Several devices today have GPS functionality, but RANs do not have a direct API yet to collect and use the GPS information of its devices in its connectivity decisions. While an obvious fix is to obtain such location information through OTT applications, the challenge is to also cover devices that may not have GPS or have not enabled their location services. In essence, Can we leverage just the LTE RAN to automatically localize its devices without relying on their GPS functionality?
RF Map Construction
In traditional RAN deployments, BSs are deployed after detailed offline site survey/planning and RF measurements. In contrast, UAV networks are expected to be "on-demand" mobile deployments. An RF map (similar to a heat map) is specific to each client (UE) and captures the single strength to the UE on ground from different positions of the UAV in air. To construct an accurate RF map (as shown in Fig. 8 ), one would need the UAV to first identify the operational airspace ( Fig. 9 ) from which it can provide coverage to a desired area on the ground; then move around this entire (iden- tified) airspace and conduct channel measurements to all its devices in this area (whose locations have already been estimated) from each of those positions.
Realizing both these steps is challenging for the following reasons. Note that the coverage provided by a UAV on the ground, depends on how the radiation pattern of its antenna (mounted on the UAV) illuminates the ground. Hence, as the UAV moves, the coverage provided by its antenna on the ground will also change. Thus, only from certain positions in the airspace with appropriate orientations of its antenna (yaw/tilt), will the UAV be able to provide sustained coverage for a desired area on the ground, making it challenging to identify the operational airspace for the UAV. Further, conducting measurements over the entire operational airspace, which could be potentially large, would incur significant overhead (energy drain for the UAV) and latency. The challenge here is to construct a reasonably accurate RF map of the environment with only a limited number (sampled from the operational airspace) of RF measurements to the devices.
UAV Positioning and Orientation
With the help of the RF map generated, the UAV would then need to solve a challenging optimization algorithm to determine its appropriate position and orientation that best serves a multitude of devices simultaneously. Consider a simple example as shown in Fig. 7 . As the UAV changes its altitude (from P1 to P2) and/or its antenna orientation (from P1 to P3) through its yaw/tilt, this changes the coverage pattern on the ground. The closer the UAV is to the ground, the smaller the set of devices it covers, and vice versa. On the other hand, the closer the UAV is to the ground, the greater the signal strength received at its devices and hence better data rates to the devices it covers. Thus, while being closer to the ground is beneficial for certain clients that are covered by the antenna pattern, it hurts performance for certain other clients who cannot be effectively covered. Hence, the challenge for the optimization problem is in catering to multiple devices simultaneously. 
Multi-UAV Coordination
So far we discussed about how to provide coverage to clients from a single UAV. Often, a single UAV may not be sufficient when UEs are spread over a large region, requiring the use of multiple UAVs as shown in Fig. 10 . With the introduction of multiple UAVs, the problem now becomes significantly more challenging. Several questions arise pertaining to how these multiple UAVs should be "jointly" deployed to efficiently cover the entire area of interest. Note that the position and resulting coverage provided by one UAV affects the choice of the position/coverage of other UAVs. While it is optimal to centrally solve for the position/coverage of all UAVs jointly, this is hardly feasible in practice (in realtime), given the coordination required and the challenge of optimizing even the position of a single UAV (as discussed above). Hence, a more distributed and scalable approach to self-organization of the UAVs is needed. On the other hand, such distributed approaches, need to ensure that as the UAVs go about conducting their RF measurements and providing connectivity, their trajectories do not collide with one another. Further, in addition to providing RAN coverage, the UAVs also need to wirelessly mesh with one another to establish a robust, multi-hop backhaul. Hence, a distributed optimization of UAVs for RAN coverage may not be in the best interest of their backhaul optimization and vice versa (we discuss this in more detail in Section 4.2). Finally, widearea networks need to deal with mobility of the UEs, which result in expensive (latency, control overhead) handoff events (moving from one cell to another). Now, with the base stations (UAVs) themselves being mobile, we need to ensure that the changing coverage of the UAVs (due to their mobility) does not trigger unnecessary handoff events, especially for static UEs.
Backhaul Challenges
Recall that while the RAN is responsible for delivering/receiving traffic directly from the UEs, the backhaul (connectivity between UAVs) is responsible for getting this traffic to/from the Internet or other UEs in the network. The key requirement for the backhaul is to organize the UAVs in the air such that they can form a high capacity wireless mesh backhaul that can carry all the traffic demand imposed by the UEs to/from the RAN as shown in Fig. 10 . This would include not just the positioning of the UAVs, but being a wireless, multi-hop backhaul, other UAV configuration parameters relating to connectivity and wireless interference, such as antenna orientation, spectrum assignment, wireless technology for operation, etc. need to be factored in as well. Being an equally important part of the connectivity fabric of UAV networks, it is critical to understand the challenges underlying the realization and deployment of such a multi-hop wireless mesh backhaul in the air.
Coupled vs. De-coupled Design
In a traditional LTE network, only the access (RAN) is wireless, while the connectivity from the base stations to the core network (which connects to Internet) is a high-speed, reliable wired network. However, in a UAV network, traffic encounters two wireless components (access and backhaul) before it can reach the Internet or other UEs. With the UAVs being the common nodes that anchor both the RAN and backhaul, the RAN and backhaul performance are inherently coupled and together determine the capacity of the UAV network. Given the challenges in UAV deployment even from an isolated RAN perspective, it might be tempting to consider a backhaul design that is decoupled from that of the RAN. However, such an approach can unfavorably affect the backhaul and consequently the endend performance of the network as a whole. Hence a coupled design is definitely in the best interest of the whole network.
A coupled design, however, is not without its fair share of problems. Note that the RAN deals with individual wireless links to UEs on the ground. Hence, its channel dynamics (multi-path fading, shadowing, UE mobility, etc.) change at a much finer time scale (millisecs) compared to that of the backhaul wireless links (secs to minutes) that carry aggregate traffic (of multiple cells) between UAVs in the air. Hence, realizing a joint optimization of the RAN and backhaul performance to compute the optimal UAV network configuration, requires obtaining relevant (channel) information from all access and backhaul links at a central location. For the computed configurations to be relevant for observed conditions, it is necessary to realize and execute this joint optimization at the granularity of milliseconds, which is practically infeasible. Further, with the environment being subject to UAV dynamics (UAVs go- ing offline for energy replenishment), such optimization has to be invoked frequently, posing an overhead challenge as well. The key challenge here is to not focus on the extremes of completely-coupled and decoupled designs, but instead explore the continuum of quasicoupled designs in between to strike a balance between performance, feasibility and adaptability.
Choice of Connectivity Technology
While the connectivity modality for RAN is given (LTE), we have a choice in the modality for backhaul connectivity. The various options available to us include, sub-6 GHz technologies like WiFi and LTE, as well as high frequency technologies like mmWave (28 GHz, 60 GHz, 70-80 GHz, etc.) and FSO (free space optics).
mmWave/FSO vs. sub-6 GHz: The biggest difference between these two categories lies in their need and ability to leverage directional wireless transmissions as well as the bandwidths offered (see Figs. 11, 12) . Since sub-6 GHz bands have lower path loss (signal attenuation) compared to their high frequency counterparts, they can operate with omni-directional antennas and obtain reasonable connectivity ranges. In contrast, mmWave relies on directional or phased array antennas (FSO employs lasers and photo-detectors) to form highly directional beams that increase signal energy in desired directions to compensate the increased attenuation in higher frequencies. On the positive side, the antenna form factor to realize such directional beams for mmWave is much smaller compared to that in lower frequencies. Also, larger contiguous bandwidth chunks (order of GHz) are available in higher frequencies compared to tens-hundreds of MHz in lower frequencies. Hence, for high-altitude UAV networks, where supporting longer ranges between UAVs and larger coverage areas (higher traffic demand) is imperative, mmWave and FSO are more likely to serve the purpose better. With FSO offering a much higher bandwidth than mmWave, the former has been a primary focus in both Project Loon [1] and Aquila [2] . However, for lower-altitude UAV networks with moderate range and capacity requirements, one could rely on the more economical omnidirectional sub-6GHz technologies like WiFi and LTE to provide our backhaul connectivity modality. While radio equipment for mmWave (28 GHz, 70-80 GHz) and FSO are generally expensive and energy-draining to deploy on our low-altitude UAVs, an exception is the recent introduction of low-cost, mass-produced, unlicensed 60 GHz in WiFi (801.11ad) chipsets. Though 60 GHz faces increased oxygen absorption (20 dB/Km) compared to other mmWave bands, it offers higher bandwidth (1-2 Ghz) that could still be delivered over reasonable ranges (1-2 Km 1 ) that may be sufficient for certain low-altitude UAV networks and forms a viable connectivity option.
LTE vs. WiFi: LTE and WiFi are fundamentally different access/connectivity technologies. While LTE's synchronous transmissions (between transmitter and receiver) provide high spectral efficiencies, they are designed for a master-slave paradigm, where the base station controls all transmissions between itself and its users. While this is ideal for a single hop network, it is challenging to deploy such a synchronous technology on a multi-hop network of UAVs, where each UAV needs to double up as a LTE relay (both as eNB and as UE) -the latter not being a mature technology yet. In contrast, WiFi is designed for unlicensed spectrum access and hence adopts an asynchronous transmission paradigm between nodes that makes it conducive for deployment on peer-peer UAV nodes. At the same time, being distributed in nature, WiFi incurs reduced performance efficiency. Further, WiFi operates in unlicensed spectrum and hence cannot guarantee qualityof-service owing to interference, unlike LTE that operators have optimized for licensed spectrum. Note that LTE can also aggregate unlicensed spectrum bands; e.g. CBRS 3.5 GHz bands, where available using LAA-LTE (License-assisted access LTE [9, 10, 11] ). Service reliability and guarantee could be a primary concern for operators when deploying a LTE network that caters to first responders in emergency situations (e.g. FirstNet [12] ).
Orientation and Provisioning
Based on the above discussion, the three viable connectivity options for backhaul include WiFi and LTE in Omni-directionality alleviates disruptions during mobility but requires intelligent spectrum allocation to avoid interference (each UAV establishes 2 parallel links on 2 channels using 2 radios).
sub-6 GHz, as well as WiFi in 60 Ghz. Each of these face their own set of challenges when it comes to orientation as well resource provisioning at the UAV.
Orientation: In addition to the UAV's position, its orientation is equally important in determining backhaul connectivity, which in turn is coupled with its RAN connectivity. There are two components to UAV orientation: spatial orientation through beam selection (applies to directional transmissions) and physical UAV orientation (yaw/tilt). While 60 GHz offers higher bandwidth and leverages high directionality (beams with widths of a few degrees) to yield longer ranges, it comes at the expense of a fragile backhaul topology that is prone to link breakages and disconnections, even with minor movement of the UAVs (Fig. 12) -the latter being an all too common characteristic in our environment. Hence, discovering neighbors and finding the right configuration of the beams to use at the transmitter and receiver to even establish a link are critical challenges, not to mention the maintenance of the topology in the presence of UAV mobility, wind drifts, etc. In contrast, the sub-6 GHz technologies do not incur these directionality challenges. However, irrespective of the technology employed, the physical orientation (yaw/tilt) of the UAV directly impacts both its backhaul and RAN connectivity. As the orientation of the UAV changes, it changes the physical orientation of its antennas that are mounted (separately) for RAN and backhaul connectivity. A centralized controller might be necessary to establish and maintain efficient, wellconnected backhaul topologies (with sufficient path diversity), especially when directionality is involved.
Provisioning: With transmissions being highly directional in 60 GHz, the interference generated by a link on its neighbors is also negligible, allowing multiple
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Figure 12: Directional backhaul connectivity: Directionality increases disruptions during mobility but also alleviates interference and hence need for additional spectrum (each UAV establishes 2 links on a single channel using 2 radios).
links to operate in parallel on the same spectrum band. In contrast, the wireless interference generated by the omni-directional transmissions in sub-6 GHz does need to be handled through spectrum or other interference management approaches that comes at the expense of additional bandwidth (Fig. 11) . With neighboring links interfering with each other, they have to be assigned on orthogonal spectrum (channels), thereby delivering lesser bits per unit spectrum. Further, with a single UAV communicating with multiple other neighboring UAVs to form a connected mesh network, care must be taken to ensure the finite spectrum available is appropriately allocated and reused across multiple hops. This is critical to avoid interference and maximize the amount of traffic that can be carried over the backhaul network.
We will jointly refer to the position, orientation and spectrum provisioning of the UAV as its configuration.
Routing
In addition to configuring the UAVs, one needs to intelligently route the traffic flows over the mesh backhaul so as to maximize the amount of traffic demand that can be supported by the UAV network. However, these two aspects are not independent but rather tightly coupled. The configuration of the UAVs determines the set of links as well as their capacities on the wireless mesh backhaul. Further, the energy resources at the UAVs, in addition to their configuration information, also plays an important role in the longevity of the links. Hence, by jointly optimizing the links along with the traffic routed over them, one can increase the longevity of connected backhaul topologies (minimize topology disruptions from UAVs going down for energy replenishment), thereby maximizing the aggregate flow routed over this backhaul. However, realizing this joint optimization is a challenging problem and requires the collection of backhaul link configuration information at a central location to compute an efficient configuration and routing solution. Further, care must be taken to ensure that the solution can be executed in real-time to achieve their benefits in an inherently mobile backhaul network. While centralized routing solutions are more efficient than their distributed counterparts, the latter are more resilient to topology changes and disruptions from UAV dynamics.
Note that our discussions with respect to 60 GHz will also apply to other mmWave directional technologies (in 28 GHz, 38 GHz, 70-80 GHz, etc.), if they become viable in the future for low-altitude UAV networks. We summarize the essence of our backhaul connectivity discussions in Table 1 .
Core Network Challenges
So far we have discussed the challenges in establishing physical wireless connectivity on both the RAN and backhaul in our UAV networks. However, for providing LTE connectivity, an equally important component is the logical connectivity provided by LTE's core (EPC) that serves as a middle-man between the base stations and/or the Internet. The EPC is responsible for managing various back-end functions (authentication, billing, management, mobility, etc.) required to maintain a smooth functioning of the LTE service as a whole. To foster better understanding, we first provide a short primer on EPC's key functionality, followed by the challenges faced in realizing an efficient EPC for our UAV network. Fig. 13 shows the network architecture of EPC, which is a distributed system of different nodes or network functions (NFs) that are required to manage the LTE network. The EPC consists of data and control data planes: the data plane enforces operator policies (e.g., DPI, QoS classes, accounting) on data traffic to/from user devices, while the control plane provides key control and management functions such as access control, mobility and security management. eNodeBs (RANs) are grouped into logical serving areas and connected to serving gateways (SGW). The SGW is connected to an external packet network (e.g. the internet) via a packet data network gateway (PGW). PGW enforces most of data plane policies (e.g., NAT, DPI) and may connect the core to other IP network services (e.g., video server). The mobility management entity (MME) is responsible for access control, security and mobility functions (e.g., attach/detach, paging/handover) in conjunction with the home subscriber server (HSS) database.
EPC Primer
We will first discuss how to apply the existing EPC architecture as is to our UAV network and the drawbacks associated with such an approach. Then, we will discuss an alternate EPC architecture and contrast its pros and cons as well.
Legacy EPC Architecture
Conventionally, the EPC is a single wired network of distributed gateways deployed by the telecom operator to manage all the deployed base stations. When a UE sends/receives traffic, the EPC sets up a data session (bearer) between the eNB (to which the UE is connected) and S-and P-GWs. The PGW is responsible for interfacing with the public Internet as well as for routing traffic between different UEs in the same operator's network. The straight-forward way to apply EPC to our UAV network would be to collapse all the EPC network functions into a single node (EPC-in-abox) and deploy this EPC node either on one of the UAVs or on the ground. EPC, being the orchestrator of the entire LTE RAN, deploying it on an inherently unreliable mobile platform like the UAV might be too risky. Hence, operators like AT&T and Verizon, have chosen to deploy EPC on the ground in their current trials. There are two versions to deploying EPC on the ground: the connection between the EPC node on the ground and the UAVs in the air is either wireless (Verizon, Fig. 6 ) or wired (AT&T, Fig. 4) as shown in Fig. 14(a),(b) .
Reachability: In today's LTE networks, the connectivity between EPC and eNBs (RAN) is a reliable, wired network provisioned with sufficient bandwidth for catering to the UE traffic demands in both downlink and uplink. However, in our UAV network, deploying the EPC node on the ground makes the connectivity between EPC and eNBs (UAVs) wireless, which is inherently unreliable. The wireless channel between the EPC node on the ground and the UAV may be subject to wireless artifacts such as shadowing (building, trees, obstacles, etc.), multi path fading, etc. that degrade signal quality and can potentially cause disconnections. Since reachability to EPC is essential for a UAV to enable communication to/from its UEs, guaranteeing reachability to a ground EPC node from multiple UAVs that are deployed across a large region becomes Choice of Connectivity Technology: Similar to the backhaul challenge, we also need to determine an appropriate wireless technology for connecting the EPC node to the UAVs. To allow for reachability from a small set of ground EPC nodes to all UAVs in the air, one might need to employ higher frequency (mmWave) technology that can provide the necessary beamforming/directionalty gain to deliver longer communication ranges. However, the latter would also be accompanied by the challenge of constantly tracking the direction of the beam with respect to each of the UAVs to maintain connectivity as they move. One could also employ FSO as the connectivity modality as is envisioned in Project Aquila [2] for high-altitude UAV networks. However, this might be an over-kill for a low altitude UAV network given the associated cost.
Capacity and Latency Bottleneck: The EPC node on the ground becomes the routing focal point that ferries traffic not only between the UEs and the Internet but also between UEs within the UAV network. Hence, even if the UAV backhaul is well-provisioned, have a small set of ground EPC nodes concentrates all traffic on the bachkaul towards these ground nodes, which in turn become the bottleneck. This would significantly degrade the capacity of the network as a whole. This is analogous to the gateway provisioning problem in wireless mesh networks [13] , where to avoid capacity bottlenecks, one would need to deploy multiple gateways that serve as entry/exit points into the wireless mesh backhaul. When bulk of the UAV network traffic is to/from the Internet, which has to be accessed from the ground PoPs (points-of-presence), such a bottleneck is un-avoidable and needs to be addressed with the help of multiple PoPs and EPCs on the ground. This is the model followed by Project Loon [1] as it aims to connect vast regions of previously-unconnected terrain to the Internet. However, for a low altitude UAV network de- ployed to provide on-demand connectivity to a smaller region in emergency situations, bulk of the traffic might involve communication and coordination between first responders and people affected in those local regions. In such scenarios, incurring the wireless capacity bottleneck to the EPC on the ground is un-warranted. In addition, UAV and UE mobility are highly pronounced in these networks, which leads to increased control signaling and associated latency between the ground EPC node and the UAVs.
Edge EPC Architecture
To counteract the challenges in deploying a legacy EPC architecture, we also consider an alternate, edge EPC architecture. Here, the intention is to push the EPC functionality to the extreme edge of the core network, namely at the eNBs (UAVs) as shown in Fig. 14(c) . In other words, the EPC is collapsed and located as a single, self-contained entity on each of the UAVs. While such an architecture completely eliminates all the drawbacks faced by the previous architecture resulting from wireless connectivity between EPC and eNBs, it faces a different set of challenges.
Resource-challenged: An EPC consists of multiple network functions along with the interfaces and tunneling protocols between them. Further, most of these are state-ful network functions and consist of both control and data plane functionality. These network functions, which used to be deployed by operators on specialized hardware, are now slowly migrating to a virtualization environment with the recent advances in NFV (network function virtualization) [14, 15, 16] . Never-theless, the compute resources consumed by these network functions is appreciable and becomes a concern when all the EPC functionality is collapsed onto a single node. While deploying such an EPC node on the ground gives one access to both compute and energy sources for longer operational duration, this becomes a critical challenge when deployed directly on a UAV platform, which is highly resource challenged to begin with. Deploying an EPC node on the UAV could significantly affect both its operational lifetime as well as the processing (control and data plane) latency of its traffic, thereby resulting in a highly reduced traffic capacity.
Network Dynamics: Conventional EPC has a hierarchical structure, where a single PGW spans multiple SGWs, and a single SGW spans multiple eNBs. As the UE (in active mode) moves from one cell to another (handoff), this is handled locally by its SGW. When a UE in idle mode (not actively communicating with the eNB) moves across cells, it becomes harder to locate the UE. To address this, every UE has a tracking area (set of eNBs) associated with it, which the EPC will use to page (all eNBs in tracking area) to locate it. When the UE moves out of its current tracking area, it notifies the EPC of its updated tracking area. Thus, UE mobility is handled seamlessly, which is one of the main features provided by the EPC.
Network dynamics in the form of UE and/or UAV mobility forms a significant part of our operating environment. Hence, handling network (UE and UAV) mobility becomes all the more important in our case. However, by pushing EPC to the real edge (eNB) of the core network, providing seamlessly mobility now becomes substantially difficult. With the collapse of the hierarchical EPC architecture, one needs to now enable communication between the EPC entities on individual UAVs to enable seamless handoff across UAVs. In today's mobile networks, a UE hardly moves across different PGWs within the same operator's network (a single PGW spans a significantly large area -hundreds of miles). When such an event does happen, the connection is terminated with the existing PGW and reestablished with the new PGW causing service disruption. However, with EPCs located on each UAV in our environment, such events are the norm rather than an exception. Hence, it becomes critical to enable seamless EPC-EPC communication for handling mobility in the edge EPC architecture. This is needed to also handle UAV mobility, i.e. when one UAV goes down for recharge and is replaced by another UAV -a migration of state from one UAV (EPC) to the other is imperative.
Locating UEs: In legacy EPC architecture, the PGW serves as the central ingress and egress points for traffic to all UEs and keeps track of the various bearers (sessions) to each UE. Along with the ability to page idle UEs over large tracking areas, it is fairly straight-forward to locate any UE in the network. This is however, a challenge for our edge EPC architecture, where there is no single PGW that spans all the UAVs (eNBs). Further, handling UE mobility in idle mode is even more challenging. Since the notion of tracking area disappears (due to collapsed EPC), locating a UE when in idle mode appears to be infeasible, prompting the need for new or adapted mobility mechanisms.
We summarize the pros and cons of these two EPC architectures as they apply to our UAV networks in Table 2 .
SkyLiTE: AN END-END DESIGN
The previous section highlighted the numerous, intertwined challenges that spanned the layers of RAN, backhaul and core network, in the design of an end-end UAV network for providing LTE connectivity. The optimal design choice for the UAV platform, radio interfaces, access/core techniques and optimizations, etc. would vary from one set of application requirements to another (e.g. low vs. high altitude, small vs. large coverage, short vs/ long timespan), and there is no single design that can cater effectively to all applications. Nevertheless, to give the readers a good starting point, we articulate the high-level overview of an end-end design called SkyLiTE that explores some of the key functionalities. SkyLiTE is composed of three essential modules as shown in Fig. 15 : SkyRAN, SkyHaul, and SkyCore that are responsible for handling the inter-twined challenges in the RAN, backhaul and core network layers respectively. We will present the key functionality of each of these modules as well as the interactions between them that together help realize our SkyLiTE system. Specific solutions and algorithms underpinning each of these modules will be covered in separate articles.
Overview
Recall that our application requirement is to provide optimized LTE coverage for a designated/given terrestrial area, given a certain number of drones. SkyLiTE's high level approach consists of two components: a bootstrapping phase and a periodic update phase. In the bootstrapping phase, SkyLiTE partitions the given area into smaller coverage zones, where each of them will be covered by a single UAV. It then determines the configuration of each of the UAVs to optimize both RAN as well as backhaul connectivity and routing jointly. Here, the design targets the support of a minimum desired traffic demand from every UAV to every other UAV in the backhaul during the bootstrapping phase. Also, additional UAVs may be minimally deployed to provide a high-capacity, reliable, mesh backhaul in the process. After the bootstrapping phase, once the location of the UEs and traffic demands between different entities in the UAV network as well as to/from the Internet are estimated, every subsequent update phase will reconfigure the UAVs to cater to the spatio-temporally observed network and traffic conditions. Hence, based on changing conditions, UAVs can also be removed from overprovisioned areas as well as added to under-provisioned areas as needed.
Hybrid Design
To determine the UAV configuration as well as routing on the backhaul, we need to revisit our discussion/tradeoff on joint RAN and backhaul design -it is ideal to realize a completely joint design but impractical to execute it in practice. SkyLiTE addresses this tradeoff by exploring in two complementary directions -hardware (a flexible UAV platform) and software (pseudo joint optimization) approaches.
Hardware: Note that the connectivity on the UAV is achieved throguh two sets of antennas, one for RAN and other for backhaul. If the UAV platform can support decoupled antenna mounts for RAN and backhaul connectivity, this would weaken the strong coupling between RAN and backhaul optimization -orientation of the RAN link will no longer affect that of the backhaul link and vice versa. Hence, the UAV can have separate RAN and backhaul configurations. The position of the drone will still be common to these two configurations. However, a sequential optimization may be sufficient to handle this coupling, which is less stringent than before. First, the UAVs will independently (locally) configure themselves for RAN optimization; then given their RAN configuration as well as their RAN traffic demands, their backhaul configurations (position fixed from RAN configuration) as well as traffic routing over the backhaul are determined. If the backhaul optimization requires additional backhaul-specific UAVs to be deployed, these UAVs will also have their position determined as part of their configuration.
Software: Often the antenna mounts for both RAN and backhaul are coupled to the UAV's frame and hence dependent on one another. In this case, a more closely coupled optimization is needed between the RAN and backhaul. As before each of the UAVs will first determine their RAN configuration. However, instead of picking the most optimal RAN configuration, each UAV will determine an acceptable set (based on some RAN performance requirements) of RAN configurations.Then given these feasible set of RAN configurations for each UAV, the backhaul configuration for each UAV is jointly selected from their respective feasible set to optimize backhaul performance. Having a larger configuration space for each UAV after RAN optimization allows SkyLiTE to strike a balance between RAN and backhaul performance without being biased towards the former.
Thus, SkyLiTE employs a hybrid design, where it adopts a completely decentralized RAN optimization that is executed locally at each of the UAVs in parallel, while it adopts a centralized backhaul optimization for determining the configuration of the UAVs and routing on the backhaul. A decentralized approach to RAN optimization allows SkyLiTE to track and optimize for UE dynamics that vary at fine time scales (seconds), while being highly scalable in a large UAV network. In contrast, with the backhaul dynamics varying at coarse time scales (minutes), SkyLiTE leverages a centralized approach to realize optimal backhaul configuration and routing. Such a hybrid design allows SkyLiTE to strike an effective balance between performance and scalability.
SkyRAN
This module runs in each UAV locally and is responsible for determining the UAV's configuration for optimized RAN performance in its designated terrestrial zone. The terrestrial zone that needs to be covered by the UAV with some performance requirements (e.g. above a certain SNR/rate for each UE in the zone) and the configuration capabilities (movement/position, transmit power, antenna pattern (tilt/yaw)) of the UAV are known. Given this, there exists a set of points in the 3D airspace (along with appropriate UAV transmit parameters for each point) from which the UAV will be able to deliver required coverage in the designated zone. SkyRAN first estimates this operational airspace for the UAV. Next, it figures out where to specifically position itself in this airspace so as to deliver optimized coverage performance for the current set of UEs in its coverage zone. Thus, while the operational airspace is constructed generic to the coverage zone, the eventual positioning of the UAV is optimized for the location of its UEs in the zone.
To accomplish the second step, SkyRAN leverages the LTE RAN and its synchronous transmission characteristics to automatically localize its devices without relying on their GPS functionality. It does so by sampling a few locations in its operational airspace and uses the LTE's reference signal channel measurements from the UEs to estimate the range (from time of flight) to the UEs from each of those points; then knowing the UAVs own location (using GPS) at the different points, employs trilateration to solve for the location of the UEs.
Once the location of the UEs is estimated, SkyRAN then constructs an RF map of its operational airspace for each of the UEs. In essence, it creates a map that predicts the RF signal strength at the UE with high accuracy for each of UAV's position in the operational airspace. To create this map as quickly as possible (without exhaustively conducting measurements to UEs from all points in the airspace), SkyRAN leverages the location of all its UEs to design a hierarchical measurement trajectory for the UAV, whereby the UAV first samples different points in the airspace at a coarse level; then based on the statistics of its coarse sampling, it employs a fine sampling of specific regions as needed to construct an accurate RF map for all its UEs. Note that, with each UAV running its SkyRAN module in parallel, it is possible that the operational airspace of multiple UAVs overlap. In such cases, the UAVs follow an implicit priority ordering to avoid collision. Here, when two UAVs are within a minimum separation range (MSR) of each other, the one with the lower priority will stop in its trajectory and wait for the higher priority UAV to move outside the MSR, before carrying on with its trajectory.
Finally, with the RF maps for all the UEs estimated, SkyRAN solves an optimization problem (based on desired coverage objective) to either determine the optimal configuration of operation (when RAN and backhaul are weakly coupled) or narrow down a set of efficient configurations (when RAN and backhaul are tightly coupled).
SkyHaul
The SkyHaul module runs in each of the UAVs and is responsible for coordinating the optimization of backhaul connectivity. For its centralized backhaul optimization, SkyLiTE can leverage the same control channel and associated controller that is used for the UAV network's C&C. SkyLiTE's controller adopts an SDN (software-defined networking) approach to gather all the relevant backhaul information (from the SkyHaul module in its UAVs) necessary to run its centralized optimization, as well as deliver the resulting computed configurations and traffic routing policies back to its UAVs through their SkyHaul, which is responsible for the execution of the routing policies.
SkyHaul periodically gathers information regarding the incoming (to its RAN) and outgoing (from its RAN) traffic demand at the UAV, backhaul capabilities (energy resources, antenna mount, number of radio interfaces, connectivity technology, etc.) of the UAV, as well as the candidate UAV configurations based on RAN optimization. The SkyHaul at each UAV then communicates this information to SkyLiTE's controller, which then uses this information as input along with the remaining number of UAVs available for deployment to run its backhaul optimization. The goal of the optimization is to configure the backhaul to support the observed traffic demand from the RAN, while deploying a minimum number of UAVs as needed. Note that since the UAVs are locally optimized from a RAN coverage perspective, they may not be optimally connected to each other to form a high-capacity, reliable mesh backhaul. Hence, in such cases, the controller will automatically determine the need to add or prune UAVs as needed. While the controller runs its optimization periodically, in the event of un-planned UAV dynamics (UAVs going down for energy replenishment), the controller will invoke its optimization for a backhaul reconfiguration on-demand.
In the case of sub-6 GHz backhaul connectivity, the controller also determines the appropriate allocation of wireless channels at each of the UAVs so as to minimize/avoid wireless interference between neighboring transmitters and maximize the traffic flow that can be routed over the backhaul. On the other hand, for high frequency directional technologies like mmWave and FSO, wireless interference is less of a concern. However, the the controller now determines the appropriate beam orientations for each of the UAVs so as to create desired high-gain directional, backhaul links between UAVs. SkyHaul prefers to leverage a cost-effective, high-bandwidth mmWave technology like 60 GHz for its backhaul, when moderate backhaul ranges of 1-2 Km are sufficient.
SkyCore
With the challenges of reachability, capacity and latency in deploying legacy EPC on the ground and away from the UAV network, SkyCore adopts the edge EPC architecture as shown in Fig. 15 . SkyCore collapses the entire EPC and pushes it to the edge of our network, namely at each of the UAVs themselves, where the RAN also resides.
With every UAV now running its own EPC agent, even a simple eNB-eNB handoff across two UAVs now becomes a inter-MME (MME-MME) handoff, which needs to be accomplished across two different EPC agents. Hence, SkyCore enables a new control/data interface to enable EPC-EPC signaling and communication directly between UAVs to handle mobility right at the edge. To reduce its compute footprint on the UAV, SkyCore adopts a software refactoring approach to eliminate distributed EPC interfaces and collapse all distributed functionalities into a single logical entity. It realizes this by transforming the distributed data plane functions into a series of switching flow tables and associated switching actions (corresponding to network functions like GTP encapsulation/decapsulation, charging, etc.). It also reduces control plane signaling and latency by pre-computing and storing (in-memory) several key attributes relating to security keys, QoS profile, etc. for the UEs that can be accessed locally and quickly in real-time without any computation.
With the EPC being located on each UAV, the tracking area for a UE corresponds to a single eNB (UAV) in our case (compared to a set of eNBs in legacy EPC). To address the challenging problem of locating the UE during mobility, the SkyCore agent at any UAV automatically broadcasts the detection of a new (incoming) UE (either in active or idle mode) to the other SkyCore agents in the UAV network. While the detection of an active mode UE is simple, this is difficult for an idle mode UE. However, since the tracking area of the UE changes as it moves from one UAV to another, though the UE is in idle mode, it will request for a tracking area update. Upon receiving the latter, the MME in the SkyCore agent of the new UAV, will be able to detect this new UE's arrival. The HSS in each SkyCore agent maintains the location (anchoring SkyCore agent) of all UEs in the network. Hence, when a SkyCore agent sends a UE location update, the agents in other UAVs update their HSS accordingly. Thus, whenever traffic needs to be sent from a SkyCore agent to a specific UE located at another UAV, the HSS will reveal the destination SkyCore agent at which the UE is anchored and to whom the traffic has to be routed. The actual routing path to be taken by the traffic on the mesh backhaul is then determined by the SkyHaul agent at the UAV.
It must be noted that while SkyHaul adopts a centralized approach to optimization, SkyCore follows a distributed approach similar to SkyRAN. The rationale behind such a design stems from the fact that both SkyRAN and SkyCore deal directly with individual UEs, whose time scale of dynamics warrants a local, distributed approach. Im contrast, SkyHaul that deals with aggregate traffic (from multiple UEs), whose coarse time scale of dynamics allows for a centralized approach.
PROTOTYPING SkyLiTE
We have built an initial version of SkyLiTE with the SkyRAN and SkyCore modules and successfully deployed it on a DJI hexacopter (as shown in Fig. 16 ) that provides LTE connectivity to smartphones on the ground. The SkyRAN and SkyCore modules are built upon software-defined versions of RAN and Core network stacks like Open Air Interface [17] and OpenEPC [18] with appropriate modifications needed to realize the desired features, while maintaining standards compliance. This demonstrates that with the right optimizations, it is possible to deploy and operate a self-contained mobile network on the UAV directly. We are in the process of testing and evaluating the performance of the individual modules in conjunction with that of the UAV platform as well as adding the various proposed optimizations for each module. The results of this study will be disseminated in subsequent articles. We will then extend SkyLiTE to accommodate multiple UAVs with the addition of the SkyHaul module.
DISCUSSIONS
Additional Considerations for Fixed-Wing Aircrafts
The considerations for fixed wing aircrafts include those highlighted in SkyLiTE for rotary wing aircrafts. Hence, SkyLiTE's design elements can be leveraged in LAP networks that employ the fixed wing aircrafts as UAVs. These UAVs offer better endurance and payload capacity compared to their rotary wing counterparts. However, they are subject to constant mobility, which imposes additional challenges and warrants special design considerations. While mobility of the UAVs cannot be avoided, it can be controlled and hence offers another degree of freedom in the optimization of the LAP network through path planning of the UAVs. This creates a more involved joint optimization of RAN and backhaul connectivity -compared to just the UAV configuration in rotary winged aircrafts, fixed wing aircrafts have to plan and control the trajectory of multiple UAVs simultaneously, the dynamics of which, significantly impacts both RAN and backhaul connectivity.
Applicability to HAP Networks
Where there are several similarities in network design between LAP and HAP networks, there are also significant differences that calls for a different perspective in weighing challenges and design elements appropriately.
We mention some of the key differences here as well as the applicability of SkyLiTE's design elements.
RAN: In a LAP network, obstacles and multi path scatterers between the UE and UAV have a substantial impact on the LTE link performance. In contrast, in a HAP network, the large path loss (due to distance) between UAV and the UE overshadows the impact of shadowing and fading when determining LTE link performance. Consequently, fine-grained RAN coverage optimization based on the UEs is less relevant in a HAP network. However, SkyRAN's mechanisms related to localizing the UEs as well as coordinating multiple-UAV for a coarse coverage optimization are still useful for HAP networks.
Backhaul: From an optimization stand-point, this forms the most important part of the UAV network that needs to be intelligently and dynamically provisioned as well as maintained. In addition to the applicability of SkyHaul's design components, HAP networks also face another challenge in their backhaul design, namely the constant mobility of the UAVs themselves, similar to that faced in fixed wing aircrafts. Recall that the UAVs in these networks leverage the stratified air currents in the atmosphere to travel and hence are prone to constant movement. Hence, the backhaul must be capable of constantly predicting the position of its UAVs to optimize the connectivity of its backhaul ahead of time. This adds another dimension (of time) to backhaul optimization compared to that already considered in SkyHaul. Recently, [19] articulated the notion of a spatio-temporal SDN for designing such a backhaul.
Core: Although today's high-altitude UAV networks envision to have their EPC on the ground, we believe the benefits of a SkyCore design for edge EPC significantly outweigh its drawbacks, and is equally applicable to a high-altitude UAV network as well.
CONCLUSION
UAV networks are ushering in a novel paradigm for wireless connectivity with a host of new applications and services. However, leveraging them to their full potential requires one to first understand the various challenges that underline their design. This has been the prime focus of this work, which has tried to unravel the various inter-twined challenges that span across the layers of access, core network and backhaul in designing a low-altitude UAV network for providing LTE connectivity. We have also presented an end-to-end design called SkyLiTE that can serve as a framework or starting point for the design and optimization of such UAV networks. Through this document, we also hope to engage the broader research community as well as industry towards addressing these challenges and making these UAV networks viable in practice.
