In a missing data problem we observe the result of a (known) many-to-one mapping of an unobservable`complete' dataset. The aim is to estimate some parameter of the distribution of the complete data. In this situation, the stochastic version of the EM algorithm is sometimes a viable option. It is an iterative algorithm that produces an ergodic Markov chain on the parameter space. The stochastic EM (StEM) estimator is then a sample from the equilibrium distribution of this chain. Recently, a method called`coupling from the past' was invented to generate a Markov chain in equilibrium. We investigate when this method can be used for a StEM chain and give examples where this is indeed possible.
Stochastic EM
The objective of this paper is to combine two algorithms: the stochastic EM (StEM) algorithm and perfect sampling through coupling from the past (CFTP). In the present section we describe the former and in the next section the latter algorithm. In the third section we combine the two and give examples. Finally, we present a brief review of of two relevant concepts: stochastic and realizable monotonicity.
Consider the following estimation problem. Suppose that X is distributed according to a probability measure P 0 . Suppose we can observe only the result of a many-to-one mapping Y = Y (X). The goal is to estimate 0 from observing Y = y. The parameter 0 is assumed to be in some general set . This setup is sometimes called a missing data problem. Often the socalled EM algorithm (Dempster, Laird and Rubin (1977) ) provides a method to nd the maximum likelihood estimator of 0 . There are two drawbacks. The rst is that it is not known how many iteration steps are needed to come close enough to convergence. The other is that sometimes the E-step, computation of the conditional expectation of the likelihood given the data, is not possible. In this latter case, the stochastic version of the EM algorithm (StEM) (Celeux and Diebolt (1986) , Wei and Tanner (1990) ) may be a viable alternative. For a review and large sample results see Nielsen (2000) . The algorithm works as follows. Suppose that we can sample from the conditional distribution, under any given , of the complete data given the observed data. Suppose also that the complete data maximum likelihood estimator is readily computable:^ M LE = M(X). Now, 1. Fix a (0) in 2. Sample X(1) from P (0) (:jY = y) 3. Set (1) = M(X(1)) 4. Sample X(2) from P (1) (:jY = y) 5. Set (2) = M(X (2)) 6. . . .
By iterating this procedure, we obtain a sequence (0); (1); (2); : : :. If steps 2; 4; : : : are carried out using independent standard uniform random variables, the sequence (t) is a time homogeneous Markov chain. Under certain conditions which are investigated in Nielsen (2000) it is ergodic. If so, the algorithm converges in that the (t) converge in distribution to a random variable, say^ , which is distributed according to the stationary distribution of the Markov chain. Then^ is the StEM estimate. In other words, a StEM estimate is a sample (or an average of samples) from the stationary distribution of the StEM Markov chain.
The drawbacks of stochastic EM and ordinary EM are di erent but similar. First of all it may be di cult, time-consuming or impossible to sample from the conditional distribution of the complete data given the observed data. Also, it is not clear in general for how long we should run the StEM chain to allow it to reach equilibrium. In this paper, however, we note that in some cases we can use a device known as coupling from the past (CFTP) (Propp and Wilson, 1996) to obtain a sample that is guaranteed to come from the stationary distribution of the StEM chain. In the next section we brie y explain CFTP.
Perfect Simulation
Consider an ergodic (i.e. irreducible and aperiodic) Markov chain X(t) on a state space S and suppose we want to simulate its equilibrium distribution.
Starting the chain from an arbitrary state and then running it for a very long, but nite time will generally not ensure that samples are from the stationary distribution. Recently, Propp and Wilson (1996) devised a method called coupling from the past, to produce perfect or exact samples in nite time. We closely follow Kendall and Th onnes (1999) to explain how it works.
For now, let us assume that the state space S is nite. A Markov chain X(t) on S can be described by means of i.i.d.`transition maps' H t : S ! S Perfect Stochastic EM 3 (t = 1; 2; : : :). A realization of such a transition map speci es for each state i 2 S in which the chain might be at time t ? 1 where the chain will jump to at time t. If p ij are the transition probabilities of the Markov chain to move from i to j then the common distribution of the H t should be such that P(H t (i) = j) = p ij . From the transition maps H t the Markov chain X(t) is obtained by xing X(0) at some X 0 and setting X(t) = H t (X(t ? 1)):
Coupling from the past now works as follows. We select a time ?T < 0 in the past and simultaneously run chains starting from each state of S from time ?T to time 0. The chains are coupled by using the same realizations of the transition maps for all of them. Hence it follows that if two chains started at di erent states meet, they stay together. Now we check if all chains have coalesced at time 0. If so, then the state at time 0 must be a sample from the stationary distribution. This is understood as follows. Imagine that at some time before ?T we also started a chain from an initial state selected according to the stationary distribution. This chain will remain in equilibrium, so in particular its state at time 0 is distributed according to the stationary distribution. However, we have arranged it so that all chains started at time ?T or earlier are in the same state at time 0, no matter which state the were in at time ?T.
If 
Perfect Stochastic EM
In this section we combine the ideas from the previous two sections. We use the set-up and notation of section 1. Let us suppose that the parameter space admits a partial ordering . Fix an arbitrary time ?T < 0 in the past. Suppose that for t = ?T + 1; ?T + 2; : : :; 0 we can construct independent collections of coupled random variables fX (t); 2 g such that X (t) P (:jY = y)
Recall that M(X) is the complete data maximum likelihood estimator. Because of (1) we can simulate StEM chains ?T (?T); ?T (?T +1); : : :; ?T (0) by xing (?T) at any 2 and setting subsequent (t) = M(X (t?1) (t)).
By requirement (2) it is ensured that if two coupled StEM chains are in comparable states their order will always be respected. In other words, two ordered coupled paths cannot cross. Suppose that there are`minimal' and`maximal' elements and in such that for all 2 . Consider two coupled StEM chains We now demonstrate the perfect stochastic EM algorithm in two examples. The rst example is very simple, the second is more involved. There is really no need to apply the StEM algorithm here. Also, we should point out that application of the ordinary EM algorithm is straightforward here. The purpose of this example is merely to explain how the perfect StEM algorithm works.
We now describe how the ordinary StEM algorithm (without CFTP) works here. When below we multiply vectors we mean coordinate-wise multiplication (mapping two vectors to one). Recall the usual ordering on R n : x y if x 1 y 1 and x 2 y 2 : : : and x n y n . Note that if x y then M(x) M(y). To apply CFTP we need a collection fX (t) : 2 ; ]; t = ?T + 1; ?T + 2; : : :; 0g such that X (t) P (XjY = y) while 0 implies X (t) X 0 (t). This, in turn, implies M(X (t)) M(X 0 (t)). We can now run a`lower' chain From observing Y = B(X) \ S we want to estimate 2 (0; ], where < 1. As in the previous example the parameter space 0; ] is slightly peculiar. We brie y comment on this following the present example.
We can think of the germs X as the complete data and the complete data maximum likelihood estimator is M(X) = (n(X)=jSj)^ , where n(X) means the number of points of X and jSj is the area of S. As usual we write P ( jY ) for the conditional distribution under of the complete data given the observed data.
Since the grains are discs, the location of a germ is identi ed whenever a part of its associated grain's boundary is exposed. Therefore, the conditional distribution of X can be decomposed into a deterministic`exposed boundary' part X b and a stochastic`interior' X i of germs that cannot be identi ed from Y . Indeed we write X = X ). The distribution P ( jY ) is of course the convolution of the two. We note that P ( jY ) involves a normalizing constant which is intractable and hence maximum likelihood estimation and the EM algorithm become impossible. In van Zwet (1999) a method based on CFTP is presented to obtain a collection of samples fX : 2 ; ]g such that X P ( jY ) and 0 implies X X 0 .
Hence we can apply StEM and even make it perfect.
We simulated a Boolean model on the unit square, with intensity 75 and grains with radii 0.1 instead of 1. We chose = 100. Figure 1 shows a run of the perfect StEM algorithm. Note that the chain is continued once a perfect sample has been found, because averaging of the subsequent samples will bring down the variance of the estimator. The gure is meant as an illustration only. Much more extensive simulations would be needed to determine how fast the algorithm terminates and how the estimator performs. This concludes our second example.
The natural parameter space (0; 1) of the rst example was arti cially replaced by ; 1) ( > 0). We then found a natural upper bound < 1. Similarly, in the the second example we introduced an arti cial upper bound < 1 and found a natural lower bound > 0. The reason for introducing the arti cial bounds is of course the need for both maximal and minimal elements of the parameter space. In practice, one would probably compute some pilot estimate of the parameter and then choose the arti cial bound such that one feels con dent that they do not exclude the real parameter.
Realizable monotonicity
In this section we review work by Fill and Machida (2000) and Ross (1993) . The di culty in making the StEM algorithm perfect lies in the construction of collections of random variables with prescribed distributions to meet condition (2). The work of Fill and Machida (2000) and of Ross (1993) makes clear when such constructions are possible|at least in principle. The concept of realizable monotonicity (Fill and Machida (2000) ) is essentially what is needed. Realizable monotonicity is closely related to stochastic monotonicity, which is a more familiar concept and which is generally easier to check. Fill and Machida (2000) and Ross (1993) present conditions under which stochastic monotonicity implies realizable monotonicity. The work of Fill and Machida (2000) is motivated by the relevance of realizable monotonicity for perfect sampling.
Recall that we have complete data X in some space E with distribution Perfect Stochastic EM 9 P ( 2 ( ; )). We observe only some function Y of X and we write Q = P ( jY ). The complete data maximum likelihood estimator of is given by a measurable function M from E to . Now suppose that E admits a partial ordering E such that, for any x 1 ; x 2 2 E x 1 E x 2 ) M(x 1 ) M(x 2 ):
To apply the perfect StEM algorithm we need to be able to construct a collection fX ; 2 g such that X Q
0 ) X E X 0 ; almost surely
We now review two notions of monotonicity for a collection fQ ; 2 g of probability measures: realizable and stochastic monotonicity.
De nition 4. It can be easily seen that realizable monotonicity implies stochastic monotonicity. That the converse is not always true is demonstrated by means of an example in Ross (1993) . However, for various nite classes of (E; E ), Fill and Machida (2000) give conditions on nite index sets ( ; ) such that realizable and stochastic monotonicity are equivalent. For instance, we have equivalence whenever (E; E ) or ( ; ) is a nite linearly ordered set (recall that a set is linearly ordered if each pair of elements is comparable). This and other results for nite sets are all the more useful because of the following unpublished result by Ross (1993 Thus, if for some separable set with a closed partial order the results of Fill and Machida (2000) apply to check realizable monotonicity for all its nite subsets then Ross's theorem allows us to conclude realizable monotonicity for the entire in nite set. It is quite surprising that the theorem holds even for uncountable .
