We investigate the pattern formation problem that requires a swarm of autonomous mobile robots to form a given target pattern in the three-dimensional Euclidean space. We show a necessary and sufficient condition for synchronous robots to form a given target pattern from an initial configuration. We give a pattern formation algorithm for solvable instances that does not need any local memory at each robot.
INTRODUCTION
Distributed coordination of autonomous mobile computing entities, called robots, agents, or sensor nodes, in the three dimensional Euclidean space (3D-space), is one of the most challenging problems in distributed computing theory and robotics since real robots move in 3D-space. This paper considers the pattern formation problem that requires a swarm of robots to form a given 3D target pattern. A robot is an anonymous point in 3D-space that autonomously moves according to a common algorithm. We consider the fully-synchronous (FSYNC) model where the robots synchronously repeat a Look-Compute-Move cycle. Each robot has neither any access to the global x-y-z coordinate system nor any explicit communication medium.
The pattern formation problem was first introduced by Suzuki and Yamashita for robots in the two-dimensional Euclidean space (2D-space) [2, 3] . Let P be an initial configuration (i.e., the positions) of the robots without any multiplicity. We consider the decomposition of P into regular m-gons centered at the center c(P ) of the smallest enclosing circle of P . The symmetricity ρ(P ) of P is the maximum value of such m with an exception that when a single point of P is at c(P ), ρ(P ) = 1. This exception is derived from an easy symmetry breaking algorithm; the robot on the center leaves its Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). current position. Then they showed that FSYNC robots can form a target pattern F from an initial configuration P if and only if ρ(P ) divides ρ(F ). The impossibility result implies these symmetric ρ(P ) robots cannot break their rotational symmetry. Fujinaga et al. showed that asynchrony among the robots does not interfere their formation ability [1] .
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Yamauchi et al. considered a kind of formation problem in 3D-space, called the plane formation problem, and measured the rotational symmetry of the robots in 3D-space by using the rotation groups each of which is defined by a set of rotation axes and their arrangement [4] . However the symmetricity in 3D-space has not been discussed.
The contribution of this paper is twofold. First, we define the symmetricity in 3D-space. Then we give a necessary and sufficient condition for the FSYNC robots to accomplish the pattern formation problem in 3D-space. For the solvable instances, we present a pattern formation algorithm that requires no local memory at each robot. We finally note that our results are generalization of existing results in 2Dspace [2, 3] to 3D-space.
PRELIMINARY
Let R be a set of n ≥ 3 robots each of which is represented by a point in 3D-space. By Z0 we denote the global xy-z coordinate system. A configuration P (t) of R at time t is a multiset of positions of these n points observed in Z0. We assume that the robots initially occupy distinct positions. The robots have no access to Z0. Instead, each robot ri ∈ R observes the positions of other robots in its local x-y-z coordinate system Zi, where the origin is always its current position, while the direction of each axis and the magnitude of the unit distance are arbitrary but never change. We assume that Z0 and all Zi are right-handed. Thus Zi is either a uniform scaling, transformation, rotation, or their combination of Z0.
We consider discrete time 0, 1, 2, · · · and at each time step the robots execute a Look-Compute-Move cycle with each of the Look, Compute, and Move phases completely synchronized, i.e., we consider the fully-synchronous (FSYNC) model. At time t, each ri ∈ R obtains a multiset Zi(P (t)) in the Look phase. Then ri computes its next position by using an algorithm ψ, which is common to all robots. If ψ uses only Zi(P (t)), we say that ri is oblivious, and nonoblivious otherwise. Finally, ri moves to ψ(Zi(P (t))) in Zi before time t + 1. An infinite sequence of configurations E : P (0), P (1), . . . is called an execution from an initial configuration P (0).
The pattern formation problem requires the robots to form a given target pattern F from a given initial configuration. The target pattern F is given to each robot as a set of coordinates of n points in Z0. Because the robots do not know Z0, we allow rotation, translation, uniform scaling, and their combination on F . We say that the robots form a target pattern F from an initial configuration P , if, regardless of the choice of local coordinate systems and local memory contents (if any) of robots in the initial configuration, any execution P (0)(= P ), P (1), . . . reaches a configuration P (t) that is similar to F in finite time. For any (multi)set of points P , by B(P ) and b(P ), we denote the smallest enclosing ball of P and its center, respectively. We say that a set of points form a polyhedron when the points occupy the vertices of the polyhedron.
SYMMETRICITY IN 3D-SPACE
The rotation group SO(3) has five kinds of subgroups of finite order; the cyclic group C k (k = 2, 3, · · · ), the dihedral group D ℓ (ℓ = 2, 3, · · · ), the tetrahedral group T , the octahedral group O, and the icosahedral group I, which are identified by the group formed by rotations on a regular pyramid with a regular k-gon base, a regular prism with regular ℓgon bases, a regular tetrahedron, a regular octahedron, and a regular icosahedron, respectively. (See Figure 1 .) More precisely, each rotation group is defined by a set of rotation axes and their arrangement. A rotation axis that admits rotations by 2iπ/k for i = 0, 1, · · · , k − 1 is called a k-fold axis.
Let S = {C k , D ℓ , T, O, I |k = 1, 2, . . . , and ℓ = 2, 3, . . .} be the set of rotation groups, where C1 consists of the identity element (i.e., 1-fold rotation). We denote the order of G ∈ S by |G|. For example, |T | = 12, |O| = 24, and |I| = 60. When G ′ is a subgroup of G, we denote it by G ′ ≼ G.
Definition 1. Let P be a set of n points. The rotation group γ(P ) of P is the rotation group in S that acts on P and none of its proper supergroup in S acts on P .
We say a rotation axis of γ(P ) is occupied when it contains some point of P and unoccupied otherwise. For a point p ∈ P , let Orb(p) = {g * p ∈ P : g ∈ γ(P )} be the orbit of the group action of γ(P ) through p. Then we let {P1, P2, . . . , Pm} = {Orb(p) : p ∈ P } be its orbit space. Because γ(P ) is unique, such partition is also unique and we call it the γ(P )-decomposition of P [4] . When γ(P )decomposition of P consists of one element, we say P is transitive regarding γ(P ).
For two groups G, H ∈ S, an embedding of G to H is an embedding of each rotation axis of G to one of the rotation axes of H so that any k-fold axis of G overlaps a k ′ -fold axis of H satisfying k|k ′ with keeping the arrangement, where a|b represents that a divides b. Observe that we can embed G to H if and only if G ≼ H. For a set of points P , an embedding of G ≼ γ(P ) (G ∈ S) to γ(P ) determines a decomposition of P into disjoint subsets by its group action in the same way as the γ(P )-decomposition of P . We call such decomposition a G-decomposition of P .
Definition 2. Let P be a set of n points. The symmetricity ϱ(P ) of P is the set of rotation groups G ∈ S that acts on P (thus G ≼ γ(P )) and there exists an embedding of G to γ(P ) such that each element of the G-decomposition of P is a |G|-set. For each G ∈ ϱ(P ), there exists an arrangement of local coordinate systems of the robots on which G acts. Thus ϱ(P ) captures all rotation groups that the robots may forever keep. In other words, for each G ∈ ϱ(P ), |G| robots may forever move symmetrically. From the definition, ϱ(P ) always contains C1 and for any G ∈ ϱ(P ), ϱ(P ) contains every G ′ ≼ G (G ′ ∈ S). Because any initial configuration P is a set of n points, ϱ(P ) is the set of rotation groups G ∈ S that has an embedding to unoccupied rotation axes of γ(P ).
OUR RESULTS
In this section, we will show our main result that characterizes the pattern formation problem in 3D-space.
Theorem 1. Regardless of obliviousness, FSYNC robots can form a target pattern F from an initial configuration P if and only if ϱ(P ) ⊆ ϱ(F ).
We will show the necessity of Theorem 1 in Section 4.1 and the sufficiency in Section 4.2.
Necessity
Lemma 1. Regardless of obliviousness, FSYNC robots can form a target pattern F from an initial configuration P only if ϱ(P ) ⊆ ϱ(F ).
Proof. (Sketch.) We first consider oblivious FSYNC robots. Assume that there exits a pattern formation algorithm ψ for an initial configuration P and a target pattern F such that ϱ(P ) ̸ ⊆ ϱ(F ). There exists G ∈ ϱ(P ) such that G ̸ ∈ ϱ(F ). There exists an arrangement of local coordinate systems of the robots such that G acts on P and the local coordinate systems of the robots. Let P (0)(= P ), P (1), · · · be the execution starting from P with such local coordinate systems. For each element of the G-decomposition of P , these |G| robots forever move symmetrically regarding G. Assume that the robots form F in P (t * ). Thus P (t * ) consists of |H| symmetric points regarding any H ∈ ϱ(F ). However, we have G ̸ ∈ ϱ(F ), a contradiction.
Even when the robots are equipped with memory, nonobliviousness does not help when the robots have common initial memory content.
Sufficiency
We present a pattern formation algorithm ψPF that makes oblivious FSYNC robots form a target pattern F from an initial configuration P if P and F satisfy the condition of Theorem 1. Non-oblivious robots can also execute ψPF by ignoring local memory contents.
Algorithm ψPF consists of three phases: The first phase translates P into another configuration P ′ that satisfies γ(P ′ ) ∈ ϱ(P ). The second phase makes the robots agree on an embedding of F into P ′ so that the embedded target pattern F satisfies b( F ) = b(P ′ ) and B( F ) = B(P ′ ). Finally, the Algorithm 4.1 Go-to-center(P ) for robot ri ∈ R Notation P : Configuration of the robots forming one of the seven polyhedra. pi: Current position of ri. ϵ: Arbitrarily small distance, e.g., ℓ/100 where ℓ is the length of an edge of the polyhedron that P forms.
Algorithm Switch (P ) do Case P forms a cuboctahedron: Select an adjacent triangle face. Destination d is the point ϵ before the center of the selected face on the line from pi to the center. Case P forms an icosidodecahedron:
Select an adjacent pentagon face. Destination d is the point ϵ before the center of the selected face on the line from pi to the center.
Default:
Select an adjacent face. Destination d is the point ϵ before the center of the selected face on the line from pi to the center. Enddo third phase gives each robot its final position by making the robots agree on a perfect matching between P ′ and F , denoted by M (P ′ , F ).
In [4] , it has been shown that for a set of points P , there exists an ordering of the elements of the γ(P )-decomposition {P1, P2, . . . , Pm} of P so that P1 is nearest to b(P ), Pm is on B(P ), and Pi+1 is not in the interior of the ball centered at b(P ) and containing Pi on it. Additionally, the robots can agree on such ordering. This ordering allows ψPF to concentrate on each element of the γ(P )-decomposition of a current configuration P . In the following, we assume that {P1, P2, . . . , Pm} is ordered in this way.
First phase: Symmetry breaking
In the first phase, robots execute a symmetry breaking algorithm ψSY M that translates an initial configuration P into another configuration P ′ that satisfies γ(P ′ ) ∈ ϱ(P ). Hence we focus on the robots on the rotation axes of γ(P ).
We start with a symmetry breaking algorithm for transitive configurations regarding T , O, and I, i.e., when the robots form a regular tetrahedron, a regular octahedron, a cube, a cuboctahedron, a regular icosahedron, a regular dodecahedron, or an icosidodecahedron. Algorithm 4.1 shows the symmetry breaking algorithm for a configuration P forming one of these seven polyhedra, which is based on the "go-to-center" algorithm [4] . The resulting configuration P ′ satisfies γ(P ′ ) ∈ ϱ(P ). Intuitively, candidates of the next positions of the robots form a transitive set of points of size |γ(P )|. Thus, to keep γ(P ), there should be |γ(P )| robots while the number of robots is less than |γ(P )|. By more careful argument, we can show the following lemma.
Lemma 2. Let P be an arbitrary initial configuration that forms one of the seven regular polyhedra. One step execution of Algorithm 4.1 translates P into another configuration P ′ that satisfies γ(P ′ ) ∈ ϱ(P ).
Algorithm ψSY M determines the ordering among the oc-cupied rotation axis of an initial configuration P and makes the robots on each type (i.e., fold) of the rotation axes leave them according to the order. Such robots form an element of the γ(P )-decomposition of P . If the robots are on the selected rotation axes form one of the above seven polyhedra, ψSY M makes them execute Algorithm 4.1. Otherwise the robots just leave the rotation axes. We can show that ψSY M gradually eliminates the occupied rotation axes of γ(P ) without adding any new rotation axis and translates P into another configuration P ′ that satisfies (i) γ(P ′ ) ∈ ϱ(P ) and (ii) all rotation axes of γ(P ′ ) are unoccupied. Additionally, the robots can agree on the termination of ψSY M .
Second phase: Agreement of F
Let P ′ be a terminal configuration of ψSY M . From the first property of the terminal configuration of ψSY M , we have γ(P ′ ) ∈ ϱ(F ). Thus there exists an embedding of γ(P ′ ) to unoccupied rotation axes of γ(F ). Algorithm ψPF first embeds F into P ′ so that γ(P ′ ) overlaps unoccupied rotation axes of γ(F ). We denote the embedded target pattern by F . The size of F is determined so that b(P ′ ) = b( F ) and B(P ′ ) = B( F ) hold. Clearly, the robots can agree on F .
Third phase: Matching M (P ′ , F )
We consider the rotation group of P ′ ∪ F that matches the points of P ′ to P ′ and those of F to F . We have γ(P ′ ∪ F ) = γ(P ′ ). The group action of γ(P ′ ) divides P ′ and F to disjoint subsets of size |γ(P ′ )| and the robots can agree on the ordering of these elements in the same way as [4] . Let {P ′ 1 , P ′ 2 , . . . , P ′ m } and { F1, F2, . . . , Fm} be the elements of P ′ and those of F that appear in the entire decomposition in this order. Then ψPF sends the robots forming P ′ i to the positions of F i for 1 ≤ i ≤ m. In each element P ′ i , each robot selects the nearest point in F i as its destination. We denote the entire matching obtained with these rules by M (P ′ , F ). Finally, the robots move to the corresponding positions in M (P ′ , F ) to complete the pattern formation.
