We consider thin film flows driven by surface tension and gravity. Within the framework of the lubrication approximation, we study the contact line motion using global models where either precursor film or slip are allowed. We show that completely wetting films can be simulated under both conditions without requiring direct tracking of the contact line interface. We perform a comparative study of standard and positivity preserving numerical methods for these problems in one space dimension, with the ultimate goal of choosing the best method applicable to two-dimensional problems. We find a considerable computational advantage of the precursor film model over the slipping models.
I. INTRODUCTION
The coating of a solid surface by a thin liquid film and, in particular the dynamics of the contact line, is a problem of interest from both practical and theoretical points of view ͓1-3͔. This problem is usually approached within the framework of lubrication approximation, where the velocity field is depth-averaged over the thickness of the film. This approach reduces Navier-Stokes equations to a more tractable single fourth order PDE which governs the time evolution of the film thickness h (x,y,t) . In the context of fluid spreading on a horizontal substrate this equation, suitably scaled, is given by ͑e.g., ͓4,5͔͒ ‫ץ‬h ‫ץ‬t ϩ"•͓D͑h ͒"" 2 h͔ϪG"•͓D͑h ͒ 3 "h͔ϭ0. ͑1͒
The fourth order term results from the capillary effects, while the lower order terms model the gravitational forces. G is a constant defined by the scaling ͑see Sec. VI͒. Additional terms arising from thermal effects, centrifugal forces, etc., might be included. If one assumes usual no-slip boundary conditions at the substrate, the nonlinear diffusion is given by D(h)ϭh n , with nϭ3. Equations of the type of Eq. ͑1͒ are also important in other fields for different values of n. Some examples are the evolution of a thin neck in a HeleShaw cell ͓6͔, the diffusion of dopants in semiconductors ͓7,8͔, Cahn-Hillard models with degenerate mobility ͓9͔, population dynamics ͓10͔, and problems in plasticity ͓11͔.
A major hindrance in the development of the theory for the problem of fluid spreading is the incomplete knowledge of the physics at the contact line, where liquid, gas, and solid phase meet. A moving contact line coupled with a no-slip boundary condition leads to a multivalued fluid velocity at the contact line. As a consequence, the viscous dissipation rate as well as the stresses diverge as h→0. This constitutes the contact line paradox ͓1,2͔; this phenomenon manifests itself in the lubrication equation, Eq. ͑1͒, in that advancing front solutions do not exist for nу3 ͓12͔.
In the general context of partially wetting fluids, the contact line problem is typically addressed by either relaxing no-slip boundary condition, or by accounting for the effects of the long range intermolecular van der Waals forces ͑dis-joining pressure͒. The former approach leads to introducing a new term in the diffusivity D(h), while the latter adds another nonlinear second order term, both effectively modifying the fluid behavior in the vicinity of the contact line. In the case of completely wetting fluids, experimental evidence ͓13,14͔ motivates the inclusion of a microscopic precursor film in front of the apparent contact line, thus removing the singularity. This approach is consistent with a van der Waals model in the case of a favorable disjoining pressure ͑see, e.g., ͓2,15͔͒.
In this work we concentrate on the case of completely wetting fluids. We propose to formulate a ''global'' model which considers the contact line as part of a system that includes both the wet and dry parts of the surface. The goal is to have a method that captures changes in topology such as film rupture and merger without explicitly tracking the interface. In this sense, the models are in the same spirit as recent Cahn-Hilliard models introduced to capture topological transitions in fluids ͓16,17͔. This direction of research requires direct solution of Eq. ͑1͒. The main subject of this paper is to explore computational methods to achieve this goal.
In developing these methods, we first concentrate on the simpler equation which includes only capillary effects, so that Gϭ0 in Eq. ͑1͒, and consider the simple power law model D(h)ϭh constant. So, the behavior of the diffusivity for small h is modified from Dϳh 3 to Dϳh s . Typically, sϭ1 ͑singular slip͒, and sϭ2 ͑constant slip͒ have been used ͓18-23͔. The second motivation for analyzing Eq. ͑2͒ with n 3 is that for nϭ1,2 source type self-similar solutions exist, allowing for direct comparison of the computational and theoretical results.
The equations of the type of Eq. ͑2͒ do not satisfy the maximum principle ͑see, e.g., ͓24͔͒; as a result positive initial data might lead to a solution which changes sign. However, one remarkable consequence of the nonlinear structure of Eq. ͑2͒ is that it does permit non-negative solutions from the non-negative initial data. Still, even for the problems where positivity of the solution is guaranteed analytically for a continuous model, computations might still lead to premature or false singularities (hр0). A nonpositive numerical solution, even if it occurs at a single mesh point, introduces artificial instability and inaccuracy into the system. Standard finite-difference schemes do not necessarily preserve positivity of the solution, in particular if the computations are not well resolved. Recently, several schemes have been developed to address this issue ͓25-27͔. In this work, we use the positivity preserving method presented in ͓25͔, which is based on the key idea of Lyapunov dissipation. We empirically test this method by comparing the results to self-similar solutions ͑where applicable͒, and to the computational results obtained using standard finite-difference discretization.
In Sec. II we explain the mathematical tools to be implemented in the numerical code, whose main features are presented in Sec. III. This finite difference code solves the onedimensional ͑planar and radial symmetry͒ version of Eq. ͑2͒. In Sec. IV we use the self-similar solution of the spreading of a constant volume ''drop'' as a benchmark for the code, and perform a parametric study of convergence for nϭ1 and 2, using either standard or special discretizations of the diffusivity D(h). In the case of physical relevance, nϭ3, we employ both the precursor film and the slipping models, and analyze the spreading of a small drop, where the effects of gravity can be ignored. After performing convergence study, we address the problem of the radial drop spreading for long times and look for the asymptotic behavior of the solution ͑Sec. V͒. The addition of gravitational forces is considered in Sec. VI, where we study the effects of gravity on the radial drop spreading. Section VII is devoted to the summary and conclusions of the work.
II. GLOBAL MODELS AND POSITIVITY OF THE SOLUTION
A growing body of mathematical research ͑see the review article ͓24͔ and references therein͒ addresses the questions related to the lack of the maximum principle of the solutions of Eq. ͑2͒. In particular, the theory of ''weak'' nonnegative solutions provides a rigorous context for solutions of Eq. ͑2͒ with moving contact lines ͓28͔.
The dynamics of solutions of the lubrication equation, Eq. ͑2͒, can be understood in the context of several known Lyapunov functions. The Lyapunov function E(h) ϭ1/2͉͐"h͉dx, associated with the surface tension energy in the lubrication limit, satisfies
Another Lyapunov function, often referred to as an ''entropy,'' is ͐G(h)dx, satisfying
where
The name entropy is motivated by the Hele-Shaw geometry, D(h)ϭh, for which G(h) ϭh log h. Such entropies and energies have been used to study the physics of viscous topology transitions in HeleShaw flows ͓29,30͔, as well as many mathematical properties of weak solutions of the PDE, Eq. ͑2͒ ͑see ͓24͔ and references therein͒. Note that G(h)ϳh 2Ϫn for D(h)ϭh n , and the entropy is a negative power of h for sufficiently large n. Using this fact, one can show that in the planar case ͑one space dimension͒ positive initial conditions always yield a positive solution ͓31,32͔ for sufficiently large n. A practical importance of this fact is that one can construct nonnegative zero contact angle solutions of the PDE for relatively small values of n by using a modified version of the diffusivity D(h), lifting of the initial condition, and passing to the limit. This fact has been proved for the planar case ͓33,34͔. This procedure, known as regularization, involves replacing nonnegative ͑e.g., dropshaped͒ initial film shapes h(x,0) with an artificially lifted shape h(x,0)ϩb (b is small and does not represent a physical precursor͒, and replacing the diffusivity D by the modified diffusivity
where ϭ(b) is also small. Note that D (h)→D(h) as →0, and also D (h)→h 4 / as h→0 ͑for nϽ4), which guarantees positivity of the regularized solution. In the case of planar symmetry, in order to guarantee a zero contact angle solution in the limit b→0, bу 1/2 for 2ϽnϽ3 and b у 2/5 for 0ϽnϽ2. Here, we take
whenever regularization is used. This paper compares the behavior of new and standard numerical methods for simulating classical problems involving moving contact lines. All of the methods we consider are finite difference schemes; however, the schemes have a parallel setting as finite element methods ͓25,26͔. Our computational domain 0рxрL is divided into N cells of size ⌬x i (0рiрN). We focus on problems in planar or radially symmetric geometry, reducing the computation to one spatial dimension. In this way, we can accurately test the performance of the different models and schemes under mesh re-finement. We use centered finite differences to approximate the spatial derivatives in Eq. ͑2͒. For the planar case, the remaining part of the spatial discretization is the particular choice of numerical diffusivity D iϩ1/2 midway between the grid points x i and x iϩ1 . The most obvious choice is
used in ͓32,35-37͔ which we call the standard scheme (SS). In fact, this naive interpolation may result in a numerical solution that becomes negative at some finite time even when the PDE is sufficiently degenerate to guarantee positivity ͓25͔.
Recently ͓24,25,38͔, a positivity preserving scheme (PPS) has been proposed to avoid possible negative values of h for nу2. This scheme results in a discrete form of the entropy dissipation, Eq. ͑4͒, thereby producing a positive solution of the PDE, Eq. ͑2͒. For the planar case, the discrete diffusivity is
͑8͒
where g(h) is given by
This scheme produces a numerical solution that remains positive if the initial data is positive provided nу2. For moving contact line solutions when nϽ2 ͑as in the case of singular slipping; see Sec. V A 2͒, one can combine the regularization method above with the entropy dissipating numerical scheme to produce a modified scheme that incorporates regularization, lifting, and a discretization of the regularized diffusivity of the form given by Eq. ͑8͒. For more details and mathematical proofs about the regularization ͓32,34͔ and this scheme see Refs. ͓25͔ and ͓38͔.
III. OUTLINE OF THE NUMERICAL METHOD
We have developed a numerical code to solve Eq. ͑2͒ for planar and radial symmetry. Assuming such a geometry, Eq. ͑2͒ becomes
͑10͒
where the curvature c is given by
͑11͒
and ␣ϭ0,1 stands for planar or radial symmetry, respectively. The second term of Eq. ͑10͒ is discretized by using a centered finite difference scheme, so that we get
where f i depends on the five neighboring grid points as 
where the superscript stands for the time t ϭt Ϫ1 ϩ⌬t , and ⌬t is the th ͑variable͒ time step. Volume conservation at the boundary results from a no-flux condition there, ϭD(h)‫ץ‬c/‫ץ‬xϭ0. In addition, we also assume ‫ץ‬h/‫ץ‬xϭ0 there. In the discretization, is centered between grid points, thus ϭ0 in the middle of each first fictitious cell.
The coupled system of ODE's, Eq. ͑12͒ is discretized in time using the standard method
where 0рр1. Here, ϭ0 gives the forward Euler scheme
specifies a system of nonlinear algebraic equations for h i ϩ1 , which is solved using Newton-Kantorovich method. The solution at time t ϩ1 is calculated by requiring that the local error is less than a given tolerance ͑we use 10 Ϫ10 throughout this work͒. The time evolution from a given initial condition h i (0) (0рiрN) is performed with ϭ1/2 and variable time steps, the size of which is limited by two requirements: ͑a͒ that the solution is strictly positive everywhere in the domain, and ͑b͒ that an accuracy condition is satisfied. The requirement ͑a͒ is enforced when the Newton iteration has converged: if the converged solution is negative anywhere in the domain, the time step is reduced, and the calculation is repeated. The condition ͑b͒ is enforced by estimating the local relative error e i of the solution h i ϩ1 . A Taylor expansion around h i leads to
so that
͑17͒
If Eϭmax(e i ) (0рiрN) is less than a given upper bound E m ͑typically, E m ϭ10 Ϫ2 Ϫ10 Ϫ3 ), the solution h i ϩ1 obtained with the time step ⌬t is accepted; otherwise, ⌬t is reduced and a new calculation of h i ϩ1 is performed. This is done as many times as necessary in order to get EϽE m . If the application of the conditions ͑a͒ and ͑b͒ leads to extremely small ⌬t , the simulation stops and is deemed unsuccessful. As we illustrate below ͑see Sec. IV B͒, this can happen on coarse grids with certain choices of discretization of the diffusivity.
IV. TEST PROBLEM: ''DROP'' SPREADING
Before considering the full physical problem of a spreading drop, we perform some numerical tests on a simpler problem with known exact solutions. In both the planar and radial geometries, Eq. ͑10͒ with D(h)ϭh n has a self-similar source-type solution for nϽ3 ͓39-41͔. We use this fact as a benchmark to test performance of the numerical method described above. We also note that the careful analysis of the ͑unphysical͒ cases nϭ1,2 will prove very useful in understanding better the performance of the slipping models introduced later in Sec. V.
A. Self-similar solution
For any constant volume V, there exists a unique exact solution of Eq. ͑10͒ with compact support, zero contact angle, and the following self-similar structure:
where ϭx/x f is the similarity variable,
is the front position, A is a constant determined by the volume V, and qϭA n/4 . The exponents ␦ϭ1/"4ϩ(␣ϩ1)n… and ␤ϭ(4␦Ϫ1)/n are fixed by dimensional analysis using volume conservation. This similarity solution is called ''sourcetype'' because it starts as a ␦-function with volume V, analogous to the Gaussian heat kernel for the heat equation. Plugging this ansatz into Eq. ͑10͒ shows that H satisfies the similarity ODE
where Cϭ Ϫ␣ ( ␣ HЈ)Ј, and the primes indicate derivative with respect to . Volume V and q are related by
where Iϭ͐ 0 1 (2) ␣ H()d is a shape factor. Equation ͑20͒ may be integrated once, leading to
since CЈ(0)ϭ0 by symmetry. This third order equation has boundary conditions:
As mentioned in the Introduction, Eq. ͑22͒ can only be solved for nϽ3. The case nϭ3, relevant to physical drops, is discussed in Sec. V.
B. Comparison of numerical and self-similar results
Here we solve numerically the PDE, Eq. ͑10͒, as explained in Sec. III and compare the results with the similarity solutions. We study in detail the computational performance of different interpolation schemes for the diffusivity (SS and PPS). Regularization is added for nϽ2 ͑see Sec. II͒. For simplicity, we take the planar drop spreading (␣ϭ0) configuration as a test problem for nϭ1 and 2.
In our computational simulations of Eq. ͑10͒, we use the initial condition as given by the self-similar shape H(). Thus, including the ''lifting'' b, we have
where H 0 ϭH(0). We compare the numerical values of the solution at the center, h 0 (t), and the radius x f (t) ͑apparent contact line͒ with the theoretically predicted values
In order to compare the different schemes explained above, we calculate the evolution up to a given time t using a bounded ⌬t (р⌬t max ) for a given sequence of uniform grids. In all the calculations, ⌬t max has been chosen small enough so that the dominant source of error is due to the spatial discretization.
The case nÄ1
For nϭ1, the ODE, Eq. ͑22͒ admits the analytical solution
with ␦ϭ1/5, H 0 ϭ1/120, Iϭ8H 0 /15 for ␣ϭ0, and ␦ϭ1/6, H 0 ϭ1/192, IϭH 0 /3 for ␣ϭ1. Figure 1 gives the numerical results for longer times, as well as a comparison with the self-similar solution. The difference between h(x,t)/h 0 (t) and H() is very small ͑less than 0.005 for the time range shown in Fig. 1͒ , thus confirming the ability of our computational method to very closely reproduce the expected self-similar evolution.
We now show that the standard scheme SS has limited utility since the numerical solutions may become negative on insufficiently fine grids. Figure 2 shows the profiles at t ϭ0.02 (⌬t max ϭ10 Ϫ6 ) of a sequence of calculations with several ⌬x's. We use SS to interpolate the diffusivity D iϩ1/2 ͓see Eq. ͑7͔͒ and bϭ10 Ϫ2 . Note that the profile has not changed its shape ͑self-similarity͒, and it is still well fitted by Eq. ͑26͒ with appropriate values of h 0 and x f . The values of h 0 versus ⌬x are plotted in Fig. 3 ͑up triangles͒. It can be seen that for bϭ10 Ϫ2 , the solution does not tend to the exact value h 0 ( t)ϭh 0 Х0.78289 ͑black dot in Fig. 3͒ . Computations for smaller b, such as 10 Ϫ3 , produce negative values of h in the front region for the same range of ⌬x's and, therefore, are not valid solutions. One way to try to avoid such negative values is to decrease ⌬t , but this procedure leads to ⌬t →0. Another possibility is to reduce ⌬x even more, but this is computationally too expensive, and so other options must be explored, such as regularization ͓see Eq. ͑5͔͒. It is seen in Fig. 3 that the addition of regularization for b ϭ10 Ϫ2 ͑down triangles͒ modifies the behavior for small ⌬x, bringing the results closer to the exact value. However, we have found that for bϭ10 Ϫ3 , the regularization is not enough to avoid negativity of the solution.
PPS removes this problem. Figure 3 shows the results using PPS plus regularization for bϭ10 Ϫ2 Ϫ10 Ϫ5 . Within this scheme, the solutions converge to the exact solution as ⌬x→0 for sufficiently small b's. Figure 4 shows the results as b→0 for several ⌬x's. The solution is practically b-independent provided bϽ10 Ϫ4 . We note that without regularization, these calculations cannot be performed since negative values of h do appear using only PPS ͑positivity is not guaranteed for nр2).
It turns out that the solution for nϭ1 can be safely computed only by using PPS plus regularization, and that SS does not work properly in this range of ͑reasonably small͒ FIG. 1. Self-similarity of the numerical time evolution for n ϭ1 and ␣ϭ0 (⌬xϭ0.01, bϭ10 Ϫ4 ), under PPS with regularization. ͑a͒ Thickness profile h(x,t) ͑the arrow shows the direction of time increase͒; ͑b͒ x f (t), h 0 (t) compared with the analytical solutions given by Eq. ͑25͒, where q is obtained from Eq. ͑21͒ with V ϭ8/15.
FIG. 2. Planar drop profile for nϭ1 and bϭ10
Ϫ2 at tϭ0.02 (⌬tр10 Ϫ6 ), using SS and different ⌬x's. ⌬x. Similar result was reported in Ref. ͓38͔, where the case nϭ1/2 was explored ͑see also ͓26,27͔ for alternative methods͒.
The case nÄ2
The case nϭ2 is distinguished by the fact that it is not possible to obtain an analytical solution. Consequently, we numerically solve the ODE ͑22͒ using a shooting method. Due to the singularity of CЈ when applying the boundary condition H(1)ϭ0 ͓see Eqs. ͑22͒ and ͑23͔͒, we perform the calculations for decreasingly small values of H(1), and explore the limit H(1)→0. The computations show convergence of the solution in this limit, yielding the self-similar profile H(), as well as the coefficient for Eq. ͑25͒, in which the exponent ␦ϭ1/6. We note that varying ␣ ͑consequently, the geometry of the flow͒, does not modify the shape of H() ͓see Eq. ͑22͔͒, but it affects the value of H 0 ͑conse-quently, q). Similarly to the case nϭ1, the numerical solution of the PDE, Eq. ͑10͒, successfully reproduces the self similar solution ͑we skip details for brevity͒. In what follows we concentrate on comparing the performances of SS and PPS. Figure 5 shows that for a given b the results of both schemes approach each other as ⌬x→0. SS fails to give a positive solution in the case bϭ10 Ϫ3 with ⌬xϭ0.1 (⌬t →0). Note that due to the nonzero b, the numerical results do not agree exactly with the solution of Eq. ͑22͒ ͓h 0 ( t) ϭh 0 Х0.78482͔ as ⌬x→0, even though the difference decreases for smaller b's.
In Fig. 6 we show h 0 as a function of b for several ⌬x's using PPS (SS gives very similar results͒. We immediately observe that the convergence is lacking in the range of ⌬x's for which the case nϭ1 converged, consistent with the results reported in Ref. ͓38͔ . One needs to take much smaller ⌬x's in order to reach convergence; from Fig. 6 we observe that for ⌬x smaller than a certain upper threshold (Х3ϫ10 Ϫ3 ), the convergence is reached as b→0. This requirement on ⌬x is a severe restriction on the simulations for nϭ2 either with SS or PPS, and will be helpful in understanding poor computational performance of one of the slip models introduced in the next section for the ͑physical͒ case nϭ3.
V. PHYSICAL PROBLEM: SPREADING OF A DROPLET
The problems presented in the previous section allowed for detailed testing of the performance of our computational methods. Next, we use these methods to simulate a spreading droplet (nϭ3); we analyze the early time evolution for the planar drop (␣ϭ0) and the long time evolution for the radially symmetric drop (␣ϭ1).
In the bulk of the drop, the leading order dynamics is governed by Eq. ͑2͒ with nϭ3, corresponding to the no-slip boundary condition on the solid surface. There has been much discussion in the literature on the connection between theory, experiment, and the role of Eq. ͑2͒ in the bulk ͓22,42-45͔. The existence of similarity solutions to Eq. ͑2͒ was first considered in ͓45͔, where it was discovered that for nϭ3 no solutions exist satisfying the boundary condition H(1)ϭ0. This result was later proved rigorously in ͓39͔. In ͓42͔ it was suggested that similarity solutions satisfying the boundary condition HЈ͑0 ͒ϭ0, H͑1 ͒ϭb, HЈ͑1 ͒ϭ0, ͑27͒
with small but nonzero b are relevant for the dynamics of spreading drops, and also shown that such solutions are linearly stable to perturbations in the bulk. Other authors have argued that the contact line controls the rate of spreading ͑especially in partial wetting͒ ͓22,44͔ so that a constitutive law is required at the contact line and a quasistatic solution of the PDE results in the bulk. In fact, these two points of view are consistent for the bulk dynamics of the spreading drop problem. To show this, we first present a simple asymptotic argument showing that for very small values of b, the similarity solutions satisfying Eq. ͑27͒ are closely ap- proximated by the spherical cap solution. This is confirmed by numerical simulations of the full PDE. The main difference between the spherical cap ͑quasistatic͒ solutions and the similarity solution occurs in the vicinity of the contact line. This is a result of different contact line dynamics which could lead to different spreading laws.
We now consider the behavior of solutions to Eq. ͑10͒ with Eq. ͑27͒ in the small b limit. The reader can check that as b→0, the solution has H 0 →ϱ. Thus there is a natural rescaling of the similarity ODE in this limit. Let H ϭH/H 0 so that the similarity ODE, Eq. ͑22͒, transforms into the problem Next, we compare numerical simulations of the full PDE with the similarity solution theory. In Sec. V A we analyze the problem for early times. The computations are performed with several ⌬x's, and stopped at tϭ2 (⌬t max ϭ10 Ϫ4 ). Long time evolution is presented in Sec. V B. For simplicity, in all simulations we begin with the initial condition given by Eqs. ͑24͒ and ͑26͒. Note that this is not a similarity profile for the droplet equation; we wish to observe the natural dynamics from a generic initial drop shape.
A. Early time planar evolution
In order to circumvent the contact line paradox, we employ two different approaches: ͑a͒ the precursor film model, and ͑b͒ the slipping models. We will see that the computational performance strongly depends on the choice of the model.
Precursor film model
This model assumes the presence of a true precursor film ahead of the moving contact line, as it has been detected in the experiments ͓2,46͔. In this case, the fluid film of thickness b defined before as a numerical artifact has now a physical meaning ͓see Fig. 7͑a͔͒ .
The drop profiles ͑closely resembling a spherical cap͒ are similar to the case nϭ1. Figure 8 shows the convergence properties with PPS and SS. Smaller b's yield greater values of h 0 ; this is because the viscous dissipation rate increases for decreasing b. Both schemes approach the same value h 0 (b) for a given b, and they demand ⌬xрb for convergence, consistent with the computations using a slip model ͓23͔. Additional computations using ever smaller ⌬x show that typically an order of magnitude smaller ⌬x is needed for convergence when SS is used, compared to PPS. It is also interesting to note that, even for large ⌬x, we do not encounter the problem of loss of positivity; both schemes can be safely used to compute a positive solution for nϭ3.
We note that, since b accounts for a real precursor film, the requirement ⌬xрb may be very severe if one intends to describe a very thick drop, but it is not so demanding for thin ones. For instance, for a precursor film of thickness h p ϭ10 Å, we should have bϭ10 Ϫ6 for a thick drop of height 1 mm. Instead, for much smaller drops ͑or thin films͒ of height 1 m and the same precursor film, bϭ10 Ϫ3 would be appropriate.
Slipping models
Instead of a precursor model we now consider relaxing the no-slip boundary condition as ͓18,20-22͔ 
where v x is the velocity component parallel to the substrate, z is the normal direction to the plane, (h)ϭ⌳ s /3h 2Ϫs is the slipping length, and s (Ͻ3), ⌳ s are positive constants. We consider sϭ2 ͑constant slipping length ) and sϭ1 ( ϳ1/h, singular slipping͒. This boundary condition leads to a modified diffusivity D(h) in Eq. ͑2͒, namely,
Note that D s (h)→h 3 for hӷ⌳ s 1/(3Ϫs) , i.e., far from the contact line. Also, D s (h)→ ⌳ s h s as h→0, so that moving front solutions are allowed whenever sϽ3. Now, we compare the behavior of the numerical solution using sϭ1 and sϭ2. In view of the previous test problems ͑Secs. IV B 1 and IV B 2͒, both cases are computed using PPS. This involves using D s (h) instead of D(h) in Eqs. ͑5͒ and ͑9͒, resulting in the following expression for g(h) (s ϭ1 requires regularization͒: g͑h ͒ϭ ͭ ͓ln͑ 1ϩ⌳ 2 /h ͒Ϫ⌳ 2 /h͔/⌳ 2 2 , sϭ2,
Recall that this method also incorporates a lifting by a small amount b, that is interpreted as a numerical artifact, not a physical precursor. Figure 9 shows the central thickness, h 0 , versus ⌬x for sϭ1 with ⌳ 1 ϭ10 Ϫ2 . For small b, this thickness becomes b-independent, in agreement with ͓18͔. The figure also shows that ⌬x required for convergence does not depend on b, provided that bՇ⌳ 1 ͑see also Fig. 11͒ . We note that computations with smaller ⌳ 1 , and fully converged in b and ⌬x show that h 0 increases as ⌳ 1 decreases. This is because there is more viscous dissipation for smaller ⌳ 1 , as is the case for smaller b in the precursor film model. Figure 10 shows the case sϭ2 with ⌳ 2 ϭ10 Ϫ2 . We immediately observe that the results for h 0 show strong b-dependence in this range of ⌬x's, even for very small b's; this is in contrast to sϭ1 case. Moreover, the ⌬x-convergence gets worse as b becomes smaller (dh 0 /d⌬x increases as b→0). A comparison between the behavior of both slipping models as a function of b is shown in Fig. 11 for ⌬xϭ0.05 and ⌳ 1 ϭ⌳ 2 ϭ10 Ϫ2 . For this ⌬x the solution converges for sϭ1, but it does not converge for sϭ2, similarly to nϭ1 ͑Fig. 4͒ and nϭ2 ͑Fig. 6͒. The difference in the computational performance of the sϭ1 and sϭ2 cases can be understood as follows. Under the slipping models, the diffusivity is given by Eq. ͑30͒, and it is required that the term ⌳ s h s is the dominant one as h→0. Since we have artificial thickness b at the front, it immediately follows that we must require b 3 Ӷ⌳ s b s . This condition gives
and then, the requirement for sϭ2 is much more severe than for sϭ1. This is why sϭ2 needs very small values of b to become b-independent.
To summarize, we conclude that a slipping model with sϭ2 ͑constant slipping length ) is not viable from the numerical point of view, since it requires very small ⌬x and b for convergence; furthermore, smaller b requires smaller ⌬x. Instead, the case sϭ1 seems quite appropriate, since relatively high values of both b and ⌬x yield accurate results. This distinction should be of interest since both models are used in the literature. Related results were reported in ͓23͔, where it was shown that computations on relatively coarse grids without slip could lead to very similar results to those obtained by well-resolved computations that assume slip.
B. Long time radial evolution
Here we present numerical results for the long time evolution of the radial (␣ϭ1) drop spreading for nϭ3. We compute the solution with the precursor film and the singular slipping model (sϭ1). Also, since the ⌬x-convergence study was performed above, here we present results only for ⌬xϭ0.01, as a typical case. We do not impose a maximum ͑small͒ ⌬t max , but we use a variable time step ⌬t , whose value is limited by the requirements of accuracy and positivity, as explained at the end of Sec. III.
The scaling laws obtained in Sec. IV A suggest that we should expect that x f (t) obeys the power law with exponent ␦ϭ1/10 ͓see Eq. ͑19͔͒. However, since we must introduce some model ͑precursor film or slipping͒ to account for the singularity at the front for nϭ3, another condition is added to the problem. This breaks self-similarity, and so we should not expect an exact self similar solution. Our numerics now become a diagnostic to explore deviation from selfsimilarity. We note that a study of the effects of several slipping models on the drop dynamics has been reported in Ref. ͓22͔. Since the description was done by using a quasisteady approach under partially wetting conditions, their results are only qualitatively similar to ours.
Figures 12͑a͒ and 12͑b͒ show x f (t) calculated with the initial condition given by Eqs. ͑24͒ and ͑26͒, using the precursor and singular slipping models, respectively. The numerical results can be asymptotically fitted by a power law, except for the cases bϭ10
Ϫ2 for the precursor model, and ⌳ 1 ϭ10 Ϫ4 for the singular slipping model ͑artificial b ϭ10 Ϫ2 ⌳ 1 ; see Sec. V A 2͒. We note that the same exponent ␦Х0.11 is a best fit for power laws for both models. The prefactor q ͑close to unity͒ depends on b and ⌳ 1 in the corresponding model. Also, the curves h 0 (t) ͑not reported here for brevity͒ consistently tend to a power law with exponent ␤ϭϪ0.22. Ϫ2 . Additional computations show that this departure is not due to grid effects, and also that it is shifted towards longer times as l is decreased. We conjecture that the departure occurs due to the increased ratio of l /h 0 (t) as time progresses; thus, at some time, which depends on l , introduction of the characteristic length in the model affects the asymptotic ͑long time͒ self-similar solution. From our numerical results, we find that this departure starts when h 0 (t) is about an order of magnitude greater than l .
The number of time steps N needed to reach a final time t is a measure of the computational efficiency of each model. We find that for the required accuracy (E m ϭ10 Ϫ2 ), the number of Newton iterations is always small (3Ϫ4), independently of the scheme for the interpolation of the diffusivity or the contact line model. Figure 13 shows N versus b 2 for the precursor film model, and versus ⌳ 1 for the singular slipping model. Clearly, the precursor model is much more efficient than the singular slipping model, since for small l it requires almost an order of magnitude less time steps. In order to understand why a smaller average time step, ͗⌬t͘ ϭ t/N, is required by the slipping model, we performed additional simulations for different combinations of ⌳ 1 and b.
We found that, while ͗⌬t͘ does not strongly depend on ⌳ 1 , FIG. 12. Front position x f (t) for the radial drop spreading (n ϭ3, ␣ϭ1) under the action of surface tension forces using ͑a͒ precursor film model, and ͑b͒ singular slipping model (sϭ1). The line x f ϭt 0.11 approximates the asymptotic behavior, as explained in the text.
it does decrease for smaller b. So, it is because of the smallness of b in the slipping model that a very small ͗⌬t͘ is required for a given accuracy.
In our simulations we observed that the accuracy condition ͑see Sec. III͒ is the main limiting factor of ⌬t . Note that ͗⌬t͘ can even be of the order of unity ͑see Fig. 13͒ , due to the fact that the solution is almost self-similar.
VI. GRAVITATIONAL FORCES
After formulating reliable computational methods for the problems where capillarity is the only driving force, we now consider the gravitational force. Within the framework of lubrication approximation, the gravity effects are modeled by the second order term included in Eq. ͑1͒, where x, h, and t are scaled by x c , h c , and
respectively, where is the viscosity and ␥ the surface tension. Consequently, the Bond number is given by G ϭ(x c /a) 2 , where aϭͱ␥/g is the capillary length, g the gravity and the density.
The gravitational term in Eq. ͑1͒ is discretized using standard centered finite differences. We have verified that various conservative discretizations of this terms have comparable performance and efficiency. When using a slipping model instead of the precursor film approach, the replacement h 3 →h 3 ϩ⌳h s must be done in D(h) in Eq. ͑1͒, and the corresponding discretization is done in a similar way as described for the precursor film model.
In the preceding section we addressed the problem of a radially spreading drop without gravity, governed by capillary forces. However, it is known that for late times, the gravitational effects become dominant. Consequently, there must be a transition between these two asymptotic regimes. In this section we address this issue by solving directly the governing PDE ͑1͒.
We start the calculations with a drop profile defined by Eqs. ͑24͒ and ͑26͒. The scales x c and h c are given by the respective dimensional initial radius and thickness. Consequently, the dimensional drop volume is given by V c ϭ(/6)h c x c 2 , which is the only controllable parameter in a laboratory experiment. Thus, we determine h c ͑consequently, t c ) from Eq. ͑33͒, for a given volume, as h c ϭ6V c /(x c 2 ), and choose x c by varying G through the definition G ϭ(x c /a) 2 . Let us first recall the simpler problem of the drop spreading without surface tension but with gravity, i.e., Eq. ͑1͒ without the fourth order term and D(h)ϭh 3 . It is known ͓47,48͔ that this second order degenerate PDE admits a selfsimilar solution, called Barenblatt solution. In our dimensionless variables, it reads as
.
͑35͒
If gravity is the only driving force, this solution gives the asymptotic flow for any given initial condition. When surface tension is also taken into account, the relation between the ͑global͒ gravitational and capillary forces is given by the Bond number, (x f /x c ) 2 . For x f ӷa one expects that Barenblatt's solution be asymptotically approached. However, even for large x f surface tension effects may still be relevant in the neighborhood of the contact line. In this ͑asymptotic͒ gravity dominated regime one does not expect modification of the exponent ␦ϭ1/8 due to the presence of localized contact forces, because ␦ is a direct consequence of volume conservation ͑a global condition͒. Instead, changes in the prefactor of Eq. ͑34͒ as well as in the thickness profile, Eq. ͑35͒ could be expected. Experiments that show this type of effects have been reported elsewhere ͓49͔. Figure 14 shows the numerical results ͑dashed lines͒ for x f using the precursor film model with Gϭ1 in Eq. ͑1͒, and using PPS for the fourth order term. For small b (р10 Ϫ4 ) it is possible to obtain an asymptotic behavior with exponent ␦ϭ1/8, as in Barenblatt's solution ͓50͔. However, the prefactor of the asymptotic line for the numerical results is quite close to unity ͑the line x f ϭt 1/8 is shown for comparison͒, so it is larger than the one of Barenblatt's solution. Note also that the transition to the gravity dominated regime depends strongly on b. The smaller b, the longer it takes to reach the asymptotic power law behavior.
A comparison with experiments is also shown in Fig. 14. The open and filled symbols correspond to the ͑nondimen-sional͒ experimental data reported in Refs. ͓43͔ and ͓51͔, respectively, for different volumes V c . Note that time is in units of t c , Eq. ͑33͒, with x c ϭa (Gϭ1). Figure 14 shows that a good agreement for small volume drops (V c Ͻ2 mm 3 ) can be obtained for bϭ10 Ϫ5 , and that smaller b's are required for larger V c ͓50͔. Since bϭh p /h c , h p being the dimensional thickness of the actual precursor film, this suggests that in the experiments it must be h p Ϸ800 Å for a typical volume of 10 mm 3 . Also, it appears that the experimental data for large volume drops tend to approach the gravitational asymptotic line for very long times, in a similar fashion to that of the numerical curves. We note that the dimensional drop volume, V c , only specifies the scale for the numerical results, so that the dimensionless computational results shown in Figs. 14 and 15 are volumeindependent. Thus, the data from a given experiment ͑i.e, a given V c ) fall on a certain range of x f and t, in units of x c and t c , respectively. Ϫ8 is required for a good agreement with the experimental data. For smaller ⌳ 1 , a smaller average time step is required; e.g.,
Ϫ6 is approximately 8 times smaller than for ⌳ 1 ϭ10 Ϫ2 . Thus, a numerical calculation with the singular slipping model is much less efficient than with the precursor film model.
The increasing effects of gravity as the drop spreads out can also be put in evidence by looking at the change of shape of the thickness profile. In Fig. 16 we plot profiles h(x,t)/h(0,t) vs. ϭx/x f (t) using precursor film model with bϭ10
Ϫ6 at different times of the evolution. The flattening of the central part of the drop is evident. A significant difference between the Barenblatt's profile and the most advanced profile is the slope at the front. The computed solution is characterized by profiles which are smoothened by capillary effects close to the contact line, compared to Barenblatt's profile which has infinite slope there. This difference is related with the different prefactors in the numerical asymptotics and the Barenblatt's solution. The symbols in Fig.  16 correspond to the experimental data reported in Ref. ͓43͔ for x f ϭ9.9 ͑Fig. 3.f in that paper͒. The comparison is very favorable, even though the numerical profile at tϭ10 9 has a slightly larger x f (ϭ10.1) compared to the experimental one.
Up to our knowledge, this is the first time that this transition between the regimes dominated by surface tension and gravitational forces has been described by the direct solution of the corresponding PDE ͑see Ref. ͓43͔ for an ODE approach͒. Concerning computational issues, we note that, analogously to Sec. V B, the precursor film model is computationally more efficient than the singular slipping model. For instance, for b 2 ϭ⌳ 1 ϭ10 Ϫ6 (l Ϸ10 Ϫ3 ), the precursor model allows for ͗⌬t͘10 times larger than the one required by the slipping model. Again, this is due to the very small b's that must be used in the slipping model.
VII. SUMMARY AND CONCLUSIONS
By means of a series of numerical simulations we have shown the importance of having a good numerical scheme to calculate flows described by Eq. ͑2͒, with the presence of advancing fronts. Even without the singularity at the contact line (nϽ3) and in planar symmetry, the study of the drop spreading problem with nϭ1 and nϭ2 shows how sensitive is the numerical solution to the interpolation of the nonlinear diffusivity.
We obtain that the numerical solutions with nϭ1 are convergent only if the positivity preserving scheme (PPS) plus regularization are employed ͑Figs. 3 and 4͒, and that a standard scheme (SS) for the interpolation of the diffusivity fails. For nϭ2, SS and PPS become coincident for small ⌬x ͑Fig. 5͒. However, both schemes show that the computation must be done with very small ⌬x (р10 Ϫ3 ), in order to obtain a converged solution as b→0 ͑Fig. 6͒. We conjecture that it might be possible to find a relation b(⌬x) such that this limit exists, but that study is left for future work. Similar results are obtained in radial symmetry for nϭ2, though they are not reported here for brevity. We believe that this lack of convergence for nϭ2 might be the cause of the low performance of the calculations when using the slipping model with constant slipping length (sϭ2) in thin film flows (nϭ3) ͑see Sec. V A 2͒.
For nϭ3, and using the precursor film model, both SS and PPS seem appropriate to perform the calculation of the drop spreading. The only ͑but important͒ difference is that PPS converges faster, although it is less accurate than SS for large ⌬x ͑Fig. 8͒. An essential point when using slipping models under these schemes is that the results should be insensitive to the ''lifting'' parameter b. The simulations show that the model with constant slipping length (sϭ2) requires extremely small values of b to achieve this goal, while the singular slipping model (sϭ1) is much less demanding ͑Figs. 9 and 10͒.
The results for the asymptotic description of the radial drop spreading show that both the precursor film model and the singular slipping model are equally appropriate. However, the former is computationally more efficient, since it allows for a much larger ͗⌬t͘ for a similar characteristic length l Ϸb 2 Ϸ⌳ 1 . These two models show a similar behavior when gravity is included in the radial drop spreading problem ͑Figs. 14 and 15͒. Also in this case, the numerical solutions give the correct asymptotic power law behavior with exponent ␦ ϭ1/8, if l is sufficiently small. For relatively large volumes (V c Ͼ1 mm 3 ), the simulations of Eq. ͑1͒ yield results in good agreement with experimental data reported elsewhere ͓43,51͔, provided bр10 Ϫ4 in the precursor film model and ⌳ 1 Ͻ10 Ϫ8 in the singular slipping model. The simulations also show the transition from the surface tension dominated regime to the gravity dominated regime. Another feature of the gravity effects is the flattening of the profile ͑Fig. 16͒, and the finite slope at the front. The latter effect is related to the different values of the prefactor in the power law for x f (t) of the asymptotic gravitational regime and of the Barenblatt's solution.
In summary, since the efficiency is essential for successful modeling of two-dimensional problems, we conclude that the use of the precursor film model is highly advisable. The extension of our computational method to these problems is currently in progress.
