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Wind tunnel testsAbstract A new approach for the prediction of lift, drag, and moment coefﬁcients is presented.
This approach is based on the support vector machines (SVMs) methodology and an optimization
meta-heuristic algorithm called extended great deluge (EGD). The novelty of this approach is the
hybridization between the SVM and the EGD algorithm. The EGD is used to optimize the SVM
parameters. The training and validation of this new identiﬁcation approach is realized using the
aerodynamic coefﬁcients of an ATR-42 wing model. The aerodynamic coefﬁcients data are
obtained with the XFoil software and experimental tests using the Price–Paı¨doussis wind tunnel.
The predicted results with our approach are compared with those from the XFoil software and
experimental results for different ﬂight cases of angles of attack and Mach numbers. The main pur-
pose of this methodology is to rapidly predict aircraft aerodynamic coefﬁcients.
 2016 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
For a long time, researchers in artiﬁcial intelligence have
worked into machines programming in order to perform dif-
ferent tasks. Different areas have been treated, such as decisionsupport, pattern recognition, control, robotics, and prediction.
However, the programming of machines that can adapt to all
situations and constraints is difﬁcult. For this reason, research
has been done in machine learning. Supervised learning is a
technique in which rules are automatically generated from a
database. This learning database is characterized by a pair of
inputs-outputs (xn,yn), where yn = f(xn). The objective of a
supervised learning method is to determine a representation
of the function f, called ‘‘prediction function h”. This new
function h provides an output y0 = h(x0) for a new input x0.
There are two types of problems that may be solved by means
of ‘‘supervised learning”. The ﬁrst type is a ‘‘regression prob-
lem”, in which the output associated with an input is a real
42 A. Ben Mosbah et al.number. The second type is a ‘‘classiﬁcation problem”, in
which the output has a ﬁnite cardinal, and where a label should
be assigned to a given input.1 In this work, a prediction model
is presented to solve a regression problem. To solve this type of
problem, many supervised learning methods can be used, such
as neural networks (NNs), fuzzy logic, and support vector
machines (SVMs). These three methods can be applied to con-
ceive prediction or identiﬁcation models. NNs and fuzzy logic
have been used extensively to solve control systems problems
in the aerospace ﬁeld.
Neural networks have been used in multiple domains,
including pattern classiﬁcation, optimal control, and manufac-
turing,2–6 in the reliability ﬁeld by Nourelfath and Nahas7,8
and by Ren and Bai.9 In aerospace engineering, NNs can be
applied to a large range of complex problems, as presented
by Faller and Schreck.10 Other problems were resolved using
the NN method, such as: the detection and identiﬁcation of
structural damage,11 helicopter design,12 composite structural
optimization,13 modeling of aerodynamic characteristics from
ﬂight data,14,15 the detection of unanticipated effects such as
icing,16,17 and autopilot controllers and advanced control laws
for carefree maneuvering,18,19 as well as aerodynamic lift CL
and drag CD coefﬁcients prediction.
20 An experimental study
on the use of smart sensing and neural networks to strain loads
for different airﬂow cases were presented by Lunia et al.,21
where the authors used a ﬁber-optic sensor to train and verify
the neural network performance. They also used a multilayer
network to map the inputs and outputs of a nonlinear system,
thereby to create a three-layered neural network, with three
neurons in the ﬁrst layer, ﬁve in the second layer, and one neu-
ron in the third layer. A hyperbolic tangent sigmoid function
was used in the ﬁrst and second layers, while a linear function
was used in the third layer. The network was developed
through ‘‘supervised learning”, in which parameters were
adjusted to achieve the target outputs for given inputs. Scott22
developed an adaptive neural network-based control system
that integrated three developed and tested control systems.
One system used ﬂutter suppression control laws, a second sys-
tem employed a predictive NN control scheme, and a third sys-
tem used an NN in an inverse model control scheme. Suresh
et al.23 used recurrent neural networks for the prediction of lift
coefﬁcients at high angles of attack. In their approach, the lift
coefﬁcients were obtained from wind tunnel tests.
Fei et al.24 evaluated the air speed, the angle of attack, and
the angle of sideslip in the control of ﬂying bodies. They have
proposed a new experimental methodology by which the ﬂight
parameters were inferred from multiple hot-ﬁlm ﬂow speed
sensors mounted on the surface of the wing of a micro air vehi-
cle (MAV). In order to obtain a good mathematical relation-
ship between the sensor readings and the ﬂight parameters,
they proposed the use of micro hot-ﬁlm ﬂow speed sensor
arrays and a back-propagation neural network to determine
the following three ﬂight parameters: air speed, angle of
attack, and angle of sideslip.24 Peyada and Ghosh25 proposed
the feed forward neural networks method to estimate aircraft
parameters from ﬂight data. This method used feed forward
neural networks to establish a neural model that was used to
predict the time histories of motion variables at the (k+ 1)
th time instant, where the measured initial conditions corre-
sponded to the kth time instant.25 A neural network based
on a ﬂush air data sensing system and demonstrated on a mini
air vehicle was presented by Samy et al.26Xuan et al.27 presented a fuzzy neural network controller,
which had the advantages of both fuzzy control and neural
network methods. In this method, the uncertain parameters
were controlled for nonlinear time-varying systems. Fuzzy
logic can be used to model highly non-linear, multidimensional
systems, including those with variations of parameters, or
where the sensors’ signals were not accurate enough for other
models.28 De Jesus and Botez29 proposed a new technique for
helicopter model identiﬁcation from ﬂight test data based on
neural networks. The dynamics behavior of a helicopter was
identiﬁed with a recurrence method, and an optimization pro-
cedure was based on the neural network theory and tuning of
the initial conditions.29 An aeroservoelastic model was pre-
sented by Boe¨ly et al.,30,31 in which neural network and fuzzy
logic algorithms identiﬁed the multi-input and multi-output
systems of an F/A-18 aircraft. An approach has been proposed
by Roudbari and Saghaﬁ32 to identify the dynamics of ﬁghter
aircraft using NNs.
A ﬂight parameter control system based on neural net-
works has been proposed by Ben Mosbah et al.,33 in which
the proposed NNs were optimized using a meta-heuristic
algorithm, called the extended great deluge (EDG). Their
approach predicted pressure distributions and aerodynamic
coefﬁcients from the known parameters (angle of attack,
Mach number, etc.). Kouba et al.34,35 proposed an identiﬁ-
cation model, based on fuzzy logic methods, to identify the
nonlinear aircraft models for a high number of ﬂight tests;
their model was used for an F/A-18 aircraft. A new
method for the realization of two neuro-fuzzy controllers
for a morphing wing design application was also presented
by Grigorie et al.36 The proposed controllers’ main function
had the aim to correlate each set of pressure differences
that were calculated between the optimized and reference
wing airfoils, where each of the airfoil deformations was
produced by the actuators’ system.37 Several other authors
also used fuzzy logic in identiﬁcation and control
areas.36,38–41
2. Support vector machines (SVMs)
Although the SVM method is speciﬁc to classiﬁcation prob-
lems, it can be used in regression problems. The objective is
to determine a representation h(x) in R, called ‘‘estimation
function” of the original function f(x) given in the learning
phase.
The function h(x) is estimated based on a training set of N
samples. A tube of width e is deﬁned around the desired out-
puts, so that all the predicted values should be inside this tube.
For a linear regression, the function h(x) is estimated as
follows42:
hðxÞ ¼ wxþ b ð1Þ
where w is the weight of the inputs space and b is a
threshold 2 R.
As described by Vapnik,43 considering a set of data {x1,
x2, . . . ,xN} with targets values {y1,y2, . . . ,yN}, the optimization
of the prediction function h(x) in the larger space is character-
ized by the resolution of the following system1:
min
1
2
kwk2 þ C
XN
i¼1
ðfi þ fi Þ ð2Þ
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yi  wxi  b 6 eþ fi; 8i ¼ 1; 2; . . . ;N ð2aÞ
wxi þ b yi 6 eþ fi ; 8i ¼ 1; 2; . . . ;N ð2bÞ
fi; f

i P 0; 8i ¼ 1; 2; . . . ;N ð2cÞ
where C is a regularization parameter, which can control the
inﬂuence of the error, the term 1
2
kwk2 is used to control the
complexity of the regression function, e is the width of the tube
deﬁned around the desired outputs, and fi; f

i are the variations
of samples which are outside of the e-tube.44
For a generalization of a non-linear regression, a kernel
function K(x,xi) is used. We use a Lagrangian function, where
the Lagrangian is deﬁned as the sum of the objective function
and a linear combination of constraints whose coefﬁcients
(aiP 0) are called Lagrange multipliers.
1
As explained by Smola et al.,45 by introducing Lagrange
multipliers, our optimization problem deﬁned in Eq. (2)
becomes a dual form. The shape of the ‘‘regression function”
is deﬁned as follows42:
hðxÞ ¼
XN
i¼1
ðai  aiÞKðxi  xÞ þ b ð3Þ
where ai and ai (0 6 ai,ai 6 C) are the Lagrange multipliers,
which are calculated in the training process. b is calculated
using the constraints of the optimization model (Eq. (2)).
The constraint given in Eq. (2a) becomes equality using
fi = 0 if 0 < ai < C, and the constraint given in Eq. (2b)
becomes equality using fi = 0 if 0 < a

i < C. N is the subset
of samples corresponding for the nonzero Lagrange multipli-
ers, and K is the kernel function representing a scalar product
in the re-description space.
A kernel function is used to construct the decision surface
‘‘hyper-plan” in the input space. Some examples of kernel
functions are presented as follows1:
The linear kernel function is given by:
Kðx; x0Þ ¼ xx0 ð4Þ
The polynomial kernel function is given by:
Kðx; x0Þ ¼ ðxx0Þd ð5Þ
where d is the degree of the kernel function K.
The Gaussian kernel function is given by:
Kðx; x0Þ ¼ exp kx x
0k2
2r2
 !
ð6Þ3. Optimization of the SVM parameters
For a good functioning of SVM and for obtaining good
results, it is essential to use the appropriate SVM parameters
to solve the investigated problem. To choose the SVM param-
eters such as C, e, and the degree d of the kernel function K, it
is important to use an optimization algorithm.
To optimize these parameters, different techniques have
been proposed. For example, a technique has been used by
Keerthi46 to the tuning of SVM parameters using radius/
margin bound, which is taken as the index to be minimized.46
Cherkasky and Ma47 optimized the parameters C and e when a
Gaussian kernel function was selected using an analyticalmethod. The meta-heuristic methods were also used to opti-
mize the SVM parameters, such as the simulated annealing
algorithm used by Ping and Hong48 to ﬁnd the best values of
C and e parameters.
Since the quality of results necessarily depends on the qual-
ity of the SVM parameters, an original hybridization of the
SVM method with a meta-heuristic algorithm is proposed.
The proposed meta-heuristic algorithm is the EGD algorithm
used to optimize the SVM parameters. The EGD algorithm is
described in the following section.4. Extended great deluge algorithm
The EGD is a local search procedure that was introduced by
Dueck49 in 1993, and is classiﬁed as a meta-heuristic algo-
rithm. This local search algorithm can accept sometimes bad
solutions whose values are smaller than a certain limit B. This
ﬂexibility allows the optimization of a process to get out of the
local minimum. The limit B decreases monotonically (in the
case of minimization problems) during the search. The initial
value of B is equal to the ‘‘objective function”, and for each
iteration, its value decreases by a ﬁxed DB in ‘‘minimization”
problems, and increases by the same value of DB for ‘‘maxi-
mization” problems. The DB step represents an ‘‘input param-
eter” in this approach. During the search, B is the limit
between a feasible and a non-feasible area of research, and
serves to orientate the solution of the problem towards the
‘‘feasible area”. In other words, the neighborhood of the solu-
tion S* is cut by the limit B and the research is only conducted
in one side, below or above the limit B, depending on the min-
imization or maximization of the objective function. The
increase or decrease of B with DB can be considered as a con-
trol process giving a desired solution. In the beginning phases
of research, the solution has the ability to move in both direc-
tions, and can also be found inside the feasible portion limited
by B. Otherwise, there is a great chance of accepting poor solu-
tions, because the limit B is located at a long distance from the
chosen solution S* and a small part of its neighborhood may
be cut off. During the search, the limit B moves closer to the
value of the current solution, so the search space becomes
smaller and the possibility of improving the solution becomes
lower, leading to the end of the process research.49
The ﬁrst application completed with this approach was the
optimization of an exam timetable problem that was treated by
Burke et al.50 The results proved the effectiveness of this algo-
rithm.51 Several of these results have been improved using
approaches such as ‘‘taboos search”.
Fig. 1 shows the steps of the EGD algorithm.51 This algo-
rithm was used to resolve a preventive maintenance optimiza-
tion problem for multi-state systems by Nahas et al.52 The
proposed model consisted in ﬁnding an optimal sequence of
maintenance actions which minimized maintenance costs.52
Other applications of the EGD algorithm consisted in the opti-
mization of the scheduling problems of manufacturing cells as
proposed by Ben Mosbah53 and by Ben Mosbah and
Dao.51,54,55 In these applications, the EGD algorithm gave bet-
ter results than the genetic algorithm (GA) and the simulated
annealing (SA).
The advantage of the EGD is that only one parameter
needs to be adjusted, DB, which is already deﬁned by Burke
et al.50 have shown that the convergence time of the algorithm
Fig. 1 Extended great deluge algorithm.51
44 A. Ben Mosbah et al.is dependent on the DB value. Indeed, an increase of the DB
value would result in a decrease of the convergence time, but
the quality of solutions could also degrade, which explains
the importance of choosing the best DB to obtain a good com-
promise between quality of results and calculation time. The
EDG algorithm is a meta-heuristic type in which the optimum
solution is not guaranteed, because the search process is based
on a randomly selected initial solution, which is the initial
boundary B and the value of DB.56
As shown in Fig. 1, the steps of the EGD algorithm are the
following:
Step 1. Choose randomly the initial solution S and DB.
Step 2. Calculate the efﬁciency of S, which is a(S), and
assign its value to B.
Step 3. Deﬁne the neighborhood N(S) of S.
Step 4. Select randomly a neighboring solution S* belong-
ing to N(S).
Step 5. Compare the new solution N(S*) with the previ-
ous solution, N(S) and B.Fig. 2 Hybrid SVM-EGD algorithm.57If two conditions (a(S*) 6 a(S) and a(S*) 6 B) are not
satisﬁed, select a new neighboring solution S.
If one of these conditions is true, then accept the solu-
tion S= S* and recalculate B= B–DB.Step 6. If the stopping criterion is true, end of process.
Step 7. Else, a new neighboring solution S is selected and
the algorithm is tested again.55
The performance and the results obtained with our pro-
posed algorithm are further evaluated to determine the lift,
drag, and moment coefﬁcients for different angles of attack
and Mach numbers and to compare their values with XFoil
values.
5. New proposed SVM-EGD algorithm
In this paper, a hybrid SVM-EGD algorithm is proposed to
calculate the lift, drag, and moment coefﬁcients for different
ﬂight cases (angles of attack and Mach number values). The
steps of this hybrid approach are shown in Fig. 2. In our
new algorithm, we use a qualitative performance measure
Fig. 3 Price–Paı¨doussis wind tunnel.
A hybrid original approach for prediction of the aerodynamic coefﬁcients of an ATR-42 scaled wing model 45describing the learning abilities of a given trained SVM
method, in which the training error is expressed as the mean
sum of the squared residuals (the mean squared error
(MSE)) in the training data48:
MSE ¼ 1
n
X
k2n
½yðxkÞ  yðxkÞ2 ð7Þ
where y(xk) is the desired value, y
*(xk) is the estimated output
of the SVM method for the kth input xk, and n is the number
of data points used in the training set.
As shown in Fig. 2, the steps of the SVM-EGD approach
are the following:
Step 1. Choose randomly the initial parameters S of SVM
and DB, the initial error, and the iteration
number.
Step 2. Deﬁne learning vectors and assign the value of the
initial error to B.
Step 3. Deﬁne the neighborhood N of S.
Step 4. Select randomly a neighboring solution S* belong-
ing to N(S).
Step 5. Learning of SVM using parameters S* and return
the predicted vector y*.
Step 6. Calculate the error between the desired values and
the predicted values.
Step 7. Compare the new solution N(S*) with the old
solution, N(S) and B.Fig. 5 Fastening system of the model and transducer.
Fig. 4 Transducer.If two conditions (MSE(S*) 6MSE(S) and MSE(S*) 6
B) are not satisﬁed, select a new neighboring solution S.
If one of these conditions is true, then accept the solu-
tion S= S*.
Step 8. If the iteration number is reached, end of the pro-
cess, and keep the optimized parameters to be
used for new input data.
Step 9. Else, recalculate B= B–DB and go to Step 3.
6. Infrastructure
In this section, the infrastructure used in the experimental tests
is presented. This infrastructure includes a Price–Paı¨doussis
wind tunnel, a Regional Transport Aircraft ATR-42 model,
a fastening system, and a transducer. The infrastructure is used
at the Research Laboratory in Active Controls, Avionics and
Aeroservoelasticity (LARCASE).
6.1. Price–Paı¨doussis wind tunnel
The proposed approach is validated using experimental tests
carried out in the Price–Paı¨doussis subsonic blow-down wind
tunnel of LARCASE that is shown in Fig. 3. This subsonic
wind tunnel has two test chambers: one with a section equal
to 0.3  0.6 m2 that provides a speed up to 60 m/s, and the
other with a section of 0.6  0.9 m2 that provides a speed up
to 40 m/s.566.2. Transducer
During the experimental tests, a ‘‘six-axis force/torque sensor
system” is used to determine the values of aerodynamic lift
CL, drag CD, and moment CM coefﬁcients. The transducer used
in the experiments is a compact and robust structure that con-
verts force and torque into analog strain gage signals. Through
the strain gauges and high quality silicon used in the design, this
sensor can withstand high overload. Fig. 4 shows the trans-
ducer with a standard tool adapter. The fastening system of
the ATR-42 model and the transducer are shown in Fig. 5.
Table 1 Original versus predicted lift coefﬁcients for different
airﬂow cases.
a () Mach
number
Original lift
coeﬃcient
(XFoil) (102)
Predicted lift
coeﬃcient (SVM-
EGD) (102)
MSE
(104)
4.7
0.11
26.76 27.08
0.037
3.6 15.62 15.53
2.7 6.54 6.56
2.0 0.78 0.84
1.3 8.14 7.94
0.1 19.80 19.82
0.6 26.48 26.32
1.6 36.40 36.40
2.6 46.84 46.79
3.9 61.76 61.42
4.7 72.19 72.52
Table 2 Original versus predicted drag coefﬁcients for differ-
ent airﬂow cases.
a () Mach
number
Original drag
coeﬃcient
(XFoil) (103)
Predicted drag
coeﬃcient (SVM-
EGD) (103)
MSE
(106)
4.7
0.11
11.01 11.03
0.55
3.6 10.82 10.84
2.7 10.82 10.84
2.0 10.65 10.64
1.3 10.41 10.46
0.1 9.25 9.23
0.6 8.77 8.76
1.6 8.63 8.66
2.6 9.05 9.04
3.9 9.73 9.71
4.7 10.18 10.20
46 A. Ben Mosbah et al.The assembly consisting of the sensor and the fastening system
is mounted below the test chamber of the wind tunnel.
6.3. ATR-42 wing
The proposed approach is used to predict the aerodynamic
coefﬁcients for the ATR-42 wing. The chord of the ATR-42
is 247 mm and the maximum thickness is equal to 14.5% of
the chord. The composite ATR-42 wing model used in the
wind tunnel tests is shown in Fig. 6.
7. Implementation of the SVM-EGD algorithm and analysis of
results
7.1. Theoretical results
The aerodynamic lift CL, drag CD, and moment CM coefﬁ-
cients are determined in this paper for different values of Mach
numbers and angles of attack on the ATR-42 model.
For the ‘‘learning” of the SVM algorithm, a database
obtained using XFoil software was used. A total of 101 values
of lift CL, drag CD, and moment CM coefﬁcients for combina-
tions of angles of attack a between 5 and 5 (0.1 per step)
and a Mach number = 0.11 (40 m/s) were used. These test
cases were selected so that they could be validated using the
Price–Paı¨doussis wind tunnel. The validation data set was
composed of 11 random vectors and the test data set was com-
posed of 11 random vectors.
The optimal values of the SVM parameters (degree d of the
kernel, C, and e) were obtained using the EGD algorithm. The
Gaussian kernel (Eq. (6)) gave better results than the other ker-
nels (Eqs. (4) and (5)) with the parameter d= 2. The other
parameters are C= 8,036,518 and e= 9.29  106.
The proposed approach was implemented in MATLAB.
The process of training and optimization of the SVM param-
eters takes approximately 9 h. Then, the results for these 11
cases are obtained rapidly. The aerodynamic lift CL, drag
CD, and moment CM coefﬁcients values are presented in
Tables 1–3 and in Figs. 7–9, for a number of 11 ﬂight
cases expressed in terms of angles of attack a’s and Mach
numbers.Fig. 6 ATR-42 model installed in the test chamber of the wind
tunnel.
Table 3 Original versus predicted moment coefﬁcients for
different airﬂow cases.
a () Mach
number
Original Moment
coeﬃcient
(XFoil) (103)
Predicted Moment
coeﬃcient (SVM-
EGD) (103)
MSE
(105)
4.7
0.11
34.2 34.28
0.97
3.6 31.0 30.99
2.7 28.6 28.56
2.0 27.1 27.09
1.3 25.8 25.86
0.1 22.1 22.06
0.6 19.3 19.3
1.6 15.5 15.54
2.6 12.8 12.78
3.9 12.8 12.50
4.7 15.6 15.56
Table 4 Experimental versus predicted lift coefﬁcients for
different airﬂow cases.
a
()
Mach
number
Experimental lift
coeﬃcient (102)
Predicted lift coeﬃcient
(SVM-EGD) (102)
9
0.058
30.14 19.21
6 16.10 15.02
3 1.18 0.12
2 3.94 4.72
0 12.75 12.40
3 27.32 27.22
7 51.70 50.53
9 62.33 61.66
12 76.61 76.49
14 89.65 90.29
9
0.073
29.63 18.59
6 15.57 14.96
3 1.35 0.60
2 4.25 4.26
0 13.05 13.71
3 26.85 26.79
7 50.38 47.86
9 59.33 60.63
12 77.46 75.03
14 88.17 88.85
9
0.088
29.51 19.0
6 15.80 14.67
3 1.67 0.17
2 4.33 4.80
0 13.19 13.42
3 27.21 27.28
7 48.31 48.19
9 58.75 58.9
12 75.07 74.32
14 88.39 87.27
9
0.117
43.77 19.47
6 15.57 14.8
3 1.62 0.13
2 4.42 4.79
0 13.48 13.36
3 27.77 28.09
7 47.66 47.77
9 57.87 57.08
12 72.70 72.80
14 82.98 85.77
Fig. 9 Moment coefﬁcient CM versus angle of attack a.
Fig. 7 Lift coefﬁcient CL versus angle of attack a.
Fig. 8 Drag coefﬁcient CD versus angle of attack a.
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The experimental results using the Price–Paı¨doussis wind tun-
nel are presented. For the ‘‘learning” of the SVM, a database
obtained using experimental tests was used. A total of 100 val-
ues of lift (CL), drag (CD), and moment (CM) aerodynamic
coefﬁcients for combinations of angles of attack a between
9 and 15 (1 per step) and Mach numbers of 0.058,
0.073, 0.088, and 0.117 were used, for the Reynolds numbers
of 316666, 395833, 475000, and 633333, respectively.
The learning of the SVM approach was done using 60 ﬂight
cases, and was tested using 40 ﬂight cases randomly selected
from the database. The computing time for the training and
testing of the SVM algorithm was calculated using the optimalvalues of the SVM parameters (degree d= 2 of the Gaussian
kernel, C= 8,036,518, and e= 9.29  106) and took less
than 1 s to obtain CL, CD, and CM for the 40 ﬂight cases.
The experimental and predicted SVM-EGD results are pre-
sented in Tables 4–6 and in Figs. 10–12. Table 4 and Fig. 10
show the lift coefﬁcient CL variation with a angle of attack,
Table 5 and Fig. 11 present the drag coefﬁcient CD variation
with a angle of attack, while the moment coefﬁcient CM
variation with a angle of attack are presented in Table 6 and
Fig.12.
The mean squared error (MSE) (Eq. (5)) was calculated in
order to show the precision of the obtained results. The
obtained MSEs are presented in Table 7.
Table 6 Experimental versus predicted moment coefﬁcients
for different airﬂow cases.
a
()
Mach
number
Experimental moment
coeﬃcient (102)
Predicted moment
coeﬃcient (SVM-EGD)
(102)
9
0.058
12.84 10.16
6 9.04 8.85
3 3.57 3.92
2 2.85 2.47
0 0 0.11
3 4.52 4.32
7 10.23 10.01
9 12.61 12.73
12 16.41 16.1
14 19.27 19.49
9
0.073
12.94 9.94
6 8.83 8.61
3 3.65 4.25
2 2.89 2.79
0 0.15 0.09
3 4.26 4.30
7 10.05 9.68
9 12.18 12.6
12 16.44 16.03
14 19.03 19.14
9
0.088
12.9 9.74
6 8.88 8.59
3 3.70 4.30
2 2.85 2.85
0 0.11 0.18
3 4.23 4.19
7 9.83 9.89
9 12.26 12.51
12 15.86 15.73
14 19.13 18.98
9
0.117
13.32 10.09
6 8.80 8.54
3 3.75 4.30
2 2.91 2.82
0 0.18 0.13
3 4.16 4.16
7 9.93 9.89
9 12.49 12.44
12 15.94 16.07
14 18.37 19.08
Table 5 Experimental versus predicted drag coefﬁcients for
different airﬂow cases.
a
()
Mach
number
Experimental drag
coeﬃcient (102)
Predicted drag coeﬃcient
(SVM-EGD) (102)
9
0.058
4.03 4.11
6 2.50 2.83
3 2.50 1.92
2 1.68 1.92
0 1.97 2.05
3 2.62 1.92
7 4.15 4.67
9 5.61 5.89
12 8.73 8.05
14 10.78 10.74
9
0.073
3.55 3.65
6 2.35 2.62
3 2.37 1.94
2 1.67 1.93
0 1.95 1.91
3 2.49 1.82
7 4.07 4.52
9 5.41 5.91
12 8.69 7.85
14 10.67 10.61
9
0.088
3.30 3.49
6 2.15 2.48
3 2.27 1.82
2 1.60 1.87
0 1.87 1.85
3 2.51 1.83
7 4.01 4.43
9 5.35 5.71
12 8.48 7.82
14 10.81 10.50
9
0.117
2.98 3.11
6 1.99 2.24
3 2.04 1.64
2 1.56 1.70
0 1.82 1.75
3 2.44 1.88
7 3.94 4.40
9 5.41 5.65
12 8.99 8.49
14 4.20 6.53
48 A. Ben Mosbah et al.8. Conclusions
A new algorithm using the SVM-EGD approach was used to
optimize the values of the SVM parameters by use of the
EGD approach. The obtained results were validated using
experimental wind tunnel tests. Since the mean squared errors
between the predicted and the experimental results are verylow where the ﬁtted line is very close to desired data, we con-
clude that the SVM-EGD approach is robust and accurate. In
addition, the mean squared errors for the results obtained with
XFoil versus those from SVM-EGD are almost zero, where the
MSE does not exceed a maximum of 0.03  102 for the lift
coefﬁcient, of 0.97  105 for the drag coefﬁcient, and
0.55  106 for the moment coefﬁcients.
Fig. 11 Drag aerodynamic coefﬁcients variation versus angle of attack.
Fig. 10 Lift aerodynamic coefﬁcients variation versus angle of attack a.
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Fig. 12 Moment aerodynamic coefﬁcients variation versus angle of attack.
Table 7 The obtained mean squared errors.
Mach number MSE (103)
CL CD CM
0.058 1.253 0.018 0.077
0.073 1.409 0.019 0.099
0.088 1.173 0.017 0.105
0.117 6.028 0.065 0.113
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