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The composition of two Calderon-Zygmund singular integral operators is given 
explicitly in terms of the kernels of the operators. For d E L’(R”) and E = 0 or 1 
and I ( = 0 if E = 0, let Ker(d) be the unique function on R”+’ homogeneous of 
degree -II - 1 of parity E that equals d on the hypersurface x0 = 1. Let Sing((, E) 
denote the singular integral operator Sing@, E)/(x,, , x) = limb,, ill yOI >a f(x, - yO, 
x - y). Ker(d)( yO, y) dy, dy, which exists under suitable growth conditions on S and 
4. Then Sing@, E,) Sing(v, ~)f= -2n2(J 4)t.T w)f+ Sk&-h 6, + c&i where 
(with notation ItI: = Itl” and Iti’: = 1 tl” sgn t). This result is used to show that the 
mapping y/+,-f is a classical pseudo-differential operator of order zero if 4 is 
smooth, with top-order symbol 
%(x, 4 = -nif%) 1 !iYx -Y) sgn Y . t dy if .sr=l 
= --WC) 1’ 4(x -Y) log I Y . 51 dy if s,=O, 
where B(r) is a cut-off function. These results are generalized to singular integrals 
with mixed homogeneity. 
1. INTRODUCTION 
The Calderbn-Zygmund singular integral operators are, roughly, the 
convolution operators on R” with distributions homogeneous of degree --n. 
Since their introduction in 1952 [2], they have come to play a central role in 
mathematical analysis, they have been the subject of many fertile 
generalizations, and they still remain objects of intense investigation. There 
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are two distinct ways of realizing these operators. The first is as principal 
value convolutions (hence the name “singular integrals”) 
VP) = d(x) + F_mo _) , ) , > J(X - Y> K(y) dy, (1.1) 
where the kernel K is a function locally integrable away from the origin, 
homogeneous of degree -n, satisfying a mean-value zero condition on the 
unit sphere, and satisfying an auxilliary size or smoothness condition. The 
second is as Fourier multipliers, 
u-(x) = jr- ’ QwPm (l-2) 
where the multiplier m(r) is homogeneous of degree zero, bounded, and 
satisfies some auxilliary smoothness conditions. The connection between 
these two representations is given by the identity 
m(<> =a +I [ - + sgn(y a<) - log I Y . Cl] K(Y) WY), (1.3) s"-' 
where da(y) denotes Lebesgue measure on the unit sphere S”- ‘. Of course 
this identity does not provide an exact correspondence between the various 
auxilliary conditions on m and K, and for this reason the two representations 
are not completely interchangeable. 
What is the composition of two singular integral operators? This question 
is of great importance, and is best answered in the Fourier multiplier 
representation: the composition is an operator of the same form, where the 
multiplier of the composition is the product of the two multipliers. This 
answer is so elegant and useful (it forms the basis of the calculus of pseudo- 
differential operators, for example), that it would seem stubborn and 
pigheaded to demand the answer in terms of the kernel representation (1.1). 
Nevertheless, since the product of multipliers answer sheds little light on the 
relationships between the kernels (it is true that identity (1.3) can be 
inverted, but the inverse involves a highly singular integral that must be 
regularized either by analytic continuation or by subtracting off many terms 
of a local Taylor expansion, and either procedure obscures the basic 
relationships), and because the composition is so basic an operation, we shall 
insist on being stubborn and pigheaded in this paper. We want to know, if T, 
and T, are operators of form (1.1) with kernels K, and K, and constants a, 
and a*, is the composition T, T2 = T, an operator of the same form, and if 
so what identity connects the kernel K, and constant a3 with K, , K,, a,, a,? 
Since there is no mystery concerning the constants a, and a2 we will assume 
from now on that they are zero (this does not imply that a3 is zero, of 
course). We will also assume the dimension is greater than one, since in R' 
there is only one choice for K, up to a constant multiple, namely, 
COMPOSITION OF SINGULAR INTEGRALS 93 
K(x) =x-l, and if K, = K, = x-’ then it follows easily from (1.3) that 
K, = 0 and a3 = -z’. It is also possible to verify this directly from (1. l), 
and, in fact, this direct verification forms the basic method we will use (the 
reader can easily extract this verification from the proof of Theorem 2.4 and 
the Lemmas leading up to it). 
In order to find the identity relating K, and a3 to K, and K, in dimensions 
greater than one we will introduce a third point of view, which is only 
a minor variant of the first, (1.1). Instead of viewing the kernel as being deter- 
mined by its values on the unit sphere, and defining the regularization of the 
singular integral (1.1) by cutting away the interior of spheres, we will view 
the kernel as being determined by its values on a pair of parallel hyper- 
planes, and we will correspondingly regularize the singular integral by 
cutting away the region between pairs of parallel hyperplanes (this viewpoint 
is by no means new, by the way, having been used by Jones [ 121 and 
perhaps even earlier). To simplify matters let us change notation and let 
n + 1 denote the dimension of the space, with generic variable (x,, x), 
x0 E R’ and x E R”. The hyperplanes will be given by x0 = &6, and we will 
further simplify things to separate out the even and odd parts of K, as it is 
well known that these behave quite differently. Let E denote the parity of K; 
it will be convenient o think of E as an integer mod 2, so K(-x,, -x) = 
(-l)“K(x,, x). It will also be convenient to use the notation 
ItI: = IfIa (sgn t)” f or real variable t and any complex a, so ltli is just the 
usual absolute value and ( t 1: = ( t 1’ sgn t. Then K(x,, x) being homogeneous 
ofdegree-n-1 onR”+’ and of parity E means K is uniquenly determined 
by its restriction ((x) = K(1, x) to the hyperplane x, = 1 via the identity 
K(x,, x) = Ker@)(x, , x) = I x,, I ; “- ’ #(xi ‘x). 
In place of (1.1) we will consider 
SingO, ~)f(xo y x> 
(1.4) 
= lim . . 
S-0 JJ f(x, -Y,, x -Y> KeW(yo7 Y) dye dy. (l-5) IYOl>S 
It is not hard to see that Sing@, c)f is of form (1.1) with K = Ker(d) and 
a=0 ifs= 1, while 
. . 
a= 
JJ 
K(x,, x) dx,, dx, (1.6) 
R 
whereR is the region {(xo,x):~xo~~ 1 andx~+Jxl*> 1) if .s=O. Thus the 
change from (1.1) to (1.5) involves a renormalization of the constant in the 
case of even parity. We also note that the conditions on K translate to 
conditions on @J as follows: K being locally integrable away from the origin 
is equivalent to 4 being integrable, the mean-value zero condition is 
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automatic when E = 1 and equivalent to 1‘ 4 = 0 when E = 0. We will not 
discuss the auxilliary size or smoothness conditions at this point since our 
procedure will be to impose the overly restrictive conditions $ E 9(R”) to 
obtain the composition formula, and then retreat to more natural conditions 
by a limiting argument. 
We can now repose our problem as follows: given parities E, and E, and 
4, WE %J(R”) with I‘#=0 ‘f 1 E, = 0 and j VI= 0 if sz = 0, is it true that 
Sing(& E, Sing(@, s*)f= af+ Sing@, E, + s*)fr and how are a and A related 
to 4, I,V, E,, sz? The answer is that this is indeed the case, with LI = 0 unless 
El = &* = 1, in which case a = -2n*(j #)(J” w), and A given by the first 
composition formula (in Section 2) 
A(x) = ‘B’s j. 1. IA + x,+, I%, 4(x + d(x -Y)> ‘Y(Y) A 4s (1.7) . 6</Al<S-1 
where L is a real variable. The simplicity of this formula suggests that the 
choice of viewpoint is a good one, even though it involves an arbitrary 
choice of distinguished coordinate x,, . We could, of course, rewrite (1.7) in 
terms of the restrictions of the kernels to the unit sphere, at the expense of 
some added complexity. However, we note that returning to (1.1) instead of 
(1.5) will destroy the simplicity of the expression for the constant a; the fact 
that a depends only on J” $ and j I// and vanishes when E, = s2 = 0 strikes us 
as unexpected. Another unexpected simplification is the fact that jA = 0 
even in the case E, + E, = 1 when this condition is not required. 
By expanding (A+ 1)” = 2 (z) A k in (1.7) we are able to derive a second 
composition formula (in Section 3), which is exact when E, + E, = n (mod 2) 
and involves a smooth remainder otherwise, expressing A as a kind of 
variable kernel singular integral of w, with kernel depending on 4. From this 
it is easy to show that the mapping v -+ A is a classical pseudo-differential 
operator of order zero if 4 is C”, and we can compute the top order symbol 
explicitly. When n + 1 = 2, F, = 1 and s2 = 0 the second composition 
formula takes on the especially simple form A = z(sgn * 4) Hy - 
n#(sgn * Hty), where H denotes the Hilbert transform. From this we obtain 
immediately the optimal estimate that 4 E L’ and v E H’ implies A E L’ 
(this is a slight improvement over [4]). The case n + 1 = 2 is exceptional, 
however, since when it > 2 the argument x + L(x - y) of 4 in (1.7) varies 
only over a one-dimensional affine subspace of R” for fixed x and y. We will 
show that the condition 4 E L’ does not imply any meaningful consequences 
for the operator I + A. 
At present we have not succeeded in using our methods to obtain optimal 
global estimates for the bilinear mapping (4, w) -+ A in higher dimensions, 
except for Theorem 2.6, which comes close. It appears that such results are 
best approached by considering restrictions to the unit sphere and then 
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“translating” the conditions to the hypersurface via the following easily 
verified “dictionary”: 
Let f denote the restriction of K to the unit sphere xi + ]x] * = 1, and 4 as 
before the restriction to x0 = 1. Then 
(a) fE Ck if and only if #E Ck and satisfies ](8/8~)~ 4(x)] < 
M,(l -t ]x])-“-‘-‘~’ for all ]a] <k; 
(b) f E L” if and only if J” ]#(x)]” (1 + ]x]*)(~+‘)‘~-~)‘~ dx ( m; 
(c) fE L log+ L if and only if 4 E L log+ L. 
For n + 1 > 2 we do not have a good “translation” for the condition 
fE H’, while for n = 2,fE H’ if and only if 4 E H’ (see Theorem 3.7 for a 
proof). 
The basic technique for estimating f3 in terms off, and fi (here K, = 
K, * K, and J;. is the restriction of Kj to the unit sphere) is to partition the 
R”+ ’ into three regions: a neighborhood of zero, a neighborhood of infinity 
and an annular neighborhood of the unit sphere. If g, + g, + g, = 1 is a 
corresponding smooth partition of unity, then properties off on the sphere 
are easily translated into analogous properties of g,K. But g,K, = 
g,(K, :t g, K, + g, K, * (g, + g,) K, + g, K, * g, K,) since the remaining 
terms g,(goK, * g,K,) and g,(g,K, * g,K,) vanish. The term 
g,(g,.K, * g, K2) can be estimated by trivial arguments, while the terms 
g,(K, :k g,K,) and g,(g, K, * (g, + g,) K,) can be estimated by using the 
mapping properties of singular integrals-because these are deep properties 
the otherwise trivial method we have outlined yields very strong results. For 
example: 
(a) if f, E Lp, fi E Lq with 1 < p < q < co and l/p + l/q < 1 then 
f, ELP; 
(b) if f, and fi are Ckf ’ then f3 is Ck. 
For further discussion of this method see [3,5,6]. We will almost prove (a) 
for p == q = 2 in Theorem 2.6. 
Still another approach to compositions of singular integrals is to exploit 
the harmonic analysis of the sphere. See Coifman and Weiss [4] for the 
especially simple case n + 1 = 2, and Ricci and Weiss [ 161 for the general 
case. 
The results we have obtained for classical singular integrals suggest many 
possible directions for generalization. One of these, to singular integrals with 
mixed homogeneity (also called nonisotropic singular integrals), is treated in 
Section 4 of this paper. We obtain the analogue of the first composition 
formula, and show that the mapping w +A is a reasonable non-isotropic 
pseudo-differential operator provided the direction x,, is one of maximal 
dilation. Other natural directions for generalization include: (1) singular 
580/49/L? 
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integrals homogeneous with respect to non-diagonalizable dilations (see de 
Guzman 171); (2) singular integrals on nilpotent Lie groups; (3) singular 
integrals of product type recently studied by Fefferman [ 10); (4) variable 
kernel singular integrals; and (5) convolutions with homogeneous kernels of 
different degrees. In connection with this last problem, we mention that a 
rather straightforward variation of our arguments shows that if K, is 
homogeneous of degree d, and K, is homogeneous of degree d, for d, and d, 
satisfying -n - 1 < d,, d, < 0 and d, + d, < -n - 1 then K, = K, * K, is 
homogeneous of degree d, = d, + d, + n + 1 and the analogue of the first 
composition formula is 
A(x)=jj IA+ ‘I,$‘,’ l~l”,‘“Wx + n(x -Y)) u/(y) dA dy. . , 
For other degrees of homogeneity we would expect a suitable analytic 
continuation of this formula. 
The bilinear operator (4, w) -+ A can also be viewed as the composition of 
the tensor product ( @ w and the linear operator 
from functions on R*” to functions on R”. It would be interesting to know if 
T is a Fourier integral operator, and if so whether the calculus of Fourier 
integral operators yields any information about it. 
2. THE FIRST COMPOSITION FORMULA 
If 4 is an integrable function on R” and E is a parity we let Ker(#, E) be 
the function on R”+ ’ given by 
Ker(& &)(x0,x) = lx,,(;‘-’ #(x;‘x). 
Thus Ker(4, E) is the unique function on R”+ ’ which is homogeneous of 
degree -n - 1 and of parity E which equals ( on the hyperplane x0 = 1. If 
the parity is even we also assume ( )(x) dx = 0, and that $ is bounded by 
c(l + IXI)--n-‘, although much weaker restrictions will suffice. We let 
Sing@, E) be the singular integral operator on R”+ ’ 
= lim 
6-0 1! KerV, &)(~~~Y).f(x~ -Yo,X -Y) dY ~Yo IYCJ >6 
for suitable functions f, say fE ,(,“+I>. 
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To find an expression for the composition Sing@, E) Sing(W, sZ) we will 
first impose extreme restrictions on 4 and w, say that they both are in 
@(R”), and later examine the question of what more relaxed conditions will 
yield the same expression. 
LEMMA 2.1. Let 4, tyE ST(R”) and fE CZ(R”+‘), and let j 4 = 0 if 
c,=Oandjyl=OifEZ=O.Let 
K&3X)= US,>6.,t-S,zb 
Ker(v, Q)(s, u) Ker($, q)(t - s, x -Y) dy ds. G.1) 
Then Sing@, E ,) Sing( Iv, s*)f= lim, +O K, *f, both pointwise and in L2 norm. 
ProoJ From the definition 
where K6,,6, is defined by the same integral as K, but with the conditions 
1 s 1 > 6, and 1 t - s 1 > 6, on s. Thus it remains to verify that the iterated limit 
may be replaced by the diagonal single limit. But this is valid in the L2 norm 
because the truncated singular integrals are uniformly bounded. To get the 
pointwise limit we observe that we have L* convergence of all derivatives by 
the above argument and the fact that differentiation commutes with singular 
integral operators, and then invoke Sobolev’s inequality. Q.E.D. 
Now we split K, = A, + B, , where 
B,=K, if ItI< 
=o if (tl > 26, 
A,=0 if It/<26 
=K, if Itl>26. 
We will see that B, *f -+ cf while A, *f + singular integral + cf: 
LEMMA 2.2. lim 6.+0 B, *f = b(j #)u y)f both pointwise and in L2 norm 
whereb=-4lit-‘log(l+t)dt. 
Proof. In the region I tl < 26 the two conditions IsI > 6 and It - s I > 6 
merge into the single condition Is - t/2 I> I t l/2 + 6. Now a simple change of 
variable shows that BJt,x) =B-n-lB1(B-lt, 6-‘x) so it suffices to show 
that B, is integrable and 
j j B,(t, x) dx dt = b j 4 j w. 
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Now for 1 tI < 26 we have 
We estimate /IB, II1 crudely by taking absolute values inside the above 
integral. The x-integration operates only on d((x - y)/(t - s)) and produces a 
term I~-~l”ll~% and then the y-integration operates only on w(s- ‘y) and 
produces a term IsI” )ItqIIr, so 
and the double integral is finite, since 
1 IS-t/zI>ItI/z+l IsV It--sl-l ds 
< sc2 ds ,r-s,>l (i-s)‘d~)l’z~ 
If we perform the same integrations without taking absolute values we obtain 
!: .I” B,(x, f> dx dt = b(.f 4)t.f w), where 
.2 . 
b= 
J ! 
sc’(t-s)-‘dsdt 
-2 IS-f/2I>IIII2fl 
for sr = s2 = 1 (in the other cases J” 4 or j v/ are assumed zero.) 
The change of variable s + (s + f) t leads to 
,,2+1,f (; + s)-‘(j -s)-’ t-’ ds dt 
z-4 
i 
2t’10g(1 +t)dt. 
0 
Q.E.D. 
LEMMA 2.3. Fix a positive value for r and let A denote a real variable. 
Let 
x [W(Y) - w(x)1 dldy + h,(r) w(x) j 4, (2.2) 
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where h2(r) = 0 zy e2 = 0, h2(r) = 1: ((2, + 1)” - ( 1 - Al!,+ J A-’ dA if E2 = 1, 
h,(r) = 0 if&, = 0 and 
if&, = 1. (Note that A(x) does not depend on r.) 
Then lim 6+O A, *f = Sing(A, E, + c&f+ au #)<I y)f both pointwise and 
in L* norm, where a = -4 l? t-’ log((1 + t)/(t - 1)) dt. 
Proof: For ( t 1 > 26 we have 
where R, is the region given by Is/ > 6 and 1 t - s 1 > 6. We note that 
A,(& x) = Itle;~;2’ AII,-,J1, t-lx) so that we may restrict attention to t = 1. 
We first make the change of variable y -+ sy and then substitute I = s/( 1 - s) 
for s, to obtain (for 6 < f) 
where T, is the region where S/( 1 - 6) < A < (1 - 6)/6 or -(( 1 + 6)/d) < 1 < 
-(a/(1 + 6)). We split T, into two parts. U,, where 11 I< 1 and V, , where 
IA I> 1, and in each region we add and subtract the appropriate terms to 
obtain 
x [v(v) - v(x)1 dJ dv + h&4 j 4, 
where 
h2,8 = jyt6) + j8;(l-dl 
and 
(2.4) 
i 
-1 
4.6 = +i 
(l-a)/* IA + 11: +E do 
-((1+6)/s) 1 lx:’ . 
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Now it is clear, at least formally, that A a( 1, x) converges to A(x) as 6 -+ 0. 
What we need is a more precise estimate of the difference. In fact we will 
show 
IA(x) -A,(13 XII < CJ if Ixl<3R 
and 
A(x) =A,(& x> if Ixl>3R (2.5) 
for all 6 < i, where R is chosen so that the supports of 4 and w are 
contained in 1x1 < R. This estimate establishes the integrability of A(x) since 
A,(l, x) is obviously integrable from (2.3). 
Comparing (2.4) with r= 1 and (2.2) we calculate 
A(x) -A,(13 x) 
. . 
= I! 
14 + ‘It,+, 
I%, 
[0(x + i(x -Y)> - 9(x)1 w(v) d/i dy 
. . -sI(I+s)<.a<G/(l-s) 
x [V(Y) - w(x>l dJ& + V,(l) - h,,) v(x) j‘ 4. P-6) 
Assume first 1x1 2 3R. Then 4(x) = v(x) = 0 so the only possible non-zero 
terms involve the product 4(x + 2(x - y)) w(y). For this to be non-zero we 
must have 1 y I < R and Ix + n(x - y)l < R. But these inequalities imply 
and since 1x1> 3R we obtain 3 I 1 + AI < 1 + 111. But this holds only for 
-2 < L < - 4, and the limits of I-integration exclude this interval. Thus 
A(x) =A,(l, x) for (II > 3R. 
Next assume 1x1 Q 3R. The second term in (2.6) involving h,(l) - h,,, 
occurs only in the case a2 = 1, for otherwise I w = 0. In that case it is simple 
to estimate (h,(l) - h,,,l < cd. Thus we have the desired estimate for the 
second term in (2.6), and a similar argument works for the fourth term. For 
the first term we use the mean-value theorem to estimate I#(x + J(x - y)) - 
#(x)1 < c 11) Ix - y I. Thus the integral is dominated by 
-26 
C 
J J IA+ lI”Ix-yJdAdy<cS. lYl<R -26 
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Finally in the third term in (2.6) we use the mean-value theorem to estimate 
) d(y) -- w(x)] < c ]x - y ] . Thus the integral is dominated by 
C 11 I~I”-‘I9(x+~(x-~))lIx-~ld~d~ 111 >l/26 
= .r’j Inl”-‘l~(x+nw)lIx-YIl-nMdy, IAl>l--YIPS 
where o is the unit vector in the x -y direction. Note that 4(x + Lo) = 0 if 
I A ] > 4R, so the region of integration is reduced to 4R > 13, / > Ix - y//26. We 
then estimate ]#(x + Lw)] by a constant, and perform the A-integration over 
]A] < 4R, to obtain an upper bound of 
c 
J 
Ix-yI1-ndy<cd. 
Ix-Yl<sas 
This completes the proof of (2.5). 
Next we claim IA(x) dx = 0. This is needed to define Sing@, E, + EJ 
when E, + s2 is even, but is true without restriction on parity. The proof of 
estimate (2.5) shows that the integrals in (2.2) converge absolutely and that 
we may interchange the orders of integration in computing l A(x) dx. We 
thus find J” A(x) dx = c(s #)(J w), where 
c= I 
IA + 1 1:,+c2 
Ill<r PIE2 
[IA+ II-“- l]dA 
+ w-) + j 
IA + 1 Irb,+q 
PI,* 
[IA + 1 I+’ - IA/-“] dA + h,(r). 
IAl>r 
The only case when cf q)u w) is not zero is E, = s2 = 1, and there we find 
that the first integral equals --h*(r) and the second integral equals -h,(r), so 
c = 0. 
We also observe that A(x) is considerably better than integrable, in fact 
IA( < c(1 + ]xI)-“-‘. I n view of (2.5) it suffices to prove this for A6( 1, x). 
Referring to (2.3) we see A,(l, x) is bounded, and for 1x1 > 3R the integrand 
valishes unless (l+A]]x]<(l+]II)R and -2<A<-f. Thus the A- 
integration in (2.3) need only extend over the interval I 1 + A/ < 3R/IxI, and 
this gives the 0(1x]-“-‘) decay. 
Thus Sing@, s1 + sZ) is well defined, and we are ready to considered the 
difference A, *f- Sing@, E, + sJf as &+ 0. Note that this difference is the 
convolution off with the kernel 
D&, x) = A& x) - Ker(A, E, + e&f, X) if It/>26 
=o if It]<26. 
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To complete the proof we need to show D, *f -+ ~$1 $)(j w)f as 6 -+ 0. This 
in turn will follow from the theory of approximate identities in R”+’ if we 
show 
ID&, x)1 < 6-“-‘,!?(a-‘t, 6%‘~) (2.7) 
for some E E L’(R”+‘) and 
JI . D&t, x) dt dx = a 
But we know A,(& x) - Ker(A, E, + sZ)(t, x) = ItI;:,’ (A,,, -,s(l, t-lx) - 
A(t-lx)); hence ID,(t, x)1 Q cd ltl-“-* and D6(t, x) = 0 if /xl>, Rt by (2.5). 
Since Dg(t, x) = 0 if ItI < 26 we have estimate (2.7) holding for 
E(t,x)=ltl-“-2 if Ixl<Rltl and It/>2 
=o otherwise 
and E E L’(R”+‘). 
Next we observe, for It / > 26, 
since j” A (x) dx = 0. From (2.3) we obtain 
(again only for E, = s2 = 1 is this non-zero), so 
li - D&,x)dxdt=u (14) (j+ 
where 
a=2 
--(I+l) +r -u+ I)-’ (t-l)k’ 
= -4 m 
i 2 
Q.E.D. 
THEOREM 2.4 (First Composition Formula). Let 4, y E L@(R”) and let 
/#=O if s1 =O, I v=O if c2=0. Then Sing(#,s,)Sing(W,e,)= 
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Sing@, ei + sJ if ei = 0 or e2 = 0, and Sing@, s,) Sing(v, sZ) = -2X*(J 4) 
(J ty) I + Sing@, E, + EJ ifs, = e2 = 1, where A is given by (2.2) or 
the limit existing both pointwise and in L’ norm. 
Proof We obtain the result by adding the results of Lemmas 2.2 and 2.3, 
noting that a + b = -2n*. This identity can be established as 
1 
2 
O” a+b=-4 t-‘lo&t+ l)dt-4 
0 I 2 
ZZ -4 i m(t-‘-(t+2)-1)log(t+ 1)dt 
0 
= -8 OC(t2-l)-‘logtdt 
i I 
ZZ -8 Cm rer(e2r - 1))’ dr 
0 
=-8 fj (2/k+ l)-*=-27~~. 
k=O 
It remains to verify that (2.9) gives the same value of A(x) as (2.2), and 
that the limit exists both pointwise and in L’ norm. Now it follows from the 
proof of Lemma 2.3 that the integrals in (2.2) are absolutely convergent, so 
we may replace the first by the limit as 6 + 0 of the integral over the region 
6 < IA I< r, and the second by the limit as 6 + 0 of the integral over the 
region r < IA 1 < 6- ‘. Not only will the limit exist pointwise, but also in L ’ 
norms as the proof of the integrability of A(x) shows (in fact the 
convergence is dominated by c(1 + 1x1)-“-‘). But once we have cut away 
the A singularities at zero and infinity we may break up the integrals of 
differences into differences of integrals, so 
A(x) = lim 
ii 
IA + 1 K,+e2 
S+O Ia, 
$(x + W -Y)) V(Y) d2 dy 
6<111<S-’ 
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But the last two terms are either identically zero because 1 v = 0 or s Q = 0, 
or tend to zero pointwise and in L, norm necause the bracketed expressions 
tendtozerowhensz=lors,=l. Q.E.D. 
Remark. A more symmetric expression for A than (2.9) may be obtained 
by a simple change of variable, 
It is clear from this that the value of A at a fixed point x depends only on 
4(y) v(z) for y and z collinear with x. 
We turn now to the question of removing the restrictions 4, II/ E 53. It is 
clear by routine functional analysis arguments that this is equivalent to 
proving a priori estimates for the bilinear mapping (4, w) -P A for appropriate 
Banach spaces. As indicated in the Introduction, this can be done by inter- 
preting this mapping in terms of compositions of singular integral operators 
and using other methods to obtain the estimates for the singular integral 
operators. Since this essentially bypasses the approach we are advocating in 
this paper, we will deal only with one estimate we can obtain directly (with, 
unfortunately, one unnecessary hypotheses) from the first composition 
formula. Ultimately we hope the direct approach will yield the optimal 
estimates. 
Recall from the introduction that the condition s I#(x)l’ (1 + Ix I*)(“+ I)‘* 
dx < co is natural to the problem, being equivalent o the kernel having L2 
restriction to the unit sphere. We will show that if $ and w satisfy this 
condition then so does A, provided I d = 0 and j y = 0. Since this is an L2 
condition we expect the Fourier transform to play a role, so we begin by 
relating a to f and u/. 
LEMMA 2.5. Under the same hypotheses as in Theorem 2.4, we have 
whereR,istheregiongivenby(s(&6and(l-~(26. 
Proof: We compute the Fourier transform from (2.9). Since the limit 
exists in L ’ norm we may interchange the limit and the Fourier transform 
x y(y) d,l dy dx. 
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The triple integral is absolutely convergent, so we may replace x-variable by 
z = x + A(x -JJ) and evaluate the z and y integrals to obtain 
The change of variable s = n/(1 + A) leads to (2.10). Q.E.D. 
THEOREM 2.6. Let B denote the Banach space L’(R”, (1 + 
Ix~*)“‘+“~* dx) with norm llflls = (& If(x (1 + lxl*)“‘+*“* dx)“*, and B, 
denote the subspace of B of those functions satisfying If(x) dx = 0 (this is 
well deJined since B c L’). Then IIAIle < c ~~~~~, I)v/lls for all 4, v E ~3 
satisfying j # = 0 and j w = 0, so the mapping (4, IV)- A extends to a 
bounded bilinear mapping from B, x B, to B,. 
Prooj: Note that the condition f E B is equivalent ofE H(“’ I)‘*, the L* 
Sobolev space of order (n + 1)/2, and the condition If = 0 is equivalent o 
f(O) = 0. Thus the theorem is equivalent to showing that (2.10) defines a 
bounded bilinear operator on H(“+ “‘* subject to the conditions J(O) = 
g(O) = 0. Notice that (2.10) defines a in terms of products of 6 and @, and 
H(“+ ‘)” forms an algebra under multiplication, so the result is not 
surprising. 
Let us first consider the case when n is odd, for then (n + 1)/2 is an 
integer and the H’“’ I)‘* norm is equivalent o 
Thus we need to bound I/(8/@)” a(<) for Ial < (n + 1)/2 in terms of 
products of similar expressions for 4 and @. However, under the hypotheses 
we can easily justifying differentiating (2.10) under the integral (in fact since 
$(O) = q(O) we do not even have to take the limit, the integral over all real s 
being absolutely convergent). Thus (a/at)= a is a sum of terms of the form 
~~mlsli:~;:,Il -sll:lT:, [ ($p] ((1 -m[ ($)” 41 (SOdS~ 
where a =/I + y. Note that (~?/a()~$ E H’“+“‘2-‘y’ and (8/a{)’ 3 E 
H(“t’)‘2--141. Thus we need to show 
I/J .~~lslb’I1--S.IS((l+~)~)g(~S)d~/~ 2 
G c Ilf II Hc”+‘,lZ-a II gllH,n+1,/2~6 (2.11) 
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provided a + b ,< (n + 1)/2 andf(0) = 0 if a = 0, g(0) = 0 if b = 0. In fact it 
is sufficient to prove this for a + b = (n + 1)/2 and a = b = 0. 
First we claim (2.11) is an elementary consequence of the Sobolev 
inequalities unless either a = 0 or b = 0. Indeed we have Ilf$, < c IlfllH,“+l, L (, 
and I/ gll, G c llfll H,,,+lJ,zmh provided l/2 > l/p > (2~ - 1)/2n and l/2 > l/q > 
(2b - 1)/2n. W e can choose p and q so as to also satisfy l/p + l/q = l/2, 
say l/p = (2a - l/2)/2 12 and l/q = (2b - 1/2)/2n for (I + b = (n + 1)/2. 
Then it suffices to observe 
= Ilfll, 11 g&,(~m Islb-l-(n’q) 11 - s[~-‘-(~‘~) ds. 
But the integral is finite since b - 1 - (n/q) = a - 1 - (n/p) = 3/4. 
Suppose next b = 0 (the case a = 0 is essentially the same). It sufftces to 
estimate 
.1/2 
~~,2/~I-11f~~-~~5~ll~~~5~l~~ II 2 
for fEL2 and gEH’“+“” with g(0) = 0 since the above elementary 
argument will bound the contribution for IsI > i. We make the change of 
variable s -+ s I rl- i, so we have to estimate 
co 
(ii I 0 
s”-, ,s,(r,2 IT’ I.W -su)l I&I W2 f-’ drdu) “2, 
where u denotes a variable over S”-‘. Now we apply Minkowski’s inequality 
to dominate this by 
J_“, (jsn-, j2ys, If(~-s42 r”-’ drd$‘2 
x s”,p Ig(su)l (sl-1 ds. 
However, the change of variable r-+ r + s shows 
If(ru - su)l’ rnml dr du I” < c Ilf/12 
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so it remains to show 
(2.12) 
under the assumption g(0) = 0. 
To establish (2.12) we use a separate argument for Js( < 1 and Is I> 1. 
From the embedding H(“+ ‘)” c Lip l/2 we obtain 
I &e)l = I dsu> -ml G c II &w+1w I P2 
and this suffices to establish estimate (2.12) for the integration over (sl < 1. 
For JsI > 1 we use Sobolev’s inequality on the sphere of radius s to estimate 
provided q > rr - 1 (for n = 1 we can omit this step). Then by Holder’s ine- 
quality 
1^ 
00 
sup ) g(su)l s - ’ ds 
1 u 
where q’ denotes the dual index. But II g& + CJ’= I II&/8xj)I, < c II gllH,n+,,,2 
for q = 2n. This completes the proof when IZ is odd. 
When IZ is even the argument is similar, but the details are more 
complicated because now the H(“+‘)‘* norm off is equivalent o 
(lIf.11: + ,a;n,2 jj / (gJaf(+ (-&)h I2 Ix~yd;+l ) l’*. 
In place of (2.11) we need 
(li Jim -a, w1 I1 -~l”-‘b-w -s)x)g@) 
-f((l --s)y)&~)l ds * IxF;;+,) “* 
G c Ilf II H(ntl)n-o II gll~~“+lv-b (2.13) 
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for a + b = n/2 with f(0) = 0 if a = 0, g(0) = 0 if b = 0. To establish (2.13) 
we write 
f((l - $1 x> &xl -f((l - s> Y> &Y) 
= lf(( 1 - s> x> -f((l - s> Y)l g(sx> 
+f((l - S)Y)l dsx) - dSY)l 
and handle each term separately. Since the treatment is symmetric we give 
the argument only for the first. 
We will need to use the Lp Sobolev spaces .Lf(i? = L:)), the Sobolev 
embedding H’“+ ‘)‘2-a c L p ,,* provided l/2 > l/p > a/n, and the charac- 
terization of L&2 for p > 2 due to Stein: f E L$ if and only if f E Lp and 
(j (jI(S(x)-f(Y))l’lx-Yl-“-l dY)*‘dX)liP T a 
with equivalence of norm (see Stein [ 17, 181). Now if l/p + l/q = l/2 we 
may estimate 
U II 
a2 
-co 
I &XI ds ’ 
1 
10 
x Ix -yl-“-1 dx dy 
~j~~Isl~-~ll-slq-‘ll~~~~~llq(j(jlf~~~-~~~~ 
PI2 
-f((l -s)y)]‘]x-y]-“-‘dy dx ds 
1 1 
l/P 
~llgl/,IlflI,~,,j~ I~l~-~-“‘~l 1 -~I~-“~-“~ds. 
-cc 
We need l/2 > l/q > (2b - 1)/2n in order to have ]I g/l4 < c ]I g]]HCn+l,lZ-b. The 
choice l/p = a/n + 1/4n, l/q = b/n - 1/4n satisfies all the required 
inequalities and makes b - 1 - n/2 = a - l/2 - n/p = -314 so the integral 
converges, provided b # 0. If b = 0 the choice q = 00, p = n/a will give the 
estimate except for the integration over Is] Q l/2. For that range of s- 
integration we use (2.12) to estimate 
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“‘-l I!-((1 - ~1x1 -f((l - ~1~11 I d=)l ds 
l/2 
x Ix-$“-’ dxdy 
x Iru -yl-“-’ r”-’ drdu dy . 
However, by making the changes of variable y -+ (r/(r - s)) y and then 
r -+ r + s we see that this last integral is dominated by 
C 
(ii 
If(x)-f(~)121~--yl-“-‘dxd~ 
1 
l/2 
independent of s, and this is dominated by IlfllH,,2. Q.E.D. 
Remark. The obstacle to extending the proof to the case where l w # 0 
(hence s2 = 1) is that in the analogue of (2.11) with b = 0, a = (n + I)/2 we 
need to estimate 
11 ji” If((l - s) 8 Sk3 -f(U + s> r) d--sol f I/ 2. 
While there is no new difftculty with estimating 
I 
l/2 
sup 1 g(su) - g(--su)l ds/s, 
0 u 
we do not know how to estimate 
If((l - s) t) -f(U + s) 81 I dsOl Ws I/ 2
for SE L2. Of course it would only be necessary to prove the result for a 
single v/ with w # 0, but we do not see how the special choice of w could 
help. i 
We conclude this section by deriving the analogue of the Fourier 
transform formula (1.3) for the multiplier associated to Sing@, E). 
THEOREM 2.7. Let #E %3(R") with I#=0 if~=O. Then 
Wnrdb ~)f)~ (to9 8 = m(to9 03(to9 4 
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for all f E Y(R”), where 
m(t,, 0 = --ni f w(to + x . t) Q(x) dx, &= 1, 
Proof: It is routine to show 
(Sing@, ~)f)^ 
where m(<,, 0 is given by 
(0 + x * 41$(x> d.5 E = 0. (2.14) 
e -i(x&+x.l) Ixol;n-l $(x;lx) dxo dx 
. = lim e 
6-O 0 
-ixoJ(~o+x.b) lxol,’ (b(x) dx, dx. 
S<lx,l<S-’ 
The proof is then completed, as in the derivation of (1.3), by evaluating the 
x0 integral (see Stein [ 181 for details). Q.E.D. 
3. THE SECOND COMPOSITION FORMULA 
If E, + s2 = n (mod 2) then ]L + 1 If, + EZ = (A + 1)” and it is natural to try 
to substitute the expansion (A + 1) = Ci=, (i) Ak in the integrands in (2.2). 
This leads us to consider 
= InlltI~,~(X+~~)lYl-kV/(X-Y)~~~Y, li (3.1) 
where w = y/l y ] . For 1 < k < n - 1 it is easy to see that the double integral 
is absolutely convergent if 4 and v satisfy the hypotheses of Theorem 2.4. 
For k = 0 or k = n we require a regularization. Thus let 
A,(x)= j (j 
I.u<r 
l~l,‘~~~~+~~~-~o(~~~~~ 
+i II I,’ 46 + Am) dl) v(x -Y> dY* (3.2) IAl >r 
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It is simple to see that the double integral is absolutely convergent and is 
independent of r (for s2 = 1 this is obvious for the A-integral, while for s2 = 1 
we use the fact that s w = 0). Similarly let 
+’ I ! .Inl2,‘~(x+nw)~~IyI-“yr(x-y)dq’, (3.3) IYlhr 
which is also absolutely convergent and independent of I (to see this 
introduce a new variable z = Aw in the integral of the difference for two 
values of r). 
THEOREM 3.1 (Second Composition Formula). Let qi, w satisfy the 
hypotheses of Theorem 2.4, and let E, + E, = n (mod 2). Then 
A(x)= f (~)A,(x)-(if~,=0)2((x)j.yr(y)loglx-yld~ 
k=O 
- (if&l = 0) Wx)j 4(y)log Ix --Yl dy. (3.4) 
Proof: We substitute (A + 1)” = Cgzo ( ;)Ak in (2.2) and collect terms 
as follows: 
where 
4W=jj IAI <r I4;::, [~(x+~x-YY))-~(x>I v/(y)d~dy 
+L I~“,=:,$(x + W -Y))[w(Y) - w(x)1 d2 dr 
= 
ii 111 &rlYl Mkk7E2 Mx + Jo) - d(x)1 IYI-~ w(x -u) dA 4 
+L>rlyI 
I~:~M~+~Q~IYI-~ [w(x-~Y)-v4x)ld~dy. 
580/49/l-E 
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Now for 1 < k < n - 1 we can separate out the terms in the difference to 
obtain 
Next we examine the case k = 0. By adding and subtracting integrals over 
the region r < (II < r 1 y 1 (with the negative sign convention if I y( < 1) we 
obtain 
4tx)= j j,a,Gr id@ +no) -4(x)1 14,’ wtx -Y) d dY 
Now the last integral is equal to 
If s2 = 1 then the first integral is zero because the A-integration produces 
zero. If s2 = 0 the I-integration produces 2 log I y J . Thus we have 
Mx) =A,@) - VW (j 4) j 
I.Al>r 
VI,“-’ dA 
- (if E, = 0) 20) j w(x -Y> log(y) dy. 
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Finally we consider the case k = n. By a similar argument as above we 
find 
The first integral is equal to +(x)(J” I,V) J’ ,A, Gr 11 I:,- ’ dl. The second integral 
is zero if E, = 1. If E, = 0 we pass to polar coordinates y = SW and perform 
the s-integration to obtain 
. - J! ‘IA)“-‘#(x+Lw)log]I) y(x)dAdw 
= -2w(x) 14(x + z) log I z I dz. 
To obtain (3.4) we add up all the above computations, noting that when 
E2 = 03 w = CL 1 6) I,*, <r 
h,>r IA:-,:-“dJ. 
In]:-’ d,l and when E, = 0, h,(r) = JJirA (t) 
Q.E.D. 
The second computation formula is useful understanding the local 
properties of the operator w-+ A with 4 fixed. At this point we want to 
replace the restrictive hypothesis d E @(R”) by the more natural conditions 
/ (YJ)~ d(x) ) < c,(l + IxI)-“-‘-lal for all a, (3.5) 
which are equivalent o the condition that Ker(d, .sl) be C” away from the 
origin (to see this equivalence observe that (a/ax)= Ker(#, E,) is 
homogeneous of degree -n - 1 - I a]). Under these hypotheses the operator 
w+ A is a classical pseudo-differential operator of order zero. Recall that 
such an operator has the form 
op(a) v(x) = (2n)-” 11 u(x, <) ei’“-Y”‘~(~) dv d& (3.6) 
where the symbol c is of class So @ = 1, 6 = 0 in Hormander’s notation 
[ 1 l]), meaning it satisfies the S” estimates 
/ ($)’ (-&)” uh 4 1 < c(a,P,K)(l + lw-141, (3.7) 
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with m = 0 for x E K for every compact set K, and u has an asymptotic 
expansion cr - CFzO uPk, where a-,(x, <) is Cm and homogeneous of degree 
-k in < for I<1 > 1. It will not be necessary to discuss the exact meaning of 
the asymptotic expansion since in our case it will be a finite sum. 
THEOREM 3.2. Let $ satisfy (3.5) and I# = 0 if E, = 0, and let 
e1 + Ed = n (mod 2). Then there exists a symbol o of class So such that 
A(x) = Op(o) v/ + Rw, where the remainder Rv is an integral operator with 
C” kernel. Furthermore u = xi= o u-~, where u-,(x, <) is C” and 
homogeneous of degree -k in r for ( cl > 1, and 
uo(xT 0 = -~iW) j.$(x -Y> WY . 8 dy if El=1 
= -20(r) j @(x - y) log(l Y . <I) dy if E, =o, (3.8) 
where B(r) is a C” cut-oflfunction ~1 for I([ > 1 and ~0 for (<I < f . 
Proof: Estimates (3.5) imply 
(3.9) 
In particular we can apply the Fourier inversion formula pointwise to 0. For 
1 < k < n - 1 we substitute this in the first form of (3.1) to obtain 
Ak(x) = (2~)~” j.j.j. eiX’lei’(X-y)‘~q&<) /Al:::, v(y) drdJ dy. 
The triple integral is no longer absolitely convergent, but it will be if we 
restrict the A-integration. Thus we write AL(x) as the limit as N-r co of the 
same expression with I restricted to [I( < N, the interchange of the limit and 
the y-integration being justified by the absolute convergence of the double 
integral in (3.1). Now we can interchange orders of integration, make the 
change of variable < + A-‘< and then introduce to variable r = A-’ to obtain 
x ei(“-Y”“W(y) d<dy. 
Now fix a C” cut-off function e(c) which is ~1 for ItI > 1 and ~0 for 
ItI < f. Let 
ukpn(x, l) = O(l) 1 eirx’“$(rc) I rliril-l dr. 
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The integral is absolutely convergent because 4 is bounded and rapidly 
decreasing and the power of r is non-negative. It is clear that uk-,, is homo- 
geneous in < of degree k - n for [<I > 1, and it is not hard to see that it is 
C”, essentially because (a/at)= &r<) for fixed < is bounded and rapidly 
decreasing in r by (3.9). The same estimates how that 
converges to ok-,, in the Sk-” topology, so Ak(x) = Op(ok-,J v/ + Rkp, y, 
where 
x (1 - s(r)) ei(“-Y”lW(y) d<dy. 
However, (1 - 19(r)) J” eirx*$&r<) lrl~~~~~’ d r is an integrable function of l, 
dominated by c( 1 - S(r)) I <lkPn, so R,-, is an integral operator with C” 
kernel. 
A similar argument will show A,(x) = Op(u-,) IC/ + R -nty, where 
U-,(X, <) = S(t)) eirx’$&rt) IrlnE2-’ dr 
and 
x (1 - e(r))ei(x-Y”I~(y)drdy. 
The only new point is that we start from 
which follows from (3.2) using either E, = 1 or ,l” 4 = 0. The remainder R _ n y 
is again an integral operator with C”O kernel because the <-integration essen- 
tially involves taking the Fourier transform of a distribution of compact 
support. If E, = 0 then the term 2$(x) j w(y) log 1 x - y ) dy is also pseudo- 
differential operator of order -n with symbol 24(x) e(c) I cl -*. 
Finally we consider A,(x). It is clear from (3.3) that A,(x) is a variable 
kernel singular integral of y with kernel K(x,y)=jyl-“JIIll”,;’ 
4(x + nw) dA. Note that K is odd in y if E, = 1 and even in y if E, = 0, and 
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the mean-value zero condition is then satisfied since s K(x, w) dw = 2 1’ 4. 
Thus by the Calderon-Zygmund theory ([ 18, p. 391) we have 
A,(x) = (27~)~” 1. I?(x, c) e”“-“‘*y(y) dy dc, 
where 
@x, 0 = $i K(x, o) sgn(w . <) dw if E, = 1 
=- 
! ‘K(x, co) log ] w . r] dw if E, =O. 
Thus if we set 
uo(x, t) = -nif3(5)!’ 4(x -Y> w(y et) dy if s,=l 
= -W)j~ 4(x -Y) log I w . 4 dy if s, =0 
then cr,, E S,, is homogeneous of degree zero in < for ] r] > 1, and A,(x) = 
Op(a,) w + R, w, where R, is an integral operator with C” kernel. If E, = 0 
then the term -2v(x) I#(x -JJ) log ] y] dy in (3.4) is also a pseudo- 
differential operator of order zero, and so we obtain the expression (3.8) for 
the top-order symbol of A. Q.E.D. 
If, on the contary, E, + s2 f n (mod 2), then we cannot expand /A + 1 I”,,+ E2 
for all values of A. Nevertheless, the expansion for 13, ] > 1, ]I + 1 I:,+ Ez = 
CEO (3 I%+1 will give us an approximate second composition formula 
which will suffice for the analysis of I+U -+ A as a pseudo-differential operator. 
THEOREM 3.3. Let 4, IJI satisfy the hypotheses of Theorem 2.4, and let 
E~ + E* E n + 1 (mod 2). Let Ak(x) be given by (3.1) for 1 < k < n - 1 with 
the parity k - Ed replaced by k - Ed + 1, by (3.2) for k = 0 with the parity Ed 
replaced by Ed + 1, and by (3.3) for k = n with no change. Then 
AC-4 = ,f ( ;) A,&) - (if~z = 1) WWJ’ v(y) log Ix -YI dy 
k=O 
- (ifs, = 0) W4 #(Y) lois Ix -Y I dy 
+ R v(x), 
where R is an integral operator with C” kernel (depending on 4). 
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ProoJ: Choose r = 1 in (2.2). The error committed by replacing 
Id + 1 If,+,, Ill;’ by (12 + 1)” ]A]&:, in (2.2) is 
Ry/(x)= *2jjy, CA y [b(x + w -Y)) - 4(x)1 w(v) dJ a- 
Writing J -’ [4(x + L(x - y)) - 4(x)] = 1; V$(x + sA(x - y)) . (x - y) ds 
makes it clear that Rv is an integral operator with C” kernel. Then for 
A(x) - Rty(x) we can repeat the proof of Theorem 3.1 with a, replaced by 
a2 + 1 (note that the parity in A, remains unchanged because E, + s2 = 
n + 1). A slight adjustment in h2( 1) is required, but this can be absorbed into 
the remainder R IJI. Q.E.D. 
THEOREM 3.4. Theorem 3.2 remains valid if&, + Ed = n + 1 (mod 2). 
ProoJ The only modification is in the treatment of the term A,(x) which 
is of the form ( K(x, y) w(x - y) dy with 
m v) = j 
111 <r IQ& t#(x+~w)-4tx))d~ 
Note that K(x, y) is obviously homogeneous of degree zero in y, and it is not 
hard to show that K(x, o) is C”. The standard Calderon-Zygmund theory 
will then show A,(x) = Op(uJ v/+ RI,Y for cr-, E S-” homogeneous of 
degree --n in < for ]r] >, 1. Q.E.D. 
Next we specialize to the case n + 1 = 2. 
COROLLARY 3.5. Let n = 1, E, = 1, c2 = 0. Then 
A(x) = z sgn * o(x) Hw(x) - @(x) sgn * Hw(x), (3.10) 
where Hy is the usual Hilbert transform 
Hv(x) = lim ‘1 
*+o 77 
w(x -Y)Y-’ &. 
IYISS 
ProoJ: According to Theorem 3.1, A(x) is the sum of three terms. 
However, one of them, A,(x), vanishes, as is evident from (3.2) since j ly = 0 
and 
1 ,a,,ri~l-l (((X++ti(X))dJ+(In,>,lW1~(X+lW)d~ 
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is independent of w = f 1. The term A, with n = 1 is easily identified in (3.3) 
as 7c sgn * #(x) HI,v(x), and the last term in (3.4), 
-24(x) 1. V(Y) 1% Ix - Yl44 
is equal to -@(x) sgn * Hy/(x) since f * g = -Hf * Hg and H(log Ix]) = 
-42 sgn x. Q.E.D. 
COROLLARY 3.6. Let n = 1, 4 E L’(R’) and WE H’(R’). Then 
Sing@, 1) Sing(yl, 0) = Sing@, l), where A is given by (3.10), A E L’(R’) 
and 
IIAII, G cll$lL IIWII,. (3.11) 
Proof: Estimate (3.11) follows from (3.10) and the trivial observations 
that Ilf * 4, < llf IL II AL and llfglll < Ilf II1 II A,. A routine wwe to the 
limit then shows the validity of the identity Sing@, 1) Sing(y, 0) = Sing@, 1) 
for 4 E L i and w E H’ since g is dense in L ’ and in H’ (with s w = 0). 
Q.E.D. 
The condition I// E H’(R’) is perfectly natural; in fact it is equivalent o 
the condition that Ker(W, 0) restricted to the unit circle belong to H’. This 
fact is closely related to a deeper theorem of Reimann [ 151 that global quasi- 
conformal mappings preseve BMO. 
THEOREM 3.7. Let v E L’(R’) and let f (0) = Ker(i,u, O)(cos 8, sin 19) be 
the restriction of Ker(v, 0) to the unit circle S’. Then v/E H’(R’) ifand only 
iff E HI@‘). 
ProoJ It follows from the definitions that f (8) = lcos 8/-* v(tan @), so 
that if we let h(0) = tan 0 we have f (0) = ] h’(B)1 I,V 0 h(8). From this and 
Fefferman’s HI--BMO duality theorem [9] (for both the line and the circle), 
it suffkes to show that 
F 0 h E BMO(S’) if and only if FE BMO(R’). 
First suppose FE BMO(R’). We need to bound uniformly, (l/(t9, - 0,)) 
ji; IF o h(B) - c] d/3 for the appropriate choice of c. Suppose first that 0, and 
e2 lie in “first quadrant” interval 0 < B < 7r/2. Then 
1 
4 - 4 I 021Foh(B)-c[dB 
e, 
1 -tan 02 
=--- I IF(x)--1 
8, - 4 tan e, 
(1 +x2)-‘dx. 
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Now if 7r/2 - 8, > (1/2)(7~/2 - I!?,) then the function (1 + x*)-l does not 
vary greatly over the interval tan 8, Q x < tan 13,) so there is a constant M 
such that 
hence 
jj+;;lFo h(8)-c(de 
2 1 
<M 
1 
tan 8, - tan e1 J
.tan e, 
tan 8, 
G Mllan4o 
IF(x)-- I dx 
if we choose for c the mean value of F on the interval [tan 8,) tan S,]. In the 
contrary case 7r/2 - 8, < (1/2)(rr/2 - 8,) the factor (0, - S,)-’ is on the 
order of magnitude of 7r/2 - 0,) so it suffices to consider the case 0, = 7~12. 
However, then we have 
(;-q!l_o, IF(x)-cl (1 +x2)-‘dx 
(ME 
I m IF(x)-cl (e* +x*)-l dx --co 
for E = @/2 - 6,)-l, and this is bounded by IIF;lleMo if c is taken to be the 
mean value of F on the interval 1x1 (E-’ by [9, p. 1421. 
If the interval [0,, e2] lies in any of the other quadrants the same 
reasoning applies. If the interval overlaps two quadrants we can always 
enlarge it slightly to make it symmetric about the crossing points, and then 
similar reasoning applies. 
Conversely, assume F o h E BMO(S’). We need to bound uniformly 
Eliminating the essentially trivial intervals over which (cos 8)-* does not 
vary greatly we can reduce consideration to the case a = 0 and b large. A 
change of variable and trivial estimates how that we need a uniform bound 
of 
E I IF(t) - cl t-* dt, E<lfl<l 
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for an appropriate c. But in fact this is true for c equal to the mean value of 
F on the interval /131< E, and the proof is a simple variant of the proof 
[ 9, p. 1421. Q.E.D. 
Remarks. (1) Note that estimate (3.11) does not involve the L’ norm 
of w. This suggests that it is possible to develop a theory of singular integrals 
without assuming v E L’, but only HW E L’, in the case n + 1 = 2 and 
E = 0. 
(2) Theorem 3.7 does not generalize to higher dimensions, essentially 
because the projection from the sphere to the hypersurface is not quasi- 
conformal (see Reimann [ 151). 
(3) Corollary 3.6 does not extend to higher dimensions, either. In fact 
when n + 1 > 3, the condition 4 EL’ is not sufficient to guarantee that 
A E L’ even for w E g. To understand why this is the case, let 4 run 
through m approximate identity. If there were any estimate ]]A ]]i <M ]] #I], 
for M depending on v only, then we would have A E L ’ for 4 equal to the 
Dirac delta function. But from Theorem 3.4 we would have 
A(x)= iy j IA + ll:,+EZ 
IMe, ~((1 + A> x> dA - 6<lAl<6-’ 
(this is most easily seen by interchanging the roles of 4 and v/ in (3.4)). Now 
this function could be integrable only through cancellation, but in dimension 
n 2 2 we can arrange for cancillation not to occur. Let us look at the case 
E, = 1, s2 = 0. We must have I w = 0, but we can satisfy this by taking v/ 
positive in the first quadrant {x, > 0, x2 > 0) and negative in the second 
quadrant (x, < 0, x2 > 0}, and vanishing in the third and fourth quadrants 
{xi < 0, x2 < 0) and {xi > 0, x2 < 0). Then as x -+ 0 in the first quadrant he 
integration over il > 1 produces a term 0(1x1 -“), the integration over -1 < 
1< 1 produces a term 0(1x\ ’ -“), and there is no contribution for A Q - 1. 
Thus A(x) is not integrable. 
(4) The second composition formula will not give optimal global 
estimates. The reason for this is that the contribution to A(x) from the A 
integration near A = -1 in the first composition formula is well-behaved 
globally only because the factor I I + 1 In vanishes to order n near A = -1. By 
expanding ]A + 11” we lose this vanishing near A. = -1, and so the individual 
terms in the second composition formula will not decay at infinity as fast as 
their sum. 
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4. SINGULAR INTEGRALS WITH MIXED HOMOGENEITY 
Let us consider now a non-isotropic dilation group acting on R”+ ‘, 
for s E R, where b, ,..., b, are fixed positive real numbers. By abuse of 
notation we will also write 5(s) x = (1s If1 x1 ,..., 1 s jinx,) for the induced action 
on R”. The choice of the first power in sx,, is merely a normalization 
convention. If K(x,, x) is homogeneous of degree -1 - ) bJ (here ) bl = 
b, + .-. + b,) with respect to r, with parity E, K(t(s)(x,, x)) = 
lSpb K(x,, x), then K(x,, x) is uniquely expressible as K($, E) = 
IXOyb fqr(x;‘)x) f or some function # defined on R”. The singular 
integrals with mixed homogeneity (Fabes and Rividre 181) are the principal 
value convolutions with such kernels, 
Sing@4 E)f(xor x> 
= lim . . 
S-O 1.1 f(x, - y,, x - y) Ker($, E)(YO y Y) ~Yo dY3 IYOl>b 
where we assume j 0 = 0 if E = 0 and some additional conditions on 4 andJ 
For such operators there is a first composition formula analogous to 
Theorem 2.4, only we do not have quite as elegant an expression for the 
kernel A. 
THEOREM 4.1. Let #,wEa(R”) and let I$=0 f&,=0, Iv=0 if 
e2 = 0. Then Sing@, E,) Sing(W, EJ = Sing@, E, + e2) ifs, = 0 or s2 = 0, and 
Sing@, E,) Sing(W E*) = -2x2 u #)(J w) Z + Sing@, E, + sZ) if E, = c2 = 1, 
where A is given by 
+ Q)(x -Y)) - +)I V(Y) dJ & + h,(r) YW)J w 
+jj,A,>,lA ;A1llLfi.,#(r(n + 1)x-r@)x 
E2 
+ T(A)@ -Y))[w(Y) - V(Y)] dA dy + h,(r) w(x)J’ 4, (4.1) 
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where h*(r) = 0 if e2 = 0, h2(r) = sk ((A + l)lb’ - / 1 -i/L:: ,) 2-l dA f 
eZ= 1, h,(r)=0 ife,=Oand 
if E, = 1. 
Furthermore A does not depend on r > 0, A is integrable, f A = 0 and 
IA(x)1 < c(1 + lI~Jl)-‘~‘-l, where llxjl = CJ’=, /xjI1’bj. Equivalently we may 
write 
+ ~(A)(x -Y)> W(Y) dA dy, (4.la) 
the limit existing both pointwise and in L. ’ norm. 
Proof: The proof follows that of Theorem 2.4 with only minor 
modifications. In this case we do not have r(A + 1) x - r(A) x equal to x; 
nevertheless the basic arguments are still valid. For example, if Q and w are 
supported in ((x(( <R then the non-vanishing of d(r(A + 1) x - r(A) y) I,@) 
implies 
IA + 11 llxll= II4 + l)xll 
where c is the constant in the pseudo-triangle inequality that the pseudo- 
metric llxll satisfies. Thus for /[XII > 3cR we obtain the conditions -2 <A < 
- 4 and I 1 + AI < 3cR/llxll. The other modifications are in the same spirit 
and we omit them. Q.E.D. 
Next we consider the linear operator I+V + A for fixed 4. We would expect 
this to be some sort of non-isotropic pseudo-differential operator if 4 is C”. 
In fact we will need to assume that all bj < 1 (in other words, the x0- 
direction corresponds to the highest power dilation) in order to get the 
optimal estimates on the symbol. For the function 4 we will replace the 
overly restrictive condition 4 E 9 by 4 E Cm and 
/ ($-r qb(x) / ,< c,(l + ((x(()-~~~-‘-~‘~ for all a, (4.2) 
this being equivalent o the assumption that Ker(#, cl) is C” away from the 
origin. We note that (4.2) implies by an interpolation argument 
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Now a non-isotropic pseudo-differential operator (with b-homogeneity) is 
an operator of the form Op(a) I,V + RW given by (3.6) where the symbol u 
satisfies 
1 (g-)” (-g)” 4x, r) 1 < c(a,A WC1 + Ilrll)“-“~” (4.4) 
for x E K for every compact set K, and the remainder R yl is an integral 
operator with C” kernel. When not all bj Q 1 we will only be able to obtain 
the estimates 
/ (f-r (-$)” 4x,<) 1 < c(a,P,K)(l + Il~ll)b~a-~a+b’~5, (4.5) 
where bj = min(1, bj). If all bj < 2 this is still a good symbol class, because 
(a/a~)~ (a/ac)a u can be made to decrease at infinity as rapidly as desired 
by taking a large enough, and most of the properties of pseudo-differential 
operators generalize to this class. If we only assume all bj < 2 then we still 
have an acceptable symbol class (roughly on a par with Hormander’s class 
so 1,2,1,2). However, if some bj > 2 then estimates (4.5) appear worthless. 
Perhaps a more complicated symbol class, such as those discussed in 
[ 1, 13, 141, would be appropriate here. 
THEOREM 4.2. Let $ satisfy (4.2) and s 4 = 0 if E, = 0, and let A be 
given by (4.1). Then there exists a symbol u satisfying (4.4) with m = 0 ifall 
bj < 1, and (4.5) otherwise, such that A = Op(u) v/ + Rv for all w E CS with 
J’//=OifE2=0. 
Proof: The first two summands in (4.1) are easily seen to be of the form 
RI,v. For simplicity take r = 2. We replace the third summand by the limit as 
N + co with the integration restricted to 2 < 1111 < N. We may then detach 
the v(x) term and combine it with the last summand to obtain 
lim - - 
I! 
IA + 1 IlfL, 
N-a, Z<IAI<N l4&* 
$(r(A + 1) x - r(A) x + t(A)(x - y)) 
Next we substitute the Fourier inversion formula for d in the integral. The 
resulting triple integral is absolutely convergent, so we may make the change 
of variable r- r(A-i) c and then substitute A-’ = t to obtain 
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limN+oo J I! 
(t + 1)‘“’ eiCT(t+ I)x.S-x.S) 
_ N-‘~irl41/2 
X &z(t) <) dt ei(x-y)‘L V(Y) dr dt + h,(N) w(x) J 4. 
If E, = 0 then j” 4 = 0 so the last term vanishes, while if E, = 1 then h,(N) --) 0 
as N -+ CC. In either case we can ignore the last term. Now let us set 
uN(x, 8 = j 
(t + 1)‘b’ 
IN, 
e”“‘+ 1)X+X,6)&(t) #) dt 
N-‘<itI <l/Z 
and 0(x, 0 = B(r) lim,,, a,(~, 0, where e(C) is a cut-off function. We will 
show that 0(x, <) satisfies estimates (4.4) or (45). The proof will also 
establish the uniform boundedness of u,Jx, {), and this allows us to 
interchange the limit and the t-integral (the y-integration produces a factor of 
9(r) which is rapidly decreasing), and it also shows that the contribution 
from limN + rn( 1 - e(t)> oN(x, c) can be absorbed into the remainder Rty. 
Let us consider first the case E, = 0. The hypothesis j 4 = 0 means 
J(O) = 0 so 
I &r(t) 01 S I &r(t) 47 - @I < ,f l eir(t)l’x - 11 I((x)1 dx, 
while from (4.3) we have 
I&(4 01 < c,(t IIW” for I4 < Il~ll-’ 
and any s > 0. Thus 
/ uN(x, <)I < 1’ (@ I eir(‘)L.x - 11 1 $(x)1 dxt - ’ dr 
J 
.co 
fC 
lllll- t-S-’ 
Iltll-“ds I 
so it sufices to show 
J 
.lM -’ 
0 I 
eir(f)t’x - 1 I t-’ dt ,< c log(2 + 1~1)~ 
since J 1 #(x)1 log(2 + 1x1) dx is bounded by (4.2). Now by a change of 
variable we may assume ll<ll = 1. For small x the estimate leir(‘)l’x - 1) ,< 
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1 t(t) < (1 xl < C t*j 1 rjxjl shows li 1 eir(r)l’x - 11 t-’ dt is bounded. For large x 
we split the integral at t = I xl -‘, where a = max b,: ‘. Then 
.IXI --o 
I 0 I 
eirWt.x _ 11 t-‘dt<C I~jxjlJ~X’m’tbj-’ dt 
=C I<,1 IxI1-‘*j, 
which is bounded, while 
! 
.I 
le iT(f(l.X-lll-ldt~2 t-‘dt=2alogIxl. 
1x1 --(I 
Thus we have established the uniform boundedness of a,(~, <) in the case 
&I =o. 
Next we establish estimates (4.4) or (4.5) for non-zero order derivatives. 
We observe that each derivative 8/axj produces a factor i(( 1 + t)*j - 1) rj 
and a/arj either produces a factor i(( 1 + t)*j - 1) xi or replaces &z(t) l) by 
tbj(a&a<j)(r(t) <). In the range of t-integration we may dominate (1 + t)*.i - 1 
by a multiple of t. Thus (a/ax)= @/a#-? a(x, <) is dominated by a sum of 
terms of the form 
ce(oj1’2 ItI 
-l/2 
‘“‘+‘4-Y’+y’b-’ Iltlln’* (($)‘J) (r(t)<)&, 
where y < /3 and the constant depends polynomially on x. By using (4.3) with 
s=y.b-l/2 for Itl<llCll-’ and s large for It I > II rll -I to estimate 
I(a/aOY &r(t) t)l< cs(ll t l KS we obtain 
If all bj< 1 the worst term is b-y+lP--yl, and b.a-/al<0 so we 
obtain (4.4). If not all bj < 1 then b . y + I/? - yl is minimized by b’ . j3 and 
so we obtain (4.5). 
In the case e1 = 1 the same argument works for the derivatives, but the 
uniform boundedness of a,,,(~, r) is more delicate. In this case write 
a,(~, tj) =j:r [(t + l)‘*’ ei(r(t+‘)x.5-x’6)~(5(t) <) 
-(1-t) Ibl ei(~(I-f)x~t-x~D &-t(t) t)] t - ’ dt. 
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Note that for t > (I511 -I we do not need to use the cancellation of terms, but 
simply use (4.3) for s > 0 to obtain the boundedness of each term separately. 
Next for t < l]r]l-’ we write the difference of the product of three factors as 
the sum of three terms each involving the difference of one factor. The term 
involving the difference (1 + t)lb’ - (I - t)lb’ is harmless since [(l + t)lb’ - 
(1 - t)lb’] t-’ is bounded as are the other factors. For the term involving the 
difference &z(t) <) - &--r(t) <), we use the same argument as in the previous 
case to obtain the uniform boundedness of 
Thus it remains to prove the boundedness of 
I 
1;;’ (t + l)‘bl &@) q[eW)-l _ &Y(-f)*l] t-1 & 
where y(t) = t(t + 1) x-x. But by the arguments just given we 
I 
11111 -1 
[(t + l)lb’ &r(t) L$) -d(O)] eiY’*“‘?-’ dt, N-, 
so it suffices to bound 
-ll1ll-’ 
J Ie 
iY(f). 5 -eiy(-f).I] l-1 dt 
for II 41 2 2. 
N-1 
(4.6) 
But this is essentially the content of Theorem 3(B) on p. 1261 of Stein and 
can bound 
Wainger [ 191. In fact it is easy to verify the hypothesis that y(t) lies in the 
subspace spanned by the derivatives y”‘(O). Note that to bound (4.6) it 
suffices to bound 
-a 
I[’ 
etI:“f+ I)bj-l)tlj _ eiz(I-cV’j-~)u. I] t-’ dt 
-0 
(4.7) 
for any a in 0 < a < 4, and any v E R” (we have put vj = xjrj). This reduces 
the consideration to a single curve y, and the proof on [ 19, p. 12631 shows 
(4.7) is uniformly bounded. Q.E.D. 
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