The detection and location of additive outliers in integrated variables has attracted much attention recently because such outliers tend to affect unit root inference among other things. Most of these procedures have been developed for non-seasonal processes. However, the presence of seasonality in the form of seasonally varying means and variances affect the properties of outlier detection procedures, and hence appropriate adjustments of existing methods are needed for seasonal data. In this paper we suggest modifications of tests proposed by Shin, Sarkar and Lee (1996) and Perron and Rodriguez (2003) to deal with data sampled at a seasonal frequency and we discuss their size and power properties. We also show that the presence of periodic heteroscedasticity will inflate the size of the tests and hence will tend to identify an excessive number of outliers. A modified Perron-Rodriguez test which allows periodically varying variances is suggested, and it is shown to have excellent properties in terms of both power and size.
Introduction
Franses and Haldrup (1994) , and Shin, Sarkar and Lee (1996) , (for nonseasonal time series), and Haldrup, Montañés and Sansó (2005) , (for seasonal data), show that the presence of additive outliers (henceforth abbreviated AOs) a¤ects the limiting distribution of Dickey-Fuller type tests which tend to overreject the unit root null hypothesis. The intuition behind these results is that the AOs introduce an MA-type autocorrelation component which distorts the size of the tests. As a consequence, it is necessary to check for the presence of outliers prior to testing for unit roots and subsequently to modify the unit root testing procedure.
With respect to the …r s t step, i.e. the testing for the presence of outliers in I(1) variables, Shin et al. (1996) , Vogelsang (1999) , and Perron and Rodriguez (2003) have proposed tests based on iterative procedures. The focus on the correction for outliers in unit root testing has been considered by among others Franses and Haldrup (1994) , Haldrup et al. (2005) , Shin et al. (1996) and Vogelsang (1999) . One of the suggestions of the last author is to use modi…ed Phillips-Perron tests, see Perron and Ng (1996) . These tests were originally designed to deal with dependent errors but also turn out to successfully deal with dynamics generated from outliers. Franses and Haldrup (1994) proposed to extend the auxiliary DickeyFuller regression by including dummy variables to control for the AOs whilst Shin et al. (1996) suggested to consider the observation a¤ected by AOs as a missing observation and replace this by its expected value under the hypothesis of a unit root. Both these procedures necessarily have to identify the location of outliers.
In this paper we address the outlier detection problem for both stationary and non-stationary integrated processes. Most outlier detection procedures available in the literature assume non seasonal data. However, the presence of seasonality in the form of seasonally varying means and variances easily interfere with outlying observations and hence a¤ects the properties of outlier detection procedures when there is strong seasonality in the data. It is also important to consider how to deal with outlying observations in order not to a¤ect the seasonal periodicity and the autocorrelation structure of the data. Therefore appropriate adjustments of existing methods are needed for seasonal data.
We suggest modi…cations of the tests proposed by Shin et al. (1996) and Perron and Rodriguez (2003) to deal with seasonal data and it turns out 1 that especially the observations in the beginning and the end of a sample need to be given a particular treatment. The modi…ed version of the PerronRodriguez test appears to perform the best in terms of both power and size. One particular form of seasonality concerns the possibility of periodically varying variances, see also Burridge and Wallis (1990) , Burridge and Taylor (2001) , and Franses (1996) . Periodic heteroscedasticity appears to generate in ‡ated size distortion with respect to the identi…cation of additive outliers and hence too many outliers are likely to be identi…ed. Fortunately a simple (further) modi…cation of the Perron-Rodriguez test statistic can be easily constructed to alleviate these problems.
In section 2 we review the tests proposed by Perron and Rodriguez (2003) and Shin et al. (1996) , and we extend their tests in di¤erent ways to allow data observed at a seasonal frequency. Also we suggest the modi…cation of the Perron-Rodriguez test that allows for periodically varying variances. In section 3 the new tests are compared in a Monte Carlo experiment. Section 4 presents an empirical application before we conclude.
Tes t i ng for additive outliers in integrated time series
Consider the univariate seasonal process generated by y t = y t s + u t ; t = s + 1; s + 2; ::::; T
where u t is a general I(0) process and s indicates the number of observations per year. For example, u t can be a linear process of the form u t = '(L)e t where e t is a white noise sequence and '(L) is a polynomial in the lagoperator L satisfying
AOs can be introduced in di¤erent ways. For instance, the observed variable may read
where t collects the deterministic terms (e.g. a constant, trend, and seasonal dummy variables) and t is the additive outlier. t is a Bernouilli variable independent of u t , such that P ( t = 1) = P ( t = 1) = p=2, P ( t = 0) = 1 p, 0 p < 1 and is the (…xed) magnitude of outliers. The size of outliers may also be considered to be stochastic. Alternatively, the location of additive outliers may be assumed …x e d , e.g. like j j t where j is the magnitude of outlier j with …x e d location j t = 1 for t = T j and j t = 0 otherwise. Accordingly, z t is an integrated process subject to AOs. We will consider simple procedures to detect outliers in integrated processes and suggest their modi…cation to accomodate seasonal data. For the sake of simplicity of the exposition we initially assume that t = 0. The test due to Shin, Sarkar and Lee (1996) (SSL hereafter) addresses the null hypothesis = 0 in equation (2), and is given by,
for T ao 2 f2; :::; T 1g, and b 2 = (T 3)
i : is the di¤erence operator, i.e. z t = z t z t 1 and t 0 is the time point at which max fjd t j : jd t j > max fj z t j ; j z t+1 jgg achieves its maximum where
The seasonal case
The test can be easily extended to seasonal data, in which case special attention must be taken regarding the outliers located at the beginning and at the end of the sample. 
where
With respect to the deterministic terms, these can be dealt with by prior regression of s z t on the deterministic terms (including seasonal dummy variables) and proceeding the analysis by using residuals. A robust estimate of the variance can be computed as
where k is the number of deterministic regressors. Other robust estimators of the variance can be used, such as the median absolute deviation (MAD) and the trimmed standard deviation.
Once an outlier is detected, Shin et al. (1996) suggest to treat this as a missing observation and replace it with its forecast under the null hypothesis of a random walk. That is, assume that an AO is identi…ed at time T ao , then the contaminated observation z Tao has to be replaced by: b z Tao = E (z Tao j z Tao 1 ; z Tao 2 ; :::) = z Tao s . Next, the new series with the corrected observation must be checked for the presence of new outliers and the corresponding observations replaced by its forecast. The iterative procedure stops when no additional outlier is detected.
The Perron-Rodriguez (2003) test 2.2.1 The non-seasonal case
The Perron and Rodriguez (2003) test (PR in the sequel) uses the di¤erenced data and is based on the (non-seasonal) auxiliary regression:
where D (T ao ) t j = 1 when t = T ao + j and 0 otherwise, so that, under the null hypothesis of = 0 the OLS estimator of (5) is given by
Perron and Rodriguez propose to estimate the variance of b as: var
1=2
, the test statistic now reads
Note that for T ao = T the t-statistic to be computed should be t
The seasonal case
We now extend the PR test to the seasonal case by considering the auxiliary regression
in which case,
and,
Similarly,
and the test statistic is given by
If a single outlier is located amongst the initial observations, T ao s, then s z Tao+s = u Tao+s . On the contrary, if the outlier lies in s < T 0 ao 2s, then
. Hence, one way to determine whether an outlier lies in T ao s or in T ao +s is to compare t
s (T ao + s) the possible outlier lies in T ao s and in T ao + s otherwise.
Concerning the treatment of deterministic terms, consider the auxiliary regression
where F (t=T ) contains deterministic terms such as a constant, a trend, and seasonal dummy variables. OLS estimation of this equation is equivalent to
where s z t and D (T ao ) t D (T ao ) t s are the residuals from the regression of s z t and D (T ao ) t D (T ao ) t s on F (t=T ) ; respectively. Note that for F (t=T ) being a constant or F (t=T ) = P s q=1 D qt being seasonal dummy variables, we have that if T ao > s, then Hence we can use the auxiliary regression
that is, to use the demeaned variable. Given that under our assumption s z t is stationary, demeaning will not a¤ect the critical values. Hence, it is enough to compute the critical values for the most simple regression.
Once an outlier has been detected, Perron and Rodriguez (2003) suggest to drop the corresponding observation. With seasonal data, this procedure cannot be followed given that it will distort the seasonal autocorrelation structure of the data. For instance, eliminating one observation in one quarter will mean that the corresponding year will have only three quarters. Hence, we suggest to follow the procedure suggested by Shin et al. (1996) and substitute the observation of the outlier by its forecast under the hypothesis of a seasonal random walk with deterministic components.
We have simulated the critical values associated with the test (8) . Without reporting these, it occurs that the fractiles are practically identical to those of Perron and Rodriquez (2003) where it is the total number of observations that matters for the relevant distribution. These …n d i n g s apply regardless of the deterministics that have been conditioned upon in the construction of the test.
Periodic heteroscedasticity
In several empirical studies it has been documented that periodic heteroscedasticity often characterizes economic data, see e.g. Burridge and Taylor (2001) for a review. As we shall see in section 3, both the SSL and the PR tests su¤er from size distortion in this case. However, at least for the PR test it is possible to adjust the test to account for this distortion.
Suppose that the underlying process is a seasonal random walk with periodic heteroscedasticity: y t = y t s + u t ; with u t distributed with zero mean and variance 2 t(mod s) : That is, each season follows a random walk with seasonally varying variances. This process has been considered by Burridge and Wallis (1990) , Burridge and Taylor (2001) and Franses (1996) among others. The PR test statistics can be modi…ed according to the periodic nature of the variances. De…ne the statistic:
T ao > T s : q = t(mod s) is the season with the convention that q = 0 corresponds to
is the OLS estimate of in (5) . That is, the variance and autocovariances are estimated using only the observations corresponding to the same season where the (possible) additive outlier is located. The distribution of t PR PH will be di¤erent from the distribution reported by Perron and Rodriguez because the periodic nature of the test implies a reduction in the e¤ective number of observations and the fact that the sup of tests across seasons is de…ning the statistic. 
Monte Carlo Experiments
In this section we study the …n i t e sample performance of the outlier detection tests presented above, i.e. the Hence the series z t is following a seasonal ARIMA 4 (1,d,1) possibly contaminated with m additive outliers and with …x e d locations T j (i.e. = f5; 3; 2; 2g and T j = f30; 55; 77; 100g: Hence, the …r s t outlier is expected to be more easily detected than the subsequent three outliers. Note also that the last two outliers may be di¢ cult to detect given that these have a magnitude of only two standard errors. The sample size in the experiments is T = 120 corresponding to 30 years of quarterly data. We have also considered T = 200 and a design with di¤erent values of j and the location of outliers. In particular, we have considered experiments where the location of outliers is either in the beginning or in the end of the sample size. To economize the space, these results are not reported here, but are available from the authors upon request. However, later we comment on the conclusions following these extended experiments. 
iidN (0; 1). The simulations are based on 3000 MC replications. T = 120. 5% critical values. n 1 indicates the frequency of detecting the …r s t outlier and n >1 the frequency of detecting more than one outlier. Tables 2 and 3 . In both tables Panel A and B correspond to non-stationary seasonal processes with MA and AR dynamics, respectively, and Panel C corresponds to a stationary seasonal process with AR dynamics.
First, we focus on sizes displayed in Table 2 . It is remarkable, that in all cases where v t exhibits autocorrelation the SLL s test is seriously size distorted which makes the test useless in practice. For positive autocorrelation the test is very conservative whereas for negative autocorrelation it is heavily over sized. Also for the stationary case the SLL s test will be heavily over sized due to over-di¤erencing.
The Perron and Rodriguez based tests appear to have almost the correct size for both stationary and non-stationary processes. One exception is the PR PH test in the non-stationary case when strong positive autocorrelation is present in v t : In this case the test is slightly conservative.
Next, turn to the powers reported in Table 3 . Given the poor size of the SLL s test, we do not comment on powers or size-adjusted powers for this case. In detecting the …r s t outlier, all the three Perron and Rodriguez tests perform very similarly and show good power in the case of non-stationary seasonality, see Panels A and B. The tests loose some power, however, in the case with negative autocorrelation. But overall power seems satisfactory. Turning to the second outlier, results are equally similar but obviously detection of the second outlier is less powerful mainly because the magnitude of this outlier is somewhat smaller, i.e. 3 standard deviations instead of 5. Also in this case negative autocorrelation decreases power. Essentially the outlier is hidden by the negative autocorrelation pattern and clearly this is most apparent as the magnitude of the outlier becomes smaller. This general pattern extends to outlier detection of outliers 3 and 4 with the modi…cation, however, that the PR s test has better power than the equivalent tests correcting for periodic heteroscedasticity.
In the stationary case, Panel C, the rejection probabilites for the three PR tests are again similar. The performance in detecting the …r s t outlier is generally …n e but deteriorating w.r.t. the subsequent outliers following the same line of arguments as given above. However, when becomes small
In the Monte Carlo set up, the size and power can be analyzed under the overdi¤erencing implied by the construction of the tests again induces negative autocorrelation which will hide the outliers in a similar fashion as discussed in relation to panels A and B.
In the previous simulations the data generating mechanism assumed outliers to be located centrally amongst the observations. Simulation results not reported here but available upon request seem to indicate that in general outliers at the very end of the sample yield test powers similar to those reported here. However, for outliers in the beginning of the sample some loss of power is detected. Table 4 presents results for a data generating process with periodic heteroscedasticity, which has also been considered by Burridge and Taylor (2001) . The data generating mechanism corresponds to (10) with d = 1 and = = j = 0; j = 1; 2; 3; 4; but with " t N 0; 2 t(mod s) with the convention that 0 = 4: Hence z t follows a seasonal random walk with variances that vary with the season. As it is clear from Table 4 the PR s test is seriously distorted in this case (as is the SSL s test). However, it can be seen that both the tests correcting for heteroscedasticity perform nicely in terms size and hence is generally recommendable when periodic heteroscedasticity is suspected. Notes: DGP: y t = y t 4 +u t , u t N(0; 2 q ) with q = t(mod s) and the convention 2 0 = 2 4 . The simulations are based on 3000 MC replications. T = 120. 5% critical values are used. n i stands for the frequency of detecting the i th outlier.
Empirical applications
In order to illustrate the performance of the procedures for outlier detection, we have applied the tests to the analysis of US money demand. To that end, we have selected the most liquid de…nition of money demand, considering both the currency component of the US money stock, measured by M1, as well as the currency in circulation in the US economy. We will refer to these as CCM1 and CC, respectively. The variables have been made real by using the US consumer price index as de ‡ator. The monthly data covers the period 1947:1-2004:2 and the data are from the Board of Governors of the Federal Reserve System (see http://www.forecasts.org/data ). Figures 1-3 display the variables and their …r s t regular and …r s t seasonal di¤erences, respectively. These …g u r e s show that the variables exhibit similar behavior. Also, the series do not seem stationary, they exhibit a clear seasonal component and …n a l l y, they take values abnormally high in some periods. More precisely, we can relate this behaviour to the end of 1999 and the …r s t half of 2001 episodes. Thus, it will be interestsing to see whether we can identify these as being outliers using the various tests. 
Conclusions
The presence of outlying observations in seasonal time can seriously a¤ect inference and hence robust detection of outliers and their location is of utmost importance. Seasonal time series appear to be especially problematic when detecting outliers because both the means and variances are likely to be seasonally varying. In this paper we show how existing procedures for outlier detection for non-seasonal data can be modi…ed when analyzing seasonally unadjusted data. In particular, we shown how tests originally suggested by Perron and Rodriguez (2003) can be modi…ed to the seasonal case and we demonstrate that size and power generally will be excellent in most cases. Periodic heteroscedasticity is generally a problem concerning the size of the tests, but we show how appropriately calculated estimates of the periodic variances and a correction of the test statistic will alleviate these problems. In practice, pretesting for periodic heteroscedasticity is recommended as an integral part of the outlier detection procedure.
