Protein structure prediction without using templates (i.e., ab initio folding) is one of the most challenging problems in structural biology. In particular, conformation sampling poses as a major bottleneck of ab initio folding. This article presents CRFSampler, an extensible protein conformation sampler, built on a probabilistic graphical model Conditional Random Fields (CRFs). Using a discriminative learning method, CRFSampler can automatically learn more than ten thousand parameters quantifying the relationship among primary sequence, secondary structure, and (pseudo) backbone angles. Using only compactness and self-avoiding constraints, CRFSampler can efficiently generate protein-like conformations from primary sequence and predicted secondary structure. CRFSampler is also very flexible in that a variety of model topologies and feature sets can be defined to model the sequence-structure relationship without worrying about parameter estimation. Our experimental results demonstrate that using a simple set of features, CRFSampler can generate decoys with much higher quality than the most recent HMM model.
Introduction
Various genome sequencing projects have led to the identification of millions of proteins. To fully understand the biological functions and functional mechanisms of these proteins, the knowledge of their three-dimensional structures is essential. Many protocols and programs have been developed to predict the structure of a protein from its primary sequence. Roughly, these protocols can be categorized into two groups: template-based modeling and templatefree modeling (i.e., ab initio folding). Template-based modeling methods can give a reasonable prediction for approximately 60-70% of new proteins. 1 Ab initio folding has made exciting progress in the past decade, as exemplified by the fragment assem bly method implemented in Rosetta. 2 However, ab initio folding still faces many formidable challenges in both conformation sampling and energy function design. The subject of this article lies in protein conformation sampling, that is, the exploration of the conformational space compatible with a given protein sequence. In particular, we first develop a Conditional Random Fields (CRF) model, called CRFSampler, to learn the complicated relationship between protein sequence and structure and then sample the conformations of a protein using this CRF model.
CRFSampler models the sequence-structure relationship using more than ten thousand parameters and estimates them using a sophisticated discriminative learning method.
The fragment assembly method for protein conformation sampling has achieved great success in recent CASP events. 1, 3, 4 For example, two top methods in CASP7, Rosetta 2 and Zhangserver 5 , both use fragment assembly. Many other groups [6] [7] [8] [9] [10] [11] [12] [13] have also developed fragmentassembly-based structure prediction methods and demonstrated success. Fragment based protein structure prediction is done in two steps: (1) cut a protein sequence into many small sequence segments and then identify dozens of candidate fragments (i.e., building blocks) for each sequence segment; and (2) construct the protein structure with those building blocks using some search or simulation algorithms. Although the fragment assembly method demonstrates promising results, several important issues remain with this method. First, because of the limited number of experimental protein structures in PDB, it is still very difficult to have a library of even moderate-sized fragments that can cover all the possible local conformations of a sequence stretch. Second, the conformational space defined by a fragment library is discrete, which is inconsistent with the continuous characteristics of protein backbone torsion angles. This discrete nature may restrict the search space and cause loss of prediction accuracy. To make the conformational space continuous, Bystroff et al. have developed HMMSTR, 14 a Hidden Markov Model (HMM) model trained from a fragment library, to generate local conformations for a sequence stretch.
Two recent articles, 15, 16 have studied if the backbone structure of a protein can be rebuilt supposing that its (ϕ, Ψ) angles are restricted to their native Ramachandran basins. A native Ramachandran basin is the region that a pair of native backbone torsion angles (ϕ, ψ) lies in. Sosnick and coworkers 16 partitioned the torsion angle space into six regions (see Fig. 1 in Ref. 16 ) while Gong et al. 15 divided the (ϕ, ψ) angle space into 36 regions (see Fig. 1 in Ref. 15 ). Both articles have demonstrated that if the angles are restrained to their native basins, then the backbone structure of many small-sized proteins can be rebuilt with a good accuracy. Although these studies are not pure ab initio folding, they indicate that if we can correctly guess the native basins of all the (ϕ, ψ) angles, then we should be able to predict well the backbone structure of a protein.
Very recently, Hamelryck et al. have developed an HMM model 17 to sample protein conformations from a continuous space. The method uses a Hidden Markov Model to predict the native basins of a protein sequence by learning the local sequence-structure relationship. The strength of this method lies in two aspects: (1) this method models the backbone angles using a directional statistics distribution [18] [19] [20] so that they can be sampled from a continuous space; and (2) the HMM model can capture the dependency between two adjacent backbone angles. Experimental results demonstrate that by modeling dependency between two adjacent positions, the HMM model can generate more native-like conformations than this correlation is not modeled. Several fragment assembly methods 14, 21 also exploit the dependency between two adjacent fragments and illustrate that this kind of dependency is very helpful for conformation sampling.
Experimental results indicate that the HMM sampling method 17 is promising, but the HMM model is based on several assumptions that can be relaxed. The first assumption is that the residue at one position is independent of its secondary structure type, which contradicts with the fact that an amino acid has some preference to a certain secondary structure type. Second, the HMM sampling method also assumes that the hidden state (i.e., the distribution of backbone angles) at position i only directly depends on the residue and secondary structure at position i. This contradicts with the finding in Ref. 22 that the angles at position i depends on at least the three residues at positions i−1, i and i+1. These two assumptions are necessary in Ref. 17 because the HMM parameters are estimated by maximizing P(A, X, S), the joint probability of primary sequence A, secondary structure X and hidden states S (i.e., angles). To estimate P(A, X, S), * these assumptions have to be made to deal with the sparsity in the training data and avoid overfitting. Given the sparsity in the training data, it is also very hard to incorporate more complexity into the HMM model without raising the risk of overfitting, which restricts the expressive power of the HMM model. In fact, this is a common problem of all the generative learning methods (e.g., HMM) that optimize the joint probability of states and observations. 23 † Instead, discriminative learning methods such as CRFs can be more expressive and at the same time keeping the risk of overfitting under control. Discriminative learning is different from generative learning in that the former one optimizes the conditional probability of states on the observations while the latter one the joint probability of states and observations. This article presents CRFSampler, an extensible and fully automatic framework, for effective protein conformation sampling, based on a probabilistic graphical model Conditional Random Fields. 24, 25 Similar to the HMM model, 17 CRFSampler samples backbone angles from a continuous space using sequence and secondary structure information. CRFSampler also models the dependency between the angles at two adjacent positions. CRFSampler differs from the HMM model in the following aspects. First, CRFSampler is more expressive than the HMM model. The backbone angles at position i can depend on residues and secondary structures at many positions instead of only one. In CRFSampler, a sophisticated model topology and feature set can be defined to describe the dependency between sequence and structure without worrying about learning of model parameters. Different from the HMM model, in which the model complexity (hence risk of overfitting) roughly equals to the number of parameters in the model, the effective complexity of CRFSampler is regularized by a Gaussian prior of its parameters, allowing the user to achieve a balance between model complexity and expressivity. Second, CRFSampler does not assume that primary sequence is independent of secondary structure in determining backbone angles. Instead, CRFSamler can automatically learn the relative importance of primary sequence and secondary structure. Final, CRFSampler can easily incorporate sequence profile (i.e., position-specific frequency matrix) and predicted secondary structure likelihood scores into the model to further improve sampling performance. Our experimental results demonstrate that, using only compactness and self-avoiding constraints, CRFSampler can quickly generate more native-like conformations than the HMM model and best decoys closer to their natives.
Methods

Backbone conformation representation and modeling
A protein backbone conformation can be described by three angles ϕ, ψ, ω, and a set of bond lengths ‡ . Since the bond lengths and ω can be approximated as constants, we can represent a protein backbone as a set of (ϕ, ψ) angles. Except the two terminal residues of a protein chain, each residue has a pair of ϕ and ψ angles. Once we have such a set of (ϕ, ψ) angles, we can calculate coordinates for all the nonhydrogen atoms of a protein backbone. However, for some proteins, even if we have all of their native ϕ and ψ angles, we cannot accurately rebuild their backbone conformations because of slight variation of other angles.
Instead of the (ϕ, ψ) representation, this article employs another representation of a protein backbone. A protein backbone can be represented as a set of pseudoangles (θ, τ) 26 since the virtual bond length between two adjacent C α atoms can be approximated as a constant (i.e., 3.8 Å). § In this representation, only the C α atoms are take into consideration and other atoms * In Ref. 17 
P(A, X, S) is estimated using Σ H P(A|H)P(S|H)P(X|H)P(H)
where H is a possible hidden node sequence. † In this article, both primary sequence and secondary structure are observations. ‡ ϕ is the dihedral angle around N−C α bond and ψ is the dihedral angle around C α −C bond. § One rare exception is when the second residue is cis proline, the virtual bond length is approximately 3.2 Å.
are ignored. For any position i in a backbone, θ is defined as the pseudobond angle formed by the C α atoms at positions i−1, i and i+1; τ is a pseudo dihedral angle formed by the C α atoms at positions i−2, i−1 i and i+1. Given the coordinates of the C α atoms at positions i−2, i−1, and i, the coordinates of the C α atom at position i+1 can be calculated from (θ, τ) at position i. Therefore, given the positions of the first three C α and N−2 pairs of (θ, τ), we can build the C α trace of a protein. The relative positions of the first three C α atoms are determined by the θ angle of the second residue. Using (θ, τ) representation, only the coordinates of the C α atoms can be recovered. The coordinates of other backbone atoms and C β atom can be built using programs such as MaxSprout, 27 BBQ, 28 and SABBAC, 29 which can build backbone positions with RMSD less than 0.5 Å.
The preferred conformations of an amino acid in the protein backbone can be described as a probabilistic distribution of the θ and τ angles. Each (θ, τ) corresponds to a unit vector in the three-dimensional space (i.e., a point on a unit sphere surface). We can use the 5-parameter Fisher-Bingham (FB5) distribution 17, 18 to model the probability distributions over unit vectors. FB5 is the analogue on the unit sphere of the bivariate normal distribution with an unconstrained covariance matrix. The probability density function of the FB5 distribution is given by (1) where u is a unit vector variable and c(κ,β) is a normalizing constant. 18 The parameters κ (>0) and β (0 < 2β ≤ κ) determine the concentration of the distribution and the ellipticity of the contours of equal probability, respectively. The higher the κ and β parameters, the more concentrated and elliptical the distribution is, respectively. The three vectors γ 1 , γ 2 , and γ 3 are the mean direction, the major and minor axes, respectively. The latter two vectors determine the orientation of the equal probability contours on the sphere, while the first vector determines the common center of the contours.
CRF model
CRF model for sequence-structure relationship-Conditional random fields (CRFs) are probabilistic graphical models that have been extensively used in modeling sequence data. Please refer to Refs. 24 and 25 for a complete description of CRFs. Here, we describe how to predict the backbone angles of a protein from its primary sequence and secondary structure using CRFs. In this context, the primary sequence and secondary structure of a protein are called observations and its backbone angles are hidden states or labels.
Let o = {o 1 , o 2 ,…,o N } denote an observation sequence of length N where o i is an observed object. Each observed object can be a residue or a secondary structure type or their combination. Let S = {h 1 ,h 2 ,…,h c } be a finite set of labels (also called states), each representing a distribution of backbone angles. Let s = {s 1 ,s 2 ,…,s N } (s i ∈ S) be a sequence of labels corresponding to the observation o. As opposed to the HMM model 17 defining a joint probability of the label sequence s and the observation o, our CRF model defines the conditional probability of s given o as follows. (2) where θ = (λ 1 ,λ 2 ,…λ p ) is the model parameter and is a normalization factor summing over all the possible label sequences for a given observation sequence. F(s,o,i) is the sum of the CRF features at sequence position i: (3) where e κ (s i−1 ,s i ) and ν l (o,s i ) are called edge and label feature functions, respectively.
The edge and label functions are defined as (4) and (5) where s i = h indicates that the label (or state) at position i is h. And x l (o, i) is a logical context predicate indicating whether or not the context of the observation sequence o at position i holds a particular property or fact of empirical data.
[f] is equal to 1 if the logical expression f is true, and zero otherwise. Note that we can also define the edge feature function e k (
, to capture relationship between two adjacent labels and observations. By expanding Eq. (2) using Eq. (3), (4), and (5) and merging the same items, the conditional probability can also be reformulated as follows. (6) Where C k (s,o) represents the occurring times of the kth feature in a pair of label sequence s and observation sequence o and the model parameter λ k is the weight of this feature. Here, the parameter λ k does not correspond to the log probability of an event (as in the HMM model 17 ) Instead, it is a real-valued weight that either raises or lowers the "probability mass" of s relative to other possible label sequences. The parameter λ k can be negative, positive, or zero.
The CRF model is more expressive than the HMM model in Ref. 17 . First, we do not have to interpret the parameter λ k as the log probability of an event. Second, CRFs do not have to assume that the observation object at one position is independent of other objects. That is, for any ν l (o,s i ), the label at position i can depend on many observed objects in the observation sequence or even the whole observation sequence. In addition, s i can also depend on any nonlinear combination of several observed objects. Therefore, the CRF model can accommodate complex feature sets that may be difficult to incorporate within a generative HMM model. The underlying reason is that CRFs only optimize the conditional probability P θ (s|o) instead of joint probability P θ (s,o), avoiding calculating the generative probability of the observation sequence.
Model parameter estimation-Given a set of observation sequences and their corresponding label sequences (o i , s i ), CRFs train its parameter θ = {λ 1 ,λ 2 ,…,λ p } by maximizing the conditional log-likelihood L of the data: (7) This kind of training is also called discriminative training or conditional training. Different from the generative training in the HMM model, 1 discriminative training directly optimizes the predictive ability of the model while ignoring the generative probability of the observation. The last item in Eq. (7) is a regularization item to deal with the sparsity in the training data. When the complexity of the model is high (i.e., the model has many features and parameters) and the training data is sparse, overfitting may occur and it is possible that many models can fit the training data. To prevent this, we place a Gaussian prior, exp(Σ k λ k /2σ 2 ), on the model parameter to choose the model with a "small" parameter. This regularization can improve the generalization capability of the model in both theory and practice. 30 The objective function in Eq. (7) is convex and hence theoretically a globally optimal solution can be found using any efficient gradient-based optimization technique. There is no analytical solution to the above equation for a real-world application. Quasi-Newton methods such as L-BFGS 31 can be used to solve the above equation and usually can converge to a good solution within a couple of hundred iterations. The log-likelihood gradient component of λ k is (8) The first two items on the right of the above equation is the difference between the empirical and the model expected values of feature count C k . The expected value Σ s P θ (s|o)C k (s, o) for a given o can be computed using a simple dynamic programming algorithm if the model only has edge feature functions defined in Eq. 4. Figure 1 , we use a CRF model to capture the relationship between a protein sequence and its (pseudo) backbone angles. Let s i denote the label at position i. Each label represents a distribution of backbone angles in a protein position. We use the Sine model 19, 20 to describe the distribution of the (ϕ, ψ) angles and the FB5 mode 18 for the (θ, τ) angles, respectively. Each label depends on a window of residues in the primary sequence, their secondary structure types, and any nonlinear combinations of them. There is also interdependence between two adjacent labels. The CRF model is not necessary a linear-chain graph. It can be easily extended to model the long-range relationship between two positions. For example, if distance restraints are available from NMR or threading programs, then we can add some edges in the CRF model to capture the long-range interactions between two nonadjacent residues. In the CRF model, we do not assume that the residues in primary sequence are independent of each other and that primary sequence is independent of secondary structure. Our CRF model can easily capture this kind of interdependence in its conditional probability P θ (s|o).
Model topology-As illustrated in
Model features-CRFSampler uses two different types of feature functions. At each position i, CRFSampler uses e(s i−1 ,s
as its edge feature function. That is, currently, we only consider the first order dependence between labels. We are also investigating the second order dependence between labels. We use the following label feature functions to model the relationship among primary sequence, secondary structure, and backbone angles. Meanwhile, w is half of the window size.
This feature set describes the interdependence between the label at position i and the residue at position i+j, where − w ≤ j ≤ w. A feature in this set is identified by a triple (a, h, j).
This feature set describes the interdependence between the label at position i and the secondary structure type at position i + j, where −w ≤ j ≤ w. A feature in this set is identified by a triple (x, h, j).
This feature set describes the interdependence among the label at position i, the residue at position i + j, and the secondary structure type at position i + j where −w ≤ j ≤ w. A feature in this set represents a nonlinear combination of secondary structure and primary sequence and is identified by a quadruple (a, x, h, j).
In this article, we use a window size 9 (i.e., w = 4), which is slightly better than a window size 5 when predicted secondary structure information is used as input of CRFSampler (see Table  I in Results section). In total there are more than ten thousand features in CRFSampler quantifying protein sequence-structure relationship.
Extension to continuous-valued observations-We can also extend CRFSampler to make use of sequence profile and predicted secondary structure likelihood scores to improve sampling performance. In this case, for each protein, the observation is not two strings any more but consists of two matrices. One is the position-specific frequency matrix containing 20 × N entries (where N is the number of residues in a protein); each element in this matrix is the occurring frequency of one amino acid at a given position. The other matrix is the PSIPREDpredicted secondary structure likelihood matrix containing 3 × N elements; each element is the predicted likelihood of one secondary structure type at a specific position. To use this kind of continuous-valued observations, we extend label feature functions as follows. In defining ν l,j (o, s i ) (l = 1,2,3), instead of assigning [A i+j = a] to a binary value (i.e., 0 or 1), we assign [A i+j = a] to the frequency of amino acid a appearing at position i+j. Similarly, we assign [X i+j =x] to the PSIPRED-predicted likelihood of secondary type x at position i + j.
Conformation sampling algorithm
Sample one conformation for the whole protein-Given a CRF model and its parameters, we used a forward-backward sampling algorithm to generate protein conformations. The algorithm is an extension of the sampling algorithm described for the HMM model. 17 The major difference is that our sampling algorithm needs to deal with many more sophisticated features and we also need to transform likelihood to probability in sampling. Let ν l (i, h) denote a label feature function associated with position i and label h. For a given position i and a label h, we recursively define and calculate G(i, h) from N-terminal to C-terminal as follows.
where λ l is the trained parameter for the label feature ν l (,) and λ h,h is the trained parameter for the edge feature e(h, h). After G(N − 1, h) (N is the protein size) is calculated, we can sample a conformation from C-terminal to N-terminal. First, we sample the label h for the last position according to probability
Then we sample the label h̄ for position i according to probability (
, supposing that the sampled label at position i + 1 is h. Note that each label corresponds to a distribution of backbone angles. Based on the sampled labels, we can sample the two backbone angles for each position and build a backbone conformation for the protein.
Resample a small segment of the backbone conformation-Given a backbone conformation, we generate the next conformation by resampling a small segment of the protein.
First, we randomly sample the starting position of the segment and its length. The length is uniformly sampled from 1 to 15. We resample the labels of the segment including positions i, i + 1, …, j, conditioned on the current labels at positions i − 1 and j + 1. Suppose that the labels at positions i − 1 and j + 1 are h 1 and h 2 , respectively. We calculate Ḡ(k, h) (i ≤ k ≤ j) from position i to j as follows.
After calculating G(k, h) for all all the k between i and j, we can sample the labels for the segment from j to i. At position j−1, we sample a label h according to probability ( h̄) ), supposing h̄ is the sampled label at position k+1. After resampling the labels of this segment, we can resample the angles of this segment and then rebuild the backbone conformation.
Folding simulation-Since the focus of this artcle is the protein conformation sampling algorithm, we use only compactness and self-avoiding constraints to drive conformation search during the folding simulation process. We start with sampling the whole backbone conformation of a given protein and then optimize its conformation by minimizing the radius of gyration. Given a conformation, we generate its next potential conformation by resampling the local conformation of a small segment. If this potential conformation has no serious steric clashes among atoms, then we compare its radius with that of current conformation. If this potential conformation has a smaller radius, then we accept this conformation, otherwise reject it. This process is terminated if no better conformations can be found within 1000 consecutive resamplings. There is a steric clash if the distance between two C α atoms is less than 4 Å.
Results
Data set
We tested CRFSampler on the following proteins: 1FC2, 1ENH, 2GB1, 2CRO, 1CTF, 4ICB, 1AA2, 1BEO, 1DKT, 1FCA, 1FGP, 1JER, 1NKL, 1PGB, 1SRO, 1TRL, T0052 (PDB code: 2EZM), T0056 (1JWE), T0059 (1D3B), T0061 (1BG8), T0064 (1B0N), and T0074 (1EH2). Meanwhile, the first six have been studied in Refs. 2 and 17 ; and the last 18 in Ref. 32 ; the last six proteins are also CASP3 targets. We obtained a set of non-redundant protein structures using the PISCES server 33 as our training data. Each protein in this set has resolution at least 2.0 Å, R factor no bigger than 0.25 and at least 30 residues. Any two proteins in this set share no more than 30% sequence identity. To avoid overlap between the training data and the test proteins, we removed the following proteins from our training data:(1) the proteins sharing at least 25% sequence identity with our test proteins; (2) the proteins in the same fold class as our test proteins according to the SCOP classification 34 ; and (3) the proteins having a TMscore ≥ 0.5 with our test proteins in case some recently released proteins do not have a SCOP ID. According to Ref. 35 , if the TM-score of two protein structures is smaller than 0.5, then a threading program such as PROSPECTOR_3 36 cannot identify their similarity relationship with high confidence.
Label assignment and distribution parameters
To train CRFSampler, we also need to assign a label to each position in a protein. In this article, we only tested our algorithm on the (θ, τ) representation of a protein backbone conformation. There can be various methods to assign a label to a protein position. For example, we can cluster all the (θ, τ) angles into dozens of groups; each group corresponds to a label. Here, we just simply use the five-residue fragment libraries developed by Kolodny et al. 37 since these libraries have already been carefully designed. The library containing 100 five-residue fragments is used as the set of hidden labels; each label corresponds to a cluster in the fragment library. We calculated the (θ, τ) distribution for each cluster from the training proteins using the KentEstimator program enclosed in Mocapy. 17 Only the angles of the middle residue in a fragment are used to calculate the angle distribution parameters. We also tested other fourresidue and five-residue fragment libraries developed by Kolodny et al. and it turns out that the five-residue fragment library with 100 clusters yields the best performance.
Parameter tuning
We randomly divided the training proteins into five sets of same size and then used them for five-fold cross validation. We trained CRFSampler using several different regularization factors [i.e., σ 2 in Eq. (8)]: 50, 100, 200, 400, and 800 and choose the one with the best F1-value. F1-value is a widely used measurement of the prediction capability of a machine learning model in the machine learning community. F1-value is an even combination of precision (p) and recall (r) and defined as 2pr/(p + r). The higher the F1-value is, the better. When both PSI-BLAST sequence profile and PSIPRED-predicted secondary structure likelihood scores are used and a window size 9 is used to define the model features, the average F1-values for regularization factors 50, 100, 200, 400, and 800 are 20.82%, 20.89%, 20.83%, 20.71%, and 20.56%, respectively. In fact, there is no big difference among these regularization factors in terms of F1-value. However, we prefer to choose a small regularization factor 100 to control the model complexity. The regularization factor is the only parameter that we need to tune manually. All the other model parameters (i.e., weights for features) can be estimated automatically in training.
In addition, we also tested the performance of our algorithm with respect to window size in defining model features. As shown in Table 1 , our experimental results indicate that when 100 labels are used in CRFSampler, a window size 5 can yield a much higher F1-value than a window size 1. Increasing the window size to 9 can improve the F1-value, but the improvement is small when PSIPRED-predicted secondary structure is used in CRFSampler. This may be because the predicted secondary structure also contains partial information of neighbor residues. In our remaining experiments, we used window size 9 to define model features for CRFSampler.
Comparison with the HMM model 17
It is not easy to fairly compare two protein conformation sampling algorithms. Many ab initio folding programs use a sophisticated energy function to drive conformation search and it is hard to evaluate performance of their conformation sampling algorithms alone, without considering their energy functions. The focus of this paper lies in only protein conformation sampling algorithm. To evaluate the sampling algorithm, we drive conformation search by minimizing the radius of gyration instead of a well-designed energy function. In this paper, we compare CRFSampler mainly with the HMM method described in Ref. 17 , which is also a protein conformation sampling algorithm and drives conformation search by minimizing the radius instead of an energy function. The major difference between CRFSampler and the HMM model is that the former generates conformations using a CRF model while the latter uses an HMM model. We tested CRFSampler on six proteins studied in Ref. 17 and compared the quality of the decoys generated by CRFSampler with those by the HMM model. 17 Since for most proteins without known structures, we cannot obtain their true secondary structures, here we compare the HMM model and CRFSampler using only PSIPRED-predicted secondary structure and sequence information as their inputs. As shown in Table II , when only sequence information used, CRFSampler can generate decoys with much higher quality than the HMM model. The only exception is that the HMM model has a comparable performance with CRFSampler on 1ENH when only primary sequence is used. When only primary sequence is used, the number of good decoys (RMSD ≤ 6 Å) generated by CRFSampler is 2 ∼ 4 times that by the HMM model. This difference comes from the fact that in sampling the angles at one position, CRFsampler can directly take into consideration the effects of its neighbor residues. When predicted secondary structure is used, as shown in Table III CRFSampler can achieve overall performance better than using primary sequence and predicted secondary structure types. This indicates the importance of using continuous-valued observations in a conformation sampling algorithm. By contrast, it is not easy for the HMM model to incorporate these kind of continuous-valued observations as input. Figure 2 visualizes the native structures and the best decoys (generated by CRFSampler) of the six test proteins. Table II in Ref. 17 ). This confirms that CRFSampler can capture well the relationship between a sequence stretch and its local conformation.
Comparison with Xia et al. 32 In Ref. 32 , Xia et al. have developed a hierarchical method to generate decoys. This method first exhaustively enumerates all the possible conformations on a lattice model for a given protein sequence and then builds conformations with increasing detail. At each step, this method chooses a good subset of conformations using hydrophobic compactness constraint and empirical energy functions such as RAPDF 40 and Shell 41 and finally generate 10,000 or 40,000 decoys for a protein sequence. We also calculated the secondary structure content of all the decoys using P-SEA 39 and compared CRFSampler with PSIPRED 38 in terms of Q3-value. As shown in Table VI , CRFSampler can generate decoys with reasonable level of secondary structure accuracy. The average Q3-value of all the decoys generated by CRFSampler is 70.3% while the average PSIPRED Q3-value of these test proteins is 74.4%. The Wilcoxon signed-rank test indicates that in terms of Q3-value, CRFSampler is worse than PSIPRED at significance level 0.025.
Comparison with Rosetta
Here, we compare CRFSampler with the well-known fragment-assembly-based program Rosetta. 2 Rosetta uses multiple sequence alignment information to choose 25 fragments for each sequence segment of nine residues and then assembles them into decoys using a timeconsuming simulated annealing procedure. Rosetta drives conformation search using a welldeveloped energy function and generates a few hundred decoys, while CRFSampler generates 20,000 decoys without using any energy function. Although this comparison is interesting, we want to point out it is also unfair to both CRFSampler and Rosetta. On one hand, CRFSampler does not use an energy function to drive conformation search. On the other hand, the result for Rosetta is taken from a article published in 1997, which may not be the performance of the state-of-the-art Rosetta. As indicated in Table VII , by quickly generating a large number of decoys, CRFSampler can obtain decoys with much smaller RMSD than Rosetta. However, it is also not surprising that Rosetta can generate higher percentage of good decoys for five out of six test proteins by using a time-consuming energy minimization procedure.
Computational efficiency
Although we have not optimized the C++ code of CRFSampler, CRFSampler can quickly generate a decoy within seconds for a test protein. and no more than ten minutes for 1FC2. It does not increase the running time of CRFSampler by using more information as input such as PSI-BLAST sequence profile and secondary structure likelihood scores. Instead, using them tend to reduce the running time of CRFSampler, maybe because of the reduction in the entropy of conformation search space. ¶ In fact the significance level is very close to 0.005.
Discussion
This article presented an extensible and fully automatic framework CRFSampler that can be used to effectively sample conformations of a protein from its sequence information and predicted secondary structure. CRFSampler uses thousands of parameters to quantify the relationship among backbone angles, primary sequence and secondary structure without worrying about risk of overfitting. Experimental results demonstrate that CRFSampler is more effective in sampling conformations than the HMM model. 17 CRFSampler is quite flexible. Using CRFSampler, the user only needs to choose a set of appropriate features describing the relationship between protein sequence and structure. CRFSampler can take care of the remaining tasks such as parameter estimation and conformation sampling.
Currently, CRFSampler only takes into consideration the dependency between two adjacent positions. Our future work is to incorporate the interdependency among more residues into CRFSampler so that CRFSampler can explore conformation space of a medium-sized protein (≥ 100 residues) more effectively. For example, given the labels at positions i and i + 1, there are on average only 10 possible labels at position i + 2. Given the labels at positions i and i + 2, there are on average only 16 possible labels at position i + 4. If this kind of constraint information is incorporated into CRFSampler, it can greatly reduce the entropy of conformation search space and is very likely to scale CRFSampler up to proteins with more than 100 residues. Another way to reduce the entropy of the conformation search space is to treat a label as a distribution of a short structural fragment. We can develop a discriminative approach to predicting the occurring probability of one fragment at a given position and the probability of connecting one fragment to its next one. Our experimental results indicate that using predicted secondary structure, the sampling performance of CRFSampler can be improved dramatically, compared to using PSI-BLAST sequence profile only. We can also incorporate other predicted information such as solvent accessibility and contact capacity (i.e., the number of contacts for a residue) into CRFSampler, which may improve sampling performance. In addition, if some distance restraints can be obtained from NMR data or comparative modeling, then it is also possible to extend CRFSampler to incorporate long-range interdependency. CRFSampler can also be extended to make use of other NMR data sources such as chemical shifts 43 and residue dipolar coupling (RDC) data. 44 In this paper, we drive the conformation optimization by minimizing the radius of gyration. Our next step is to couple CRFSampler with a good energy function such as DOPE 45 and DFIRE, 46 to do real protein structure prediction. The decoys generated by CRFSampler can also be used to benchmark energy functions since CRFSampler does not employ any energy function to generate these decoys and thus no energy-bias is introduced into these decoys. An example CRF model for protein conformation sampling. In this example, s i (i.e., the label at position i) depends on the residues and secondary structure types at positions i−2, i−1, i, i +1, and i+2 and any nonlinear combinations of them. There is also interdependence between two adjacent labels. This CRF model can also be extended to incorporate long-range interdependence between two labels. F1-value is an even combination of precision (p) and recall (r) and defined as 2pr/(p + r). a, trained and tested using primary sequence; b, trained and tested using PSI-BLAST sequence profile; c, trained and tested using primary sequence and PSIPRED-predicted secondary structure; d, trained and tested using PSI-BLAST sequence profile and PSIPRED-predicted secondary structure confidence scores. 
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Only sequence information is used in both training and testing. In total, 100,000 decoys are generated by the HMM model. Trained and tested using primary sequence and 40,000 decoys are generated.
c Trained and tested using PSI-BLAST sequence profile. Only 20,000 decoys are generated. Both sequence and secondary structure information are used. In total, 100,000 decoys are generated by the HMM model while only 20,000 decoys by each CRFSampler. Columns 1-3 list name and PDB code, length and number of α-helices and β-strands of the test proteins. Column "Good" lists the percentage of good decoys (with RMSD ≤ 6 Å). Column "Best" lists the RMSD of the best decoy for each test protein. a Trained using true secondary structure and primary sequence while tested using predicted secondary structure (by PSIPRED 38
) and primary sequence and the results are taken from Ref. 17 . b Trained and tested using predicted secondary structure (by PSIPRED) and primary sequence.
c Trained and tested using predicted secondary structure likelihood scores (by PSIPRED) and PSI-BLAST sequence profile. a Percentage correct secondary structure (Q3-value) and secondary structure content of good decoys (RMSD ≤ 6 Å) generated using primary sequence.
b Q3-value and secondary structure content of good decoys generated using PSI-BLAST sequence profile. c Q3-value and secondary structure content of good decoys generated using primary sequence and PSIPRED-predicted predicted secondary structure.
d Q3-value and secondary structure content of good decoys generated using PSI-BLAST sequence profile and PSIPRED-predicted secondary structure likelihood scores. CRFSampler generated 20,000 decoys for each test protein using PSI-BLAST sequence profile and predicted secondary structure likelihood scores.
Xia et al. 32 conducted a complete enumeration on a lattice model for each test protein and then generated 10,000 decoys for each of the first 12 proteins and 40,000 decoys for each of the six CASP3 targets, respectively, using predicted secondary structure and empirical energy functions as filters. 
Only sequence information is used in both training and testing. ROSETTA generates a few hundred decoys using energy function optimization while CRFSampler generates 20,000 decoys by minimizing radius of gyration. a, Trained and tested using primary sequence; b, Trained and tested using PSI-BLAST sequence profile; c, Trained and tested using PSIPRED-predicted secondary structure and primary sequence; d, Trained and tested using PSIPRED-predicted secondary structure confidence scores and PSI-BLAST sequence profile.
