ABSTRACT Hard (open and short) faults and discrete parameter faults (DPFs) are the mostly used fault models in the simulation-before-test (SBT) method. Because the parameter of the analog element is continuous, the DPF cannot elaborately characterize all possible continuous parameter faults (CPF) occurring in the analog circuit. To address such a problem, a genetic algorithm (GA)-based simulation after the test (SAT) fault diagnosis method is proposed in this paper. The fault diagnosis is transformed into an optimization problem. The genes represent the parameter values of potential faulty components. The faulty circuit response is the objective. Our target is to minimize the difference between the actual faulty response and the GA simulated response. The chromosome that minimizes the difference gives the solution. This method does not save all possible faults in advance while it can diagnosis all continuous fault values. The effectiveness of the proposed method is examined by using filter circuit examples.
I. INTRODUCTION
With the increased complexity of the electronics industry, integration level of electronic products has been improved, and the technical requirements for the design and testing of analog circuits are also rapidly increasing. The most widely applied of analog circuit fault diagnosis method is also fault dictionary method, which belongs to pre-test simulation and is mainly used for hard faults and discrete parameter faults. The test point and frequency affect the fault diagnosis accuracy, hence, some literatures [1] - [3] present test frequencies selection methods. Yu et al. [1] present a novel method of generating multi-frequency test stimuli for incipient faults to improve the fault detection accuracy of analog circuits. Applying aliasing measuring algorithm (AMA) to build an aliasing measuring model (AMM) to generate the multi-frequency test stimuli set for incipient faults. By using the concepts of ambiguity set and integer-coded dictionary, Lei and Qin [2] developed a general and accurate method for test point selection. Besides, multi-frequency analysis is also incorporated in the described method. Xie et al. [3] provide a novel method for single and multiple soft fault diagnosis of
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analog circuit, which employs the information contained in the frequency response function measurements and focuses on finding models of the circuit under test.
Besides the test frequency, the methods of classification affects the fault diagnosis accuracy. The usually used artificial intelligence methods are neural network (NN) and support vector machine (SVM). These methods need feature extraction before the diagnosis. A high-dimensional feature reduction method in [4] is proposed and applied to detect multiple faults in an induction motor linked to a kinematic chain, which has involved a hybrid feature reduction that ensures a good processing of the acquired vibration signals. Some literatures [5] - [9] put forward several fault diagnosis methods based on neural network. It is concerned with the open-circuit fault diagnosis of phase-controlled three-phase full-bridge rectifier by using a sparse auto encoder-based deep neural network(SAE-based DNN) in [5] , the depth and hidden neurons of the SAE-based DNN could be regularly determined to extract the features of input signals. The proposed method named dynamic ensemble convolutional neural network is applied to fault diagnosis by intelligent fusion of the multi-level wavelet packet in [6] . A novel fault diagnostic application of Gaussian-Bernoulli deep belief network (GB-DBN) for electronics-rich analog systems is developed which can more effectively capture the high-order semantic features within the raw output signals in [7] . The multiple faults problem in analog circuit can be addressed by using quantum Hopfield neural network in [8] . The fault features are obtained by the wavelet packet analysis and energy calculation. Zhao et al. [9] proposed a deep learning method based on a deep auto-encoder (DAE) network using operational supervisory control and data acquisition (SCADA) data of wind turbines, achieving anomaly detection and fault analysis of wind turbine components. Methods proposed in [10] - [12] are used to solve fault classification problem based on SVM. It proposed a new decision tree approach for analog circuit fault diagnosis using binary support vector machines (BSVMs) that are trained by using different data sets in [10] . The kurtoses and entropies of the output signals are calculated, which is treated as inputs to train SVM used to fault recognition [11] . Zhang et al. [12] applied generalized multiple kernel learning-support vector machine (GMKL-SVM) method and particle swarm optimization (PSO) algorithm to diagnose fault. Tadeusiewicz and Hałgas [13] focused on local parametric fault diagnosis of nonlinear analog integrated circuit designed in a bipolar and CMOS technology. An algorithm is proposed that allows estimating values of the considered set of the parameters. Zhou et al. [14] presented a method for analog circuit parametric faults diagnosis based on matrix eigenvalues. According to the one-to-one correspondence relationship between the matrix elements and fault cases, fault detection and location are achieved by the maximal and minimal eigenvalues as fault signatures.
Some literatures [15] , [16] put forward the performance prediction of analog circuits. Vasan et al. [15] presented a method for detecting faulty circuit condition, isolating fault locations, and predicting the remaining useful performance of analog circuits. Through the successive refinement of the circuit's response to a sweep signal, features are extracted for fault diagnosis. The fault diagnostics problem is posed and solved as a pattern recognition problem using kernel methods. From the extracted features, a fault indicator (FI) is developed for failure prognosis. Liu et al. [16] proposed a signal modelbased fault coding to monitor the circuit response after being stimulated to perform a fault diagnosis without training a large amount of sample data and fault classifiers. A fault indicator based on comparison between fault codes can describe performance degradation trends.
The multiple faults problem is handled in literatures [17] - [19] . Khanlari and Ehsanian [17] proposed a method for multiple fault diagnosis in moderate-sized analog circuits. Based on this method, a classifier is independently designed for each of the circuit components. Firstly, whole data are clustered by using K means algorithm. Then, samples in each cluster are classified using a new version of KFCM algorithm. Kumar and Singh [18] proposed a new technique based on fuzzy classifier to implement single and multiple soft fault diagnosis in analog electronic circuit. By analyzing the frequency response of the analog circuit under faulty and fault free conditions, the signature of peak gain, frequency and phase associated with peak gain are observed and extracted. Tadeusiewicz and Hałgas [19] offered a method to deal with multiple soft fault in nonlinear analog circuit, which worked with a system of nonlinear algebraic test equations.
Most of the above mentioned analog fault diagnosis method only diagnose DPF. Slope model [20] can deal with continuous parameter single fault in linear circuits, but it requires at least two points. Neural network methods require a large number of Monte Carlo simulations to evaluate neural network parameters. Yang et al. [21] and Tian et al. [22] presented a method based on complex filed fault model can pinpoint much more fault components with less test points and frequencies. In addition, an optimal test frequency selection method by means of test generation and compression is proposed. This method also simply described the theory of multiple faults diagnosis based on complex model.
Methods for the fault diagnosis of analog circuits are usually classified into two main categories, i.e., simulation before test (SBT) and simulation after test (SAT). Most of the mentioned methods fall into the SBT. The main shortcoming of these methods is that plenty of simulations are needed before test. Even though, all the CPF cannot be thoroughly obtained.
To handle such problems, we using the genetic algorithm to simulate the parameter fault in this paper. The fault diagnosis problem is transformed into an optimization problem. It belongs to the SAT. It do not need any simulation before test and all CPF can be diagnosis. This paper is organized as follows. Section II illustrates the previous work and problems to be solved, including fault model, extraction fault feature, selection sensitive frequency and multiple faults problem. Section III describes principle of the proposed multi-frequency diagnosis method. In section IV, the multiple faults diagnosis method in analog circuit is illustrated. In section V, three examples are used to explain proposed method, which are compared with the previous work to verify the effectiveness. Section VI concludes this paper.
II. PROBLEM FORMULATION
The transfer function of a linear filter circuit can be expressed as follows.
is the potentially faulty parameter vector (k is the number of potential faulty circuit parameters), ω q is the q th test frequency. Suppose that M q is the actual measurement value under the q th test frequency, the fault diagnosis can be transferred into a optimization problem as follows. 
is the vector of input phasor.
Step2: By using the GA to find a p that minimize the E. In p, the component value that out of tolerance is the faulty source.
III. PROPOSED GA BASED METHOD A. PROBLEM EXPRESSION
The chromosome is a real string with the same form as vector p. According to Fedi et al. [24] , the k components fall into L ambiguity groups, where L ≤ k. In each group, any component can be chosen as representative fault. For the l th representative fault, the corresponding individual or chromosome is defined as follows.
where N j0 is the nominal value of the j th component. We define subpopulation set S l = {x
There are totally L subsets, viz., each representative fault corresponds to a subpopulation set. Hence, x (l) i is the i th individual in the l th subset. The whole population consists of the subsets, viz.,
B. FRAME OF THE PROPOSED GA
The frequency vector s of stimulation, response M of actual faulty circuit and transfer function H on selected test points are the input of the proposed GA. The output is the individual x or vector p that minimize E. The initial population P consist of subsets S l . Each subset S l is separately generated in line 1 through 3 in algorithm 1. The i th individual x (l) i in subset S l is constrained by formula (3).
C. CROSSOVER AND MUTATION OPERATION
Under the assumption of single fault, the crossover and mutation operations are executed within each subset. It can assure that the representative faulty component varies within faulty range [0, ∞] and the fault free components vary within the tolerance range [N 0 ×0.95,N 0 ×1.05] . The chromosome is real code that represent the component value. Hence, the simulated binary crossover (SBX) and polynomial mutation operators [23] (with a relatively larger value of distribution index such as 20) are adopted.
The new generated L subsets are combined with their parent set P to generate a combine set C. Hence, there are totally |C| = 2|P| individuals in C. Binary tournament selection is used to select next generation P from set C. The individual with smaller E is more likely to survive.
Algorithm 2 Environmental Selection
Input: C,s, M, H Output: P 1: The order of the individual in set C is randomly upset, and P = ∅; 2:
The binary tournament selection is carried out within the whole set C. It means that individuals to be compared might represent different representative fault sources. We need to partition the selected |P| individuals into L sets according to their gene value. The j th individual in P is denoted by symbol p (j) . If the l th gene of the individual p (j) is out of the tolerance range, [0.95N l0 , 1.05N l0 0.95N l0 , 1.05N l0 ], then this individual is moved into subset S l . The algorithm 3 illustrates the sectionalization steps. Once the iterations are finished, the best one is selected from population P in line 12 of algorithm 1.
IV. EXPERIMENTS
The MATLAB is used for implementation of fault diagnosis framework. For the linear CUT, the MATLAB is used for VOLUME 7, 2019
Algorithm 3 Sectionalization
Input: P = p (1) , p (2) , · · · , p (j) , · · · , p (|P|) , where [20] and the circle method [22] can model and diagnose CPS fault, they are selected as comparison methods. 
A. ILLUSTRATIVE EXAMPLE
This example is mainly used to further illustrate the proposed method. The circuit under test (CUT) is shown in Fig. 1 . Where Vout is the test node. The transfer function on Vout is where
The nominal parameters are shown in this figure. According to the method in [24] , the six resistances and two capacitances fall into four ambiguity sets: {R1}, {R2}, {R4, R5, R6, C2}, {R3, C1}. Any component in each set can be chosen as representative fault source. Hence, R1, R2, R3 and R4 are selected in this example. Their tolerance range is [9500 , 10500 ]. The excitation (input) signal is a 1V sinusoidal wave with randomly selected frequencies 500, 1000 and 1500Hz. Proper test frequencies will increase the fault diagnosis accuracy. Theoretically, more frequency number will increase the fault diagnosis accuracy. The optimal frequency selection is out of the range of this paper. The faulty response is simulated by using MATLAB. We set the faulty parameter vector 
B. INITIALIZATION
There are four subsets respectively represent four representative faults R1, R2, R3 and R4. The size of population for each subsets is 10. They are initialized by using formula (3). All the other components vary within their tolerance range. Similarly, only the third component (the fourth column) is the faulty source and can vary from 0 to ∞ in subset S 3 . The maximum generation is 100. The mutation rate is p r = 1 and mutation rate is p m = 0.5. The crossover and mutation operations are executed in each subset respectively. Table 2 lists the generated population Q. Combine set C is easily obtained by combining the sets P and Q. Then the order of individuals in set C are randomly upset. From the 80 individuals, binary tournament shown in Algorithm 2 is used to choose the next 40 individuals. The results are listed in Table 3 .
In Table 3 , the first selected individual p (1) = {9.655E + 03, 5.916E + 06, 9.710E + 03, 9.874E + 03, 1.036E + 04, 9.927E + 03, 9.895E − 09, 9.919E − 09} comes from the ninth individual of subset S 2 in population Q shown in Table 2 . The next step is to partition the selected population in Table 3 into four subsets by using the sectionalization Algorithm 3. The results are shown in Table 4 . It shows that some subset such as S 2 shrink. Its size decreases from 10 (see Table 1 ) to 5 ( Table 4) . While the population size of S 2 increases to 15. The whole population size of P is still 40.
The algorithm then enters the second iteration. After 100 iterations, the final 40 individuals are shown in Table 5 . It can be seen that subsets S1, S3, and S4 have no individuals. All individuals belong to S2. The 15 th individual shown in the 16 th row of Table 5 the 2 nd element 1.818E + 04 in vector p * is out of the tolerance range, hence, the fault source is R 2 . Fault diagnosis result is right.
C. ACTUAL EXAMPLE
In the following examples, the size of the subset is 30 and the maximum generation is 200. We use an actual CUT to verify the effectivity of the propose method in actual application. The experimental setup and CUT are shown in Fig. 2 . The structure and parameters of the CUT are the same as those of the circuit shown in Fig.1 . The excitation signals are V p−p = 5V sinusoidal waves with frequencies 500Hz, 1000Hz, and 1500Hz respectively. The DC source is ±12V.
When the circuit stimulated by the 1000Hz signal, the measured input signal and fault free voltages on the selected test point 'Vout' are shown in figure 2 . By comparing the two waves, it is easy to obtain the transfer function H (j1000 × 2π) = −0.7175 + j0.7332. Now we randomly Then the proposed algorithm is used to obtain the optimal solution. The result is p * = [9770 , 9804 , 7638 , 10081 , 9993 , 10398 , 10.03nF, 10.27nF]. Obviously, the third element is out of the tolerance range. Fault diagnosis result is right.
D. STATISTICAL EXPERIMENT
To statistically check the accuracy of the proposed modeling method, on the bread board we respectively adjust each resistance and capacitance for 20 times. Totally, there are six resistances and two capacitances. The results of fault diagnosis are listed in Table 6 . In this table, row represents the ambiguity sets and column is fault instance. If the fault instance is correctly fall into the corresponding ambiguity set, then the fault diagnosis is right. Take the fault instance R1 for example, it is correctly diagnosed by 19 times. While it is VOLUME 7, 2019 TABLE 5. The final population P.
FIGURE 2. Experimental setup.
also improperly partitioned into set {R2} for one time. The reason is that the faulty value R1 = 10540 is very close to the tolerance border 10500 . In this scenario, the other fault free components' tolerance seriously affects the fault diagnosis accuracy. All R4 and C2 faulty instances are properly diagnosed.
Besides the actual experiments, we examine it on Monte Carlo simulations. For each fault source, 80 Monte Carlo simulations are executed; hence, 8 × 80 simulations are run. Not only the tolerance but also measurement error e = ±5% is taken into consideration. The Monte Carlo simulations are automatically accomplished by using MATLAB. To avoid the simulation divergence, the faulty value of cannot be 0. Hence the range of faulty parameter is [N 0 ×10 −4 ,N 0 × 10 4 ], where N 0 is the nominal value. Take the R 1 in fig.1 for example, express short and open fault, respectively. Similarly, the parameter of a capacitance C 1 in fig.2 change between 10 −12 ∼10 −4 F, where both ends represent open and short fault, respectively. The 8 × 80 sets of result are analyzed by using the proposed GA method. Table 7 shows that in most cases the accuracy is above 90 percent.
If all the components have the same fault rate, according the definition of fault resolution in [25] , the proposed method has the following fault resolution. By using the circle model [20] , we have the same four ambiguity sets shown in Table 7 . Because that the slope method [24] needs at least two test point, the Vout and the output port of the first operational amplifier are used to calculate the slope feature. This method partitions all the components into only two sets {R1,R2, R3, C1} with slope 0.0000-1.5915j and {R4, R5, R6, C2} with slope -1.0000-0.6283j. Obviously, the slope method need more test points while the fault resolution is low. The fault resolution results are listed in Table 8 . Table 8 shows that the slope model has the lowest fault resolution. The circle model and the proposed have the relative high accuracy. The advantage of the proposed method over the circle model is that the GA based method can realize both fault location and fault parameter identification while the circle model only realize fault location.
The The second statistical experiment is carried out on the leapfrog filter shown in figure 3 . The test point is marked by 't'. Under the single fault assumption, the ambiguity set listed in Table 9 are obtained by using the method proposed in literature [24] . The range of faulty parameters and frequencies are same as that chosen in example 1. Table 10 . Table 9 shows that the proposed method can accurately find the fault source in most instances. All the R 4 and C 3 parameter and hard fault are 100% diagnosed. The R 9 , R 11 , R 12 and C 4 have relative low fault diagnosis rate which is lower than 80%. Considering that the proposed method needs only one test point and it can diagnosis the wide range [N 0 × 10 −4 , N 0 × 10 4 ] of continues parameter fault (soft) and hard fault, the proposed method is a competitive method. Besides, the accuracy can be improved by selecting proper frequency or adding test point.
E. EXTENSION TO NONLINEAR CUT
This example is used to show that the proposed method is also applicable to nonlinear analog circuit. The explicit transfer function (H (s, p) shown in formula (1)) of nonlinear analog circuit is hard to be obtained. In this case, the H (s, p) used in formula (2) is obtained by PSPICE simulation. We use MATLAB to control the PSPICE simulation. The simulation consists of three steps: adjusting the parameter values in netlist file according to the gene of individual, simulation and data loading. The experimental circuit is shown in Fig.4 .
Usually, triode has three operation regions: cutoff, saturation and forward active regions. Different values of R1 may induce three different operation regions.
active region 39.8k < R 1 cutoff region
Hence the amplifier is a typical nonlinear circuit. The excitation (input) signals are 500Hz, 1kHz and 1.5kHz 10mV sinusoidal waves, and Vc = 5V. To simplify the analysis, 5 potential fault components R1, R5, C1, C3, and C6 are taken into consideration. For each fault source, 100 fault conditions, viz. 100 different fault values, are randomly generated, then the proposed GA is used to find the fault sources. Fault diagnosis results are listed in Table 10 . It is need to point out that, in this example, the simulation analysis substitutes the transfer function, the time complexity is relative high.
V. CONCLUSION
Traditionally, analog circuit fault diagnosis has been carried out using simulation-before-test (SBT) strategies. The SBT method is easy to implement but this method cannot elaborately characterize all possible continues parameter shift fault occur in analog circuit. While based on the derived circuit transfer function equation, the simulation-after-test (SAT) can theoretically diagnose all parameter shifting faults. The proposed float encoding genetic algorithm can model all parameter shifting fault. Usually, the transfer function of linear CUT is obtainable. Lots of nonlinear analog components such as diode and triode are piecewise linear. The triode has three operation regions, based on the different quiescent operation point, we can write out three transfer functions corresponding to the three different operation regions. The proposed method is still executed efficiently. For the CUT without transfer function, to evaluate the fitness of an individual, the automatic simulation is an alternative method although it time complexity is higher than that of transfer function computation.
Different from the traditional GA, the proposed method partitions the populations into several groups based on the number of ambiguity sets. Any fault in a set can be chosen as the representative component. Each group represents a representative component. The crossover and mutation operation are executed within each group to insure the single fault situation. The selection operation is run with the whole populations to ensure the optimization. With the evolution, the group that represents the correct fault source is expanding while the size of other groups is shirking. Finally, all the individuals represent the correct fault source.
Summing up the above, the contributions of this paper includes two aspects. The first one is the analog fault diagnosis aspect: using the GA to emulate the parameter varying of analog circuit. The second aspect is GA itself: grouped crossover and mutation and integrated selection. The future work is to modify the GA to fit for double fault situation.
The main advantage of the proposed method is that it can diagnosis all parameter shift (soft) and hard faults without any SBT requirement. Besides, the non-faulty components' parameters are obtained at the same time. Its disadvantage is that if the transfer function is not available, the fault diagnosis time will increase.
