enabling auditory threshold estimation via the adaptive maximum likelihood (ML) procedure proposed by David Green (1990 Green ( , 1993 . This procedure is particularly suitable for estimating thresholds with an optimal compromise between accuracy and rapidity. For this reason, the ML procedure has been used successfully in clinical contexts (e.g., Florentine, Buus, & Geng, 2000) , in studies with children (e.g., Wright et al., 1997) , and in studies with a large number of subjects (e.g., Amitay, Irwin, & Moore, 2006) . For the same reason, it is suitable for those studies in which subjects perform various tasks-that is, when each task has to consume only a portion of the subject's time. The ML procedure is largely known, used, and appreciated by the auditory community; it has collected more than 120 citations, and the majority of these citations have come from journals specializing in auditory research. 1 Thus, the user of this procedure can benefit from a large background literature to optimize his/her own threshold estimation. As far as we know, MLP is the first software implementing an adaptive psychophysical procedure with a graphical interface in a freely downloadable version, and it is provided with several built-in, classic psychoacoustics experiments ready to use at a mouse click.
In the next section, we will give a short introduction of threshold estimation theory. The reader familiar with these concepts may wish to skip this section. The ML procedure and the MLP toolbox will be illustrated after this section.
Sensory Threshold Estimation Theory
Sensation moves within and across two types of thresholds: detection and discrimination. The detection threshold is the minimum detectable stimulus level, 2 in the absence of any other stimuli of the same sort. In other words, the detection threshold marks the beginning of the sensation of a given stimulus. The discrimination threshold is the minimum detectable difference between two stimuli levels. Therefore, for a given sensory continuum, the discrimination threshold cuts the sensory continuum into the steps into which it is divided.
The detection threshold can be estimated either via yes/ no tasks or via multiple-alternative forced choice tasks (in brief, nAFC, with n being the number of alternatives). The discrimination threshold, on the contrary, must be estimated exclusively via multiple nAFC tasks. In yes/ no tasks, the subject is presented with a succession of different stimulus levels (spanning from below to above the subject's detection threshold) and is asked to report whether he or she has detected the stimulus ( yes) or not (no). In an nAFC task, the subject is presented with a series of n stimuli differing in level. In audition, because the various stimuli have to be presented in temporal succession, the tasks are often multiple-interval tasks (i.e., mI0-nAFC). In an nAFC task, one stimulus (the variable) changes its level across the trials, whereas the level of the others (the standards) is fixed. The difference between standard and variable ranges from below to above the subject's detection (or discrimination) threshold. After each trial, the subject is asked to report which was the variable stimulus. Figure 1 shows the hypothetical results of a yes/no task. The graph shows the relation between the stimulus level and the subject's performance, together with one function fitting the hypothetical data. This function is referred MLP: A MATLAB toolbox for rapid and reliable auditory threshold estimation
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In this article, we present MLP, a MATLAB toolbox enabling auditory thresholds estimation via the adaptive maximum likelihood procedure proposed by David Green (1990 Green ( , 1993 . This adaptive procedure is particularly appealing for those psychologists who need to estimate thresholds with a good degree of accuracy and in a short time. Together with a description of the toolbox, the present text provides an introduction to the threshold estimation theory and a theoretical explanation of the maximum likelihood adaptive procedure. MLP comes with a graphical interface, and it is provided with several built-in, classic psychoacoustics experiments ready to use at a mouse click.
where f (x) is the sigmoid function chosen by the experimenter (i.e., logistic, Weibull, cumulative Gaussian); determines the function's slope, whereas determines the displacement of the function along the abscissa (see Figure 2); and and are "psychological" parameters that will be discussed shortly.
Among the sigmoid functions, the logistic is the most widely used, because of its computational simplicity. Its formula is the following:
Therefore, the corresponding psychometric function (in the toolbox, the logistic psychometric function is the Logistic.m function) is
In the logistic psychometric function, (often referred to as the midpoint) enables the displacement of the function along the stimulus-level axis. It corresponds to the average between and [i.e., ( ) ( )/2]. is the function slope-that is, the rate of change in the subject's performance with changes in stimulus level. The greater the absolute value of , the steeper the psychometric function will be. Moreover, for positive values of the function increases, whereas for negative values it decreases (see Figure 2) . When the function is adapted to psychological needs, and come into play. Depending on the task type (i.e., yes/no or nAFC), assumes a different meaning. There is, in fact, a major difference between these tasks: In yes/no tasks, the subject's response criterion is not under the control of the experimenter; on the contrary, it is in nAFC tasks (Green & Swets, 1966; Stanislaw & Todorov, 1999) . The reason for this difference is that in a yes/no task, when a yes response is collected for a very low stimulus level, it is difficult atto as the psychometric function. Independently from the task type and from the type of threshold being measured, behavioral data are fitted with a sigmoid function such as that represented in Figure 1 . Different types of psychometric functions can be adopted to fit experimental datafor example, the logistic, the Weibull, and the cumulative Gaussian.
The general equation of a psychometric function is the following (adapted from Wichmann & Hill, 2001) , representing a subject's performance as a function of the stimulus level x: 
