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Abstract 
Graph theory provides a useful and powerful tool for the analysis of cellular signaling 
networks. Intracellular components such as cytoplasmic signaling proteins, transcription 
factors and genes are connected by links, representing various types of chemical 
interactions that result in functional consequences. However, these graphs lack important 
information regarding the spatial distribution of cellular components. The ability of two 
cellular components to interact depends not only on their mutual chemical affinity but 
also on co-localization to the same subcellular region.  Localization of components is 
often used as a regulatory mechanism to achieve specific effects in response to different 
receptor signals.  Here we describe an approach for incorporating spatial distribution into 
graphs, and for the development of mixed graphs where links are specified by mutual 
chemical affinity as well as colocalization.  We suggest that such mixed graphs will 
provide more accurate descriptions of functional cellular networks and their regulatory 
capabilities and aid in the development of large-scale predictive models of cellular 
behavior. 
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 The living cell is an excellent example of a dynamically complex system.  At any 
given time there are multiple simultaneously ongoing processes within the cell. Some of 
these processes such as the production of ATP and other metabolic activities are 
constitutive while others such as the activity of intracellular signaling pathways are 
dependent on the presence of certain factors such as extracellular signals.  Both types of 
processes are interconnected and in a healthy cell are balanced with one another.  At any 
given time there are tens to perhaps hundreds of such processes, and they all need to 
occur in a coordinated manner.  How such coordination is achieved and maintained is a 
central question in biology.  A useful approach to understanding large interactive systems 
is to represent the interacting entities as nodes and the interactions as links in graphs (1).  
Such graphical representations and their analyses are a well developed area of 
mathematics called Graph theory (2). In the past decade graph theory has become a very 
useful tool to analyze various types of networks (3-5).  At the intracellular level, these 
include metabolic and signaling networks. We have used graph theory and network 
analysis to understand how extracellular signals routed through signaling networks 
regulate cellular processes (6-8).  For these studies, we have used networks where nodes 
are cellular components and links represent chemical interactions between the 
components. The definition of links based on mutual chemical specificity of interacting 
components is a necessary but not sufficient specification for fruitful biological 
interactions. The components also need to be spatially and temporally correlated within 
the cell.  Network representations as static representations do not provide information 
regarding temporal dynamics, but they should be able to incorporate spatial information.  
Here we consider how spatial localization can be represented in graphs. We also consider 
how dual criteria specification of links in graphs representing cellular regulatory 
networks can be used for better understanding regulatory control processes within cells.  
 
Representation of Cellular Regulatory Networks  
Regulatory networks within cells are often represented as graphs, where nodes 
correspond to the interacting species such as signaling components and reactants are 
connected by links to represent direct (or in some cases indirect) chemical interactions.  
Such graphs can be termed chemical interaction graphs (CIG). This representation 
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simplifies complex systems and enables us to focus on the global view of the system.  
Many global properties of these networks have been described, including their scale-free 
topology (3) and small world characteristics (4).  In addition, understanding local 
organizational structures termed network motifs (9) is useful in understanding the 
regulatory capabilities of these networks (6-8). Thus Graph theory analyses have 
provided considerable insight into structure/function relationships within complex 
systems . The performance of a network can be analyzed in increasing levels of details: 
 
1. Steady state analysis: Classical Graph theory types of analysis such as 
connectivity distribution and clustering fall into this category. At this level we ignore the 
dynamics of the various concentrations of the nodes and the relationships between the 
levels of nodes and connectivity. We assume that all possible links are engaged and that 
the system has already converged into a steady state configuration where topology is the 
main distinguishing characteristic of the network. 
 
2. Boolean dynamics: Each node is assigned a Boolean variable, with values of 0 
or 1. These two values correspond to the two possible states of the cellular component 
represented by the node (high vs. low concentration, active vs. non active, free vs. bound, 
etc.).  The value of each variable is then repeatedly calculated from the values of its 
neighbors. This is a simple way of simulating the dynamics of a network, and getting a 
qualitative understanding of the possible contribution of one component (or  motif) of the 
system on the rest of the network. 
 
3. Quantitative simulation by ODEs: Quantitative data may be obtained from 
the network by translating the graph into a set of ordinary differential equations (ODEs). 
Each node is associated with a number which represents the concentration of the 
respective component. These concentrations are the variables of the ODEs and change 
due to the biochemical reactions. This is the most quantitative simulation method. 
However, in this approach the graph representation is no more than a convenient way of 
visualization. There is no real use in any of the Graph Theory tools.  Such quantitative 
analyses, although very useful for understanding temporal dynamics often obscure the 
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regulatory topology of networks and do not provide insight into the relationship between 
different network motifs and the regulatory capabilities that may arise from interactions 
between network motifs. 
In order to comprehend the origins of the processing capabilities of the cell, one must 
first characterize the dynamic topology of regulatory networks.  Once this has been 
established, more quantitative approaches can be used.  Only a method that combines the 
characterization of network motif topology and takes into account the quantitative 
behavior of these motifs is likely to be able to predict the behavior of complex cellular 
processes 
 
Spatial Specification of Regulatory Networks 
For most interactions within a cell the chemical ability (i.e. reciprocal affinity) of two 
components to interact is a necessary but not sufficient criterion for functional 
interactions. The components must also share the same subcellular location so that they 
can interact.  Spatial distribution plays an important role in regulating and constraining 
intracellular dynamics. Different localizations of cellular components can promote or 
prevent certain reactions. Thus, differential localization may be a regulatory mechanism 
often used by cells to achieve specificity of responses.  To develop this line of reasoning 
we focus on one of the best studied protein kinases in biology, protein kinase A (PKA) 
that is activated by cAMP binding and regulates a plethora of functions in diverse 
locations within a neuron.  We analyzed small but well understood protein kinase A 
centered signaling network in neurons.  
  
 Fig 1 depicts the spatial segregation of PKA-interacting proteins and respective 
substrates that is not captured in classical interaction graphs.  In figure 1,-several PKA-
containing complexes with different subcellular localizations are shown. In each case 
PKA interacts with a different version of the scaffold protein (A-kinase anchoring 
protein, AKAP) which in turn binds other signaling components such as protein kinases,  
phosphatases or channels.  Most PKA found in the cell is bound to its scaffold protein 
AKAP (10).  In addition to the tethering of PKA, AKAPs are able to bind to a number of 
other proteins, such as kinases or phosphatases, creating signaling hubs (11).  There have 
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been over 20 AKAP genes identified thus far and through the use of splicing the actual 
number maybe closer to 50 AKAP-type proteins (10).  Each AKAP has a specific 
targeting domain that gives rise to differing localization within the cell (10), allowing for 
the spatially distinct allocation of PKA signals along with its respective signaling 
partners.  This spatial segregation of a protein kinase and its substrates constitutes a 
mechanism that promotes specificity of signaling by restricting the number of possible 
downstream targets.  In the example with PKA, distinct patterns of associations are seen 
in various subcellular locations (Figure 1).  This type of spatial information needs to be 
accurately captured in network representations.  
 
If one were to ignore spatial specification and only consider chemical interactions, we 
can construct the classical CIG for protein kinase A interactors shown in Figure 2A. This 
chemical interaction graph contains three types of interactions: the non-directional 
scaffolding interaction, the directed arrows (activation), and directed plungers 
(inhibition). All of the binary interactions in this graph have been experimentally 
validated and hence we could consider the graph to be a correct representation of the 
PKA network. This however is not the case.  The protein kinase A chemical interaction 
graph in Fig 2A implies distal relationships that are not correct if one takes into account 
the spatial segregation of protein kinase A provided by the differential distribution of 
AKAPs and its binding partners.  For example, AKAP450 is localized to the centrosome 
(12, 13) and is able to bind, along with protein kinase A, the phosphatases PP1 and PP2A, 
and the phosphodiesterase PDE4D3 (14).  There has been reports of PKA 
phosphorylating PDE4D3-and PP1 dephosphorylating it and given their mutual 
association to AKAP450 this is highly probable.  A splice variant of AKAP450 is the 
AKAP Yotiao (15).  Yotiao is localized in neurons to their postsynaptic densities in 
spines, where it forms a complex with the NMDA receptor (15).  This splice variant still 
retains the PP1 binding site but lacks the ability to bind PDE4D3 (16).  Even though 
AKAP450 and Yotiao share PP1 as a binding partner, due to their different subcelllular 
locations, it is unlikely that that the two pools of PP1 will have the same local substrates. 
Hence, the AKAP450 complex should not be connected to the Yotiao complex- since, 
due to spatial constraints it is highly unlikely that any functional connections between 
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these two complexes occur.  Thus, NMDA or AMPA receptors and PDE4D3 are unlikely 
to compete for either PKA or PP1 at a local level and more importantly PDE4DE is not 
likely to locally regulate PKA control of NMDA receptors or AMPA channels through 
the degradation of cAMP .  Similarly from the graph in Figure 2A we could hypothesize 
that protein kinase A, by regulating calcium channels (Cav1.2) (17), could modulate 
protein kinase C (PKC) phosphorylation of the AMPA receptor channels (AMPAR) (18). 
However this is not correct since calcium channels are in the dendritic shaft membranes 
while AMPA receptor channels that give rise to the excitatory postsynaptic potential are 
in the post synaptic densities in spines. These two examples illustrate the erroneous 
inferences regarding connectivity and regulation one can arrive at from graphs that do not 
include spatial information.  The subnetworks, shown in Fig 2B, take into account the 
spatial specification of components and highlight how AKAPs function as location-
specific signaling hubs.  From this description we can conclude that whereas the standard 
CIG representation provides information regarding the possibility of a particular reaction 
occurring it cannot tell us if the reaction will occur , as co-localization of reactants is a 
requirement for the reaction to occur.  Thus to draw valid functional inferences from 
graphs of regulatory networks it is necessary to include spatial information. 
 
Incorporating Spatial Specification into Graphs 
Including spatial information into a graph that depicts a regulatory signaling network can 
be done in one of two approaches. In cases where different compartments can be 
physically defined (such as organelles such as the nucleus, or a subcellular compartment 
such as cytoplasm, soma, dendrite, etc.) one may modify the network to include 
compartment as part of a the name of a node.  For example, instead of having a single 
node to represent proteins such as MAP-Kinase 1, 2, one can have two separate nodes – 
one for nuclear MAPK and one for cytoplasmic MAPK. The two nodes may be 
connected by a link, representing the translocation event (19).  This approach allows 
certain reactions to be assigned exclusively to the nuclear MAPK species, such as 
phosphorylation the nuclear kinase MSK(20) , without affecting the cytoplasmic MAPK, 
which may have its own specific substrates such as cytoplasmic phospholipase-A2 (21).   
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Applying this approach to the PKA network is shown in Figure 2C.  Such modified 
networks can be analyzed using any of the methods described above. 
 
A different approach is to include detailed spatial information in the definition of nodes. 
This is a natural extension of the ODE method.  Instead of associating each node with a 
time dependent concentration, the system is modeled by a set of partial differential 
equations (PDEs) and each node represents a time and space dependent concentration. 
Here there is no need to define compartments, as exact cartesian coordinates are included 
in the concentration definition, and reactions take place only if all the respective reactants 
are present simultaneously at the same coordinates.  A limitation of this type of 
representation is the loss of topological information that is essential for the identification 
of motifs. Simulation of coupled-PDEs usually requires extensive computational 
resources and is currently impractical for large-scale systems. 
 
One can use the spatial distribution information to construct a new graph where spatial 
information is used to specify the links. There are cases where experiments reveal spatial 
distribution and localization of various cellular components. This data can be processed 
into a network in the following manner: for each pair of components, calculate the 
correlation coefficient between their respective spatial distributions. The correlation 
coefficient between concentrations )(1 r
Gρ and )(2 rGρ  is given by 
21
2121
2,1 σσ
ρρρρ ∫∫∫∫ −= dAdAdAdAC  
where )()( 22 iii EE ρρσ −= is the standard deviation and the integration is over the 
whole space. 2,1C is a measure of the overlapping between )(1 r
Gρ and )(2 rGρ  (Figure 3). 
The spatial correlation (C1,2) measures the extent to which distribution of component 1 
may provide information and serve as a predictor to distribution of  component 2. High 
correlation between components 1 and 2 implies similar localization of the two 
components. Areas with high concentration of 1 are expected to have also high 
concentration of 2, and in locations where 1 is absent, 2 cannot have significant 
concentration, either. Thus, it is enough to measure one of the components at a certain 
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region in order to get good estimation of the two concentrations at that place (Figure 3A). 
Low correlation is an indication to independent distributions (Figure 3B). When one of 
the components (e.g. 1) is localized at a particular region, whereas the other component 
(2) has a broad distribution, their correlation is low. In such a case, knowing the 
concentration of 1 at a particular point doesn't increase our knowledge about 2, and vice 
versa. It should be noted that such low correlation does not necessarily imply a lack of 
interaction, since a locally concentrated component may be able to interact with a widely 
distributed component. (C1,2) may get negative values as well. Negative correlation 
(known also as anti-correlation) is a predictive tool just as the positive correlation. 
However, in cases of negative correlation, high concentration of 1 at a particular location 
indicates that 2 is expected to be absent from that region, and low concentration of 1 
indicates high concentration of 2 (Figure 3C). Here again, like in the high correlation 
cases, it should be enough to measure one component in order to gain information about 
local concentrations of the two components.      
 
Consider the case where we would link any two components whose correlation 
coefficient is above an user defined threshold (for example 0.8). The resultant graph is 
the spatial co-localization graph (SCG).  In the protein kinase A example shown in Figure 
1, the scaffold proteins Yotiao and AKAP450 will not be connected in a SCG although 
they are closely related in the chemical interaction graph. An SCG can be analyzed using 
conventional Graph theory metrics to find clusters and pathways which may indicate 
critical intracellular areas and routes. More importantly, the SCG can be used as a filter 
for the chemical interaction graph. The two graphs have the same set of nodes 
(representing intracellular components).  In most cases, only pairs of components that are 
linked in both graphs have fulfilled the requirements for interaction from the biochemical 
and the spatial criteria. This way the spatial information filters out interactions which are 
possible biochemically but do not occur in a particular instance due to lack of 
colocalization between interacting components. 
 
Current experiments as yet do not provide data sets of localization of intracellular 
components that allows us to construct an intracellular SCG.  Thus in the system 
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described in figure 1 , we know where individual components are localized, thse are from 
different studies. So to illustrate the spatial co-localization graph, we have analyzed the 
data of Petyuk et.al (22).  This study describes the spatial distributions of over than 1000 
proteins in the brain.  It should be emphasized that this study does not include subcellular 
localization, but rather tissue level distribution. Nevertheless, this is the first study that 
describes such detailed spatial distribution on a large scale. There are ongoing efforts to 
conduct high throughput imaging of intracellular proteins (23), but these large-scale 
datasets are not yet publicly available. From the Petyuk et al study, we downloaded the 
distributions of all the available proteins, and calculated the correlations between any pair 
of them. Most of the proteins are well localized, indicating their concentrations are non-
zero in a defined region of the brain, and zero in the rest of the other regions. About 1/3 
of the proteins had positive concentrations throughout the whole brain, indicating they 
are broadly distributed components. Despite their low correlation with all other 
components, these proteins can, chemical specificity permitting, interact with any other 
protein irrespective of the spatial distribution. To examine the effect of the broadly 
distributed components on the SCG we performed our analysis twice – once with all 
proteins, including those that have a wide distribution, albeit at varying levels and again 
with only the localized proteins. The number of protein pairs (i.e. specification of links), 
whose correlation is greater than a certain threshold is presented as function of the 
threshold in Figure 4. When considering the whole data set (including the widely 
distributed proteins), the number of links decreases exponentially with the threshold, until 
the value of 0.8. Beyond that point there is a dramatic drop in the number of protein pairs 
with higher correlation. This sharp change is not seen in the respective plot relating 
exclusively to localized proteins (dashed plot in Figure 4). This difference indicates that 
within the subset of widely distributed proteins, the typical correlation is in the range of 
0.8-0.95. At the very high correlation range (C1,2>0.9) the difference between the two 
plots gets smaller, and they coincide at the end (C1,2=1). Interestingly, there are about 20 
pairs of proteins that are 99% correlated, and these proteins are all well localized.  
The SCG provides a new tool for understanding cellular regulation. As a threshold has to 
be determined while constructing the SCG, different threshold values produce different 
graphs and provide different information respectively. For example, taking a very high 
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threshold would result in the graph only component pairs that are localized together in a 
very small region such as the 99% correlation described above. This high correlation 
indicates tight co-localization and thus indicates either a physical compartment, like 
nucleus, or common scaffold which is shared by the two correlated components. Even if 
there is no evidence for mutual chemical affinity between such tightly correlate 
components the spatial correlation can direct us to look for interactions, both direct and 
indirect ones, that may be mediated through scaffolds or anchoring components. Spatial 
correlation can also help to understand the functional role of a known chemical 
interaction. As mentioned above, correlation can be either positive or negative (Fig. 3). 
Whereas positive correlation indicates that the two components are co-localized and with 
appropriate chemical specificity an interaction will occur, negative correlation is an 
indication of the presence of one component and absence of the other. If the components 
have the chemical ability to interact with one another, defining a negative threshold and 
leaving only pairs of components whose correlation is below that threshold, gives us a 
graph in which each link may predict a regulatory locus, where the movement of a 
component is used to control chemical interaction and thus achieve local control of a 
subcellular process. Such regulation can be either direct or indirect. The exact pathway 
between the negatively correlated components would be found in the chemical interaction 
data that specifies binary interaction capabilities, but the functionality of such a pathway 
would be revealed by the differential spatial distribution. 
 
However, considering spatial distribution by itself can result in erroneous representation 
of the system. This error arises from the fact that some cellular components may be 
broadly distributed, and nevertheless interacts with locally concentrated components.  
This situation  can be seen by the analyses of the data of Petyuk et al. Using a threshold 
of 0.8, yields a graph consisting of 532 nodes (proteins) and about 44000 links (pairs of 
proteins with higher correlation than the threshold) (Figure 5A). The high density of links 
in the major island in this graph arises from the high correlation of the widely distributed 
components. This overwhelming connectivity obscures any meaningful information 
which may emerge from this graph. If the SCG in Figure 5A is filtered by considering 
only co-localized proteins then the system is reduced to 224 links between 142 proteins 
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(Figure 5B).  However, from visual inspection of Figure 5B it can readily be seen that the 
system is no longer a network but a set of isolated islands.  This view is also not correct 
since it is likely that some of the broadly distributed proteins will interact with some of 
the local proteins and thus give rise to a better connected network rather that a set of 
islands. Thus the systems visualized in Figures 5A and 5B represent two extremes of the 
application of the spatial specification criteria and neither are realistic representations.  
Taking the system in Figure 5A, if we eliminate the links where mutual chemical affinity 
makes the interactions infeasible then we would obtain a much less densely interactive 
network.  Such analyses is not wholly feasible for the  Petyuk et al data since this is tissue 
not cellular localization, however the framework for mixed graphs where both 
localization information and mutual chemical affinity are used to specify links are 
described using a toy system. 
 
Mixed graphs: understanding cellular regulation by analysis of spatial correlation 
graphs integrated with chemical interaction graphs  
Both chemical specificity and co-localization of the reactants are necessary conditions for 
a reaction to occur. Thus, it makes sense to construct a multi-layer graph, where two 
components are connected only if both conditions are fulfilled. However, as 
demonstrated in Figure 5, the non-localized, widely distributed components require 
special treatment. These components, chemical specificity permitting, may interact with 
other components even if their respective correlation is low. Hence, the multilayered 
graph has to include the widely distributed components with all their chemical specificity 
links (regardless of spatial correlation), and the localized components whose links are 
only those links that are present in both the spatial and chemical interaction graphs. A toy 
example is presented in Figure 6. This example consists of 10 components, of which 5 
are widely distributed (blue nodes, numbers 1 through 5) and the other 5 are localized 
(red nodes 6-10). The SCG consists of all possible links between the non-localized 
components, in addition to some co-localizations of well localized components (Figure 
6A). Drawing the SCG solely for the localized components, yields a non-informative 
graph (Figure 6B). The chemical specificity constraints are given by the CIG (Figure 6C). 
For constructing the mixed graph we would like to combine the SCG with the CIG in the 
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following way: for the widely distributed components (blue nodes 1-5) we take all of the 
CIG links. However, between the localized components (nodes 6-10) we consider only 
links which exist both in the SCG and in the CIG. Thus, for example, links (3 to 9) and (4 
to 9) which do not appear at the SCG will be included at the final graph, since they 
connect non-localized components (3 and 4, respectively). Interaction between 
components 6 and 7 (or 7 and 10) is possible biochemically, however, since the two 
reactants are not co-localized, these interactions should be excluded from the 
multilayered graph (Figure 6D). Similarly, components 8 and 9 are co-localized, but in 
that case the lack of chemical specificity prevents them from interacting. The resulting 
mixed graph (Figure 6D) provides an integrative information which is represents a more 
accurate picture of all the interactions within the system than the CIG or the SCG by 
themselves. Such a mixed graph can be used for both steady state analysis and dynamical 
simulations. For dynamic simulations, the correlation coefficient associated with each 
link can be used as a multiplicative factor altering the overall rate (i.e. concentration of 
reactants X the kinetic rates)  to yield “effective” reaction rates. This reflects the fact that 
for any given pair of reactants, only the correlated fraction of each reactant can be 
involved in the reaction and not the  entire pool, which may be located at many other 
places. This way the spatial information can not only affect the topology of the network 
but also the dynamics of the various components.   
 
 
Perspective  
Recent studies in our laboratory have shown that the dynamics of locally elevated 
concentrations of signaling components depends on the topology of the interaction 
network within which these components function (24). Signal transmission through 
regulatory networks not only involves information regarding the activity state of the 
component but also information about the location of the active component.  This type of 
study based on partial differential equation is very useful in understanding the spatial 
dynamics of key signaling component and how spatial information is transmitted from 
upstream to downstream components with a given pathway or network.  However the 
role of network topology, especially the location of network motifs both in the chemical 
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interaction space as well as subcellular location is not easily deduced from such studies. 
For this both the CIG and SCG are needed.  Hence approaches that allow for facile Graph 
theory based computation of mixed CIG and SCG will be very useful in understanding 
and predicting complex cellular regulation  
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Figure Legends 
 
Figure 1 
Schematic representation of the subcellular localization of protein kinase A (PKA) 
interacting proteins in a neuron.  This schematic figure shows how due to presence of 
different isoforms of the scaffolding protein different combinations of PKA interacting 
proteins are colocalized in different regions of the neuron. The abbreviations are as 
follow: kinases- protein kinase A, PKA, extracellular regulated kinase 5, ERK5 and 
Protein kinase C, PKC;   A-kinase anchoring proteins AKAPs- AKAP450, mAKAP, 
AKAP150/75/79 and Yotiao (AKAP9); Phosphatases- protein phosphatase 1, PP1, 
protein phosphatase 2A PP2A and protein phosphatase 2B, PP2B; and Phosphodiesterase 
PDE4D3; ionic channels- alpha-amino-3-hydroxy-5-methylisoxazole-4-propionic acid 
receptor, AMPAR,  N-methyl-d-aspartate receptor, NMDAR and L-type Calcium channel 
Cav1.2.  Receptor- beta-adrenergic receptor, β2AR; heterotrimeric G protein Gs; 
Adenylyl Cyclase AC 
 
Figure 2 
Protein kinase A interaction networks in neurons A. Protein kinase A-centric protein-
protein interaction network without considering localization. Physical interactions are 
depicted as solid lines. Functional interactions are depicted as dashed arrows. The 
functional interactions represent enzymatic reactions, conformational changes or non-
proteinacious intermediates.  B.  Subnetworks that result from consideration of spatial 
localization resulting from localization localization of AKAPs to different regions of the 
neuron. C. Inclusion of compartment ID as part of the definition of a node.  
Abbreviations for compartments are as follow:  ct centrosome, nm nuclear membrane, n 
nucleus, sp spine.  Please note that there may be a great deal of heterogeneity in the 
protein composition of each spine.  Thus we have sub classified spines into spine1, 
spine2 and 3 to capture this.  
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Figure 3 
Demonstration of spatial correlations in a schematic one dimensional cell.  
Concentrations are normalized to the range from 0 to 1 and space is labeled x and varies 
from 0 to 100. For example this could 1 to a 100 microns within a cell. A. High 
correlation – the two components are localized at t same area.. Presence (absence) of one 
component is a good marker for presence (absence) of the other. B. Low correlation – 
data regarding one component cannot provide any indication to presence or absence of 
the other. C. Negative correlation – presence (or absence) of one component indicates 
absence  ( or presence) of the other.    
 
Figure 4 
Number of component pairs whose correlation is greater than a given threshold, as 
function of the threshold. Localized proteins are defined as proteins with zero 
concentration at least in one area of the brain as shown by Petyuk et al (22). 20 pairs of 
proteins have correlation >0.99.  
 
Figure 5 
Spatial correlation graph of the data obtained from Ref. 22, with a threshold 0.8. The 
colors indicate size of clusters. A. SCG of the whole data. 532 nodes and >44000 links 
are organized in one large cluster of 433 nodes (in red), one cluster of 18 nodes (black), 
one cluster of 8 nodes (green) and 2, 5, 3, and 17 clusters of size 5, 4, 3, and 2 
respectively (gray, pink, orange, and blue). B. SCG of the same data used in Figure 5A 
after removing the broadly distributed components. Total of 142 nodes and 224 links in 
single clusters of sizes 20, 18, 13, 8 each (purple, black, yellow, green, respectively.) and 
2, 7, 3, and 18 clusters of size 5, 4, 3, and 2 respectively (gray, pink, orange, and blue). 
 
 
Figure  6  
Demonstration of the steps in building a mixed graph. This toy example consists of 5 
widely distributed components (in blue) and five localized components (in red). A. The 
complete SCG. The widely distributed components are highly connected (similar to the 
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big island in Figure 5A). B. Spatial correlation of the localized components alone (similar 
to Figure 5B). C. The chemical interaction graph (CIG). D. The mixed graph consists of 
all the links connected to blue nodes in the CIG (panel C) plus the links which appear 
both in the SCG and the CIG (intersection of panels B and C). An edge between two 
nodes in this graph indicates that interaction between the respective two components can 
occur due to both chemical specificity and spatial co-localization.    
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Figure 2B
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Figure 2C
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Figure 4
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Figure 5A
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Figure 5B
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