In this paper, an error analysis of a three steps two level Galekin finite element method for the two dimensional transient Navier-Stokes equations is discussed. First of all, the problem is discretized in spatial direction by employing finite element method on a coarse mesh T H with mesh size H. Then, in step two, the nonlinear system is linearized around the coarse grid solution, say, u H , which is similar to Newton's type iteration and the resulting linear system is solved on a finer mesh T h with mesh size h. In step three, a correction is obtained through solving a linear problem on the finer mesh and an updated final solution is derived. Optimal error estimates in
Introduction
Consider the 2D-transient Navier-Stokes system: ∂u ∂t − ν∆u + u · ∇u + ∇p = f (x, t) x ∈ Ω, t > 0, (1.1) and incompressibility condition ∇ · u = 0 x ∈ Ω, t > 0, (1.2) with initial and boundary conditions u(x, 0) = u 0 in Ω, u = 0 on ∂Ω, t ≥ 0, (1.3) where, Ω is a bounded and convex polygonal domain in R 2 with boundary ∂Ω and f is given external force. Here, u = u(x, t) is the velocity vector, p = p(x, t) denotes the pressure and ν > 0 is the kinematic coefficient of viscosity.
In this article, a three level two-grid finite element Galerkin method for the problem (1.1)-(1.3) is analyzed. The algorithm used here is a suitable modification of the algorithms in [5, 15] and it is composed of the following three steps:
• Step 1: solve a nonlinear problem over a coarse mesh with mesh size H which provides an approximate solution, say u H .
• Step 2: linearize the nonlinear system around the coarse grid solution u H and solve the resulting linearized problem over a fine mesh with mesh size h and denote its solution as u * h .
• Step 3: correct the solution u * h obtained in Step 2 over fine mesh which provides an updated final solution u h .
As a result of the above mentioned three steps algorithm, the error u − u h is of the same order as u −ũ h , whereũ h is the solution of the standard Galerkin system on a fine mesh h with an appropriate scaling between h and H.
The two grid method has been extensively studied for Navier-Stokes equations by Layton [18] , Layton and Tobiska [15] , Layton and Lenferink [16] - [17] , Girault and Lions [8, 9] , Dai et al. [5] , Abboud et al. [3] - [4] , Frutos et al. [7] .
In [15] , Layton et al. have examined a coarse mesh correction in the third step for a steady state Navier-Stokes equations. But, this correction fails to improve the results obtained in Step 2 and as a result, optimal error estimate in L 2 -norm for the velocity is obtained when h = O(H 3/2 ).
Based on stream function formulation, a two-grid finite element method has been studied by Fairag [6] . All the above results have been discussed for the steady state Navier-Stokes equations on a convex polyhedra or on a convex polygon. Subsequently, Girault et al [8] in their work on steady state Navier-Stokes equations have analyzed a two level two-grid algorithm and have obtained optimal H 1 -norm error estimate for the velocity vector with a choice h = O(H 2 ), when the problem is defined on a Lipschitz polyhedron or on a convex polyhedron. The analysis is further extended to the transient Navier-Stokes equations in [9] , and optimal error estimate in L ∞ (H 1 )-norm is established with a choice h = O(H 2 ), when Ω is a Lipschitz polyhedron or a convex polyhedron. In both of these articles, the key approach is to exploit the contribution of the coarse grid solution in L 3 (Ω)-norm.
In the context of nonlinear Galerkin method, two grid method is applied to the 2D-transient Navier-Stokes equations by Ait Ou Amni and Marion in [1] . They have shown that the nonlinear Galerkin solution has the same accuracy as that of the standard Galerkin solution, both for velocity in H 1 -norm and for pressure in L 2 -norm with a choice h = O(H 2 ). Further, they have penalized their two-grid algorithm to get rid of the coupling between velocity and pressure with penalization parameter ǫ and have recovered the same accuracy for the penalized two-grid Galerkin solution as that of the standard Galerkin solution with h = O(H 2 ) and h = O(ǫ 1/2 ).
García-Archilla and Titi in [2] have applied Post-Processed method to the semilinear scaler elliptic equations in any dimensions and have derived optimal error bounds in H 1 -norm for the post-processed solution with a choice h = O(H r+1 |log(H)|) 1/r )), where the post-processed solution is approximated by the polynomials of degree r with r ≥ 2. Recently, Frutos et al [7] have applied the two-grid scheme to the incompressible NavierStokes equations using mixed-finite elements, the mini-element, the quadratic and the cubic HoodTaylor elements for spatial discretization and a backward Euler method and a two step backward difference scheme for time discretization and have derived the rate of convergence of the fine mesh in the H 1 -norm by taking h = O(H 2 ), which is an improvement over h = O(H 3/2 ) obtained in [4] . In [20] , a fully discrete two-level method consisting of Crank-Nicolson extrapolation method with solution (u H,τ0 , p H,τ0 ) on a space-time coarse grid J H,τ0 and a backward Euler method with solution (u h,τ , p h,τ ) on a space-time fine grid J h,τ is discussed. They have obtained convergence rate for the two level solution (u h,τ , p h,τ ), which is of same order as that of the one level standard Crank-Nicolson extrapolation solution if τ
An attempt has been made in this article to discuss optimal error estimates in L ∞ (L 2 ) and
-norm for the pressure using a three level two-grid finite element method for the 2D-transient Navier-Stokes equations. The major contributions are given in terms of the following two tables. In Table 1 , we present the order of convergences for the two-grid algorithm (3.3)-(3.5) stated in Section 3 for the pair of finite element spaces (H µ , L µ ), µ = H, h satisfying the approximation properties mentioned in (B1)-(B2). Table  2 provides the largest scaling between coarse and fine meshes for which the desired fine mesh accuracy is obtained for both velocity and pressure. Step 2 is an improvement over the result obtained by Frutos et al [7] . They have obtained using first order mini-elements the largest scaling between H and h, as h ∼ H 2 for both
(ii) A use of linearized backward Oseen problem with related estimates yields optimal L ∞ (L 2 )-norm estimates for the velocity in
Step 2 with a choice h = O(H (3−δ)/2 ) and
Step 3 with a choice h = O(H 2−δ ) for δ > 0 arbitrarily small.
(iii) Under the assumption of uniqueness condition, a priori error estimates are obtained which hold uniformly in time.
The remaining part of the paper consists of the following sections. In Section 2, some preliminaries to be used in the subsequent sections are presented. In Section 3, semidiscrete two-grid finite element approximations are introduced. Optimal error estimates for velocity and pressure are established in Section 4. Section 5 deals with the backward Euler method applied to the semidiscrete two grid system. Finally, in Section 6, the results of some numerical examples which confirm our theoretical results are presented.
Preliminaries
We denote R 2 -valued function spaces using bold face letters, that is,
The standard notations for Lebesgue and Sobolev spaces with their norms are employed in the paper. The space H 1 0 is equipped with a norm ∇v =
. Given a Banach space X endowed with norm · X , let L p (0, T ; X)
be the space of all strongly measurable functions φ :
where n is the unit outward normal to the boundary ∂Ω and φ · n| ∂Ω = 0 should be understood in the sense of trace in H −1/2 (∂Ω), see [21] . Let H m /IR be the quotient space with norm φ
Throughout this paper, we make the following assumptions: 
It is easy to show that
where λ 1 is the minimum eigenvalue of the Laplacian with zero Dirichlet boundary condition. (A2). There exists a positive constant M 0 such that the initial velocity u 0 and external force f satisfy for t ∈ (0, T ] with 0 < T < ∞
Equivalently, find u(t) ∈ J 1 such that for u(0) = u 0 , t > 0,
We recall below, the following regularity results. 
where τ (t) := min{t, 1} and σ(t) := τ (t)e 2αt .
Two-Grid Formulation
Consider two admissible shape regular finite triangulations ofΩ : a coarse mesh T H with mesh size H and a fine mesh T h with mesh size h, where h ≪ H. Let H µ and L µ be the finite dimensional subspaces of H 1 0 and L 2 , respectively, where µ = H, h. Let us also consider the associated divergence free subspaces J µ of H µ , where 
(B2). (Uniform inf-sup condition)
There exists a positive constant C, independent of µ, such that
where
Note that J µ is not a subspace of J 1 . With P : L 2 → J an orthogonal projection, set the Stokes operator∆ = P ∆. The L 2 projection P µ : L 2 → J µ satisfies the following properties [10] :
Define the discrete analogue of the Stokes operator as∆ µ = P µ ∆ µ , where ∆ µ is defined by
Define the 'discrete' Sobolev norms on J µ (see [10] ) as for r ∈ R and for
The operator b(·, ·, ·) satisfies the antisymmetric property; that is,
In the following lemma, we state without proof some estimates of the trilinear term b(:, ., .). For a proof, see [11, pp 360] and [15, pp. 2044 ]. 
where δ > 0 is arbitrarily small.
The three level two-grid semidiscrete algorithm applied to (1.1)-(1.3) is described as follows:
Step 2 ( Update on a finer mesh with one Newton iteration ) :
Step 3 ( Correction on a fine mesh) :
The following inequality will be used frequently in our error analysis:
For a proof, see [15] . For uniform estimates in time, we shall further assume the following uniqueness condition:
The main results of this section are stated in the following theorems.
Theorem 3.1. Let Ω be a convex polygon and let assumptions (A1)-(A2) and (B1)-(B2) hold true. Further, let the discrete initial velocity u 0h ∈ J h with u 0h = P h u 0 . Then, there exists a positive constant C, independent of h, such that for t ∈ (0, T ] with 0 < T < ∞, the following estimates hold true:
and
where δ > 0 is arbitrarily small and
Under uniqueness condition (3.7), K(t) = C and the estimates in Theorem 3.1 are valid uniformly in time.
The remaining part of this paper is devoted to the derivation of results, which will lead to the proof of Theorem 3.1.
Error Estimates
This section deals with optimal error estimates of the semidiscrete two-grid algorithm. Since J h is not a subspace of J 1 , the weak solution u satisfies
Define e H := u − u H , e * := u − u * h and e h := u − u h . Then, a use of (3.4) and (4.10) yields
Subtract (3.5) from (3.4) and then add the resulting equation to (4.11) to arrive at
For analyzing optimal error estimates of
for a given u, as a solution of the following modified steady state Oseen problem:
Now split e h as
where ζ := u −ũ h and Θ :=ũ h − u h . A use of (4.12)-(4.14) leads to
To seek estimates for Θ, we need estimates for ζ, e H and e * , which appear on the right hand side of (4.15). 
Lemma 4.2. [10, estimates for e H ] Let the assumptions (A1)-(A2) and (B1)-(B2) hold true. With initial velocity
Then, there exists a positive constant C, independent of H, such that for
If in addition, uniqueness condition (3.7) holds true, then K(t) = C and the results are valid uniformly in time.
In order to derive estimates for e * , split it as
The following lemma provides estimates forũ h . Since a suitable modification of the proofs in [15] will provide a proof, we state below the results without the proofs. 
where K(t) := ∆ u(t) + ∇p(t) and K t (t) := ∆ u t (t) + ∇p t (t) .
We note that K(t) and K t (t) satisfy for some positive constant K
Below in Subsections 4.1 and 4.2, we focus on the semidiscrete error estimates related to Step 2 and Step 3.
Error estimates for Step 2
In this subsection, the semidiscrete error estimates corresponding to Step 2 are derived. 
Here and elsewhere in this paper, K(t) denotes Ce Ct and under uniqueness assumption (3.7),
Proof. Choose φ h = P h e * = (P h u − u) + e * in (4.11). Then, a use of (3.6) yields
Using the definition of P h , the first term on the right hand side of (4.18) can be treated as
An application of the Cauchy-Schwarz's inequality with (3.1) leads to
Apply (3.1), Lemma 3.1 and the boundedness of ∇u H to arrive at
The discrete incompressibility condition shows that
A use of (3.1) with Lemma 3.1 yields
Substitute (4.19)-(4.23) in (4.18) along with the Young's inequality, (2.4) and multiply the resulting inequality by e 2αt to obtain
The last term in the right hand side of (4.24) is negative. We drop this term. Integrate (4.24) with respect to time, use e * ≤ u − P h u , e * (0) = u 0 − P h u 0 and Lemma 2.1 with and 
A use of
From Lemmas 2.1, 4.2, 4.4 and boundedness of ∇u H , it follows that 
Proof. Consider the linearized backward problem [12] .
with φ(T ) = 0, satisfying
Substitute v = e * , use (4.11) with φ h = P h φ and the discrete incompressibility condition to obtain
Using the fact
we now arrive at
Integrate with respect to time from 0 to T and use φ(T ) = 0 to find that
The first term in the right hand side of (4.33) vanishes due to the orthogonality property of P h . An application of (3.1) with Cauchy-Schwarz's inequality and Young's inequality yields
A use of (3.1) with Lemma 3.1 and boundedness of ∇u H shows
Apply (3.1) and (B2) to obtain
A use of (3.1) with Lemma 3.1 leads to The following theorem provides estimates for e * .
Theorem 4.1. Let the assumptions of Theorem 3.1 be satisfied. Further, let the discrete initial intial velocity u *
0h ∈ J h with u * 0h = P h u 0 , where u 0 ∈ J 1 . Then, there exists a positive constant C, independent of h, such that for t ∈ (0, T ] with 0 < T < ∞, the following estimates hold true:
where δ > 0 is arbitrarily small and K(t) = Ce Ct . If, in addition, uniqueness condition (3.7) holds true, then K(t) = K, that is, estimates are bounded uniformly with respect to time.
Proof. Since e * = ζ + ρ and estimates of ζ are known from Lemma 4.3, it is enough to derive estimates of ρ. A use of (4.11) with (4.13) and (4.16) leads to
Multiplying (4.39) by σ(t), substitute φ h = ρ and use (3.6) to arrive at
where σ(t) = min{t, 1} e 2αt .
Integrate with respect to time from 0 to t and obtain
Using the Cauchy-Schwarz inequality and Lemma 4.3, the first term on the right hand side of (4.40) can be bounded as
A use of The Young's inequality with estimates of ∇u Ht , Lemmas 2.1 and 4.2 in (4.41) leads to
For the second term in the right hand side of (4.41), split ρ = e * − ζ and use Lemmas 2.1 and 4.2 
An application of (4.41)-(4.44) in (4.40) leads to Next, we derive the error estimate for the two-grid approximation p * h of the pressure p. Now, consider an equivalent form of (3.4) , that is, find (u *
To estimate p − p * h , use j h p and triangle inequality to obtain
From (B2), observe that
The first term on the right hand side of (4.48) can be estimated using (B1). To estimate the second term on the right hand side of (4.48), subtract (4.46) from (4.10) to obtain 
The error e * = u − u * h satisfies for 0 < t < T
Apply approximation property of P h to find that 
where δ > 0 is arbitrarily small and K(t) = Ce Ct . Under the uniqueness condition (3.7), K(t) = C and the estimate is uniform in time.
Error estimates for Step 3
This section is devoted to the derivation of semidiscrete error estimates in Step 3.
Lemma 4.8. Under the hypotheses of Lemma 4.4, the following estimate holds true:
where σ 1 (t) = τ 2 (t)e 2αt and β = γ − αλ
Proof. Differentiate (4.11) with respect to time and substitute φ h = P h e * t in the resulting equation and use discrete incompressibility condition to arrive at 
Use similar analysis to (4.60) as applied to (4.24) to arrive at (4.25) and Lemmas 2.1, 4.2, 4.5 to conclude the proof.
Lemma 4.9. Under the hypotheses of Lemma 4.4, the following estimate holds true:
Proof. Consider (4.12) with φ h = P h e h = (P h u − u) + e h . Then, use (3.6) to arrive at 1 2
The first four terms in the right hand side of (4.61) can be bounded using ( 
The proof can be concluded by using the similar set of arguments now to (4.63) as applied to 
Lemma 4.11. Under the hypotheses of Theorem 4.2, the following is satisfied:
Proof. Proceeding in a similar way as in the proof of Lemma 4.6, we arrive at
Use (3.1), Lemmas 3.1 and 4.2 to bound
An application of (3.1), Lemmas 3.1 and 4.5 yields
Multiply (4.64) by e 2αt and integrate with respect to time from 0 to t. Then, apply (4.34)-(4.36) with e * replaced by e h and (4.65)-(4.66) to obtain Lemma 4.12.
The error e h = u − u h satisfies for 0 < t < T
For the pressure error estimates corresponding to the correction in Step 3 of two-grid algorithm, consider the equivalent form of (3.5): seek (u h (t), p h (t)) ∈ H h × L h such that u h (0) = u 0h and for t > 0,
For pressure equation, subtract (4.68) from (4.10) to obtain
Armed with these estimates, next we derive proof of main Theorem 3.1. Proof of Theorem 3.1. Multiply (4.15) by σ(t), substitute φ h = Θ and integrate the resulting equation from 0 to t to obtain
The first term on the right hand side of (4.70) can be tackled as in (4.41). Write Θ = e h − ζ and use Lemmas 2.1, 4.3 to obtain
Use Young's inequality and Lemmas 3.1, 4.2, 4.4 to bound
An application of Lemmas 3.1, 4.4 and 4.5 leads to
Apply Lemma 4.2 to obtain For the pressure estimate (3.9), a use of boundedness of ∇u H and Lemmas 3.1, 4.2, 4.5, 4.10 leads to
A use of Cauchy-Schwarz's inequality and (4.75) in (4.69) leads to
A use of Lemmas 4.2, 4.10, 4.12 completes the proof of the pressure estimate (3.9) and this concludes the rest of the proof of Theorem 3.1.
Backward Euler Method
For a complete discretization, we apply a backward Euler method for the time discretization. Let {t n } N n=0 be a uniform partition of the time interval [0, T ] and t n = nk, with time step k > 0. For a sequence {φ
Proof. Multiply (3.4) by e αt for some α > 0 and setû
2 ) and (3.6) to obtain 1 2
An application of Cauchy-Schwarz's inequality and Young's inequality leads to
A use of Lemma 3.1, ∇u H ≤ C and Young's inequality yields Next, multiply (3.4) by e αt and rewrite it as 
An application of Lemmas 3.1, 4.1 with Young's inequality yields
A use of (5.10) along with Cauchy-Schwarz's inequality leads to
An application of (5.7), assumption (A2) and Lemma 4.1 completes the proof. 
Proof. Substitute φ h = e 2αt u * ht in (3.4) and write it as 
(5.14)
Substitute φ h = e 2αt u * ht in (5.14) and use (3.6) to obtain
A use of Lemma 3.1 yields 
An integration with respect to time, a use of assumption (A2), (5.12) and Lemmas 4.1, 5.1 leads to
h u * htt in (5.14) and use Lemma 3.1 to arrive at
Integrate with respect to time from 0 to t, use (5.12), (5.18) and Lemma 5.1 to obtain
A use of (5.13), (5.17), (A2) and Lemma 4.1 concludes the proof of Lemma 5.2.
, n ≥ 1 of (5.1) satisfies the following estimates:
where 
We choose k 0 > 0, such that 1+ 
A use of Taylor's series expansion in the interval (t i−1 , t i ) with use of Cauchy-Schwarz's and Young's inequalities yields 
