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In this paper we develop a methodology for the mesoscale simulation of electrolytes. The methodology is an
extension of the Fluctuating Immersed Boundary (FIB) approach that treats a solute as discrete Lagrangian
particles that interact with Eulerian hydrodynamic and electrostatic fields. In both cases the Immersed
Boundary (IB) method of Peskin is used for particle-field coupling. Hydrodynamic interactions are taken
to be overdamped, with thermal noise incorporated using the fluctuating Stokes equation, including a “dry
diffusion” Brownian motion to account for scales not resolved by the coarse-grained model of the solvent.
Long range electrostatic interactions are computed by solving the Poisson equation, with short range cor-
rections included using a novel immersed-boundary variant of the classical Particle-Particle Particle-Mesh
(P3M) technique. Also included is a short range repulsive force based on the Weeks-Chandler-Andersen
(WCA) potential. The new methodology is validated by comparison to Debye-Hu¨ckel theory for ion-ion pair
correlation functions, and Debye-Hu¨ckel-Onsager theory for conductivity, including the Wein effect for strong
electric fields. In each case good agreement is observed, provided that hydrodynamic interactions at the
typical ion-ion separation are resolved by the fluid grid.
I. INTRODUCTION
Understanding transport properties in electrolytes is
important for the study of fundamental processes such
as electrophoresis, electro-osmosis and electrochemistry
that arise in both biological systems1 and engineered
devices2 such as catalytic micropumps,3,4 batteries,5,6
and fuel cells.7–9 Many of these phenomena occur at the
mesoscale, where the effects of thermal fluctuations must
be captured correctly. This has previously motivated the
development of fluctuating hydrodynamics10 methods for
electrolytic flows,11–13 in which the system is described
using stochastic partial differential equations, which are
solved on a grid. Using this approach, thermal fluctua-
tions are captured while avoiding the computational ex-
pense inherent in direct molecular simulations.14 How-
ever, one drawback of a purely continuum model is that
it is not suitable for mesoscopic systems that contain fea-
tures that occur on a molecular scale, but which still have
an important effect on the overall dynamics. In the con-
text of electrolytes the electrical double layer15 effect is
an important example of such phenomena.1
In order to capture this behavior while avoiding the
computational expense of molecular dynamics, an ap-
proach is required that combines a particle model for
a)Electronic mail: DRLadiges@lbl.gov
b)https://ccse.lbl.gov
1 For example, the thickness of the double layer is roughly one
Debye length, λD, and for a molar concentration of 1.0M there
is only one ion per (3λD)
3.
the solutes with a coarse-grained model of the solvent.
Currently, the most well established numerical method
that uses this approach is Brownian dynamics (BD).16
The key feature of this technique is the use of Green’s
functions to represent particles immersed in an implicit
solvent. These Green’s functions describe the effects of
single particles, which can be joined together in groups to
form complex molecules such as polymers, or even struc-
tures such as flexible membranes. While this approach
works well in many cases, it has a range of shortcom-
ings. First, in a basic implementation, the calculation
of inter-particle hydrodynamic forces has computational
complexity O(N2), where N is the number of particles
being simulated. Further, the calculation of the thermal
noise applied to each particle scales as O(N3) (from the
Cholesky factorization of the mobility matrix), making
simulation of large systems infeasible. Additionally, the
application of boundary conditions is complicated to im-
plement in all but the simplest cases.
More recently, an approach referred to as General
Geometry Ewald-like Method (GGEM)17,18 has been
proposed. Similar in principle to the Particle-Particle
Particle-Mesh (P3M) method19 used in electrostatics,
short range hydrodynamic interactions are computed us-
ing Green’s functions, and long range interactions are
computed using a grid-based discretization of the rele-
vant PDE, in this case Stokes’ equation. This achieves
near linear scaling (under ideal conditions) by limiting
the calculation of pairwise interactions to small subsets
of particles and employing an approximation method for
the calculation of the thermal noise. This comes at the
cost, however, of a particularly complex algorithm that
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is difficult to generalize to arbitrary geometries.
A recently proposed approach that addresses these
issues is the Fluctuating Immersed Boundary (FIB)20
method. This technique uses Immersed Boundary (IB)21
kernels instead of Green’s functions to couple particles
to an explicitly simulated solvent. Importantly, whereas
both the original IB and GGEM methods use standard
deterministic hydrodynamics to represent the solvent, in
FIB the solvent is simulated using an incompressible fluc-
tuating hydrodynamics methodology.22 Using this ap-
proach, thermal noise arises directly from the fluid, avoid-
ing the complex per particle calculations required by
GGEM and other Brownian dynamics methods. Lin-
ear time complexity, in both domain size and particle
number, is achieved for the calculation of hydrodynamic
interactions under all conditions. We note a similar ap-
proach is taken in the Stochastic Eulerian Lagrangian
Method (SELM), described in Ref. 23; some comments
regarding the relationship between FIB and SELM are
given in Ref. 20.
In this paper, we extend the FIB method to the simula-
tion of electrolytic flows. Using this approach, individual
charged ions are described using immersed boundary ker-
nels, and the solvent is treated using fluctuating hydrody-
namics. In doing so we incorporate two new contributions
to the FIB methodology: (i) a “dry diffusion” process to
compensate for under-resolved hydrodynamics with the
direct addition of Brownian noise, following the coarse-
grained model justified in Ref. 24, and (ii) the incorpora-
tion of electrostatic effects with an immersed-boundary
P3M implementation for efficiently and accurately com-
puting the electric field. We refer to this approach as
Discrete Ion Stochastic Continuum Overdamped Solvent
(DISCOS).
The layout of this paper is as follows. In Sec. II,
we summarize the Brownian dynamics approach and de-
scribe its relationship to the FIB method. In Sec. II E
we discuss the dry diffusion process. Sec. III contains a
description of electrostatic and close range forces, while
Sec. IV details the numerical methodology used to im-
plement the DISCOS algorithm. In Sec. V the DISCOS
method is tested by comparison to theoretical results for
the radial distribution function and electrical conductiv-
ity. This includes an analysis of the effect of the dry
diffusion approach described in Sec. II E. Finally, some
concluding remarks are given in Sec. VI. Note that in
this article, to fully detail and test the novel aspects
of the method without introducing additional compli-
cations, we describe the application of DISCOS to un-
bounded/periodic systems. The inclusion of boundaries
will be the subject of a future publication.
II. STOCHASTIC HYDRODYNAMICS
This section formulates stochastic hydrodynamics for
Brownian particles, and Sec. III describes the additional
intermolecular forces present when these particles are
ions. First we briefly review the Brownian dynamics and
fluctuating immersed boundary approaches to simulat-
ing particle-fluid systems; more detailed descriptions can
be found in Refs. 16,17,20,25 and 26. Both approaches
assume an infinite Schmidt number,
Sc =
η
ρD
→∞, (1)
where D is the diffusion coefficient of a particle, and η
and ρ are the viscosity and density of the fluid, respec-
tively. In this asymptotic regime, the diffusion time of
the particles is large compared to the relaxation time of
the fluid, and the flow can therefore be treated as quasi-
steady. A detailed discussion of the relationship between
particle diffusion and Schmidt number is given in Ref. 27,
and the validity of this approximation in the context of
electrolytes is discussed in Sec. V.
The FIB method was originally intended as a fast
algorithm for performing Brownian dynamics with hy-
drodynamic interactions for colloidal suspensions; the
reader can consult Refs. 28,29 for related state-of-the-
art spectrally-accurate methods for periodic suspensions.
Here we adapt this methodology to ionic solutions. This
necessitates some important changes to account for the
fact that ions are much smaller than typical colloids, as
we describe in detail in Sections II B and II E.
A. Brownian dynamics with hydrodynamic interactions
We consider a solute (ions) represented as N particles
with positions x(t) = {x1, · · · ,xi, · · · ,xN}. The equa-
tion of motion for the particles is
dx
dt
= MF +
√
2kBTM1/2 W (2)
= MF +
√
2kBTM ◦M−1/2W . (3)
Here, F (x, t) = {F 1, · · · ,F i, · · · ,FN} are the net
forces acting on the particles (in this article they con-
sist of short-ranged intermolecular as well as long-ranged
electrostatic forces), W(t) = {W1, · · · ,Wi, · · · ,WM}
are independent Gaussian white noise processes,2 kB
is Boltzmann’s constant, and T is the temperature.
The stochastic product symbol  indicates the kinetic
interpretation30,31 of the stochastic integral, which can
be viewed a mixed Stratonovich-Itoˆ interpretation, with
◦ denoting the Stratonovich and the absence of a sym-
bol denoting the Itoˆ stochastic product. The symmet-
ric positive-definite mobility matrix M(x) encodes the
hydrodynamic interactions between particles. Here, we
define M1/2 and M−1/2 to be (not necessarily square)
2 Note that it is not required that M = N .
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matrices such that
M = M1/2
(
M1/2
)?
,
M−1 = M−1/2
(
M−1/2
)?
, (4)
where the ? indicates L2 adjoint (conjugate-transpose).
When the kinetic interpretation of the stochastic integral
is applied this property ensures fluctuation-dissipation
balance is obeyed, i.e., that the equilibrium dynamics
are time reversible with respect to the Gibbs–Boltzmann
distribution. When we recast Eq. (2) as a system of Itoˆ
stochastic differential equations for numerical simulation,
it is necessary to include a stochastic drift term, yielding
dx
dt
= MF + kBT∇x ·M+
√
2kBTM1/2W , (5)
where ∇x· is the divergence with respect to the particle
position variables.
In Brownian dynamics the main considerations in the
numerical integration of Eq. (5) are the construction and
fast application of M, and the subsequent application of
M1/2 and calculation of ∇x ·M. The action of a point
force at the origin on the fluid is given by the Green’s
function solution to the steady Stokes’ equation, the Os-
een tensor
O(r) = 1
8piηr
(
I +
r ⊗ r
r2
)
. (6)
Here, r is the position vector with r = |r| and I is
the identity tensor. This can be modified to include fi-
nite size32 and close range corrections, giving the Rotne-
Prager-Yamakawa (RPY) tensor,33
R(r; a) = 1
6piηa
C1I + C2
r ⊗ r
r2
r > 2a
C3I + C4
r ⊗ r
r2
r ≤ 2a
, (7)
with
C1 =
3a
4r
+
a3
2r3
, C2 =
3a
4r
− 3a
3
2r3
,
C3 = 1− 9r
32a
, C4 =
3r
32a
, (8)
where we have assumed all particles have the same hy-
drodynamic radius a. The 3 × 3 block of the mobility
matrix yielding the velocity of particle i due to a force
applied to particle j is then
Mij = R(xij ; a), (9)
where xij = xi − xj . The complete mobility ma-
trix is assembled by computing Eq. (9) for all particle
pairs. We note that M is symmetric positive-definite by
construction. Having obtained M, the matrix M1/2
can be calculated exactly using Cholesky decomposi-
tion or applied using a more rapid iterative method of
approximation.34,35
Rather than directly calculating the divergence of the
mobility matrix to obtain the stochastic drift, the drift is
traditionally included via the Fixman16,36 midpoint time
stepping algorithm. This can also be viewed as a di-
rect discretization of the kinetic version of the stochastic
integral31 or, equivalently, a direct discretization of the
mixed-integral in Eq. (3):
xn+1/2,? = xn +
∆t
2
M(xn)F n
+
√
∆tkBT
2
(Mn)1/2W n,
xn+1 = xn + ∆tM(xn+1/2,?)(
F n+1/2,? +
√
2kBT
∆t
(
M(n)
)−1/2
W n
)
.
(10)
Here, ∆t is the discrete time step andW is a vector of in-
dependent Gaussian random variables. The superscripts
n and n+1 denote values at consecutive time steps, with
n+ 1/2, ? indicating a midpoint update.
B. Fluctuating Hydrodynamics Formulation
As discussed in Sec. I, the FIB method differs from
Brownian dynamics principally in that it explicitly sim-
ulates a coarse grained model of the solvent24 on an Eu-
lerian grid. The solvent is taken to be isothermal and
incompressible, and is therefore modeled by the fluctuat-
ing Stokes equations,24,37
∂v
∂t
+∇rp− η∇2rv =f +
√
2kBTη∇r ·Z, (11a)
∇r · v = 0, (11b)
where ∇r is the gradient operator with respect to r,
v(r, t) is the fluid velocity, p(r, t) is the pressure, and
f(r, t) is a force density applied to the fluid; this is the
mechanism by which the immersed Brownian particles
interact with the solvent. Finally, Z(r, t) is a random,
symmetric, spatio-temporal Gaussian tensor field whose
components are white in space and time, i.e., they have
mean zero and covariances
〈Zij(r, t)Zkl(r′, t′)〉 = (δikδjl + δilδjk)δ(t− t′)δ(r − r′)
(12)
≡ Σ δ(t− t′)δ(r − r′).
Here, δij is the Kronecker delta function, δ is the Dirac
delta function, Σ is the pointwise covariance of the noise,
and 〈· · · 〉 denotes an ensemble average. This time-
dependent system is a set of linear, stochastic partial
differential equations with additive noise, and it there-
fore has a well-defined mathematical interpretation.38
Furthermore, it can be shown to satisfy fluctuation-
dissipation balance.23,24
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In Refs. 20,23,37 the diffusing particles are coupled
directly to the continuum equations, Eq. (11). How-
ever, as discussed in detail in Refs. 24,39, fluctuating
hydrodynamics (FHD) is a coarse-grained description
that only has a clear interpretation once the conserved
fluid quantities (mass, momentum, energy) are spatially
coarse-grained on a discrete grid. Each hydrodynamic
cell should contain a sufficiently large number of sol-
vent molecules for the coarse-grained description to be
justified. Since our particles are (solvated) ions of size
comparable to the solvent molecules, this implies that
the fluid grid size must be larger than a diffusing “nano-
particle”. This is exactly the case analyzed in Ref. 24 us-
ing the theory of coarse-graining, where the discrete FHD
equations are derived by coupling a single nano-particle
with compressible, isothermal FHD. We base our discrete
equations on this derivation, and take advantage of the
flexibility of the framework to improve numerical prop-
erties, such as grid-independence of physical observables
and preservation of translational invariance.
One key conclusion of the analysis in Ref. 24 is that
the total or effective diffusion coefficient of an immersed
particle consists of two pieces. The first comes from the
random advection of the particle by the coarse-grained
stochastic fluid velocity; we will refer to this process as
“wet diffusion”, with the diffusion coefficient Dwet. The
second comes from the additional random motion of the
particle relative to the coarse-grained fluid velocity; we
will term this “dry diffusion”, with the coefficient Ddry.
One can formally write a Green-Kubo formula expressing
the dry diffusion coefficient as the integral of the auto-
correlation function of the particle velocity relative to the
coarse-grained fluid velocity;24 we discuss how we set the
value of the dry diffusion coefficient in Sec. II E.
C. Steady, overdamped limit
For high Schmidt numbers the fluid relaxation time is
fast on the time scale of particle diffusion, so the time-
dependent system Eq. (11) can be accurately approxi-
mated by a (quasi-)steady Stokes system. This limiting
behavior, referred to as the overdamped limit, can be de-
rived by a rigorous analysis of the limit as Sc→∞; this
is shown in Appendix A of Ref. 37. In the overdamped
limit, the dynamic variables are just the positions of the
immersed particles, and they follow an equation that is
identical in structure to the overdamped Langevin equa-
tion, Eq. (2).
Taking the subscript h to indicate a discrete operator,
in the overdamped limit we take the discrete fluid velocity
and pressure to satisfy the steady-state form of Eq. (11)
given by
∇hp− η∇2hv =f +
√
2kBTη
∆V ∇h ·Z, (13a)
∇h · v = 0, (13b)
where Z(rh, t) is a finite dimensional collection of white
noise processes representing the spatial discretization of
Z on a regular grid with positions rh, and ∆V is the cell
volume. Preserving the fluctuation-dissipation property
then requires that the discrete divergence be the negative
of the L2 adjoint of the discrete gradient, ∇?h = −∇h·,
and that
∇2h = ∇h ·Σ∇h = −∇?hΣ∇h. (14)
Note that the spatial discretization scheme described in
Sec. IV below is designed to ensure that these properties
hold.
D. Particle-fluid coupling
In the FIB method the spatial extent of each particle
is defined by a compact kernel function δhy(r), where the
superscript “hy” indicates that this kernel applies to hy-
drodynamic fields (the analogous electrostatic kernel will
be denoted δes). The kernel is used to interpolate the
local fluid velocity to the particles’ locations xi, and to
define the region over which force on the particle is trans-
mitted (spread) to the fluid; the functional form of the
kernel is discussed in Section IV A. To perform these op-
erations, we define discrete interpolation and spreading
operators, J hyh (xi) and Shyh (xi), such that
V i =J hyh (xi)v =
∫
δhy(xi − rh)v(rh)drh, (15)
f s(rh) =
(
Shyh (xi)F
)
(rh) =
N∑
i=1
δhy(xi − rh)F i, (16)
where the hydrodynamic (advective) part of the particle
velocity, i.e., the velocity of the fluid at the location of
the particles, is denoted by V = {V 1, · · · ,V i, · · · ,V N}.
The force density spread to the fluid from the particles
is given by f s, and as above, we use the subscript h
to indicate discrete operators. Note that the integral in
Eq. (15) is just a short-hand notation for a weighted sum
over the grid points; the exact form of the discretization
is discussed in Sec. IV A.
It is important to note that this coupling of the par-
ticles to the coarse-grained fluid, taken from immersed
boundary methodology, is different from (though closely
related to) that used in the theory of coarse-graining
given in Ref. 24. The FIB formulation is advantageous
because it is simpler to implement, achieves much better
translational invariance in practical numerical implemen-
tations, and allows flexibility in choosing δhy.
In addition to advection by the velocity given by
Eq. (15), particles move by the dry diffusion process, giv-
ing the complete overdamped equations of motion for the
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DISCOS method (see also Appendix B.1 in Ref. 40),
dxi
dt
= V i + kBT (∇x ·M)i
wet
+
Ddryi
kBT
F i +
√
2Ddryi Wdryi
dry
,
(17)
where Wdryi (t) is another independent Gaussian white
noise process. Note that here we have written the equa-
tion of motion for a single particle, since Ddryi depends
on the particle’s species.
We define the discrete Stokes operator Lh such that
the solution of Eq. (13) is
v = L−1h
(
f +
√
2kBTη
∆V ∇h ·Z
)
, (18)
so that the particles’ hydrodynamic velocity is
V i =J hyh (xi)L−1h
(
Shyh (xi)F (x) +
√
2kBTη
∆V ∇h ·Z
)
.
(19)
This allows us to relate the DISCOS method to Brownian
dynamics (Eq. (2)) by observing that
M = Diag
{
Ddry
kBT
}
+J hyh L−1h Shyh , (20)
where Ddry =
{
Ddry1 , · · · , Ddryi , · · · , DdryN
}
, and
Diag{X} denotes a diagonal matrix with the values of
X on the diagonal. The Brownian velocity is expressed
as
M1/2W ≡ Diag

√
Ddry
kBT
Wdryi
+
√
η
∆VJ
hy
h L−1h ∇h ·Z,
(21)
where
√
Ddry =
{√
Ddry1 , · · · ,
√
Ddryi , · · · ,
√
DdryN
}
.
In Ref. 20 (see also Appendix B of Ref. 40) it is
demonstrated that this combination satisfies fluctuation-
dissipation balance, provided Eq. (14) holds, and the
spreading and interpolation are related by the adjoint
property
(
J hyh
)?
= ∆VShyh , which is assured by the
immersed-boundary method.
What is now needed is a way to evaluate the stochas-
tic drift. Direct implementation of the Fixman method
(Eq. (10)) is complicated by the fact that it requires the
inverse of the mobility matrix, which is difficult to obtain
in the context of FIB. As demonstrated in Ref. 20, the
divergence of the mobility can be evaluated numerically
using a finite difference method. However this would
require multiple evaluations of M per step, which re-
quires multiple applications of L−1h , i.e., multiple solves
of Stokes equation. This can be avoided by re-writing
the stochastic drift using the chain rule
∇x ·M
= J hyh L−1h ∇x · Shyh +
(
∇xJ hyh
)
:
(
L−1Shyh
)
(22)
where, in summation notation, the double dot product is
defined as{(
∇xJ hyh
)
:
(
L−1h Shyh
)}
ij
=(∂j(J hyh )ik)(Lh)−1kl (Shyh )lj .
(23)
Defining the thermal forcing
f th = kBT∇x · Shyh , (24)
the first term on the right hand side of Eq. (22) is then
accounted for by including f th as part of the force density
in Eq. (13),
f = f s + f th. (25)
The divergence of the spreading operator can be eval-
uated with a single application of L−1h ; the details are
discussed in Sec. IV. The second part of the stochastic
drift (corresponding to the second term on the right hand
side of Eq. (22)) is obtained by a midpoint temporal in-
tegrator described in Sec. IV D, similar in spirit to how
the Fixman midpoint scheme (Eq. (10)) obtains the total
stochastic drift.
E. Total, wet, and dry diffusion
At the end of Sec. II B we describe two diffusion pro-
cesses: wet diffusion, which arises from fluctuations in
the coarse grained hydrodynamic solution, and dry diffu-
sion, which represents additional Brownian motion that
is not resolved by the coarse graining process. Here we
explain how we set the dry diffusion coefficient.
Consider a single freely diffusing isolated spherical
nanoparticle suspended in a quiescent fluid. The particle
will perform a standard Brownian motion with a “to-
tal” diffusion coefficient Dtot. From the Stokes-Einstein
relation, the total diffusion coefficient for a sphere with
radius at is
Dtot =
kBT
ςηat
, (26)
where ς is a constant depending on the boundary condi-
tion on the particle; here we take ς = 6pi, corresponding
to a no slip boundary condition. Note that as long as
Dtot is held fixed the relative value of ς and at will have
no bearing on the dynamics.
As described in Sec. II B, when simulating such a par-
ticle using the FIB method the fluctuations in the hydro-
dynamic velocity will yield a wet diffusion process with
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coefficient Dwet. Because these fluctuations are transmit-
ted to the particle via the interpolation operator, J hyh ,
the effective hydrodynamic radius of the particle will de-
pend on the form of the kernel function δhy; we designate
this wet radius aw, where
Dwet =
kBT
ςηaw
. (27)
The value of aw is determined by the grid used to solve
Eq. (13) – coarsening this grid will result in an increase
of aw and a reduction in the diffusion experienced by the
particle.
If the discretization is such that aw > at, then the
additional dry diffusion process to be added is such that
Ddry =
kBT
ςηad
, (28)
where the dry radius ad is
ad =
awat
aw − at , (29)
giving
Dtot = Dwet +Ddry. (30)
In order for the dry diffusion to remain positive, the to-
tal radius at must be smaller than the wet radius aw. In
practice, Dwet is set by the mesh spacing and the choice of
kernel. We then specify Ddry so that each species diffuses
with the desired total diffusion coefficient. Using this ap-
proach, the diagonal terms in an under-resolved mobility
matrix are corrected with the dry diffusion terms; see
Eq. (20). This has the effect of greatly improving com-
putational speed, at the cost of neglecting short range
hydrodynamic contributions. For electrolytes, in many
cases we expect these contributions to be small compared
to the electrostatic effects; this is discussed further in
Section V B.
The above procedure was suggested, though not imple-
mented, in Ref. 24, where the total, wet, and dry diffusion
coefficients are referred to as the renormalized, enhance-
ment, and bare diffusion coefficients, respectively. A sim-
ilar approach is also used for inertial systems in Refs. 40–
42. Note that here we have taken the dry diffusion coef-
ficient to be isotropic and spatially homogeneous, which
is true only in the case of unbounded/periodic domains.
In this case, no stochastic drift correction is necessary for
the dry component of Eq. (17). For other boundary con-
ditions the dry diffusion coefficients can be spatially de-
pendent, and a corresponding stochastic drift term would
have to be included.
III. IONIC FORCES
As discussed in Sec. I, we are considering long range
electrostatic and short range repulsive forces acting on
the ions. For a given ion i, the total force is given by
F i = F
E
i +
∑
j∈ΩRi
FRij + F
ext
i , (31)
where FEi is the electrostatic force, F
ext
i indicates forces
due to an applied field (e.g., gravity, external electric
field), FRij is the short range repulsive force between par-
ticles i and j, and ΩRi indicates all particles within a
given range of the ith particle.
A. Electrostatic Forces
First, we describe our immersed-boundary variant
of the classical Particle-Particle, Particle-Mesh (P3M)
approach14,19 in detail, since we are not aware of prior
work that implements an IB-P3M algorithm. We em-
ploy an approach that is essentially linear in system size
to evaluate electrostatic interactions, while recovering a
point charge representation of the ions which cannot be
captured using purely grid based methods. For periodic
systems, the current state-of-the-art are variants of the
Spectral Ewald method described in Ref. 43; a key ad-
vantage of our IB approach is the ease of handling other
types of boundary conditions that are crucial for model-
ing confined systems, as we will explore in future work.
Some additional numerical results are presented in Ap-
pendix A.
In the quasi-electrostatic approximation assumed here,
the electrostatic force is found by solving Poisson’s equa-
tion for the electrical potential φ,
∇2rφ = −%/, (32)
where the charge density is
%(r) =
N∑
i=1
δ(xi − r)qi, (33)
with qi being the charge of ion i, and  the electrical
permittivity of the solvent. The resulting electric field is
then given by
E = −∇rφ, (34)
with the electrostatic force on ion i being FEi = qiE(xi);
note that the singular self-induced electric field is defined
to be zero.
The P3M approach entails solving for the electrical
potential on a grid, and then making local close range
corrections to the force in order to treat the ions as point
charges. Note that for triply-periodic domains, the Spec-
tral Ewald method described in Ref. 43 is the most accu-
rate technique. However, this method is based on Fourier
transforms and is nontrivial to generalize to other bound-
ary conditions and domain configurations.
In the initial stage of the electrostatic force computa-
tion we map the particle charges to a mesh, discretize and
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solve Eq. (32) on the mesh, and interpolate the resulting
field back to the particle locations. Analogous to the hy-
drodynamics, the Lagrangian particles interact with the
Eulerian electrostatic mesh via interpolation and spread-
ing operators.
EPi =J esh (xi)E =
∫
δes(xi − rh)E(rh)drh, (35)
%(rh) =Sesh (xi)q =
N∑
i=1
δes(xi − rh)qi, (36)
where the integral in Eq. (35) is a short-hand nota-
tion for a weighted sum over grid points, just as for
the hydrodynamic interpolation operator. Here EP ={
EP1 , · · · ,EPi , · · · ,EPN
}
is the smoothed value of E at
the particle locations, q = {q1, · · · , qi, · · · , qN} is the vec-
tor of particle charges, and δes is the kernel used for the
electrostatic grid; we note that δes can be chosen inde-
pendently from δhy. The numerical solution of Eq. (32) is
discussed in Sec. IV C. The smoothed electrostatic force
on particle i is then given by
FPi = qiE
P
i . (37)
A local correction is needed because a point charge
representation of the ions would require an unreasonably
fine mesh when solving Eq. (32); for finite, non-zero ∆r,
the force calculated between two particles, i and j, on the
mesh becomes less accurate as the distance between the
particles becomes smaller. This effect becomes particu-
larly severe when the kernels overlap and the particles no
longer appear as points, i.e., xij < ψ, where ψ is on the
order of the diameter of the kernel. The P3M method
accounts for such situations by replacing the Poisson so-
lution with a direct calculation of the Coulomb force,
FCij =
1
4pi
qiqj
x2ij
xˆij , (38)
where xij = |xij |, and the unit vector xˆij = xij/xij .
Specifically, the electrostatic force is computed as
FEi = F
P
i +
∑
j∈ΩEi
F LCij , (39)
where ΩEi indicates all particles within a range of ψ from
particle i. Here the local or near-field correction is
F LCij = F
C
ij − FPij , (40)
where FPij is the force computed by the immersed-
boundary method if only the charges i and j were present.
In this work the cutoff ψ ≤ L/2, where L is the length of
the periodic domain, so that for each pair of charges the
local correction is only applied for the nearest periodic
image of one of the charges.
Following previous P3M and (Spectral) Ewald meth-
ods, the local correction is approximated as a radially-
symmetric short-ranged force
F LCij ≈
qiqj
4pi(∆r)2
FLC
(xij
∆r
)
xˆij , (41)
where the dimensionless scalar function FLC(y) is tab-
ulated for 0 ≤ y ≤ ψ/(∆r) in a pre-computation step,
which is done once and only once for a given kernel δes.
This table is computed using two charges in a domain
which is large enough that boundary effects are negli-
gible. Because there is a small degree of translational
variance, the solution for each separation distance is cal-
culated many times using random placements and orien-
tations of the pair relative to the grid, and the results
averaged. We show numerical results for the near-field
corrections in Appendix A.
It is important to emphasize a key difference be-
tween the IB approach described here and that used in
other P3M-style methods, including the spectral Ewald
method.43 In the latter, the smearing/smoothing of the
delta functions in Eq. (33) is done at the continuum level,
using a smooth kernel function such as a Gaussian. For
an unbounded domain, the correction potential F LCij can
easily be computed analytically using Fourier-space inte-
gration. The smooth continuum density is then spread to
the grid on which the Poisson equation is solved (using,
e.g., a spectral method in the Spectral Ewald method or
a finite-difference approach as done here), and the solu-
tion is interpolated back on the particles just as we do.
The spreading and interpolation operations to and from
the grid are done to spectral accuracy using the non-
uniform FFT in the Spectral Ewald method, while in
classical P3M methods it is done using a separate “win-
dow” or “charge assignment function,” such as a power
of the sinc function19; a plethora of methods exist with
different choices of how this step is done.14 By contrast,
in our approach there is only one kernel, δes, that is used
both to smear the charge and to communicate between
particles and grid. In Appendix A, we study the ac-
curacy of our IB-P3M approach and isolate the contri-
butions to the dominant error coming from the loss of
translational and rotational invariance from the Poisson
solver and from the spreading and interpolation using a
compactly-supported kernel.
B. Steric Repulsion
To compute the short range repulsive force FRij , we
model the finite size and excluded volume of the ions
using a mollified Weeks-Chandler-Andersen (WCA) in-
teraction potential,44 which is a shifted and truncated
Lennard-Jones potential,
U sr(x˜;σ, ξ) =
4ξ
(
6σ6
x˜7m
− 12σ12
x˜13m
)
(x˜− x˜m)
−4ξ
(
σ6
x˜6m
− σ12
x˜12m
)
+ ξ, x˜ ≤ x˜m
4ξ
((
σ
x˜
)12
−
(
σ
x˜
)6)
+ ξ, x˜m < x˜ < 2
1/6σ
0, 21/6σ ≤ x˜
(42)
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where ξ is the magnitude of the potential, σ is the van
der Waals diameter, and x˜ is the radial distance between
the particles. Note that this potential is set to produce
a constant force for x˜ ≤ x˜m equal to that for x˜ = x˜m
in order to reduce numerical stiffness; specific values of
these parameters are discussed in Section V. The cutoff at
21/6σ ensures that only the repulsive part of the potential
is used and shifting the potential by ξ ensures that there
is no discontinuity in the potential and in the force at the
cutoff. The short range repulsive force is then
FRij = −xˆij
d
dx˜
U srij (xij ;σij , ξij), (43)
where σij is the average of the diameters of particles i and
j, and in this work we set ξij = ξ for all pairs of ions.
Note that the repulsion diameter is distinct from the
hydrodynamic radius at discussed in Sec. II E, however,
both are related to the solvation layer formed around an
ion.45 The potential and repulsive force are illustrated in
Fig. 1.
IV. DETAILS OF NUMERICAL METHODOLOGY
In this section we discuss the details of the discretiza-
tion and solution methods of the hydrodynamic and elec-
trostatic3 equations, Eqs. (13) and (32), and the associ-
ated particle time stepping algorithm. These are all im-
plemented in the AMReX framework described in Ref. 46
and available at https://amrex-codes.github.io/.
A. Peskin Kernels
In sections II B and III, we define kernel functions that
describe the interaction of the particles with continuous
fields; see Eqs. (15), (16), (35), and (36). These functions
are represented numerically by Peskin kernels,21 which
approximate Gaussian functions on a discrete grid. The
four-point kernel is defined using
δPe(ζk) =
3− 2|ζk|+
√
1 + 4|ζk| − 4|ζk|2
8∆r , 0 ≤ |ζk| ≤ 1
5− 2|ζk| −
√
−7 + 12|ζk| − 4|ζk|2
8∆r , 1 < |ζk| ≤ 2
0, 2 < |ζk|
,
(44)
3 Note that the hydrodynamic equations are in the quasi-
hydrostatic approximation (neglect inertial terms) while the elec-
trostatic equations are in the quasi-electrostatic approximation
(neglect magnetic fields).
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FIG. 1. Illustration of short range potential and repulsive
force due to Eq. (42). For ease of viewing, here we have set
x˜m = 0.7σ. Note that the actual value used in the simula-
tions, discussed in Sec. V, is x˜m = 0.25σ.
where ζ = (xi − r)/∆r, ζk indicates a single Cartesian
component of ζ, (ζx, ζy, or ζz), and ∆r is the grid spac-
ing, which is the same in each direction. Peskin ker-
nels attempt to maximize certain ideal properties of a
continuum Gaussian, notably isotropy and translational
invariance; a detailed discussion is given in Ref. 21. Re-
cently kernels with a greater number of points in their
support, including five and six grid points,47 have been
computed. These have improved smoothness and come
closer to the ideal case at the cost of increased computa-
tion time. Conversely, using a smaller number of points
will result in a less accurate kernel but reduced compu-
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tational cost.
Although it is not necessary to use the same kernels for
the hydrodynamic and electrostatic fields, for simplicity
in this article we use the same four point kernel in both
cases,
δhy(ζ) = δes(ζ) = δPe(ζx)δ
Pe(ζy)δ
Pe(ζz). (45)
We further use the same cell size, ∆r for all fields, al-
though again this is not a necessity.
The discretized interpolation operation for a single
Cartesian component of the hydrodynamic velocity (vk)
is
J hyh,k(xi)vk = ∆V
∑
j∈ΩPei
δhy(xi − rj)vk(rj), (46)
where ∆V = (∆r)3, and j ∈ ΩPei indicates summation
over discrete grid points rj that lie within the support
of δhy(xi−rj) centered on xi, and on which the discrete
velocity is defined. The spreading operation for a single
component of force is given by
Shyh (xi)F k =
N∑
i=1
∑
j∈ΩPei
δhy(xi − rj)Fi,k. (47)
Similarly, the discretized electrostatic interpolation and
spreading operators are, respectively,
J esh,k(xi)EPk = ∆V
∑
j∈ΩPei
δes(xi − rj)EPk (rj), (48)
and
Sesh (xi)q =
N∑
i=1
∑
j∈ΩPei
δes(xi − rj)qi. (49)
As mentioned above, one reason for using Peskin ker-
nels is to maximize translational invariance. However a
small degree of variance remains – the four point ker-
nel used here has a position dependent hydrodynamic
radius of (1.255 ± 0.005)∆r. Were perfect translational
invariance achieved, for unbounded/triply periodic do-
mains the stochastic drift term in the particle equation
of motion, Eqs. (17) and (19), would be zero everywhere,
as the divergence of the mobility would be zero.37 How-
ever the slight lack of invariance of the kernels renders the
stochastic drift term necessary even in domains without
solid boundaries; this is discussed in detail in Ref. 20.
B. Fluid solver
We discretize the fluid velocity on a uniform Carte-
sian grid with mesh spacing ∆r. We use a staggered grid
system with normal velocities and force density defined
at cell faces, and pressure defined in cell centers, i.e., a
standard marker-and-cell (MAC) discretization.48 Multi-
ple discretizations are used for differential operators rep-
resenting the gradient, divergence, and Laplacian. Each
of these operators use centered second-order differences.
We use ∇c→fh to represent the face-centered gradient of
a cell-centered field, ∇ch to represent the cell-centered
gradient of a cell-centered field, ∇f→ch · to represent the
cell-centered divergence of a face-centered field, (∇2h)f to
represent the face-centered Laplacian of a face-centered
field, and (∇2h)c to represent the cell-centered Laplacian
of a cell-centered field. Finally, ∇˜h· is used to represent
the face-centered divergence of a field defined on control
volumes corresponding to the shifted (staggered) veloc-
ity grid. This is illustrated in two dimensions in Fig. 2.
Using these operators, the discrete fluid equation solved
at each time step is (see Eqs. (13) and (25)),
−η(∇2h)fv +∇c→fh p = Shyh F +
√
2ηkBT
∆t∆V ∇˜h · Ẑ
+
[
Shyh
(
x+
∆R
2
Ŵ
)
− Shyh
(
x− ∆R
2
Ŵ
)]
kBT
∆R
Ŵ ,
(50a)
∇f→ch · v = 0. (50b)
Here, Ẑ represents independent normally distributed
random numbers defined such that their divergence can
be calculated at the locations where v is defined. This
is illustrated in two dimensions in Fig. 2, where Ẑ
is stored on cell nodes and centers. In three dimen-
sions Ẑ is stored on cell edges and centers. This
is described in detail in Ref. 22. The vector Ŵ ={
Ŵ 1, · · · , Ŵ i, · · · , ŴN
}
consists of independent ran-
dom vectors Ŵ i =
(
Ŵi,x, Ŵi,y, Ŵi,z
)
, where each Ŵ is
an independent Gaussian random number of mean zero
and variance one.
The second line of Eq. (50a) represents the thermal
forcing term given by Eq. (24). As discussed in Ref. 20,
it is essentially a finite difference representation of the
divergence of the spreading operator. It is implemented
by spreading a random force, kBTŴ /∆R, at locations
randomly offset from the particle positions, x+∆RŴ /2,
and the negative of that force at positions x−∆RŴ /2.
The distance ∆R should be smaller than the length scale
over which Shy varies, but large enough to avoid issues
due to numerical roundoff. In this article we have used
the value ∆R = 10
−4∆r.
The system of discrete equations formed by Eq. (50)
can be solved by a range of approaches, here we have used
a preconditioned Generalized Minimal RESidual (GM-
RES) method.48,49
C. Electrostatic solver
The electrostatic potential and charge density, φ and %,
are defined on a cell centered grid. The Poisson equation,
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FIG. 2. Upper: A 2D illustration of the MAC48 discretization
used for Eq. (50). Lower: 2D illustration of the ∇˜h ·Z term
in Eq. (50a), which is the discretization of the term ∇r · Z
from Eq. (11). Random numbers, Z, are generated at the
faces of control volumes around the points where velocities
v are defined so that the divergence of the field Z can be
calculated.
Eq. (32), is discretized by
(∇2h)cφ = −%/. (51)
In this case, the resulting system of equations are solved
using the geometric multigrid50 method.
The resulting electric field is also stored at cell centers,
and is found by
E = −∇chφ. (52)
The choice of a cell centered differencing in Eq. (52) has
some advantages over other options that are worth not-
ing. Importantly, it can be shown4 that Eq. (52), to-
gether with the IB interpolation and spreading, ensures
that, at least for periodic domains, Newton’s third law is
obeyed. That is, the force on ion i due to ion j is equal
and opposite to that on ion j due to ion i,5 and momen-
tum is conserved.6 This implies that there is strictly no
self-force of one ion on itself, which is an important prop-
erty desirable in any P3M method. It may appear more
natural for staggered grids to compute electric field not
at cell centers using ∇ch, but on cell faces using ∇c→fh ,
in particular because (∇2h)c = ∇f→ch · ∇c→fh . How-
ever, this choice does not lead to equal and opposite ac-
tion/reaction forces and can generate spurious self-forces.
One thing that is lost with the discretisation employed
in Eq. (52) is that the force is no longer a negative gra-
dient of an electrostatic potential. That is, the IB-P3M
approach followed here cannot be used for applications
where both forces and energies matter and need to be
consistent with each other; in BD or DISCOS we only
need forces, and since the system is isothermal there are
no issues regarding energy conservation. It is possible to
ensure consistency between electrostatic forces and en-
ergy if one uses the derivative of the Peskin kernel to
interpolate−φ at the particle positions to obtain the elec-
tric field/force. However, this requires using a smoothly-
differentiable kernel such as the 6pt Peskin kernel,47 and
also does not lead to momentum conservation.
When applying the close range correction to the elec-
trostatic solution (and the steric repulsion), near linear
scaling is maintained by using the neighbor list feature
included with AMReX.
D. Temporal Algorithm
The time stepping scheme employed in DISCOS builds
on that of the FIB method with the addition of electro-
static forces and dry diffusion. A time step is then defined
by the following four steps:
1. The charge density % is computed on the grid us-
ing the spreading operation defined by Eqs. (36)
and (49). Equation (51) is then solved using the
geometric multigrid method, and Eq. (52) used to
obtain the coarse electric field, E.
4 We thank Charles Peskin for sharing with us an analytical proof
of this property.
5 Note that this force is, however, not strictly central. That is,
the Weak Law of Action and Reaction (Newton’s Third Law) is
obeyed but not the Strong Law of Action and Reaction, which
requires that the forces act along the line joining the particles.
6 Note that in the overdamped limit there is no momentum con-
servation per se, however, the steady Stokes equation would not
be solvable in triply-periodic domains if the forces did not sum
to zero.
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2. This electric field is interpolated to the particle lo-
cations using the operation defined by Eqs. (35)
and (48). The corresponding force on the parti-
cles is found using Eq. (37). For particles at close
range, this force is corrected as per Eqs. (38) and
(39). Close range WCA interactions are also calcu-
lated in this step, and the total force on the particle
calculated as per Eqs. (31)-(43), including the effect
of any external fields.
3. The force on the particles, F , is spread to the grid
storing the force density using the operations de-
fined in Eqs. (16) and (47), recovering f s. The
random finite difference term is spread as per the
second line of Eq. (50a), yielding the thermal forc-
ing f th. The resulting system, Eq. (50), is solved
via the GMRES method to compute the velocity at
time step n, vn.
4. The fluid velocity vn is interpolated to particle lo-
cations using the operations defined in Eqs. (15)
and (46) to obtain the “wet” component of the par-
ticle velocities, Eq. (17). The temporal discretiza-
tion of the particle diffusion is then given by the
midpoint update scheme
x
n+1/2,?
i = x
n
i +
∆t
2
(J hyh (xni )vn), (53)
xn+1i = x
n
i + ∆t
[
J hyh (xn+1/2,?i )vn +
Ddryi
kBT
F ni
+
√
2Ddryi
∆t
W ni
 . (54)
As discussed in Sec. II B, the purpose of the mid-
point update is to incorporate the part of the
stochastic drift not accounted for by the random
finite difference force density f th.
This algorithm is first order in time, as illustrated in
Ref. 20, where higher order schemes are also discussed.
V. NUMERICAL RESULTS
In this section we test the DISCOS algorithm by com-
parison with theoretical results for the radial pair corre-
lation function and electrical conductivity. Additionally,
we analyze the effect of changing the ratio of wet and dry
diffusion.
In our numerical tests we model a 1:1 electrolyte solu-
tion, similar to salt water, with species labeled A and
B, with charges q = qA = −qB = 1.6 × 10−19 C.
The solvent is taken to be water at T = 295 K, vis-
cosity η = 0.01 g/(cm s), and permittivity  = r0,
with relative permittivity r = 78.3 where 0 is the vac-
uum permittivity. The diffusion coefficients of the ions
in water are DtotA = 1.17 × 10−5 cm2/s and DtotB =
1.33× 10−5 cm2/s, corresponding to hydrodynamic radii
of at = 0.185 nm, and at = 0.162 nm, respectively. In all
cases the close range potential parameters are ξ = 10−16
ergs, σ = 0.4 nm, and x˜m = 0.1 nm. Note that the
above parameters yield Schmidt numbers of 854 and 752
for species A and B, respectively. This justifies the use
of the infinite Schmidt number approximation discussed
above.
For each problem the time step, ∆t, was selected by
successive refinement until a negligible change in the re-
sult was observed. Note that the ion diffusive time scale,
a2/D, is on the order of 10 picoseconds. The time steps
used for the simulations below were typically constrained
to the order of 0.1 ps by the stiffness of the steric and
electrostatic interactions. We are currently examining
how the time step may be increased by varying the pa-
rameters of these potentials.
In each case the system size was selected to avoid
significant finite size effects. When considering electro-
static interactions, the relevant length scale is the Debye
length,51,52
λD =
√
kBT∑Ns
j=1 njq
2
j
, (55)
where Ns it the number of species, and nj is the number
density of species j. This is a measure of how far electro-
static effects persist before they are screened by clouds of
opposite charges. For hydrodynamic effects, it should be
noted that the diffusion coefficient of an isolated particle
in a triply-periodic domain has well-known strong finite-
size corrections of order aw/L,
40 where L is the length
of the cubic domain. This is because the mobility of an
isolated particle is determined by applying a force on it,
and a force monopole interacts with its periodic images
with 1/r hydrodynamic interactions. However each ion
diffuses with its Debye cloud, which experiences an equal
but opposite force, so that an ion interacts with its peri-
odic images hydrodynamically as a force dipole,53 which
has a finite size correction of order (aw/L)
3. We are not
aware of any systematic analysis of finite-size effects in
the literature; here we have systematically increased the
system size until no significant change in the result is
observed.
A. Radial Pair Correlation Function
We first validate the equilibrium properties of the DIS-
COS method by measuring radial pair correlation func-
tions between ions of like and opposite charge. In gen-
eral, the radial pair correlation function is the normalized
time-average density of particles as a function of radius
from an arbitrary reference particle. For a binary sys-
tem, the pair correlation function between species α and
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β is defined as
gαβ(x˜) =
lim
τ→∞
V
N2αβ4pix˜
2τ
∫ τ
0
N∑
i,j,i 6=j
δ(x˜i − xij) δα,siδβ,sjdt, (56)
where V is the system volume, si and sj are the species of
particles i and j, Nαβ is the number of species pairs, and
x˜i is the radial distance from particle i. In practice, for
each snapshot in time, for each ion of type α, we count
the number of ions of type β in thin spherical shells with
a specified bin width, and compute a number density in
each bin by dividing by the volume of the shell. We
average the results over all α ions and over many time
steps, and normalize the result with the average number
density of β.
For low to moderate ion concentrations Debye-Hu¨ckel
theory51,52 gives
gαβ(x˜) ≈ exp(−Uαβ(x˜)/kBT ), (57)
where the potential is
Uαβ(x˜) =
qαqβ
4pi
e−x˜/λD
x˜
+ U srαβ(x˜). (58)
The first term in Eq. (58) is the screened Coulomb
potential51,52 and the second is the short-ranged repul-
sion.
In Figs. 3 and 4, we compare the approximate theo-
retical expression of Eq. (57) with results obtained from
DISCOS. In Fig. 3, the comparison is shown for molarity
(moles of cation or anion per liter of solvent) of 0.1 M;
excellent agreement is observed. Fig. 4 shows the com-
parison for a molarity of 1.0 M for two different ratios of
wet and dry diffusion. A negligible difference is observed
between second and third simulations; this is unsurpris-
ing as we can see from Eq. (57) that the pair correlation
function does not depend on the hydrodynamic proper-
ties of the solvent. Reasonable agreement is observed,
with some deviation observed in the peak of the opposite
charge result. We note that Eq. (57) is derived in the low
concentration limit, so we expect decreasing agreement
with increasing concentration.
B. Electrical Conductivity
For an applied electric field of magnitude E the total
current density in an electrolyte solution is
I =
Ns∑
j=1
njq
2
jµjE, (59)
where µj is the mobility of species j. The conductivity is
defined by Ohm’s law as C = I/E and from the Nernst-
Einstein relation52 the mobility in the limit of infinite
dilution is µ0j = D
tot
j /kBT . In this limit, the uncorrected
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FIG. 3. Radial distribution for a molarity of 0.1 M. The upper
plot shows the pair correlation for ions of like charge; also
indicated is the Debye length. The lower plot shows the pair
correlation for ions of opposite charge. The solid line shows
the approximate analytical solution given by Eq. (57), and
the squares show the numerical result from DISCOS. These
results were collected using a bin width of 0.025 nm, with a
sample size of 50,000 – the simulation was run for 100,000
steps, with the first 50,000 steps used for equilibration. For
visual clarity, only every fourth point is displayed. The grid
size was set such that the total diffusion of species A was
14.7% wet and 85.3% dry, and for species B, 12.9% wet and
87.1% dry. This corresponds to ∆r = 1nm, with a 32×32×32
cell periodic domain, and 3946 ions. The time step was ∆t =
0.1 ps.
DISCOS for Electrolytes 13
 
0.6
0.8
0.4
0.2
0.0
1.0
1.5
2.0
1.0
0.5
0.0
2.5
0 21
0 21
FIG. 4. Radial distribution for a molarity of 1.0M. The upper
plot shows the pair correlation for ions of like charge; also
indicated is the Debye length. The lower plot shows the pair
correlation for ions of opposite charge. The solid line shows
the approximate analytical solution given by Eq. (57), and
the boxes and circles show numerical result from DISCOS.
The numerical parameters are the same as those described for
Fig. 3, except that two different grid resolutions are shown.
The black circles show the case where the grid size was set
such that the total diffusion of species A was 14.7% wet and
85.3% dry, and for species B, 12.9% wet and 87.1% dry. This
corresponds to ∆r = 1nm, with a 16 × 16 × 16 cell periodic
domain, and 4932 ions. The red squares show the case where
the grid size was set such that the total diffusion of species
A was 58.9% wet and 41.1% dry, and for species B, 51.8%
wet and 49.2% dry. This corresponds to ∆r = 0.25nm, with
a 32 × 32 × 32 cell periodic domain, and 618 ions.
total conductivity C0 is the sum of the species conduc-
tivities C0i ,
C0 =
Ns∑
j=1
C0j =
Ns∑
j=1
njq
2
jD
tot
j
kBT
. (60)
Debye-Hu¨ckel-Onsager theory gives the electrolyte
conductivity52,54 as the sum of the uncorrected total con-
ductivity, electrophoretic contribution, and a contribu-
tion due to the relaxation effect,
C = C0 + Cep + Crelx. (61)
See Ref. 12 for the relationship of this theory to fluctu-
ating hydrodynamics.
The electrophoretic contribution is due to screening
charges of opposite sign about each ion imparting a re-
tarding viscous stress on the ion, given by
Cep = −
Ns∑
j=1
njq
2
j
6piηρλD
λD
λD + aDHj
. (62)
The last term is a Debye-Hu¨ckel correction to account
for the finite ion size, which we take to be aDHj = 0.4 nm
for both ions. The relaxation effect refers to the average
force experienced by an ion from its asymmetric ionic
cloud relaxing due to thermal fluctuations. For binary
electrolytes the contribution due to the relaxation effect
is
Crelx = −
2∑
j=1
C0
12pi(2 +
√
2)
q2j
kBTλD
λD
λD + aDHj
. (63)
For aDHj  λD both the electrophoretic and relaxation
contributions go as the square root of the ionic concen-
tration.
The C0 term contains no hydrodynamic interactions
between ions; it is therefore correctly captured by a sim-
ulation with any wet/dry diffusion ratio. The same is
true for the Crelx term, as this arises entirely from elec-
trostatic interactions which are well-resolved using the
P3M approach. The Cep term arises from the collective
hydrodynamic effect of an ion and its screening cloud of
opposite charge, it is therefore only completely captured
by a simulation using 100% wet diffusion; the relative
importance of this effect is discussed in the next section.
When the applied electric field is sufficiently strong
the distortion of the ionic clouds results in an increased
electrical conductivity, which is known as the Wien effect.
For a 1:1 electrolyte solution the Wien corrections to the
conductivity are55
CrelxW (a) = AW(a) Crelx, (64)
CepW(a) = BW(a) Cep, (65)
where
AW(a) =
3(1 +
√
1/2)
2a3
(
a
√
1 + a2 −
√
2a
+ arctan(
√
2a)− arctan(a/
√
1 + a2)
)
, (66)
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BW(a) =
1√
2
+
3
8a3
(
2a2arcsinh(a)− a
√
1 + a2 +
√
2a
− (1 + 2a2)
[
arctan(
√
2a)− arctan(a/
√
1 + a2)
] )
,
(67)
and a = (qλDE)/(kBT ) is a dimensionless parameter for
the electric field strength. These correction factors are
shown in Fig. 5. Note that A(a)→ 0 and B(a)→ 1/√2
as a→∞.
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FIG. 5. Wien corrections to the DHO relaxation ef-
fect and electrophoretic contribution as a function of a =
(qλDE)/(kBT ).
In the presence of an applied electric field, the conduc-
tivity vector can be computed by
C = lim
τ→∞
1
EVτ [Z(τ)− Z(0)] , (68)
where the ion polarization (displacement of the “center
of charge”) is
Z(t) =
N∑
i=1
qixi(t). (69)
An alternative way to measure conductivity in the ab-
sence of an applied field is given by the Einstein-Helfand
formula,56 in terms of the long-time diffusion coefficient
of the center of charge,
CEH = lim
τ→∞
1
6kBTVτ
∫ τ
0
[Z(t)− Z(0)]2 dt. (70)
This is derived from the Green-Kubo relation,57,58 and is
discussed in Refs. 56 and 59.
Formally, Eqs. (68) and (70) hold when τ is large
enough to ensure that the short time correlations have
decayed; increasing τ beyond this point has no effect on
the statistical convergence, as the variance of Z does not
decrease with time. An accurate result can be obtained
by increasing N , or averaging an ensemble of simula-
tions. We find that the mean-square displacement of the
center of charge is perfectly linear in time on our over-
damped time scales for all τ examined, so the conductiv-
ity is not sensitive to the choice of τ . The correct result
can therefore be obtained by setting τ ∼ ∆t to maxi-
mize the statistical sample size. To ensure de-correlation
between measurements the conductivity was sampled at
intervals of 10 ps, which is on the order of the ion diffu-
sion time, when calculating the time average in Eq. (68).
For Eq. (70), the displacement in Z was measured and
then reset every 10 ps. Note that this has no impact on
the result itself, but it influences the calculation of the
statistical error.
Three sets of conductivity measurements were per-
formed at a concentration of 0.1 M: (i) Measurements
with zero applied field using Eq. (70), (ii) using a weak
applied field of 105 V/cm (a = 0.377), and (iii) using a
strong applied field with a value of 107 V/cm (a = 37.7),
each using Eq. (68). In each case a range of diffusion
ratios, i.e. values of Dwet and Ddry, were tested. Tests
using case (i) with Eq. (70) were also performed at con-
centrations of 0.0115 M, 0.5 M, and 2 M. The results are
summarized in Table I and illustrated in Fig. 6.
All simulations were performed in a cubic domain with
length L = 10.043 nm. For concentrations 0.0115 M,
0.1 M, 0.5 M, and 2 M, the domain contained 14, 122,
610, and 2440 ions, respectively. For comparison, a
molecular dynamics simulation of this system would con-
tain roughly 30,000 water molecules.
To vary the wetness, the computational domain was
divided into 83, 163, 323, or 643 grid cells for both the
Stokes and Poisson solvers; simulations with fully dry
diffusion used a 323 grid for the Poisson solver. The 83
grid cell cases correspond to wetness percentages of 11.8%
and 10.3% for ion A and B, respectively, while the 643
grid cell cases correspond to wetness percentages of 93.8%
and 82.6%. Most simulations for molar concentrations of
0.5 M and below used a time step size of 0.1 ps, while
for the high molarity 2 M cases ∆t was typically between
0.01 and 0.02 ps. It is important to note that while a
Stokes grid as coarse as 83 does little to accelerate the
far-field calculations for nearest image particles, the use
of a periodic Stokes solver is crucial to account for the
hydrodynamic interactions with periodic image particles;
the same applies also to the Poisson solver.
In all cases, good agreement is observed between the
results with the highest Dwet value and the theoretical
prediction, for both high and low field cases, and at all
concentrations. The weak and strong field results are
in particularly good agreement with the theory for both
fully dry and fully wet simulations. Note that DHO the-
ory may not be accurate at high molarities, especially
since we do not tune the value of the finite-size radius
aDH for either species. The dry (Dwet=0) cases also com-
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pare reasonably well with the theoretical result with the
electrophoretic component removed, in agreement with
the discussion above.
For the weak field simulations, the strength of the field
has been set such that the Wein effect is negligible; we
therefore expect the same results for the weak and zero
field cases. Interestingly, a difference of about 3% is ob-
served for the highest wet percentage, and 5% for the
lowest. The cause of this discrepancy is not apparent,
but warrants further investigation.
C. Effect of wet vs. dry diffusion
The results in the previous section show that while
some wet diffusion is needed to capture the elec-
trophoretic contribution to conductivity, in most cases
increasing the wet diffusion above 50% has a relatively
small impact. Furthermore the relative effect depends
on concentration, with wet diffusion making a greater
contribution at higher molar concentrations; this can be
clearly seen in Fig. 6. As mentioned in Sec. II E, re-
ducing the hydrodynamic resolution (by reducing Dwet)
neglects short range hydrodynamic interactions. It seems
clear that short range hydrodynamic interactions should
increase in importance as concentration increases, i.e., as
the particles are on average closer together. However it
must be noted that this will also increase the relative im-
portance of electrostatic interactions, which decay more
rapidly than hydrodynamic influence. 
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FIG. 6. Relative difference in conductivity from DHO theory,
as a function of wetness percentage, for a range of molarities;
based on data from Table I.
To estimate the importance of these effects, and ob-
tain an estimate for the required Dwet value for a given
concentration, we consider two ions, 1 and 2. The elec-
trostatic force between them is given by the Coulomb
interaction, Eq. (38), while the hydrodynamic interac-
tion is given by the RPY tensor, Eq. (7). To represent
the dry component of the particle mobility, we introduce
the dry tensor
Mdry(a) = 1
6piηad
I. (71)
The velocity of particle 1 has two contributions: That
directly induced by the Coulomb force,
V dir1 =
(
MRPY(0, aw) +Mdry(ad)
)
FC12
= MRPY(0, at)FC12 = Mdry(at)FC12. (72)
and the disturbance in the fluid induced by particle 2,
which is subject to the opposite force,
V dst1 = −MRPY(x21, aw)FC12, (73)
with the total velocity of particle 1 (parallel to the vector
x12) being
V 1 = V
dir
1 + V
dst
1 . (74)
In Fig. 7 we plot V1 as a function of particle separation.
Five curves are shown, ranging from 0% to 100% wet,
with increments of 25%. Also marked, with vertical lines,
are the measured average nearest particle separations for
two concentrations, 0.1 M (black) and 2 M (red). At
0.1 M varying the wetness from 50-100% produces only
a 2% change in particle velocity. At 2 M the same range
produces a change in velocity of 33%, suggesting a higher
wetness percentage is necessary to accurately capture the
solution at higher molarities, as expected.
In Fig. 8 particle velocity is shown as a function of wet
percentage, for a range of ion separations; the curves are
normalized by the value at 0% wet. In addition to the
measured nearest ion separation (solid lines), for compar-
ison we have also indicated the average nearest particle
distance obtained by assuming the particles are in a ran-
dom configuration (dashed lines), and in a cubic lattice
(dotted lines). For randomly distributed particles the
average nearest particle distance is60
x12 = Γ(
4
3 )(
4
3pin)
−1/3 ≈ 0.55 n−1/3, (75)
where Γ(x) is the gamma function. Assuming a cubic
lattice arrangement gives
x12 = n
−1/3. (76)
Also shown are the conductivity measurements from Ta-
ble I, again normalized by the 0% wet value. For both
0.1 M and 2 M the conductivity measurements follow a
similar trend to the particle velocity , suggesting that the
simple particle velocity calculation from Eqs. (72)-(74) is
a useful indicator of the lower bound of wet diffusion
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Measured. Wet% A, Wet% B
Theory 0% 11.75% 23.5% 46.9% 93.8% Theory
No EP 0% 10.33% 20.65% 41.3% 82.6% With EP
Zero E-field
0.01147 M 0.106 0.1086(18) 0.1013(6) 0.1020(21) 0.1002(21) 0.1010(18) 0.100
0.1 M 0.897 0.946(12) 0.869(27) 0.837(21) 0.813(9) 0.803(12) 0.776
0.5 M 4.33 4.70(6) 4.21(9) 3.95(6) 3.63(6) 3.54(15) 3.34
2 M 16.8 18.5(6) 16.7(9) 14.8(9) 12.8(6) 11.6(9) 11.4
Weak E-field
0.1 M 0.897 0.898(6) 0.831(6) 0.785(6) 0.785(9) 0.777(6) 0.776
Strong E-field
0.1 M 0.943 0.943(3) 0.870(3) 0.851(3) 0.841(3) 0.837(3) 0.850
TABLE I. Conductivity measurements in siemens per meter for zero E-field (by Einstein-Helfand, Eq. (70)) and weak and strong
E-field (center of charge displacement, Eq. (68)). The uncertainty notation is defined such that the numbers in parenthesis
indicates the error bar for the final digits, e.g., 0.898(6) indicates 0.898 ± 0.006, and 0.946(12) indicates 0.946 ± 0.012. The
right column is calculated from DHO theory including Wein effect corrections for the strong E-field cases. For comparison with
the 0% wet case, the theory prediction without the electrophoretic (EP) correction is also included in the table.
FIG. 7. Particle velocity due to electrostatic and hydrody-
namic interactions between two ions, as a function of separa-
tion. The velocity V1 is calculated using Eqs. (72)-(74), using
a radius averaged from species A and B, i.e., a¯t = (a
A
t +a
B
t )/2,
a¯w = (a
A
w+a
B
w)/2, a¯d = (a
A
d +a
B
d )/2. A range of wet percent-
ages are shown, the corresponding particle radii can be found
with Eqs. (29) and (30) and the radii quoted at the start of
Section V. The measured average closest ion separations cor-
responding to concentrations 0.1 M and 2 M are indicated
with the black and red vertical lines.
necessary to accurately simulate a given molar concen-
tration. For example, the change of 2% in the particle
velocity for the 0.1 M case corresponds to a 1% change
in conductivity for the two highest wetness ratios, while
the 33% change in velocity for the 2 M case corresponds
to a change in conductivity of 10%.
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FIG. 8. Particle velocity due to Eq. (74), and conductiv-
ity measurements from Table I, as a function of wet/dry ra-
tio of species A. All values are normalized by the 0% wet
value. Black signifies 0.1 M, red 2 M. The curves indicate
the particle velocity, calculated at the average nearest parti-
cle separation measured from simulation (solid), and corre-
sponding to random (dashed), and cubic lattice (dotted) con-
figurations. Squares are zero-field conductivity measurements
using the Einstein-Helfand formula (Eq. (70)), diamonds indi-
cate weak-field conductivity measurements using the center of
charge displacement (Eq. (68)), and crosses are the prediction
of DHO theory (Eq. (61)).
VI. CONCLUSIONS
In this article we have presented a new approach for the
simulation of electrolytes at the mesoscale. The method
extends the FIB method to include electrostatic inter-
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actions, and incorporates a “dry diffusion” process to
correct for under-resolution of the hydrodynamics. The
dry diffusion term allows the method to be applied to
systems of electrolytes where application of the stan-
dard FIB approach would require an excessively fine grid
to resolve particles of nanoscopic size. We note that
our approach is similar to the Stochastic Eulerian La-
grangian Method23,61,62 and the stochastic Force Cou-
pling Method;63–65 the relationship of each of these to
the FIB method is discussed in Ref. 20. In principle,
some of the techniques outlined in this article could also
be applied in the context of these distinct numerical ap-
proaches.
In sections V A and V B, we have demonstrated that
the DISCOS method accurately reproduces several im-
portant properties of electrolytes. In Sec. V C, we have
demonstrated that the dry diffusion approach can effec-
tively replace resolving the near-field hydrodynamics at
scales smaller than the typical ion-ion distance. At 0.1
M, reducing the wetness to approximately 50% produces
only a 2% change in the conductivity, but at 2 M a 10%
change is observed.
Our results clearly demonstrate that, for denser elec-
trolyte solutions, near-field hydrodynamic interactions
contribute to macroscopic transport properties such as
conductivity. As discussed in great detail in Ref. 37,
wet diffusion, which is diffusion due to advection by a
fluctuating velocity field, and standard dry diffusion, are
very different both physically and mathematically. This
difference cannot be seen for a single particle since ulti-
mately only the total (effective or renormalized) diffusion
coefficient matters; it is worth recalling that in Ref. 24
only a single nano-particle is analyzed. The difference
between wet and dry diffusion, however, manifests itself
in collective properties such as the spectrum of nonequi-
librium concentrations.37 However, experimentally dis-
tinguishing between wet and dry diffusion based on this
spectrum requires examining length scales below light-
scattering reach, and, at the scales observable in typical
experiments, one only sees a total (effective or renormal-
ized) diffusion coefficient. Our work shows that electrical
conductivity, which is easily measured to high accuracy,
is a sensitive probe that is affected by the hydrodynamic
interactions (equivalently, the spectrum of the fluctuating
velocity field37) at distances comparable to the typical
ion-ion spacing. In the future, it is important to per-
form more detailed comparisons between simulations for
different degrees of “wetness” and results for denser elec-
trolytes obtained using experiments or large-scale molec-
ular dynamics simulations. This will shed light on how
good of a model the Rotne-Prager-Yamakawa tensor is
for solvated ions.
A key advantage of the FIB method is the ability to
handle other types of boundary conditions, notably con-
finement by no-slip walls. As the discussion of DISCOS
in this context requires considerable exposition, of both
details of the algorithm and the physics that arises, we
defer this to a future publication. It is perhaps more
relevant to contrast the numerical method used in DIS-
COS to the state-of-the-art Positively Split Ewald (PSE)
method for Brownian Dynamics with hydrodynamic in-
teractions developed in Ref. 28 by using some ideas from
spectral Ewald methods for electrostatics.43 The PSE
method is spectrally-accurate and allows one to choose
the grid size arbitrarily by using the same idea of local
near-field corrections that we used here for the Poisson
equation. However, at present, methods like PSE for hy-
drodynamics rely on Fourier-space decompositions and
using the FFT algorithm, and therefore only apply to
triply-periodic domains. It remains a future challenge to
find a way to incorporate near-field hydrodynamic cor-
rections to correct for under-resolution of the hydrody-
namics by the Stokes solver used in FIB and DISCOS.
In future work we intend to apply DISCOS to strong
electrolyte solutions that are acids (e.g., HCl) or bases
(e.g., NaOH) instead of salts. Also of interest are solu-
tions in which the Wien effect is more pronounced, such
as weak electrolyte acids and bases (e.g., acetic acid, am-
monium hydroxide) and strong electrolyte salts that are
not 1:1 (e.g., MgCl2). Furthermore, recent work suggests
that non-aqueous solvents with low permittivity (e.g.,
benzene) exhibit unusual Wien effects.66
Here we have described the DISCOS approach for sim-
ple mono-atomic, 1:1 electrolytes, where each ion is de-
scribed by a single IB kernel. In principle, multiple ker-
nels may be combined to form complex molecules such
as charged polymers or DNA strands. This approach has
already been tested in the context of BD, for example
in Refs. 25 and 26, and for electrically neutral systems
using FIB, for example in Refs. 67–69. Future work may
also include the extension of DISCOS to encompass these
cases.
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Appendix A: Accuracy of immersed-boundary P3M solver
In this appendix we examine the accuracy of the
immersed-boundary P3M method described in Sec-
tions III A and IV C. In particular, we focus on the degree
of translational and rotational invariance of the electro-
static forces computed by the method for a pair of ions
of equal and opposite charge qi = −qj at a distance r
from each other, using a uniform regular grid of spacing
∆r. The periodic box size L r so that periodic effects
can be neglected.
We include in our tests both the 4-point (see Eq. (44))
and 6-point47 Peskin kernels. In order to compare to
alternative methods, these tests were performed in Mat-
lab using FFTs instead of multigrid to solve the (dis-
crete) Poisson equation. In addition to the 2nd-order
electrostatic solver based on the 7-point Laplacian (∇2h)c
and centered difference ∇ch, we also include, for compar-
ison, results obtained by using a fourth-order compact
isotropic 24-point Laplacian in Eq. (51) and a 4-point
centered difference in Eq. (52).
In addition to the fourth-order finite-difference Pois-
son solver, we also implement a spectral Fourier solver,
as used in the Spectral Ewald (SE) method.43 As ex-
plained in Section III A, the SE approach (and essen-
tially all other Ewald methods) uses a Gaussian of stan-
dard deviation σ as the kernel δes in Eqs. (35) and (36).
This allows one to compute the electrostatic force be-
tween the two Gaussian charge clouds analytically for an
unbounded domain,7 giving the required local correction
FLCGaussian =
(
∆r
r
)2(
erfc
( r
2σ
)
+
r
σ
√
pi
exp
(
− r
2
4σ2
))
(A1)
that decays exponentially with distance. However,
achieving 3-4 digits of accuracy with Gaussian kernels
requires the support of the kernel to be on the order of
10-12 grid points in each dimension, which is expensive.
Therefore, to make a more fair comparison with the 6-
point Peskin kernel, here we couple the spectral Poisson
solver with a recently-developed “exponential of a semi-
circle” (ES) kernel70 with width w = 6; we optimized the
value of the parameter β = 1.8w for translational and
rotational invariance.8
Figure 9 shows numerical data for the radial compo-
nent of the near-field correction to the electrostatic force
F LCij for several kernels and Poisson solvers, expressed
in terms of the dimensionless function FLC(x = r/∆r)
7 Note that the periodic boundaries are implemented by using a
Fourier series instead of a Fourier sum.
8 We point out again that this approach, while similar to the Spec-
tral Ewald method43 based on the non-uniform FFT70 using the
ES kernel, is different because we do use the same kernel to both
smear the charges and to communicate to the grid, rather than
using two different kernel functions (Gaussian for smearing and
ES for grid transfers in the NUFFT).
appearing in Eq. (41). To quantify the loss of transla-
tional and rotational invariance, we randomly generate
the position of many pairs of particles at a distance r
from each other. Note that if F LCij were purely radial
and its magnitude were purely a function of r, the local-
correction approach used here could completely correct
the electrostatic force computed by the discrete solver to
match the Coulomb force between point charges. There-
fore, the main cause of inaccuracy is the loss of transla-
tional and rotational invariance. In Fig. 9 we also show
the correction FLC(x = r/∆r) for a pair of Gaussian
charge clouds given in Eq. (A1). The value of the Gaus-
sian width σ was fitted to match the numerical results
over the range 0 < x < 3, giving σ ≈ 0.78∆r for the 4-
point and σ ≈ 0.89∆r for the 6-point Peskin kernels with
the 2nd order Poisson solver. This can be thought of as
an effective width of the charges similar to the effective
hydrodynamic radius aw for Stokes flow.
The spread in the symbols in Fig. 9 shows the loss of
translational and rotational invariance. We see in the
top panel that the mean correction force decays alge-
braically rather than exponentially as it does for Gaus-
sian charges. We also see that the 6pt kernel improves the
invariance, especially at short distances. Using a fourth-
order isotropic Poisson solver further improves the in-
variance for all distances (data not shown in Fig. 9), as
does using a spectral Poisson solver with the 6-point ES
kernel, as shown in the bottom panel of Fig. 9. For the
4-point kernel, we see in the top panel of the figure that
truncating the local corrections for pairs of particles fur-
ther than 3-grid points apart, ψ = 3∆r, makes the error
due to loss of invariance dominate the error due to trun-
cation of FLC(x = r/∆r), and therefore there is no point
in further increasing the cutoff distance ψ; similarly, for
the 6-point kernel ψ = 4∆r is suitable.
We further quantify the amount of translational and
rotational variance in Fig. 10. The top panel shows the
spread in the symbols in Fig. 9 for each distance r, mea-
sured as two standard deviations of the samples. We
normalize the spread by 1/x2 to obtain a measure of
the invariance of the radial component of the electro-
static force relative to the true Coulomb potential, and
express the error in percent; note that this is the error in
the final answer for the electrostatic force between two
ions. The bottom panel shows the magnitude of the non-
radial component of the electrostatic force computed by
the Poisson solver, FPij , relative to it’s radial component,
again expressed as percent error. The top panel of Fig. 10
shows that the second-order Poisson solver is translation-
ally and rotationally invariant to about 8% for the 4-point
kernel and about 6% for the 6-point Peskin kernel, with
the 6-point kernel being notably more accurate at short
distances. The fact that errors become comparable for
large distances regardless of the width of the kernel sug-
gests that for large distances the error is dominated by
the anisotropy of the discrete Green’s function for the
standard 7-point Laplacian. Switching to a fourth-order
Laplacian drops the maximum error down to 2% for the
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FIG. 9. Local correction function FLC(x = r/∆r) computed
from the radial component of the near-field correction to the
electrostatic force, F LCij , for the Peskin 4pt kernel (top panel)
and the Peskin 6pt kernel (bottom panel). Red circles are
samples for different positions and orientations of the pair of
ions, while dashed blue lines indicate the continuum theo-
retical near-field correction FLCGaussian for Gaussian charges of
standard deviation σ indicated in the legend (see Eq. (A1)).
The black solid line in the top panel indicates the empirical
mean used to tabulate FLC in our method. The bottom panel
includes results (black squares) for a spectral Poisson solver
with a 6-point exponential of a semicircle (ES) kernel70 with
parameter β = 1.8 × 6.
6-point kernel, while the spectral solver with the 6-point
ES kernel drops the error below 0.5%. The bottom panel
of the figure shows that all combinations of kernels and
solvers studied here achieve a central electrostatic force
to within 1.5%, which is remarkably good.
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