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АНАЛИЗ МАТЕМАТИЧЕСКОЙ МОДЕЛИ И СТРУКТУРНОЙ СХЕМЫ  
СИСТЕМЫ ПЕРЕДАЧИ ДАННЫХ  
 
Анализируется математическая модель и структурная схема систем передачи данных в теле-
коммуникационных системах и сетях, обосновываются критерии и показатели оценки эффек-
тивности их функционирования. 
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Введение 
Постановка проблемы в общем виде и ана-
лиз литературы. Одним из первоочередных на-
правлений в решения социально-экономических 
задач развития страны является построение совре-
менных высокоэффективных телекоммуникацион-
ных систем и сетей [1]. Их общей тенденцией явля-
ется значительное усложнение аппаратурного соста-
ва и увеличение интенсивности потоков разнород-
ной информации, циркулирующей между отдель-
ными элементами [2, 3]. Вместе с тем существенно 
возросли требования к надежности и эффективности 
функционирования телекоммуникационных систем 
и сетей в процессе их целевого применения [2, 4].  
Современные тенденции развития техники ав-
томатизации и связи направлены на разработку и 
внедрение высокотехнологических систем передачи 
данных и построения на их основе современных 
телекоммуникационных систем и сетей нового по-
коления, которые обеспечивают высокую скорость 
обработки и передачи информации с требуемыми 
критериями и показателями эффективности их 
функционирования. 
Целью статьи является анализ математиче-
ской модели и структурной схемы систем передачи 
данных в телекоммуникационных системах и сетях, 
обоснование критериев и показателей оценки эф-
фективности их функционирования.  
Основная часть 
Математическая модель и структурная схе-
ма системы передачи данных. Основной подсис-
темой телекоммуникационных систем предназначен-
ной для обеспечения управления качественным об-
меном сообщений (информацией управления) явля-
ется система передачи данных [5]. Рассмотрим мате-
матическую модель и структурную схему системы 
передачи данных, формализуем процессы обработки 
и передачи информации. 
Структурная схема системы передачи данных 
телекоммуникационных систем в общем виде пред-
ставлена на рис. 1. Она состоит из следующих эле-
ментов: 1) источник сообщений; 2) аппаратура коди-
рования источника сообщений; 3) аппаратура специ-
ального преобразования данных (шифрования); 
4) аппаратура канального (помехоустойчивого) коди-
рования; 5) передатчик сообщений, который преобра-
зует по некоторому правилу информационные сооб-
щения в сигналы, соответствующие характеристикам 
данного канала; 6) канал – среда, которая использует-
ся для передачи сигнала от источника к приемнику; 
7) аппаратура перехвата противником передаваемых 
сообщений; 8) аппаратура обработки и анализа пере-
хваченных противником сообщений; 9) аппаратура 
передачи ложных сообщений и постановки помех 
противника; 10) приемник, выполняющий операцию, 
обратную по отношению к операции, производимой 
передатчиком; 11) аппаратура декодирования, вы-
полняющая операции, обратные канальному кодиро-
ванию (декодер помехоустойчивого кода); 12) аппа-
ратура специального преобразования (расшифрова-
ния); 13) аппаратура декодирования получателя со-
общения; 14) получатель сообщения – это объект, для 
которого предназначено сообщение; 15) аппаратура 
формирования ключевых данных. 
Математическая модель системы передачи дан-
ных описывается следующей совокупностью опера-
торов: {WI} – оператор формирования информаци-
онных сообщений; {WM} – оператор преобразования 
информационных сообщений в информационные 
блоки данных (оператор кодирования источника); 
{WE} – оператор преобразования информационных 
блоков данных в криптограммы (оператор шифро-
вания данных); {WC} – оператор преобразования 
криптограмм в кодовые слова (оператор помехо-
устойчивого кодирования); {WS} – оператор преоб-
разования кодовых слов в последовательность сиг-
налов  (оператор формирования сигналов); {WZ} – 
оператор взаимодействия передаваемых сигналов с 
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Рис. 1. Математическая модель системы передачи данных 
 
преднамеренными и непреднамеренными помехами 
в канале связи; {W–1Z} – оператор взаимодействия 
полученных сигналов с пространством сообщений 
на входе узла получателя информации; {W–1S} – 
оператор преобразования последовательности сиг-
налов в кодовое слово (оператор обработки сигна-
лов); {W–1C} – оператор преобразования кодовых 
слов в криптограммы (оператор декодирования по-
мехоустойчивого кода); {W–1E} – оператор преобразо-
вания  криптограмм в информационные блоки данных 
(оператор расшифрования данных); {W–1M} –
 оператор преобразования информационных бло-
ков данных в информационные сообщения (опе-
ратор декодирования получателя информации); 
{W–1I} – оператор обработки полученных сообщений. 
Источник сообщений (1) порождает поток со-
общений из множества I = {I1, I2, …, Ik}. Процедуру 
формирования сообщений зафиксируем в виде фор-
мального оператора {WI}. Каждое сообщение Ii 
представляется конкретной реализацией некоторого  
случайного процесса, описывающего работу источ-
ника сообщений. Каждому сообщению 
Ii  {I1, I2, …, Ik} соответствует вероятность P(Ii). 
Распределение вероятностей случайного процесса 
задается совокупным распределением вероятностей 
случайных величин, т.е. множеством априорных 
вероятностей       k21I IP...,,IP,IPP  , причем 
1)I(P
k
1i
i 

. 
Каждое сообщение Ii  {I1, I2, …, Ik} несет ин-
формацию, численно равную мере неопределенно-
сти (энтропии) конкретной реализации случайного 
процесса, описывающего работу источника сообще-
ний, т.е. запишем ))I(Plog()I(P)I(H iii  , где ос-
нование логарифма задает единицу измерения коли-
чества информации. Для простоты положим основа-
ние равное двум, что соответствует двоичному (би-
товому) исчислению количества информации. 
Таким образом, источник информации пред-
ставляется как случайный процесс, конкретная реа-
лизация которого представляется в виде некоторого 
сообщения Ii  {I1, I2, …,Ik}. Если в единицу време-
ни источник формирует одно сообщение из  множе-
ства I, тогда мера информации порождаемое источ-
ником за ту же единицу времени задается функцией 
вида: 



k
1i
ii ))I(Plog()I(P)I(H , 
т.е. энтропией множества вероятностей 
      k21I IP...,,IP,IPP  . 
Максимальное значение энтропии источника 
достигается при равновероятном появлении сооб-
щений из множества Ii  {I1, I2, …,Ik}. Тогда 
k
1
Pi   и имеем )klog()I(Hmax  . Отношение эн-
тропии источника к максимальному значению, ко-
торого могла бы достичь энтропия при тех же сим-
волах, называют относительной энтропией источни-
ка. Это величина максимального сжатия, которое 
можно достичь при том же алфавите символов. 
Единица минус относительная энтропия есть избы-
точность : 
)klog(
))I(Plog()I(P
1
)I(H
)I(H
1
k
1i
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


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Аппаратура кодирования источника информа-
ции (2) представляет сообщения Ii  {I1, I2, …,Ik}, 
порожденные источником (1), в удобном для даль-
нейшей обработке виде и служит, прежде всего, для 
сжатия передаваемых данных, т.е. для устранения 
избыточности . Другими словами, аппаратура ко-
дирования источника информации (2) реализует 
отображения множества сообщений {I1, I2, …,Ik} в 
множество информационных блоков данных {M1, 
M2, …, Mm} так, чтобы все вероятности P(Mi) из 
множества вероятностей     ...,,МP,МPP 21M   
 mМP  были, по возможности, равны. В этом (тео-
ретическом) случае энтропия  



m
1i
ii ))M(Plog()M(P)M(H  
максимальна и, очевидно, равна максимальной эн-
тропии источника. В общем случае  
)I(H)M(H)I(H max , )mlog()klog(  . 
Аппаратура специального преобразования дан-
ных (шифрования) (3) реализует отображение мно-
жества информационных блоков {M1, M2, …, Mm} в 
множество шифрограмм (криптограмм)  {E1, E2, …, 
Em}. 
 Зафиксируем множество отображений 
 = {1, 2, …, k}, где i: M  E, k,1i  .  
Всего имеется K вариантов отображений,    ка-
ждое из которых параметризируется ключом    пря-
мого отображения (шифрования) Кj  {К1, К2,…, 
КK} из множества соответствующих ключей. Клю-
чевые данные формирует аппаратура формирования 
ключевых данных (15), работа которой описывается 
некоторым случайным процессом. 
Аппаратура канального (помехоустойчивого) 
кодирования (4) реализует отображение множества 
криптограмм {E1, E2, …, Em} во множество кодовых 
слов {C1, C2, …, Cn}. Целью помехоустойчивого 
кодирования является внесение по определенному 
алгоритму в передаваемые данные избыточности. 
На приемной стороне, анализируя принятые кодо-
вые слова с возможной ошибкой 
}*С,...,*С,*С{*С n21i   и их соответствие внесен-
ной избыточности, аппаратура канального (помехо-
устойчивого) декодирования (11) уменьшает дейст-
вие возникших при передаче сообщений ошибок.  
Передатчик сообщений (5) преобразует по не-
которому правилу информационные сообщения в 
сигналы, соответствующие характеристикам данно-
го канала. Другими словами, передатчик (5) реали-
зует отображение множества кодовых слов {C1, C2, 
…, Cn} во множество сигналов {S1, S2,…, Ss}.  
В процессе передачи сигнала }S,...,S,S{S s21i   по 
каналу связи (6) на него воздействует аппаратура 
перехвата (7), обработки и анализа перехваченных 
противником сообщений (8), а так же аппаратура 
передачи ложных сообщений и постановки помех 
противника (9). Приемник (10) принимает смесь 
сигнала и помехи }*S,...,*S,*S{*S s21i   и выполняет 
преобразования, обратные передатчику. После вы-
полнения канального декодирования, расшифрова-
ния и декодирования источника принятое сообще-
ние отправляется получателю информации. Аппара-
тура обратного преобразования (10), (11), (12), (13) 
и (14) выполняет функции, реализующие обратные 
отображения: множества сигналов }*S,...,*S,*S{ s21  
во множество кодовых слов }*С,...,*С,*С{ n21 , 
множества кодовых слов }*С,...,*С,*С{ n21  во 
множество криптограмм }*E,...,*E,*E{ m21 , мно-
жество криптограмм }*E,...,*E,*E{ m21  в множе-
ство информационных блоков }*M,...,*M,*M{ m21 , 
множество информационных блоков 
}*M,...,*M,*M{ m21  в множество сообщений 
}*I,...,*I,*I{ k21 . Каждое отображение задается 
соответствующими энтропийными и вероятностны-
ми характеристиками.  
В соответствии с общими положениями теории 
надежности и эффективности технических систем, 
под эффективностью функционирования понимает-
ся степень соответствия полученных результатов 
функционирования технической системы требуе-
мым [6]. Анализ математической модели и струк-
турной схемы системы передачи данных показыва-
ет, что требуемым результатом функционирования 
системы передачи данных является обеспечение 
своевременности, достоверности, помехоустойчиво-
сти и скрытности передачи данных. Оценка того, на-
сколько полно реализована своевременность, досто-
верность, помехоустойчивость и скрытность переда-
чи информации осуществляется с помощью отдель-
ных показателей, отражающих степень выполнения 
системой передачи данных, функциональной задачи. 
Критерии и показатели оценки эффективно-
сти функционирования системы передачи дан-
ных. Исследуем основные показатели эффективно-
сти системы передачи данных, обоснуем критерии и 
показатели их оценки. 
Своевременность – свойство связи, характери-
зующее ее способность обеспечивать доведение со-
общений до получателя за время, не превышающее 
требуемое [7]. 
Требуемое время доведения сообщения опреде-
ляется категорией срочности, которая зависит от 
важности сообщений. Основным критерием оценки 
своевременности является вероятность доведения 
информации до получателя за время, не превышаю-
щее требуемое: 
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где n0 – общее число переданных сообщений; n1 – 
число сообщений, доведенных до получателя за 
время Т, не превышающее требуемое; Т – реальное 
время доведения сообщения до получателя. 
Для повышения своевременности связи необхо-
димо увеличить показатель n1. Это можно достиг-
нуть, путем уменьшения времени Т, которое харак-
теризует оперативность связи. Оно включает сле-
дующие составляющие: 
Т = Тп + Тпрд +Тд, 
где Тп – время подготовки сообщения к передаче; 
Тпрд – время передачи сообщения; Тд – время достав-
ки сообщения до получателя. 
Время подготовки сообщения к передаче вклю-
чает в себя: 
Тп = tр + tо + tд + tв, 
где tр – время принятия решения на организацию  
связи; tо – время оформления сообщения; tд – время 
доставки сообщения к передающему устройству; tв – 
время ввода сообщения в передающее устройство. 
Время tр определяется временными затратами, 
сопровождающими процесс смены направлений 
передачи или каналов связи. Чем больше автомати-
зирован этот процесс и чем выше квалификация 
технического персонала, тем меньше tр и выше 
своевременность связи.  
Времена tо, tд, tв в значительной степени зави-
сят от вида связи, используемой для передачи сооб-
щений. Для их уменьшения необходима автомати-
зация процессов оформления сообщений и доставки 
их к передающему устройству, а также повышение 
классности специалистов, работающих на этих уст-
ройствах. 
Время передачи сообщения зависит от скорости 
передачи информации: 
Тпрд = J/V, 
где J – количество информации, передаваемых по 
каналу связи, бит; V – скорость передачи информа-
ции по каналу связи, бит/с.  
Для повышения своевременности связи необ-
ходимо уменьшить время Тпрд, что может дости-
гаться: 
– улучшением технических характеристик ка-
налов связи, т.е. увеличением их пропускной спо-
собности; 
– сокращением количества информации, под-
лежащей передаче по каналам связи. 
Время доставки сообщения до получателя 
включает в себя: 
Тд = tс + tдс + tдп, 
где  tс – время считывания информации с приемного 
устройства; tдс – время документирования сообще-
ний; tдп – время доставки документированного со-
общения до получателя. 
Времена tс, tдс, tдп зависят от вида организо-
ванной связи и степени автоматизации процесса 
приема сообщений. 
Достоверность – свойство связи, характери-
зующее ее способность обеспечивать точное вос-
произведение передаваемых сообщений в пунктах 
приема [7]. 
Общим показателем оценки достоверности свя-
зи является вероятность правильного приема п.пР . 
На практике чаще используют обратную величину 
п.пош Р1Р  , как показатель потери достоверно-
сти связи. 
Они определяются таким образом: 
0
1
n
п.п n
n
limР
0 
 ; 
0
2
n
ош n
n
limР
0 
 , 
где n0 – общее число переданных элементов сооб-
щения; n1 – число правильно принятых элементов 
сообщения; n2 – число искаженных при передаче 
элементов сообщения. 
Для повышения достоверности связи необхо-
димо совершенствовать технические средства, 
предназначенные для преобразования и передачи 
сигналов, использовать специальные помехоустой-
чивые коды. 
Помехоустойчивость – свойство связи, харак-
теризующее ее способность обеспечивать передачу 
сообщений с заданной достоверностью в условиях 
взаимодействия помех всех видов [7]. 
Количественной мерой помехоустойчивости 
является минимальное соотношение энергии сигна-
ла к спектральной плотности мощности шума, необ-
ходимое для обеспечения требуемой вероятности 
правильного приема. Этот показатель позволяет при 
фиксированном уровне достоверности оценить 
(сравнить между собой) энергетическую эффектив-
ность системы передачи данных.  
Другими словами, задача повышения помехо-
устойчивости передачи дискретных сообщений 
формализовано представляется в виде задачи мини-
мизации соотношения энергии сигнала к спектраль-
ной плотности мощности шума при фиксированном 
показателе потери достоверности – вероятности 
ошибочного приема сообщения.  
Скрытность – свойство связи, характеризую-
щее ее способность противостоять раскрытию про-
тивником факта передачи, места передачи и содер-
жания передаваемой информации [7].  
Основными показателями оценки скрытности 
связи является коэффициент засекречивания, коэф-
фициент скрытности связи и безопасное время. 
Коэффициент засекречивания определяется как 
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о
з
з N
N
К  , 
где Nз – число закрытых каналов связи; Nо – общее 
число каналов связи. 
Под закрытым каналом связи понимают канал, 
оснащенный аппаратурой специального преобразо-
вания  данных. 
Коэффициент скрытности связи характеризует 
относительную долю информации, которая не мо-
жет быть разведана противником за требуемое вре-
мя. Численно он определяется из выражения 
о
ро
г J
JJ
К

 ,  
где  Jо – общее количество информации;  Jр – коли-
чество информации, которая может быть разведана 
противником. 
Безопасное время TБ, характеризует время 
безопасной работы рассматриваемой аппаратуры 
специального преобразования данных при условии 
применения противником различных методов крип-
тоанализа. 
Безопасное время определяется по критерию 
минимального риска: 
 
L21 ББББ T...,,T,TminT 
,           (1) 
где 
iБT  – время безопасной работы рассматриваемой 
аппаратуры специального преобразования данных 
при условии применения противником i-го ( L1,  i  ) 
метода криптоанализа; L – число известных методов 
криптоанализа для рассматриваемого криптоалго-
ритма. 
В соответствии с основными положениями тео-
рии сложности время, затрачиваемое алгоритмом, как 
функция размера задачи, называется временной слож-
ностью этого алгоритма 
iBS  [8].  
Тогда соответствующий показатель безопасно-
го времени 
iБT  запишется в виде: 

 i
i
B
Б
S
T ,                         (2) 
где   = 31622400 – числовой коэффициент для пере-
счета секунд в годы;  – производительность вы-
числительной системы, доступная криптоаналитику 
(противнику). 
Тогда с учетом (2) выражение (1) перепишется 
в виде: 









 L21
BBB
Б
S
...,,
S
,
S
minT , 
что эквивалентно следующей записи:  

 min
B
Б
S
T , 
где 
minBS  – временная сложность алгоритма, реали-
зующего наилучший известный метод криптоанали-
за,  
L21min BBBB
S...,,S,SminS  . 
Для повышения скрытности применяются спе-
циальные меры по кодированию, шифрованию и по 
обеспечению скрытности функционирования систе-
мы связи. 
Выводы 
Проведенный анализ математической модели и 
структурной схемы системы передачи данных пока-
зывает, что требуемым результатом функционирова-
ния системы передачи данных является обеспечение 
своевременности, достоверности, помехоустойчиво-
сти и скрытности передачи данных. Оценка того, на-
сколько полно результаты функционирования сис-
темы передачи данных соответствуют требуемой 
своевременности, достоверности, помехоустойчиво-
сти и скрытности осуществляется с помощью отдель-
ных показателей. Обоснованные аналитические вы-
ражения, позволяют определить степень выполнения 
системой передачи данных, функциональной задачи.  
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