Abstract. Beam asymmetry and differential cross section for the reaction γp→ ηp were measured from production threshold to 1500 MeV photon laboratory energy. The two dominant neutral decay modes of the η meson, η → 2γ and η → 3π 0 , were analyzed. The full set of measurements is in good agreement with previously published results. Our data were compared with three models. They all fit satisfactorily the results but their respective resonance contributions are quite different. The possible photoexcitation of a narrow state N(1670) was investigated and no evidence was found.
Introduction
Eta photoproduction on the proton in the resonance region has been abundantly studied over the last years [1] - [9] and the initial expectation of a simple reaction mechanism has faded away. For the time being, apart from the wellestablished contributions of two resonances, the dominant S 11 (1535) and the D 13 (1520) whose excitation was clearly revealed by our beam asymmetry measurement close to threshold [2] , the contribution of states in the third resoSend offprint requests to: lleres@lpsc.in2p3.fr nance region remains largely model-dependent [10] - [16] . Some models even need to incorporate new resonances [11] , [15] .
Presently, the η photoproduction database contains mostly cross section results and only a few single polarization observable data. In addition to our beam asymmetry measurement, the target asymmetry was measured at the Bonn synchrotron up to 1100 MeV [3] and some preliminary beam asymmetries have been recently obtained by the CB-ELSA/TAPS collaboration up to 1350 MeV [9] . Polarization observables, being sensitive to interfer-ence terms between different multipoles, bring valuable constraints on partial wave analyses and therefore it is desirable to extend these measurements in the third resonance region.
In the present work, we report on precise measurements of the beam asymmetry Σ and of the differential cross section for the reaction γp→ ηp from production threshold (E γ =707 MeV) to 1500 MeV (W=1485-1900 MeV). The extracted total cross section is also presented. This work complements and improves our previously published results for energies up to 1100 MeV [2, 4] .
Experimental set-up
The experiment was carried-out with the GRAAL facility (see [17] for a detailed description and references therein), installed at the European Synchrotron Radiation Facility (ESRF) in Grenoble (France). The tagged and polarized γ-ray beam is produced by Compton scattering of laser photons off the 6.03 GeV electrons circulating in the storage ring.
In the present experiment, we used alternately the green line at 514 nm and a set of UV lines around 351 nm produced by an Ar laser, giving 1.1 and 1.5 GeV γ-ray maximum energies, respectively. The photon energy is provided by an internal tagging system consisting of silicon microstrips (128 strips with a pitch of 300 µm) for measurements of the scattered electron position and a set of plastic scintillators for Time-ofFlight (ToF) measurements. The measured energy resolution of 16 MeV is dominated by the energy dispersion of the electron beam (14 MeV -all resolutions are given as FWHM). The energy calibration is extracted run by run from the fit of the Compton edge position with a precision of ∼10µm 1 , equivalent to ∆E γ /E γ ≃ 2 × 10 −4 (0.3 MeV at 1.5 GeV).
The energy dependence of the γ-ray beam polarization was determined using the Klein-Nishina formula and taking into account the laser and electron beam emittances. The γ-ray beam polarization is close to 100% at the maximum energy and decreases smoothly with energy down to a minimum of ≈30% (UV) or ≈60% (green) at the η production threshold. Based on detailed studies [17] , it was found that the only significant source of error for the γ-ray polarization comes from the laser beam polarization (δP γ /P γ =2%).
A thin monitor is used to measure the beam flux (typically 10 6 γ/s). The monitor efficiency (2.68±0.03%) was estimated by comparison with the response at low rate of a lead/scintillating fiber calorimeter.
The target cell consists of an aluminum hollow cylinder of 4 cm in diameter closed by thin mylar windows (100 µm) at both ends. The target (6 cm long for the 1 This high accuracy has allowed us to improve by three orders of magnitude the limit for the light speed anisotropy (∆c/c ≤ 3 × 10 −12 ) [18] (7) (the drawing is not to scale).
present experiment) was filled by liquid hydrogen at 18 K (ρ ≈ 7 10 −2 g/cm 3 ). The 4π LAγRANGE detector of the GRAAL set-up allows to detect both neutral and charged particles ( fig.  1) .
The γ-rays coming from the η neutral decay channels (η → 2γ and η → 3π 0 → 6γ -branching ratios of 39.2 and 32.2%, respectively) are detected in a BGO calorimeter made of 480 (15θ × 32ϕ) crystals, each of 21 radiation lengths. They are identified as clusters of adjacent crystals (3 on average for an energy threshold of 10 MeV per crystal) with no associated hit in the barrel. The measured photon energy resolution is 3% on average. For a thin target (3 cm), the angular resolution is 6 0 and 7 0 for polar and azimuthal angles, respectively .
At forward angles, the γ-rays can be detected in a leadscintillator sandwich ToF wall, consisting of 16 vertical modules. This detector provides a good angular resolution but no energy measurement and, for the present reaction, extends only marginally the covered angular range. For the sake of simplicity, it was not used in the present analysis.
The recoil proton track is measured by a set of MultiWire Proportional Chambers (MWPC) (see [19] for more details). Two cylindrical chambers with striped cathodes are used to cover the central region and give a reconstruction efficiency ≥90% with a resolution of 3.5 0 in θ and 4.5 0 in ϕ. The forward angle tracks are measured by two planar chambers (efficiency ≥ 99%), each composed of two wire planes; the average polar and azimuthal resolutions are 1.5 0 and 2 0 , respectively. Charged particle identification in the central region is obtained by dE/dx technique thanks to a plastic scintillator barrel (32 bars, 5 mm thick, 43 cm long) with an energy resolution ≈20%. For the charged particles emitted in the forward direction, a Time-of-Flight measurement is provided by a double plastic scintillator hodoscope (300×300×3 cm
3 ) placed at a distance of 3 m from the target and having a resolution of ≈600 ps. This detector provides also a measure of the energy loss dE/dx. Energy calibrations were extracted from the analysis of the π 0 p photoproduction reaction while the ToF calibration of the forward wall was obtained from fast electrons produced in the target.
For the cross section measurements, due to large uncertainties on the cylindrical chambers efficiency, the proton direction was deduced from the association between the scintillator barrel and the BGO calorimeter at the cost of a worse resolution (∼ 10 0 in θ and ϕ).
3 Data analysis
Channel selection
For the present results, the same selection method used in our previous publications on π 0 and η photoproduction [2, 4, 17, 20] was applied. Only the main points will be recalled in the following.
The analysis method is based on two-body kinematics. Thanks to the complete detection of all final-state products, the kinematics of the reaction is overdetermined and a clean event selection can be achieved without the need for background subtraction.
Only events with two or six neutral clusters in the BGO calorimeter and a single charged-particle track were selected. Channel selection was achieved by applying cuts on the following quantities:
where the " * " indicates variables calculated from the twobody kinematics as opposed to measured ones. M 2γ and M 6γ are the invariant masses of the detected photons.
A Monte Carlo simulation of the apparatus based on the GEANT3 package, coupled with a complete event generator including all known photoproduction reactions [21] , was used to optimize selection cuts, calculate detection efficiencies and estimate background contamination. To optimize event selection, experimental and simulated distributions were compared for all kinematical variables. A strong background rejection together with a good efficiency could be achieved with cuts at ±3σ.
Two examples of experimental distributions are given in fig. 2 with the invariant mass of the η decaying in two γ-rays and the missing mass calculated from the recoil proton momentum; they are compared with what is expected from the simulation of the ηp channel. For both quantities, with all kinematical cuts applied, an overall satisfactory agreement is achieved, despite some slight discrepancies. These are attributed to small misalignments of the apparatus (beam, target, wire chambers, ...) not fully taken into account in the simulation. Indeed, similar discrepancies remain when varying cuts from ±3σ to ±2σ, excluding therefore a significant background contribution. The level of hadronic background, estimated from the simulation of all possible final states, does not exceed 1% at 1 GeV and increases up to 5% at 1.5 GeV. Such a limited contamination was confirmed by the good agreement of the asymmetries and differential cross sections extracted independently for the two neutral η decay modes (see sect. 4.2).
Measurement of Σ
The beam asymmetry Σ was determined from the standard expression:
whereÑ V andÑ H are the azimuthal yields normalized by the integrated flux for the vertical and horizontal polarization states, respectively. P γ is the degree of linear polarization of the beam and ϕ the azimuthal angle of the reaction plane. For a given bin in energy E γ and θ cm , with θ cm the η center-of-mass angle, the beam asymmetry Σ was extracted from the fit of the normalized ratio (eq. 1) by the function P γ Σ cos(2ϕ), using the known energy dependence of P γ . The measured asymmetries were corrected for the finite ϕ binning (Σ true = Σ meas (1 + R ϕ ) with R ϕ =0.026 for 16 bins). Two sources of systematic errors were considered: i) the uncertainty on the beam polarization (δΣ/Σ=δP γ /P γ =2%) and ii) the background contamination. For the second one, two main contributions were identified: other photoproduction (hadronic) reactions and target wall events. The uncertainty due to hadronic contamination was estimated from the variation of the extracted asymmetries when opening cuts from ±3σ to ±4σ. The resulting errors range from δΣ=0.003 to 0.035. The rate of target wall events was measured via empty target runs and found to be less than 1%. The corresponding error was neglected. All systematic and statistical errors were summed quadratically. The global statistical/systematic ratio was found to be of the order of 1.5.
Measurement of dσ/dΩ
The differential cross section for a given bin in E γ and cos θ cm was calculated using the following expression:
where N is the number of selected events, b η the branching ratio, ǫ the detection efficiency, F the integrated beam flux, ρ the hydrogen density, l the target length and ∆Ω the solid angle (in the present case ∆Ω = 0.2π, corresponding to 20 bins in cos θ cm ). The detection efficiency ǫ was derived from the simulation. The global efficiency, including acceptance, detection, identification and selection, is of the order of 33% for η → 2γ and 6% for η → 3π 0 . Since cross section data were obtained by summation of a large number of successive periods, the corresponding experimental configurations were implemented in the simulation to calculate the efficiency. In particular, special care was taken of the longitudinal position of the target, measured with the cylindrical MWPCs [17] , a crucial parameter for the control of the acceptance.
Two types of systematic errors were taken into account: global and bin-dependent ones. The former type includes the uncertainties on beam flux monitor efficiency, hydrogen density and target length. The quadratic sum of these different contributions gives a global normalization error of 2.3%. The latter type takes into account uncertainties on longitudinal target position, efficiency and hadronic background contamination. The errors corresponding to the target position strongly depend on the bin; they are in general low (≤2%) and can reach up to 10% for a few points. The error due to hadronic contamination, together with the error on efficiency, were estimated from the variation of the extracted cross sections when opening cuts from ±3σ to ±4σ. The resulting uncertainties (angular averaged) steadily increase from around 4% at 1 GeV up to 13% at 1.5 GeV. Only the bin-dependent errors were summed quadratically with the statistical errors. The global statistical/systematic ratio was found to be of the order of 1.1.
Results and discussions
The complete set of asymmetry and cross section data (∼1 million selected ηp events) covers large photon energy (from 700 to 1500 MeV) and η angular (θ cm =30-160 0 ) ranges. Numerical values are listed in tables 1 to 4. For cross sections, the global normalization uncertainty of 2.3% has not been included in the tabulated values nor in the plotted errors. The total cross section was also extracted and is plotted in fig. 8 . Up to 850 MeV, the presented cross sections are those previously published which were obtained with a 3 cm long target better suited for the detection of low energy protons.
Comparison to previous GRAAL results
GRAAL results were already published for γ-ray energies up to 1100 MeV (Σ [2] and dσ/dΩ [4] ). The newly analyzed sample not only extends the energy range up to 1500 MeV but also increases tenfold the statistics.
The new results are compared with the published data in figs. 3 (Σ) and 4 (dσ/dΩ for E γ ≥850 MeV). The agreement between the two sets is good at all energies and angles. For the beam asymmetries, it should be remembered that the beam polarization depends upon the energy and the used laser line. Hence, at a given energy, the beam polarization differs for the UV and green laser lines; for instance, at 1 GeV, P γ ≃100% for green and ≃70% for UV. The excellent agreement confirms the good control of the beam polarization. For the cross sections, the comparison is even more stringent. Indeed, these absolute measurements necessitate an accurate knowledge of the flux and efficiency; on top of that, the summation over numerous periods requires a precise monitoring of the detector response. Again, the observed good agreement between the two data sets demonstrates the reliability of the present analysis.
These new results improve our previous measurements particularly at forward angles and allow to better describe the behaviour of the cross section in this angular domain.
Comparison between the two η neutral decays
The beam asymmetries and differential cross sections were calculated independently for the two neutral decay modes, η → 2γ and η → 3π 0 and the comparison is displayed in figs. 5 (Σ) and 6 (dσ/dΩ). To reduce statistical errors associated with the 3π 0 decay, a broader angular binning was used for the comparison.
Because the detection of the six decay photons is requested in the 3π 0 analysis, the global efficiency is strongly reduced as compared to the 2γ (see sect. 3.3) (the angular range is also limited to θ cm ≥ 60 0 ). On the other hand, this criterion largely excludes the two main hadronic backgrounds (π 0 and 2π 0 ). The excellent agreement observed for both quantities between the 2γ and 3π 0 results confirms the low level of background in the 2γ channel. In addition, the very good agreement of the cross section data demonstrates the reliability of the Monte Carlo simulation, especially for the cluster reconstruction in the BGO calorimeter.
Comparison to CLAS, CB-ELSA and LNS-GeV-γ results
Differential cross section results have been recently published by the CLAS [6] , CB-ELSA [7] and LNS-GeV-γ [8] collaborations. Whereas the GRAAL data (as well as LNS- GeV-γ results) are absolute measurements, for the CLAS and CB-ELSA results, the normalization was obtained by using the SAID partial-wave analysis.
The comparison between GRAAL, CLAS, CB-ELSA and LNS-GeV-γ data is shown in fig. 11 for the closest energy bins. The overall agreement is good over the whole energy and angular ranges. It is worth noting that our angular range is complementary to the CLAS and CB-ELSA ones, extending the measurement to more backward angles.
Preliminary beam asymmetries have also been recently presented by the CB-ELSA/TAPS collaboration in the energy range E γ =800-1400 MeV [9] . The measurements were performed using a linearly polarized tagged photon beam produced by coherent bremsstrahlung off a diamond. A nice agreement is found with our data, except at 950 MeV where sizeable discrepancies are observed ( fig. 7) . 
Total cross section
The total cross section, plotted in fig. 8 , was obtained by integration of the measured differential cross section, using the Bonn-Gatchina model (see sect. 4.5) to extrapolate to the uncovered forward region (5 to 15% of the full angular range, depending on the energy). The extrapolated fraction amounts between 2 and 15% of the estimated total cross section for most of the energies. The plotted errors were calculated from the experimental ones and include an additional uncertainty due to the extrapolation procedure. The latter was estimated from the variation of the total cross section when considering for extrapolation the two other models discussed below, whose behaviours in the most forward region differ from the Bonn-Gatchina model (see figs. 13 and 14) . The resulting error represents at the most 5% of the total cross section. It should be noted that, despite a good agreement between the differential cross sections, the new total cross section is significantly lower than our previous estimate in the 1050-1100 MeV range. This discrepancy mostly originates from the forward region. First, as already stated, the new data are much more precise in this region and clearly indicate a drop of the cross section at forward angles, not seen before. The integral over the measured range is now lower. Second, in agreement with our data, the model presently used to extrapolate drops at forward angles; it gives therefore a smaller contribution as compared to the simple polynomial fit (degree two) used in our previous publication. Both effects do explain the discrepancy. , CB-ELSA [7] and LNS-GeV-γ [8] results. Apart from LNSGeV-γ, CLAS and CB-ELSA also did not cover the full angular range and had to extrapolate to estimate total cross section. They used MAID and Bonn-Gatchina models, respectively. The new GRAAL estimates agree now well with all other results.
Discussion
We have compared our results with three models: the isobar model MAID, the coupled-channel partial-wave analysis developed by the Bonn-Gatchina group and the constituent quark model of Saghai and Li. In the following, these two latest models will be referred as BCC and CQM, respectively.
The MAID model [12] is an isobar model designed to fit the η photo-and electroproduction database. This model contains, besides Born terms and vector meson exchanges, contributions from the following well-established resonances: D 13 (1520), S 11 (1535), S 11 (1650), D 15 (1675), F 15 (1680), D 13 (1700), P 11 (1710) and P 13 (1720). The model is fitted to current photoproduction cross section data from Mainz-TAPS [1] , GRAAL [4] and CLAS [6] as well as beam asymmetries from GRAAL [2] . The fit gives resonance masses and widths in good agreement with the PDG compilation [22] .
In an alternative MAID analysis, the standard treatment of t-channel vector meson exchange is replaced by Regge trajectories while keeping the same N * contributions [13] . The reggeized version of the MAID model is dedicated to fit the η and η ′ photoproduction database. Both standard and reggeized models give an overall good description of the current η photoproduction results in the resonance region (W ≤ 2 GeV), the reggeized model becoming more appropriate to describe higher energy data. It was however found that the standard isobar model leads to an unusually large ηN branching ratio (17%) for the D 15 (1675) resonance, whereas the reggeized model requires a rather small coupling (0.7%) [14] .
The BCC model [15, 16] is a combined analysis of photoproduction experiments with πN , ηN , KΛ and KΣ final states. π 0 and η photoproduction data from CB-ELSA [7, 23] , Mainz-TAPS [1] and GRAAL [2, 17] as well as results on γp → nπ + [24] were used. Data available from SAPHIR [25] , CLAS [26] and LEPS [27, 28] for the re-
were also included. As compared to the other models, the BCC partial wave analysis takes into account a much larger database. A fair agreement with the whole database was obtained with 14 N * and 7 ∆ * resonances whose masses, widths and electromagnetic amplitudes are compatible with the PDG compilation [22] . One of the main outcome of this model is the necessity to introduce several new resonances above 1800 MeV, in particular the D 13 (1875) and D 15 (2070) nucleonic states. The D 15 (2070) resonance is found to have a sizeable coupling to the ηN final state while the D 13 (1875) does not significantly contribute. On the other hand, this latter is found to have larger couplings to the KΛ and KΣ final states as confirmed by our recently published results on KΛ and KΣ 0 photoproduction [19] .
The results of the standard MAID [29] and BCC [15] models presented in figs. 3 and 12 to 14 include in their respective database our previously published data up to 1100 MeV and some preliminary beam asymmetry values above 1100 MeV. These two models were not re-fitted to take into account our final data set. For both observables, the overall agreement with the MAID model (dashed line) is quite satisfactory. For the BCC model (solid line), the agreement is also very good and even better for the beam asymmetry. However, contributions of individual resonances other than the dominant S 11 (1535) (as well as S 11 (1650)) differ for both models. The fit with the MAID model indeed requires a strong contribution from the P 11 (1710) partial wave whereas the BCC model needs a strong P 13 (1720) state (the P 11 (1710) plays no role). By contrast, the D 15 (1675) resonance is negligible in the BCC analysis while it has a sizeable contribution in the MAID model.
The CQM model [10, 11] is a chiral constituent quark model and embodies all known nucleonic resonances (the same as in MAID plus P 13 (1900) and F 15 (2000) ). The fitted database contains differential cross sections and beam asymmetries from Mainz-TAPS [1] , GRAAL [2, 4] , CLAS [6] and CB-ELSA [7, 23] up to 2 GeV. Despite the presence of all known resonances, the model could not fit properly our previously published set of data. Only the introduction of a new S 11 resonance allowed to reproduce nicely the experimental data [4] . According to the authors, this resonance, not predicted by the Constituent Quark Model, may have an exotic nature such as a ΣK or ΛK molecular state.
The inclusion of our new data in the CQM model has started only recently and the conclusions are still preliminary. Nevertheless, the new fit (dotted-dashed line in figs. 12 to 14) confirms the necessity of a third S 11 resonance with a mass of 1730 MeV and a width of 240 MeV [30] . It needs also the presence of the two new resonances D 13 (1875) and D 15 (2070) with masses and widths in agreement with the predictions of the Bonn-Gatchina model.
Recent experimental and theoretical works in connection to the search for narrow exotic states have focused the attention on η photoproduction on both proton and neutron in the energy region around 1 GeV. Preliminary cross section data on quasi-free neutron have been recently obtained by the GRAAL [31], CB-ELSA/TAPS [32] and LNS-GeV-γ [33] collaborations. These results exhibit, in addition to the dominant S 11 (1535), a resonant structure around E γ =1 GeV (W=1.67 GeV), not seen on the proton to date. Beam asymmetries on quasi-free neutron have also been measured by our collaboration and will be presented and discussed in a forthcoming article [34] . Several theoretical works have been recently performed to provide an explanation of the structure seen in the cross section in terms of a baryon resonance predominantly coupled to the neutron. In the framework of the standard MAID model, this bump could be assigned to the D 15 (1675) resonance [14] . The coupled-channel Giessen model shows that this peak could be interpreted by the S 11 (1650) and P 11 (1710) excitations [35] . By contrast, a modified version of the reggeized MAID model shows that the inclusion of an additional exotic narrow P 11 (1670) state, with a width of 10-30 MeV, could explain the observed structure [36] . This resonance was suggested in some previous works [37]-[39] to be the nucleon-like member of the anti-decuplet of pentaquarks predicted by the chiral soliton model [40] . The modified reggeized MAID calculation predicts that this state, although much less coupled to the proton, should also be visible in η photoproduction on the proton. A pronounced narrow structure should be seen mainly at backward angles in the differential cross section and at all angles in the beam asymmetry [36] .
In order to look for this narrow structure, we extracted the differential cross section and beam asymmetry with the finest energy binning compatible with the energy resolution (∆E γ ∼16 MeV). The results obtained between 950 and 1100 MeV are presented in figs. 9 and 10 for various η center-of-mass angles ranging from 40 0 to 160 0 . Neither the differential cross section nor the beam asymmetry do show any evidence of a narrow structure. From the differential cross section and beam asymmetry results extracted for each of the different data taking periods, it was checked that no robust narrow signal was hidden or smeared by the data merging. The standard MAID and BCC models remain in fair agreement with our data even with the finer energy binning. In addition, the predictions [36], [41] of modified versions of the reggeized MAID model, including a narrow P 11 (1670) state (10 MeV width), exhibit structures incompatible with our data.
Summary
In this paper, we have presented high precision measurements of the differential cross section and beam asymmetry for the γp→ ηp reaction, from threshold to 1500 MeV. The results are in good agreement with all previously published data. For this channel, an extensive database containing accurate beam asymmetries together with differential cross sections is now available. Various models are able to nicely fit these results but, despite constraints brought by the beam asymmetry, their conclusions remain different in terms of individual resonance contributions. New measurements on other polarization observables are therefore necessary to resolve these ambiguities. The possible contribution of a narrow state N(1670) was also investigated and no evidence was found. fig. 12 . Table 1 . Beam asymmetry Σ as a function of the photon laboratory energy and the η center-of-mass angle. 0.077 ± 0.014 160.7 0.104 ± 0.019 160.6 0.080 ± 0.019 160.5 -0.026 ± 0.033 Table 2 . Differential cross section dσ/dΩ (µb/sr) as a function of the photon laboratory energy (700-850 MeV) and the cosine of the η center-of-mass angle.
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