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AN APPLICATION OF h-PRINCIPLE TO MANIFOLD CALCULUS
APURVA NAKADE
ABSTRACT. Manifold calculus is a form of functor calculus that analyzes con-
travariant functors from some categories of manifolds to topological spaces by
providing analytic approximations to them. In this paper we apply the theory of
h-principle to construct several examples of analytic functors in this sense. When
N is a symplectic manifold, we prove that the analytic approximation to the La-
grangian embeddings functor embLag(−, N) is the totally real embeddings functor
embTR(−, N). When M ⊆ Rn is a parallelizable manifold, we provide a geomet-
ric construction for the homotopy fiber of Emb(M,Rn) → Imm(M,Rn). This
construction also provides an example of a functor which is itself empty when
evaluated on most manifolds but whose analytic approximation is almost always
non-empty.
1. INTRODUCTION
Notation: Throughout this paper M and N will denote smooth manifolds with-
out boundary of dimensions m and n, respectively, with m ≤ n. G will denote a
subgroup of GLm(R).
This paper is an attempt to apply techniques from homotopy theory to symplec-
tic geometry, more specifically towards understanding the space of Lagrangian
submanifolds of a symplectic manifold.
1.1. Motivation. The Nearby Lagrangian Conjecture (still open) due to Arnol’d has
been a guiding question for several recent advances in symplectic geometry. The
current state of the art results about the Nearby Lagrangian Conjecture rely on a
combination of homotopy theoretic and Floer theoretic techniques; see [1], [17], [2].
The following is a weaker homotopy theoretic version of Arnol’d’s Nearby La-
grangian conjecture. Let N and L be closed manifolds of the same dimension.
Recall that T∗N carries a natural symplectic structure. Assume that N and L are
both simply connected.
Conjecture 1.1. The space of Lagrangian embeddings of L in T∗N is contractible if L is
diffeomorphic to N, is empty otherwise.
1.2. Manifold Calculus. In this paper we apply the techniques of manifold cal-
culus to study the space of Lagrangian embeddings. Manifold calculus was intro-
duced by Goodwillie-Weiss in [22], [12].
Denote by Emb(−, N) the functor which assigns to each m dimensional smooth
manifold M the space of embeddings of M inside N. In [22] Weiss defines a tower
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of Taylor approximations
Emb(−, N)→ (T1 Emb(−, N)← T2 Emb(−, N)← T3 Emb(−, N)← . . . )
The first Taylor approximation T1 Emb(−, N) is the immersions functor Imm(−, N),
it associates to M the space of immersions of M inside N. The higher polyno-
mial approximations Tk Emb(−, N) interpolate between immersions and embed-
dings using configuration data. The functor T∞ Emb(−, N) is defined to be the
homotopy limit of this tower and is called analytic approximation to Emb(−, N).
The analytic approximation T∞ Emb(−, N) is essentially constructed by restrict-
ing the functor Emb(−, N) to the category of manifolds which are diffeomorphic
to finitely many Rm (see Section 2).
The goal of manifold calculus is to approximate Emb(−, N) arbitrarily well us-
ing higher and higher polynomial approximations, and finally using the analytic
approximation. This is analagous to approximating functions using their Taylor
series. That this can be done, in the homotopical sense, is a deep theorem due to
Goodwillie-Klein-Weiss; see [12], [13].
Theorem 1.2 (Goodwillie-Klein-Weiss). When n−m > 2 the naturally induced map
Emb(M, N) ' // T∞ Emb(M, N)
is a homotopy equivalence.
1.3. Lagrangian Embeddings. It is natural to ask whether manifold calculus can
be used to analyze Lagrangian embeddings. There is an obvious shortcoming in
that manifold calculus analyzes embedding spaces by gluing the embedding data
on open discs and so the symplectic information is likely to be lost. In Theorem
6.9 we show, however, that not all geometric information is lost when finding the
analytic approximation to Lagrangian embeddings.
Let N be a symplectic manifold with the choice of a compatible almost complex
structure (which is unique up to homotopy), and let n = 2m. Denote by EmbLag(−, N)
and EmbTR(−, N) the functors that assign to each m dimensional smooth manifold
M the space of Lagrangian embeddings and totally real embeddings of M inside N,
respectively. In Theorem 6.9 we prove the following homotopy equivalence.
Theorem. With the notation as above, for m > 2 there is a homotopy equivalence
T∞ EmbLag(M, N) ' EmbTR(M, N)
The main reason why this theorem holds is that totally real embeddings satisfy
the h-principles for directed immersions and embeddings (see Section 3 for defini-
tions) but Lagrangian embeddings do not.
1.4. Homotopy Principle. An h-principle is a method to reduce existence prob-
lems in differential geometry to homotopy-theoretic problems.
Let Grm(N) be the m-plane Grassmannian bundle over N, more explicitly, Grm(N)
is a fiber bundle over N with fiber over a point p ∈ N being Grm(TpN), the space
of m planes inside TpN. Let A ⊆ Grm(N) be a subfibration over N.
AN APPLICATION OF h-PRINCIPLE TO MANIFOLD CALCULUS 3
An immersion (or an embedding) e : M → N naturally induces a map Grm(e) :
M → Grm(N). An A-directed embedding is an embedding e such that the image
of the induced map Grm(e) lies inside A. Denote by EmbA(−, N) the functor that
assigns to M the space of A-directed embeddings of M inside N.
In Section 4 we define the h-principle for directed embeddings and in Theorem 5.10
we prove the following connection between h-principle and manifold calculus.
Theorem. If n−m > 2 and A satisfies the h-principle for directed embeddings then the
naturally induced map
EmbA(M, N)
' // T∞ EmbA(M, N)
is a homotopy equivalence for all m dimensional smooth manifolds M.
The result about Lagrangian and totally real embeddings is a direct corollary of
this theorem.
Remark 1.3. We’ll actually prove the above theorem for manifolds M whose struc-
ture group can be reduced to a subgroup G of GLm(R). In this case we’ll need to
replace Grm(N) by GrGm(N), the G-structured Grassmannian bundle over N, see
Section 3 for the definiton.
1.5. Tangentially Straightened Embeddings. Using the above theorem we can
also construct several exotic embedding functors. Somewhat analogous to the fact
that there are non-trivial functions which have trivial Taylor series, we can use the
h-principle to create functors which are almost always trivial but whose analytic
approximation is never so.
Let M ⊆ Rn be a parallelizable manifold, with a choice of m linearly independent
non-vanishing vector fields X1, . . . , Xm. Denote by EmbTS(−,Rn) the functor on
the category of parallelizable manifolds which sends M to the space of embed-
dings e : M ↪→ Rn such that De(X1), . . . , De(Xm) are constant non-varying vector
fields. Borrowing the terminology from [9] we call EmbTS(M,Rn) the space of
tangentially straightened embeddings. In Theorem 7.1 we show that
Theorem. When n−m > 2, there is a homotopy equivalence
T∞ EmbTS(M,Rn) ' hofib(Emb(M,Rn)→ Imm(M,Rn))
If M is not diffeomorphic to a submanifold of Rm, it is easy to see that no tangen-
tially straightened embedding is possible (see Section 7) and hence EmbTS(M, N)
is empty. However, as M ⊆ Rn the homotopy fiber hofib(Emb(M,Rn)→ Imm(M,Rn))
is non-empty. Thus the functor EmbTS(−,Rn) provides an example of a highly
non-analytic functor.
1.6. Outline of the Paper: In Section 2 we provide the necessary background from
manifold calculus. In Section 3 we defineA-directed immersions and embeddings.
In Section 4 we define the corresponding h-principles. In Section 5 we prove the
main theorems. In Section 6 we describe the main applications of our framework
to Lagrangian embeddings. In Section 7 we apply the main theorem to study
tangentially straightened embeddings.
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1.7. Conventions. For us, every manifold is smooth and is either closed or the
interior of a compact manifold with boundary. Maps between manifolds are all
smooth and the mapping spaces are endowed with the weak C∞ topology. We’ll
use the terms space and topological space interchangeably. All categories are en-
riched over spaces and likewise for all the categorical constructions.
1.8. Acknowledgements. The author would like to thank his advisor Nitu Kitchloo
for several helpful discussions over coffee. The author would also like to thank the
organizers of the Alpine Algebraic and Applied Topology Conference, where the
author first learned about manifold calculus.
2. MANIFOLD CALCULUS
In this section we’ll recall the basic definitions of manifold calculus, which was
first defined in [22]. The theory was reformulated using model categorical lan-
guage in [6], we’ll use the definitions and constructions from this paper. Other eas-
ily accessible references for manifold calculus include [19, Ch.10], [22], [18], [21].
Definition 2.1. Define the categoryMan as
Ob(Man) := {m dimensional smooth manifolds without boundary}
Man(U, V) := Emb(U, V)
where Emb(U, V) is the space of embeddings U ↪→ V topologized under the weak
C∞ topology. Denote by Disc∞ the full subcategory of Man consisting of mani-
folds diffeomorphic to a disjoint union of finitely many Rm. DefineManG to be
the full subcategory of Man consisting of manifolds whose structure group can
be reduced to G.
Example 2.2. (1) When G = GLm(R),ManG =Man.
(2) When G = GL+m(R),ManG is the category of orientable manifolds.
(3) When G is the trivial group,ManG is the category of parallelizable mani-
folds.
Definition 2.3. A morphism e : M → M′ inManG is an isotopy equivalence if
there exists an embedding e′ : M′ → M inManG such that ee′ and e′e are isotopic
through maps inManG to idM′ and idM, respectively.
Definition 2.4. Define the presheaf category PSh(ManG) to be the functor cate-
gory whose objects are functors
(ManG)op → T op
which take isotopy equivalences to homotopy equivalences, where T op is the cat-
egory of compactly generated Hausdorff spaces enriched over itself.
Manifold calculus analyzes functors in PSh(ManG). Of particular interest, is the
functor Emb(−, N) ∈ PSh(ManG), the embeddings inside a fixed smooth mani-
fold N.
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The category PSh(ManG) has a natural projective model structure (see [16]) induced
by the model structure on T op: the fibrant objects are the presheaves which are
object-wise fibrant, the weak equivalences are object-wise weak equivalences, and
the cofibrations are presheaves which satisfy the right lifting property with respect
to trivial fibrations.
Definition 2.5. For a functor F ∈ PSh(ManG), the analytic approximation to F is
a functor T∞F ∈ PSh(ManG) defined as the right derived Kan extension of F|Disc∞
along the inclusion Disc∞ ↪→ManG.
Disc∞
F|Disc∞ //

T op
ManG
T∞F
77
More explicitly for M ∈ ManG,
T∞F(M) := HomPSh(Disc∞)(Q Emb(−, M), F)
where Q Emb(−, M) denotes the cofibrant replacement of Emb(−, M) in PSh(ManG).
Even more explicitly, the analytic approximation can be computed as a homotopy
limit (see [22], [6, Section 8]),
T∞F(M) ' holim
U∈Disc∞(M)
F(U)
where Disc∞(M) is the full subcategory of Disc∞ consisting of submanifolds of
M.
Definition 2.6. We say that a functor F ∈ PSh(ManG) is analytic if the natural
map
F ' // T∞F
is a homotopy equivalence.
Example 2.7. The following examples of analytic functors will be of use to us in
the later sections.
(1) By the formal properties of Kan extensions it follows that
T∞T∞F ' T∞F
for any functor F ∈ PSh(ManG). Hence an analytic approximation T∞F is
itself always analytic.
(2) The functor Maps(−, N) of space of smooth maps into N is analytic, [22,
Example 2.4].
(3) Let Imm(M, N) denote the space of immersions of M into N. For n > m,
the functor Imm(−, N) ∈ PSh(Man) is analytic, [22, Example 2.3].
Manifold calculus was introduced to study the space of embeddings. One of the
deepest theorems in manifold calculus states the following [12], [13].
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Theorem 2.8 (Goodwillie-Klein-Weiss). If n − m > 2, the functor Emb(−, N) in
PSh(Man) is analytic.
The main theorem in this paper extends this to directed embeddings using h-
principles.
3. DIRECT IMMERSIONS AND EMBEDDINGS
In this section we define the notions of directed immersions and embeddings.
We’ll start by defining several bundles over M and N.
For a manifold N, let Fm(N) denote the m frame bundle over N i.e. Fm(N) is a
fiber bundle over N whose fiber over each point p ∈ N is the space of m linearly
independent vectors in Tp(N). The space Fm(N) is naturally a principal GLm(R)-
bundle and hence GLm(R) acts freely and transitively on Fm(N). Denote by bs :
Fm(N)→ N the natural projection onto base.
GLm(Rn) // Fm(N)
bs

N
Definition 3.1. For a subgroup G of GLm(Rn) define the m-plane G-structured
Grassmannian bundle over N to be the quotient space
GrGm(N) := Fm(N)/G
We’ll identify subsets of GrGm(N) with G-invariant subsets of Fm(N).
GLm(Rn)/G // GrGm(N)
bs

N
Example 3.2. (1) When G = GLm(R), GrGm(N) is the standard Grassmannian
Grm(N).
(2) When G = GL+m(R), Gr
G
m(N) is the oriented Grassmannian.
(3) When G is the trivial group, GrGm(N) equals the frame bundle Fm(M) itself.
Let M be a manifold inManG. As the structure group of M can be reduced to G,
there exists a principal G-bundle PG(M) over M along with a G-equivariant inclu-
sion PG(M) ↪→ Fm(M).
G // PG(M)
bs

M
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An immersion e : M# N naturally defines a G-equivariant map
Fm(e) : Fm(M)→ Fm(N)
We can restrict this map to PG(M) to get a G-equivariant map
Fm(e) : PG(M)→ Fm(N)
The image of Fm(e) is a G-invariant subspace of Fm(N) and hence can be identified
with a subspace of GrGm(N). Said differently, by quotienting out by the G action
we get a map
GrGm(e) : M→ GrGm(N)
where we are identifying PG(M)/G with M.
Definition 3.3. For M ∈ ManG and a subset A ⊆ GrGm(N), we say that an immer-
sion (or an embedding) e is A-directed if the image of GrGm(e) lies in A. Denote
by ImmA(M, N) and EmbA(M, N) the space of A-directed immersions and A-
directed embeddings, respectively.
Remark 3.4. Note that we are not requiring the image of the naturally induced
map GrGm(M)→ GrGm(N) to lie inA. We won’t ever need to use the space GrGm(M)
in this paper.
4. HOMOTOPY PRINCIPLE
In this section we’ll recall the relevant definitions and results from the theory of
h-principle (homotopy principle) as described in [15], [11], [3]. We’re interested in
the case of immersions and embeddings instead of arbitrary differential relations.
We start with a technical definition.
Definition 4.1. Let X ⊆ Y be a pair of topological spaces. We say that the pair
(Y, X) satisfies the formal h-principle if for all good pairs of finite CW complexes
K ⊆ L and all maps
φ : (L, K)→ (Y, X)
there exists a homotopy
φt : (L, K)× [0, 1]t → (Y, X)
such that
(1) φ0 = φ,
(2) φt(x) = φ0(x) for all x ∈ K and t ∈ [0, 1],
(3) φ1(L) ⊆ X.
K
φ|K
//

X

L
φ
// Y
 
K× [0, 1] φt |K=φ|K //

X

L× [0, 1]
φt
// Y
+
X

L× {1}
77
φ1
// Y
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Lemma 4.2. If the pair (Y, X) satisfies the formal h-principle then the inclusion X ↪→ Y
is a weak homotopy equivalence.
Proof. Let K = ∗ and L = Sk. Then φ : (Sk, ∗) → (Y, X) represents an element
[φ] ∈ pik(Y). The existence of a φt such that φ1(L) ⊆ X implies that [φ] = [φ1] ∈
pi1(X) which proves that the map pik(X)→ pik(Y) is surjective.
If two maps ψ0, ψ1 : Sk → X representing elements in pik(X) become homotopic
in Y then the homotopy can be described via a map φ : (Sk+1 × [0, 1], Sk × {0, 1} ∪
[0, 1]×{∗})→ (Y, X). Because (Sk× [0, 1], Sk×{0, 1}∪ [0, 1]×{∗}) is a good pair
we can homotope φ to a map φ1 which defines a homotopy between ψ0,ψ1 lying
entirely in X, which proves that the map pik(X)→ pik(Y) is injective. 
Remark 4.3. Mapping spaces between manifolds have the homotopy type of a CW
complex; see [20], [10]. In this paper, all the spaces we’re concerned with are either
mapping spaces of manifolds or homotopy limits of such spaces and hence have
the homotopy type of a CW complex. By Whitehead’s theorem, for such spaces a
weak homotopy equivalence implies a homotopy equivalence. As such, we’ll use
the two term interchangeably.
4.1. h-principle for Directed Immersions and Embeddings. The definitions of
formalA-directed immersions and embeddings are taken from Section 4.4, 4.5 and
Chapter 19 in [11]. The space of formal embeddings is never explicitly defined
in the book, we extract the appropriate definition here from Theorem 4.5.1 and
Theorem 19.4.1.
Let M be a manifold inManG and let A be a subspace of GrGm(N).
Definition 4.4. A formal immersion is a G-equivariant map H : PG(M)→ Fm(N).
Denote the space of formal immersions by Imm f (M, N).
Remark 4.5. When G = GLm(R), the space of G-equivariant maps H : PG(M) →
Fm(N) can be naturally identified with the space of fiberwise monomorphisms
TM → TN, which is the classical definition of the space of formal immersions.
Thus our definition of formal immersions extends the classical definition to man-
ifolds with G-structures; see also the discussion at the beginning of Section 4.5
in [11].
Definition 4.6. A formalA-directed immersion is a formal immersion H ∈ Imm f (M, N)
such that the image of H lies in A. (We are identifying G-invariant subsets of
Fm(N) with subsets of GrGm(N).) Denote the space of formal A-directed immer-
sions by Imm fA(M, N).
There is a natural inclusion ImmA(M, N) ↪→ Imm fA(M, N) sending e ∈ ImmA(M, N)
to GrGm(e) ∈ Imm fA(M, N).
Definition 4.7. We say that A satisfies the h-principle for directed immersions
for manifolds inManG if the pair
(Imm fA(M, N), ImmA(M, N))
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satisfies the formal h-principle for all M ∈ ManG, and hence by Lemma 4.2 the
inclusion
ImmA(M, N)→ Imm fA(M, N)
is a homotopy equivalence.
The space of formal embeddings is the space of tangential homotopies over a fixed
embedding.
Definition 4.8. A formal A-directed embedding is a path
γt : [0, 1]t → Maps(M, GrGm(N))
satisfying
(1) bsγ0 ∈ Emb(M, N),
(2) bsγt = bsγ0 for all t ∈ [0, 1],
(3) γ0 = GrGm(bsγ0)
(4) γ1 ∈ Maps(M,A).
Denote the space of formal A-directed embeddings by Emb fA(M, N).
γ0 = GrGm(bsγ0) γt
bs

oo // (M→ A) = γ1
Emb(M, N)
There is a natural inclusion EmbA(M, N) ↪→ Emb fA(M, N) sending an A-directed
embedding e : M→ N to the constant path at GrGm(e).
Definition 4.9. We say that A satisfies the h-principle for directed embeddings
for manifolds inManG if the pair
(Emb fA(M,A), EmbA(M, N))
satisfies the formal h-principle for all M ∈ ManG, and hence by Lemma 4.2 the
inclusion
EmbA(M, N)→ Emb fA(M, N)
is a homotopy equivalence.
4.2. Examples. The two references mentioned at the beginning of this section pro-
vide an extensive collection of examples of h-principles. Here we’ll only mention
the examples which are directly relevant to us.
Let J1(M, N) be the bundle of 1-jets of smooth maps from M to N. J1(M, N) is a
vector bundle over M× N whose fiber over (p, q) ∈ M× N is the space of linear
transformations from Tp M to TqN. A first order differential relation is a subset
R ⊆ J1(M, N).
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Definition 4.10. We say that a differential relation R is the complement of a thin
singularity if the complement J1(M, N) \R is a simplicial complex of J1(M, N) of
codimension ≥ 2.
To subset A ⊆ GrGm(N) we can associate a differential relation RA as follows.
Over each point (p, q) ∈ M × N, the set RA ⊆ J1(M, N) consists of those linear
transformations Tp M→ TqN for which the image of the induced map PG(M)|p ↪→
FGm (M)|p → FGm (N)|q lies inside A.
Gromov proved the following theorem using the technique of Convex Integration
(see [15], [11, Theorems 18.4.2 and 19.4.1]).
Theorem 4.11 (Gromov). For A ⊆ GrGm(M), if RA is the complement of a thin singu-
larity then A satisfies the h-principle for directed immersions and embeddings for mani-
folds inManG.
The following is a direct corollary of this theorem [11, Theorems 19.3.1 and 19.4.5].
Theorem 4.12 (Gromov). Totally real embeddings satisfy the h-principles for directed
immersions and embeddings.
The following theorem is proven in Sections 9.3.2, 14.1 and Theorem 12.4.1 in [11]
using the technique of microflexible Diff-M invariant differential relations.
Theorem 4.13 (Eliashberg-Mishachev). If n > 2m then isotropic embeddings satisfy
the h-principles for directed immersions and embeddings.
We’ll recall the definition of isotropic and totally real embeddings in Section 6.
5. MAIN THEOREMS
In this section we connect the theories of manifold calculus and h-principle. The
basic idea is that the existence of an h-principle gives us various homotopy equiv-
alences which fit into homotopy pullback diagrams. Since the analytic approxi-
mation is defined as a homotopy limit, these commute.
Theorem 5.1. If A ⊆ GrGm(N) satisfies the h-principle for directed embeddings for man-
ifolds in ManG and A → N is a fibration then for every M ∈ ManG the following
pullback square is in fact a homotopy pullback square,
EmbA(M, N) //

Maps(M,A)

Emb(M, N) // Maps(M, GrGm(N))
(5.2)
where the horizontal maps are defined as e 7→ GrGm(e) and the vertical maps are inclusions.
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Proof. Let Θ denote the homotopy pullback of the diagram
Maps(M,A)

Emb(M, N) // Maps(M, GrGm(N))
ExplicitlyΘ is the space of paths γ : [0, 1]→ Maps(M, GrGm(N)) satisfying bsγ(0) ∈
Emb(M, N) and γ(1) ∈ Maps(M,A). Note that Emb fA(M, N) is a subspace of Θ.
In Emb fA(M, N) the base embedding is fixed whereas in Θ it is allowed to vary.
The natural map EmbA(M, N) → Θ that sends e : M ↪→ N to the path which is
constant at GrGm(e) factors through Emb
f
A(M, N).
It suffices to show that the pair (Θ, Emb fA(M, N)) satisfies the formal h-principle.
This is a direct consequence of the fact that A → N and GrGm(N) → N are fibra-
tions, and hence so are Maps(M,A) → Maps(M, N) and Maps(M, GrGm(N)) →
Maps(M, N). The rest of the proof provides the technical details to make this pre-
cise. It is a standard homotopy-lifting argument for fibrations, however, as we’re
dealing with path spaces there is an extra dimension that we need to keep track
of.
Suppose we are given a good pair of finite CW complexes (L, K) with a map
φ : (L, K)→ (Θ, Emb fA(M, N))
This is equivalent to a map
φs : [0, 1]s × L→ Maps(M, GrGm(N))
with
bs φ0 ∈ Emb(M, N)
φ1 ∈ Maps(M,A)
bs φ|K is the constant path at an embedding
We need to construct a homotopy Φs,t : [0, 1]s × L× [0, 1]t → Maps(M, GrGm(N))
connecting Φs,0 = φs to a path lying entirely in Emb
f
A(M, N).
Define a map ψs,t : [0, 1]s × L× [0, 1]t → Emb(M, N) as
ψs,t =
{
bs φs if s ≤ 1− t
bs φ1−t otherwise
so that ψs,0 = bs φs and ψs,1 = ψ0,1 = bs φ0 for all s ∈ [0, 1], and φ0,t = bs φ0 for all
t ∈ [0, 1].
Let S ⊆ [0, 1]s × L× [0, 1]t be the space S = {0}s × L× [0, 1]t ∪ [0, 1]s × L× {0}t.
Then S ↪→ [0, 1]s × L× [0, 1]t is a trivial cofibration.
Define the map Φs,t on S as
Φ0,t := φ0
Φs,0 := φs
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Using the homotopy lifting property of the fibration pair (Maps(M, GrGm(N)), Maps(M,A))→
Maps(M, N) we can extend Φs,t to the entire space [0, 1]s × L× [0, 1]t.
S
Φs,t
//

(
Maps(M, GrGm(N)), Maps(M,A)
)
bs

[0, 1]s × L× [0, 1]t
ψs,t
//
33
Maps(M, N)
As bsΦs,1 = ψs,1 = ψ0,1 for all s ∈ [0, 1], Φs,1 is a map L → Emb fA(M, N). Further
as K is a CW subcomplex of L we can require the lift to be constant along K and so
Φs,t is the homotopy that witnesses the formal h-principle.

Theorem 5.3. If A → N is a fibration that satisfies the h-principles for directed im-
mersions and directed embeddings for all manifolds inManG then the following pullback
square is in fact a homotopy pullback square for all M ∈ ManG,
EmbA(M, N) //

ImmA(M, N)

Emb(M, N) // Imm(M, N)
(5.4)
where all the maps are inclusions.
Proof. The homotopy pullback square (5.2) factors as
EmbA(M, N) //

ImmA(M, N)

// Imm fA(M, N)

// Maps(M,A)

Emb(M, N) // Imm(M, N) // Imm f (M, N) // Maps(M, GrGm(N))
The middle square
ImmA(M, N)

// Imm fA(M, N)

Imm(M, N) // Imm f (M, N)
is a pullback square. As A satisfies the h-principle for directed immersions, the
horizontal arrows are homotopy equivalences, hence it is a homotopy pullback
square.
The rightmost square
Imm fA(M, N)

// Maps(M,A)

Imm f (M, N) // Maps(M, GrGm(N))
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is a pullback square. The horizontal maps obtained by quotienting out the G action
and hence are fibrations with fiber G. Hence, the square is a homotopy pullback
square.
We’ve already show in Theorem 5.1 that the larger square is a homotopy pullback
square, hence the remaining leftmost square must also be one. 
With the above setup the analyticity of EmbA follows from formal properties of
Kan extensions.
Lemma 5.5. Given a small I-shaped diagram of analytic functors F : I → PSh(ManG),
the homotopy limit holimi∈I Fi is also analytic.
Proof. For a diagram of analytic functors F : I → PSh(ManG) we have,
(T∞ holim
I
Fi)(M) = HomDisc∞(Q Emb(−, M), holimI Fi) (5.6)
' holim
I
HomDisc∞(Q Emb(−, M), Fi) (5.7)
= holim
I
(T∞Fi)(M) (5.8)
' holim
I
Fi(M) (5.9)
where the equalities are by the definition of T∞, the homotopy equivalence in (5.7)
follows from the universal property of enriched holim and the homotopy equiva-
lence in (5.9) follows from the analyticity of F. 
Theorem 5.10. Let n−m > 2.
(1) If A ⊆ GrGm(N) is a fibration over N that satisfies the h-principles for directed
immersions and directed embeddings for all manifolds inManG then the functor
EmbA(−, N) in PSh(ManG) is analytic i.e. the natural map
EmbA(M, N)
' // T∞ EmbA(M, N)
is a homotopy equivalence for all manifolds M ∈ ManG.
(2) If further A′ ⊆ A is a fibration over N such that A′ is homotopy equivalent to
A, then there is a homotopy equivalence
T∞ EmbA′(M, N) ' EmbA(M, N)
for all manifolds M ∈ ManG.
Proof. For n − m > 2, as mentioned in Example 2.7 and Theorem 2.8 the three
functors
Maps(−,A), Maps(−, GrGA(N)), Emb(−, N)
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are analytic. By applying Lemma 5.5 to the homotopy pullback square from The-
orem 5.1
EmbA(−, N) //

Maps(−,A)

Emb(−, N) // Maps(−, GrGm(N))
we get the analyticity of EmbA(−, N).
As A′ ' A, the inclusion of spaces EmbA′(M, N) ↪→ EmbA(M, N) is a homotopy
equivalence when restricted to M ∈ Disc∞. As T∞ is defined to be the Kan exten-
sion along the inclusionDisc∞ ↪→ManG, there is a natural homotopy equivalence
T∞ EmbA′(M, N) '−→ T∞ EmbA(M, N). The second part of the theorem follows
from the analyticity of EmbA(−, N). 
6. LAGRANGIAN EMBEDDINGS
In this section we apply the above framework to the Lagrangian embeddings func-
tor. For this section let G = GLm(R) and hence GrGm(N) = Grm(N), we need the
target manifold to have a symplectic structure but we do not need any G-structure
on the source manifold.
We’ll start by recalling some definitions from symplectic geometry. A good refer-
ence for all the basic definitions and results about symplectic and almost complex
manifolds in this section is [8].
6.1. Isotropic Embeddings.
Definition 6.1. A symplectic manifold is a pair (N,ω) there N is a smooth man-
ifold and ω is a closed non-degenerate differential 2-form ω on N. Existence of a
symplectic form on N forces it to be even dimensional. Let N′ be a submanifold
of N. N′ is called isotropic if ω|N′ ≡ 0. Isotropic submanifolds are necessarily of
dimension ≤ n/2. N′ is called Lagrangian if it is isotropic and dim N′ = n/2.
Definition 6.2. Let Iso ⊆ Grm(N) be the subfibration over N whose fiber over
each point p ∈ N is the space of m dimensional subspaces of Tp(N) on which ω
vanishes. When m = n/2 denote this space by Lag.
The spaces EmbIso(M, N) and EmbLag(M, N) of Iso-directed and Lag-directed em-
beddings of M inside N, equals the space of isotropic and Lagrangian embeddings,
respectively.
A direct application of Theorem 4.13 and Theorem 5.10 gives us
Theorem 6.3. If N is a symplectic manifold with n − m > 2 and n > 2m, then the
functor EmbIso(−, N) is analytic.
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6.2. Lagrangian Embeddings. The space Lag does not satisfy the h-principles for
directed immersions and embeddings. Instead, in this case we’ll construct a sub-
space of Grm(N) containing Lag which is homotopy equivalent to it and which
satisfies both the h-principles.
Definition 6.4. An almost complex structure J on a smooth manifold N is a linear
isomorphism Jp : TpN → TpN for each p ∈ N, varying smoothly with p, satisfying
J2 = −1.
This is equivalent to requiring that N has even dimensions and it’s structure group
can be reduced to GLn/2(C) i.e. the tangent bundle TN is naturally an n/2 dimen-
sional complex vector bundle.
Definition 6.5. For a point p in an almost complex manifold N, a real subspace V
of TpN is called totally real if V + JV = TpN and V ∩ JV = {0}. A submanifold
N′ of N is called totally real if TpN′ is a totally real subspace of TpN for all points
p ∈ N′.
Definition 6.6. Let m = n/2. Let TR ⊆ Grm(N) be the subfibration whose fiber
over p ∈ N is the space of m dimensional totally real subspaces of Tp(N).
The space EmbTR(M, N) of TR-directed embeddings of M inside N equals the
space of totally real embeddings.
Definition 6.7. An almost complex structure J on a symplectic manifold N is said
to be compatible with the symplectic structure if the following two conditions are
satisfied,
(1) ω(−, J−) defines a Riemannian metric on N,
(2) ω(J−, J−) = ω(−,−).
On every symplectic manifold N there exists a compatible almost complex struc-
ture which is unique up to homotopy. For the rest of this section we’ll assume that
(N,ω) is a symplectic manifold with a compatible almost complex structure J.
Compatibility of J with ω implies that all Lagrangian submanifolds are also totally
real, hence there is a natural inclusion Lag ⊆ TR.
Proposition 6.8. The inclusion Lag ↪→ TR is a homotopy equivalence.
Proof. GLn/2(C) acts transitively on the space of all totally real m dimensional
subspaces of Cn/2. The stabilizer of each subspace is GLn/2(R) and hence the
fiber of the fiber bundle TR→ N is diffeomorphic to GLn/2(C)/ GLn/2(R). By the
polar decomposition, the inclusions of the unitary group U(n/2) ⊆ GLn/2(C) and
the orthogonal group O(n/2) ⊆ GLn/2(R) induce a homotopy equivalence
U(n/2)/O(n/2) '−→ GLn/2(C)/ GLn/2(R)
The fiber of the bundle Lag→ N, which is also called the Lagrangian Grassmannian,
is known to be diffeomorphic to U(n/2)/O(n/2); see [4]. 
Theorem 4.12, Proposition 6.8, and Theorem 5.10 give us the following result.
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Theorem 6.9. Let n − m > 2, n = 2m and let N be a symplectic manifold with a
compatible almost complex structure. Then the analytic approximation of EmbLag(M, N)
is homotopy equivalent to EmbTR(M, N) via a zig-zag of maps,
EmbTR(M, N)
' // T∞ EmbTR(M, N) T∞ EmbLag(M, N)'oo
In general, we do not expect EmbLag(−, N) to be analytic. For example, there
are no simply connected Lagrangian submanifolds of (Cn,ω), where ω is the
standard symplectic structure, see [14], but S3 can be embedded in C3 as a to-
tally real manifold, [15]. Thus EmbLag(S3,C3) is empty but T∞ EmbLag(S3,C3) '
T∞ EmbTR(S3,C3) is not.
Corollary 6.10. EmbLag(−,C3) is not analytic on the category of 3 dimensional smooth
manifolds.
Remark 6.11. The space that is of interest to us is the embeddings space EmbLag(M, T∗M).
In this case, it is not clear how much of the symplectic information is captured by
EmbTR(M, N) and hence by T∞ EmbLag(M, N).
Remark 6.12. pi0(EmbTR(M,Cm)) was computed by Audin in [5]. Cn is naturally
an almost complex manifold. By Theorem 5.1 the following square is a homotopy
pullback square.
EmbTR(M,Cn) //

Maps(M, TR)

Emb(M,Cn) // Maps(M, Grm(Cn))
This pullback square was used in [7] (without actually using manifold calculus) to
compute pi1(EmbTR(M,Cm)).
7. TANGENTIALLY STRAIGHTENED EMBEDDINGS
In this section we’ll let G = {e} be the trivial group, so thatManG is the category
of m dimensional parallelizable manifolds. We’ll let our target manifold N equal
Rn, so we’re studying embeddings of parallelizable manifolds inside Euclidean
spaces.
We are only interested in the m dimensional manifolds M which are subsets ofRn.
For such an M we can define
Emb(M, N) := hofib (Emb(M, N)→ Imm(M, N))
as the homotopy fiber taken over the connected component of Imm(M, N) con-
taining the inclusion M ⊆ Rn.
As G is trivial, GrGm(N) equals the frame bundle Fm(N) = Rn × Fm(Rn), where
we are abusing notation and letting Fm(Rn) denote the space of m linearly inde-
pendent vectors in the vector space Rn. Let {~ei}ni=1 be the standard basis for Rn.
Let
TS := Rn × {(~e1, · · · ,~em)} ⊆ GrGm(N)
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The space EmbTS(M, N) can be thought of as the space of tangentially straight-
ened embeddings of M in N. We’re borrowing the terminology from [9] where it
is used in a slightly different context.
Theorem 7.1. When n− m > 2 and M is an m dimensional submanifold of N = Rn,
there is a natural homotopy equivalence
T∞ EmbTS(M, N) ' Emb(M, N)
Proof. Note that TS → N is a fibration. We’ll construct a fibration A ⊆ GrGm(N)
over N containing TS and homotopy equivalent to it and satisfying the h-principles
for directed immersions and embeddings for parallelizable manifolds. Once we
have this we’ll get a homotopy equivalence,
T∞ EmbTS(M, N) ' // T∞ EmbA(M, N) EmbA(M, N)'oo
by Theorem 5.1 and Theorem 5.10. And by Theorem 5.3 the square
EmbA(M, N) //

ImmA(M, N)

Emb(M, N) // Imm(M, N)
will be a homotopy pullback square. The proof will then be completed once we
show that ImmA(M, N) ' ∗.
Define Am(Rn) ⊆ Fm(Rn) to be the set of of m-frames (~v1, . . . ,~vm) satisfying the
condition
~vi 6= −k~ei
for any k ∈ R, k ≥ 0 and all 1 ≤ i ≤ m. Let
A := Rn ×Am(Rn) ⊆ GrGm(N)
It is clear than TS ⊆ A and that bs : A → N is a fibration.
When m = 1, the space
A1(Rn) = {v ∈ Rn : v 6= −ke1 for any k ∈ R, k > 0}
is diffeomorphic to (Sn−1 \ {∗})×R which is contractible. For m > 1 there is a
natural forgetful map f : Am(Rn)→ A1(Rn) sending (~v1, . . . ,~vm) to ~v1. The map
f is a fibration with the fiber being homotopy equivalent to Am−1(Rn−1).
Am−1(Rn−1) // Am(Rn)

A1(Rn)
The base A1(Rn) is contractible and hence Am(Rn) ' Am−1(Rn−1). Repeatedly
applying this argument we get Am(Rn) ' A1(Rn−m+1) which is contractible.
Let RA ⊆ J1(M, N) be the differential relation defined by A (see Section 4.2). We
need to find the codimension of the complement J1(M, N) \RA. The complement
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is a union of m spaces each diffeomorphic to RA′ where A′ = Rn ×A′m(Rn) and
A′m(Rn) is the set of m frames (~v1, . . . ,~vm) satisfying
~v1 = −k~e1
for some k ∈ R, k ≥ 0. It is easy to see that A′m(Rn) is diffeomorphic to R ×
Fm−1(Rn−1). This has codimension at least n − m inside Fm(Rn), which is > 2.
ThusRA is the complement of a thin singularity and by Theorem 4.11, A satisfies
the h-principles for immersions and embeddings.
Finally, there is a homotopy equivalence ImmA(M, N) ' Imm fA(M, N) asA satis-
fies the homotopy principle for directed immersions. As G = {e}, we can identify
Imm fA(M, N) with Maps(M,A). Contractibility ofA implies that ImmA(M, N) '∗, which completes the proof. 
Unless M is diffeomorphic to an open subset of Rm the space EmbTS(M,Rn) is
empty. However, as M ⊆ Rn the homotopy fiber of Emb(M,Rn) → Imm(M,Rn)
is non-empty and hence so is the analytic approximation T∞ EmbTS(M,Rn). Thus,
the functor EmbTS is highly non-analytic.
8. FINAL REMARKS
8.1. Manifolds with boundary. There are variants of manifold calculus for mani-
folds with boundary [6, Section 9]. We replace the categoryMan with the category
ManZ of manifolds with a fixed boundary manifold Z and make similar modifi-
cations to the category Disc∞. Theorem 4.11 is true for manifolds with boundary.
As such the results in this paper about analyticity of totally real embeddings and
the tangential straightened embeddings remain true for manifolds with boundary.
8.2. Future directions. We state some other questions related to the results in this
paper.
(1) The category of analytic functors is closed under taking homotopy limits
over small diagrams (Lemma 5.5). It would be interesting to see if this
along with Theorem 5.10 can be used to prove existence of h-principles for
subsets A ⊆ GrGm(N) which do not satisfy the hypothesis of Theorem 4.11.
(2) A natural next step is to extend the manifold calculus to manifolds with
a group action on them. The category of manifolds with a group action
is not well behaved because of transversality issues. However, it appears
that much of current theory will extend to this category upon imposing
finer codimension restrictions.
(3) Manifold calculus does not see symplectic geometry because it is con-
structed using Disc∞ and symplectic geometry is locally trivial. One pos-
sible remedy might be to replace discs by more structured objects which
retain some geometric, particularly Floer theoretic information, however
what these structured objects should be remains unclear.
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