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For the heat equation backward in time
ut = uxx, x ∈R, t ∈ (0, T ),
∥∥u(·, T ) − ϕ(·)∥∥Lp (R)  
subject to the constraint∥∥u(·,0)∥∥Lp(R)  E
with T > 0, ϕ ∈ Lp(R), 0 <  < E , 1 < p < ∞ being given, we prove that if u1 and u2 are
two solutions of the problem, then there is a constant c > 0 such that∥∥u1(·, t) − u2(·, t)∥∥Lp(R)  ct/T E1−t/T , ∀t ∈ [0, T ].
In case p = 2 we establish stability estimates of Hölder type for all derivatives with
respect to x and t of the solutions. We suggest a useful strategy of choosing molliﬁcation
parameters which provides a continuity at t = 0 when an additional condition on the
smoothness of u(x,0) is given. Furthermore, we propose a stable marching difference
scheme for this ill-posed problem and test several related numerical methods for it.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let p ∈ (1,∞), ϕ ∈ Lp(R) and  , E be given constants such that 0 <  < E < ∞. In this paper, we consider the heat
equation backward in time{
ut = uxx, x ∈ R, t ∈ (0, T ),∥∥u(·, T ) − ϕ(·)∥∥Lp(R)  , (1.1)
subject to the constraint∥∥u(·,0)∥∥Lp(R)  E. (1.2)
This problem has been considered by the ﬁrst author [1], where he gave a stability estimate of Hölder type for the case
p ∈ (1,∞]: if u1 and u2 are two solutions of the problem, there is a constant c∗ such that∥∥u1(·, t) − u2(·, t)∥∥Lp(R)  4√3((c∗E)1−t/T t/T + (c∗E)1−t/(4T )t/(4T )), ∀t ∈ [0, T ].
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628 D.N. Hào, N.V. Duc / J. Math. Anal. Appl. 353 (2009) 627–641One of the aims of the present paper is to improve this estimate for p ∈ (1,∞). Namely, for p ∈ (1,∞), we show that there
is a constant c > 0 such that∥∥u1(·, t) − u2(·, t)∥∥Lp(R)  ct/T E1−t/T , ∀t ∈ [0, T ].
We note that stability estimates of Hölder type for the heat equation backward in time for any p ∈ (1,∞] have been
established for the ﬁrst time in [1]. For some related questions on parabolic equations backward in time, we refer to [5–7,9].
Before going further, we note that the problem with the non-homogeneous right-hand side ut = uxx + f (x, t) can be
transformed to the above problem via an auxiliary well-posed problem, therefore we need not to study this case. The heat
equation backward in time is well known to be ill-posed: a small perturbation in the Cauchy data may cause a very large
error in solution. To overcome this diﬃculty in [1] the author proposed a molliﬁcation method for solving the problem in
a stable way and proved stability estimates of Hölder type for the solutions. In this paper we shall follow this technique
to regularize the problem (1.1)–(1.2). However, instead of using the de la Vallée Poussin kernel for mollifying the Cauchy
data ϕ , we use the Dirichlet kernel and thus work with molliﬁed data generated by the convolution of this kernel with ϕ .
The molliﬁed data belong to the space of band-limited functions, in which the Cauchy problem is well-posed, and with
appropriate choices of molliﬁcation parameter we obtain error estimates of Hölder type. Stability estimates for the solutions
of the problem (1.1)–(1.2) are the direct consequence of these error estimates and the triangle inequality.
We note that stability estimates for (1.1)–(1.2) when p = 2 have been separately treated in [1]. This case is much easier
than the other ones since one can use the Parseval equality in obtaining stability estimates. The case p = 2 is much more
diﬃcult, since we do not have the Parseval equality and in general the Fourier transform of a function in Lp(R) with p > 2
is a distribution. In this paper, supplementally to the result of [1] for p = 2, we establish stability estimates of Hölder type
for all derivatives with respect to x and t of the solutions. It is worth to note that such estimates are very seldom in the
literature of ill-posed problems. Unfortunately, for p = 2 they remain open to us.
It is well known that only with the condition (1.2), we cannot expect any continuous dependence of the solution at t = 0.
This can be recovered if an additional condition on the smoothness of u(x,0) is available (see Remark 3.3 and Theorem 3.4).
To this purpose, in the literature the regularization parameters are chosen dependently on the parameters of this “source
condition” which are in general not known. To overcome this shortcoming, in Theorems 3.3 and 3.6 we propose a choice
of molliﬁcation parameters using only the condition (1.2) which guarantees error estimates of Hölder type in (0, T ] and a
continuous dependence at t = 0 when a source condition is available but without knowing its parameters. This choice of
molliﬁcation parameters seems to be quite interesting for the numerical treatment of the problem (1.1)–(1.2).
For p = 2, since the Fourier transform of molliﬁed data has compact support, one has at least two equivalent forms
of the molliﬁcation method: one in its original form, another uses the frequency cut-off technique. These two forms lead
to two different numerical schemes which can be easily implemented numerically using the fast Fourier transform (FFT)
technique and have been noted in the ﬁrst author’s work [2,4] and will be explained in more details in Sections 3 and 5.
For p = 2, these schemes do not work and we propose a stable marching difference scheme for (1.1). We test the methods
for different numerical examples and see that they are very stable and fast.
This paper is organized as follows. In the next section, for ease of the reading, we summarize some well-known facts in
harmonic analysis and approximation theory. The molliﬁcation method and stability estimates will be presented in Section 3.
A stable marching difference scheme is the subject of Section 4. The numerical examples will be presented in the last
section.
2. Auxiliary results
In this section for ease of reading we summarize some well-known facts in harmonic analysis and approximation the-
ory [8]. For a function ϕ ∈ L1(R) we deﬁne its Fourier transform by
F [ϕ](ξ) = ϕ̂(ξ) = 1√
2π
+∞∫
−∞
ϕ(x)e−ixξ dx.
For any function k ∈ L1(R) and f ∈ Lp(R), 1 p ∞, we set
k ∗ f (x) =
+∞∫
−∞
k(x− y) f (y)dy =
+∞∫
−∞
k(y) f (x− y)dy.
It is well known that k ∗ f ∈ Lp(R) and
‖k ∗ f ‖p  ‖k‖1‖ f ‖p .
Here and henceforth, we denote ‖ · ‖Lp(R) by ‖ · ‖p .
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Deﬁnition 2.1. The function g(z), z ∈ C, is called an entire function of exponential type ν , if it satisﬁes the following
properties:
(i) It is an entire function; i.e., it decomposes into a power series g(z) =∑k0 akzk with constant coeﬃcients ak and the
series converges absolutely for all complex z ∈ C.
(ii) For every  > 0 there exists a positive number A such that for all complex z ∈ C the inequality∣∣g(z)∣∣ A exp((ν + )|z|)
is satisﬁed.
Deﬁnition 2.2. Mν,p :=Mν,p(R) (1  p  ∞) is the collection of all entire functions of exponential type ν which as
functions of a real variable x ∈ R lie in Lp(R).
Theorem 2.3. If f ∈Mν,p , then f̂ has support on [−ν,ν].
Theorem 2.4 (Bernstein–Nikol’skii’s inequality). If f ∈Mν,p then ‖ f (n)‖p  νn‖ f ‖p , n = 1,2, . . . .
2.2. The Dirichlet kernel
The function
Dν(x) = sin(νx)
x
is called the Dirichlet kernel and has the following properties [8, pp. 316–318]:
(i) It is an entire function of exponential type ν belonging to L2(R);
(ii) √
2
π
D̂ν =
{
1 on [−ν,ν],
0 outside [−ν,ν];
(iii) 1π
∫ +∞
−∞ Dν(x)dx = 1 (ν > 0);
(iv) For f ∈ Lp(R), p ∈ (1,∞), the convolution
Sν( f )(x) = 1
π
Dν ∗ f = 1
π
+∞∫
−∞
Dν(y) f (x− y)dy
belongs to Mν,p and ‖Dν ∗ f ‖p  cp‖ f ‖p , where cp is a constant depending only on p;
(v) If ω ∈Mν,p , then Sν(ω) = ω;
(vi) F [Dv ∗ f ] = f̂ on [−ν,ν];
(vii) ‖ f − Sν( f )‖p  (1+ cp)Eν( f )p .
Here,
Eν( f )p := inf
g∈Mν,p
‖ f − g‖p .
2.3. The de la Vallée Poussin kernel
The function
Vν(x) = 1
ν
cos(νx) − cos(2νx)
x2
,
where ν is a positive number, is called the de la Vallée Poussin kernel and has the following properties [8, pp. 304–306]:
(i) It is an entire function of exponential type of degree 2ν , bounded and summable on R;
(ii) 1
∫ +∞ |Vν(x)|dx< 2√3;π −∞
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M1ν( f )(x) =
1
π
Vν ∗ f = 1
π
+∞∫
−∞
Vν(y) f (x− y)dy
belongs to M2ν,p .
3. Molliﬁcation method and stability results
Following [1], instead of directly working with the noisy data ϕ , we deal with its molliﬁed versions. Namely, we consider
the molliﬁed problem{
uνt = uνxx, x ∈ R, t ∈ (0, T ),
uν(x, T ) = Sν(ϕ)(x). (3.1)
We have the following result.
Theorem 3.1. Let ϕ ∈ Lp(R) with p ∈ (1,∞). Then the problem (3.1) has a unique solution. Furthermore, for any t ∈ [0, T ], the
function uν(·, t) belongs toMν,p and∥∥uν(·, t)∥∥p  cpπ e(T−t)ν2‖ϕ‖p .
If in the problem (3.1) we choose
ν =
√
1
T
ln
E

,
then ∥∥uν(·, t) − u(·, t)∥∥p  ( cpπ + c˜p
)
t/T E1−t/T , ∀t ∈ [0, T ],
where u is a solution of the problem (1.1)–(1.2) and c˜p = (1+ cp)(1+ 2
√
3)e3/2 .
Remark 3.1. Theorem 3.1 says that the molliﬁed problem is well-posed and if we properly choose the molliﬁcation parame-
ter, then we get an error estimate of Hölder type.
As a consequence of Theorem 3.1 and the triangle inequality we have the following result.
Theorem 3.2. Let p ∈ (1,∞) and u1 and u2 be two solutions of the problem (1.1)–(1.2). Then∥∥u1(·, t) − u2(·, t)∥∥p  2( cpπ + c˜p
)
t/T E1−t/T , t ∈ [0, T ].
Proof of Theorem 3.1. Since ϕ ∈ Lp(R) we have Sν(ϕ) ∈Mν,p . Therefore, following the theory for the Cauchy problems in
Mν,p [10], (3.1) has a unique solution and
uν(x, t) = e(t−T )d2/dx2 Sν(ϕ)(x).
Further, as Sν(ϕ) ∈Mν,p , using Bernstein–Nikol’skii’s inequality (Theorem 2.4), we get∥∥uν(·, t)∥∥p = ∥∥e(t−T )d2/dx2 Sν(ϕ)∥∥p
=
∥∥∥∥∥
∞∑
n=0
(T − t)n
n!
d2n
dx2n
Sν(ϕ)
∥∥∥∥∥
p

∞∑
n=0
(T − t)n
n!
∥∥∥∥ d2ndx2n Sν(ϕ)
∥∥∥∥
p

∞∑
n=0
(T − t)n
n! ν
2n
∥∥Sν(ϕ)∥∥p
=
∞∑ (T − t)n
n! ν
2n
∥∥∥∥ 1π Dν ∗ ϕ
∥∥∥∥
pn=0
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‖ϕ‖p
∞∑
n=0
((T − t)ν2)n
n!
= cp
π
e(T−t)ν2‖ϕ‖p .
Consider the problem{
wνt = wνxx, x ∈ R, t ∈ (0, T ),
wν(x, T ) = Sν
(
u(·, T ))(x), x ∈ R. (3.2)
As noted above, since wν(x, T ) = Sν(u(·, T ))(x) ∈Mν,p , this problem is well-posed and has a unique solution. Further-
more, wν(·, T ) ∈Mν,p (see the property (iv) of the Dirichlet kernel). It follows that wν(·, t) = Sν(u(·, t)). We have∥∥uν(·, t) − u(·, t)∥∥p  ∥∥uν(·, t) − wν(·, t)∥∥p + ∥∥wν(·, t) − u(·, t)∥∥p . (3.3)
We see that wν(x, t) − uν(x, t) solves the problem (3.1) with Sν(ϕ) being replaced by Sν(u(·, T ) − ϕ(·)). Since
‖u(·, T ) − ϕ(·)‖p   , from the ﬁrst part of the theorem and the properties of the Dirichlet kernel, we obtain∥∥wν(·, t) − uν(·, t)∥∥p  cpπ e(T−t)ν2∥∥u(·, T ) − ϕ(·)∥∥p
 cp
π
e(T−t)ν2, ∀t ∈ [0, T ]. (3.4)
It remains to estimate the second item of the right-hand side of (3.3). For this purpose, set
k(x, t) = 1√
4πt
e−x2/(4t), ∀t > 0. (3.5)
If u(x, t) solves the heat equation and u(·,0) ∈ Lp(R), 1< p ∞, then we have [11]
u(x, t) =
+∞∫
−∞
k(x− y, t)u(y,0)dy, ∀t ∈ (0, T ]. (3.6)
Since u(·, t) ∈ Lp(R),1< p < ∞ and wν(x, t) = Sν(u(x, t)), it follows from the property (vii) of the Dirichlet kernel that∥∥u(·, t) − wν(·, t)∥∥p = ∥∥u(·, t) − Sν(u(·, t))∥∥p
 (1+ cp)Eν
(
u(·, t))p . (3.7)
We estimate Eν(u(·, t))p . We note that if h is an arbitrary function in Mν,1, then for any function ψ ∈ Lp(R), 1 p ∞,
the function h ∗ ψ belongs to Mν,p (see [8, Theorem 3.6.2, p. 136]). It follows that for all h ∈Mν,1 we have
Eν
(
u(·, t))p = infg∈Mν,p∥∥u(·, t) − g∥∥p

∥∥k(·, t) ∗ u(·,0) − h ∗ u(·,0)∥∥p

∥∥k(·, t) − h∥∥1‖u0‖p .
Hence
Eν(u(·, t)p  Eν
(
k(·, t))1E. (3.8)
On the other hand, for ν 
√
3/(2t), it has been proved in Lemma 4.2.1 of [1] that
Eν
(
k(·, t))1  4π e−tν2 .
Further, for 0< ν <
√
3/(2t), from the properties of the de la Vallée Poussin kernel,
Eν
(
k(·, t))1  ∥∥k(·, t) − M1ν/2(k(·, t))(·)∥∥1
=
∥∥∥∥k(·, t) − 1π Vν/2 ∗ k(·, t)
∥∥∥∥
1

(
1+ 1
π
‖Vν/2‖1
)∥∥k(·, t)∥∥1
 1+ 2√3
 (1+ 2√3)e3/2e−tν2 .
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Eν
(
k(·, t))1  (1+ 2√3)e3/2e−tν2 . (3.9)
Finally, it follows from (3.7)–(3.9) that∥∥u(·, t) − wν(·, t)∥∥p  c˜pe−tν2 E (3.10)
with c˜p = (1+ cp)(1+ 2
√
3)e3/2.
Thus, from (3.3), (3.4) and (3.10) we conclude∥∥uν(·, t) − u(·, t)∥∥p  cpπ e(T−t)ν2 + c˜pe−tν2 E, ∀t ∈ [0, T ].
The assertion of the theorem immediately follows. 
Remark 3.2. In [1] using the molliﬁcation of the data by the convolution with the de la Vallée Poussin kernel, the author
proved that for p ∈ (1,∞], there is a constant c∗ such that∥∥u1(·, t) − u2(·, t)∥∥p  4√3((c∗E)1−t/T t/T + (c∗E)1−t/(4T )t/(4T )), ∀t ∈ [0, T ].
Thus, for p ∈ (1,∞), Theorem 3.2 is a signiﬁcant improvement of this result of [1].
Remark 3.3. The stability estimates in Theorems 3.1 and 3.2 give no information on the continuous dependence of the
solution on the data at t = 0. To retain the continuous dependence of the solution at t = 0 on ϕ , we suppose that besides
the conditions in Theorem 3.1, there are positive ﬁnite constants E˜ , γ such that
ω
(
u(·,0),h)p  E˜hγ , ∀h > 0. (3.11)
Here, ω( f ,h)p is the modulus of continuity of the function f ∈ Lp(R) in the metric of Lp(R) [8, p. 147]. With this assump-
tion, as wν(x, t) = Sν(u(·, t))(x), we have (see the property (vii) of the Dirichlet kernel)∥∥uν(·,0) − wν(·,0)∥∥p  (1+ cp)Eν,p(u(·,0)) c˜ E˜ 1νγ .
Here, c˜ is a countable constant. Thus,∥∥uν(·,0) − u(·,0)∥∥p  { cpπ eTν2 + c˜E1 1νγ
}
.
Letting β be a number in (0,1) and choosing
ν =
√
β
1
T
ln
E˜

we arrive at the stability estimate∥∥uν(·,0) − u(·,0)∥∥p  cpπ E˜β1−β + c˜ E˜
(
β
1
T
ln
E˜

)−γ /2
.
Remark 3.3 has a very interesting consequence for the method of choosing molliﬁcation parameters. Namely, slightly
modifying the choice of ν in Theorem 3.1, we always have a stability estimate of Hölder type for t ∈ (0, T ] which guarantees
a continuous dependence of logarithmic type at t = 0 when (3.11) is available without explicitly knowing E˜ and γ . This is
quite useful for the numerical treatment of the problem (1.1)–(1.2), since in practice E˜ and γ are in general not available.
Theorem 3.3. Let the conditions of Theorem 3.1 be satisﬁed. Let β ∈ (0,1). If u is a solution of the problem (1.1)–(1.2) and in the
problem (3.1) we choose
ν =
√
β
1
T
ln
E

,
then ∥∥uν(·, t) − u(·, t)∥∥p  ( cpπ Eβ−11−β + c˜p
)
βt/T E1−βt/T , ∀t ∈ [0, T ].
Additionally, if there are positive ﬁnite constants E˜ , γ which may be not known such that
ω
(
u(·,0),h)  E˜hγ , ∀h > 0, (3.12)p
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∥∥uν(·,0) − u(·,0)∥∥p  cpπ Eβ1−β + c˜p E˜
(
β
1
T
ln
E

)−γ /2
which is of logarithmic type.
The case p = 2 has been separately treated in [1]. This case is simpler than the other ones, since one can use the fact
that the Fourier transform of a function in L2(R) belongs again to L2(R) and one has the Parseval equality. To get the
stability estimates in this case, one can easily use the Parseval equality. The case p = 2 is much more diﬃcult, since one
does not have just mentioned nice properties of the L2(R) space and in general the Fourier transform of a function in Lp(R)
with p > 2 is a distribution.
Now we prove that for p = 2 we can obtain stability estimates of Hölder type not only for solutions of (1.1)–(1.2), but
also for all of their derivatives with respect to x and t . These estimates, as noted in the introduction, are very seldom in the
theory of ill-posed problems.
Theorem 3.4. Let p = 2 and u be a solution of the problem (1.1)–(1.2), uν the solution of the problem (3.1). Then with
ν =
√
1
T
ln
E

(3.13)
we have∥∥∥∥∂m+nuν(·, t)∂tn∂xm − ∂m+nu(·, t)∂tn∂xm
∥∥∥∥
2

{
2t/T E1−t/T ( 1T ln
E
 )
(m+2n)/2 if m + 2n 2t, t ∈ [0, T ],
(1+ (m+2n2t )(m+2n)/2)( 1T ln E )(m+2n)/2t/T E1−t/T if m + 2n > 2t, t ∈ (0, T ],
where m,n ∈ N.
If instead ‖u(·,0)‖2  E we have the stronger condition
∥∥u(·,0)∥∥Hs :=
( +∞∫
−∞
∣∣̂u(ξ,0)∣∣2(1+ ξ2)s dξ)1/2  Es (3.14)
for some s > 0 and Es > 0, then by choosing
ν =
√√√√
ln
((
Es

) 1
T
(
ln
Es

)− s2T )
, (3.15)
we obtain, for  → 0+ ,∥∥∥∥∂m+nuν(·, t)∂tn∂xm − ∂m+nu(·, t)∂tn∂xm
∥∥∥∥
2

⎧⎪⎪⎨⎪⎪⎩
( 1T )
m/2+nt/T E1−t/T (ln Es )
−(T−t)s/(2T )+n+m/2(1+ T s/2 + o(1))
if m + 2n − s 2t, t ∈ [0, T ],
( 1T )
m/2+nt/T E1−t/T (ln Es )
−(T−t)s/(2T )+n+m/2(1+ T s/2(m+2n−s2t )(m+2n−s)/2 + o(1))
if m + 2n − s > 2t, t ∈ (0, T ].
(3.16)
Proof. To prove the theorem we need the following result.
Lemma 3.5. Let c > 0, p > 0 and η 1, we have
• if p/c < 1, then
sup
yη
(
e−cy yp
)
 e−cηηp,
• if p/c  1, then
sup
yη
(
e−cy yp
)

(
p
c
)p
e−cηηp .
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∥∥∥∥
2
 νm+2ne(T−t)ν2, ∀n,m = 0,1,2, . . . . (3.17)
In fact, we have∥∥∥∥∂m+nuν(·, t)∂tn∂xm − ∂m+nwν(·, t)∂tn∂xm
∥∥∥∥
2
=
( +∞∫
−∞
∣∣∣∣ ∂n∂tn ((−iξ)me(T−t)ξ2 F [uν(·, T ) − wν(·, T )](ξ))
∣∣∣∣2 dξ
)1/2
=
( +∞∫
−∞
∣∣(−iξ)m(−ξ2)ne(T−t)ξ2 F [uν(·, T ) − wν(·, T )](ξ)∣∣2 dξ)1/2
=
( +ν∫
−ν
∣∣(−iξ)m(−ξ2)ne(T−t)ξ2 F [uν(·, T ) − wν(·, T )](ξ)∣∣2 dξ)1/2
 max
|ξ |ν
(|ξ |m+2ne(T−t)ξ2)∥∥F [uν(·, T ) − wν(·, T )](ξ)∥∥2
= max
|ξ |ν
(|ξ |m+2ne(T−t)ξ2)∥∥∥∥F[ 1π Dν ∗ (ϕ − u(·, T ))
]
(ξ)
∥∥∥∥
2
= max
|ξ |ν
(|ξ |m+2ne(T−t)ξ2)∥∥∥∥
√
2
π
F [Dν ]F
[(
ϕ − u(·, T ))](ξ)∥∥∥∥
2
 max
|ξ |ν
(|ξ |m+2ne(T−t)ξ2)∥∥ϕ − u(·, T )∥∥2
 max
|ξ |ν
(|ξ |m+2ne(T−t)ξ2)
 νm+2ne(T−t)ν2.
Further, for all t ∈ [0, T ],∥∥∥∥∂m+nu(·, t)∂tn∂xm − ∂m+nwν(·, t)∂tn∂xm
∥∥∥∥
2

{
νm+2n−se−tν2 Es if m + 2n − s 2t,
(m+2n−s2t )
(m+2n−s)/2νm+2n−se−tν2 E if m + 2n − s > 2t > 0. (3.18)
In fact,∥∥∥∥∂m+nu(·, t)∂tn∂xm − ∂m+nwν(·, t)∂tn∂xm
∥∥∥∥
2
=
( +∞∫
−∞
∣∣∣∣ ∂n∂tn ((−iξ)me−tξ2 F [u(·,0) − wν(·,0)](ξ))
∣∣∣∣2 dξ
)1/2
=
( +∞∫
−∞
∣∣(−iξ)m(−ξ2)ne−tξ2 F [u(·,0) − wν(·,0)](ξ)∣∣2 dξ)1/2
=
( ∫
|ξ |ν
∣∣(−iξ)m(−ξ2)ne−tξ2 F [u(·,0)](ξ)∣∣2 dξ)1/2
 max
|ξ |ν
( |ξ |m+2n
(1+ ξ2)s/2 e
−tξ2
)
Es  max|ξ |ν
(|ξ |m+2n−se−tξ2)Es.
On the other hand, it follows from Lemma 3.5 that
max
|ξ |ν
(|ξ |m+2n−se−tξ2) {νm+2n−se−tν2 if m + 2n − s 2t,
(m+2n−s2t )
(m+2n−s)/2νm+2n−se−tν2 if m + 2n − s > 2t > 0. (3.19)
Hence, the inequality (3.18) is proved.
Using (3.17), (3.18) and the triangle inequality, we obtain∥∥∥∥∂m+nuν(·, t)∂tn∂xm − ∂m+nu(·, t)∂tn∂xm
∥∥∥∥
2

{
νm+2ne(T−t)ν2 + νm+2n−se−tν2 Es if m + 2n − s 2t,
νm+2n[e(T−t)ν2 + (m+2n−s2t )(m+2n−s)/2ν−se−tν
2
Es] if m + 2n − s > 2t > 0. (3.20)
Putting (3.13) and (3.15) in the last inequality we arrive at the assertions of the theorem. 
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with respect to x and t of two solutions of the problem (1.1)–(1.2). Further, as these estimates are valid for all derivatives
with respect to x, due to the Sobolev imbedding theorem, we get stability estimates of the same order in the L∞(R)-norm.
The choice of ν in (3.13) cannot provide a continuous dependence of the solution at t = 0 when the additional informa-
tion (3.14) is available, but (3.15) does. However, this choice requires the knowledge of Es and s which are in general not
available in practice. Similarly to Theorem 3.4, in the next one we will show that we can choose ν in such a way that with
the constraint (1.2) we always have a stability estimate of Hölder type in (0, T ], and, when (3.14) is available, an estimate
of logarithmic type at t = 0 without knowing Es and s. This seems to be quite interesting for the numerical treatment of
the problem (1.1)–(1.2).
Theorem 3.6. Let β be an arbitrary number in (0,1). Suppose that u is a solution of the problem (1.1)–(1.2) and uν is the solution
of (3.1). Then, with
ν =
√
β
T
ln
E

we have
∥∥∥∥∂m+nuν(·, t)∂tn∂xm − ∂m+nu(·, t)∂tn∂xm
∥∥∥∥
2

⎧⎪⎪⎨⎪⎪⎩
(
β
T ln
E
 )
m/2+nβt/T E1−βt/T (1+ Eβ−11−β)
if m + 2n 2t, t ∈ [0, T ],
(
β
T ln
E
 )
m/2+nβt/T E1−βt/T ((m+2n2t )
(m+2n)/2 + Eβ−11−β)
if m + 2n > 2t, t ∈ (0, T ].
(3.21)
Additionally, if there are positive constants s and Es which may be not known such that
∥∥u(·,0)∥∥Hs :=
( +∞∫
−∞
∣∣̂u(ξ,0)∣∣2(1+ ξ2)s dξ)1/2  Es, (3.22)
then ∥∥∥∥∂m+nuν(·, t)∂tn∂xm − ∂m+nu(·, t)∂tn∂xm
∥∥∥∥
2

⎧⎪⎪⎨⎪⎪⎩
(
β
T ln
E
 )
m/2+nβt/T E1−βt/T ( EsE (
β
T ln
E
 )
−s/2 + Eβ−11−β)
if m + 2n − s 2t, t ∈ [0, T ],
(
β
T ln
E
 )
m/2+nβt/T E1−βt/T ((m+2n−s2t )
(m+2n−s)/2 Es
E (
β
T ln
E
 )
−s/2 + Eβ−11−β)
if m + 2n − s > 2t, t ∈ (0, T ],
(3.23)
and for m + 2n − s < 0∥∥∥∥∂m+nuν(·,0)∂tn∂xm − ∂m+nu(·,0)∂tn∂xm
∥∥∥∥
2

(
β
T
ln
E

)m+2n−s
2
Es +
(
β
T
ln
E

)m+2n
2
(1−β)Eβ
which is of logarithmic type.
Remark 3.5. As in Remark 3.4, in this theorem, we also obtain error estimates in the L∞(R)-norm of the molliﬁcation
method. This theorem and the previous one show that the molliﬁcation method is surprisingly accurate. It gives error
estimates of Hölder type not only for the solution of the heat equation backward in time, but also for all of its derivatives
with respect to x and t .
4. Stable marching difference scheme
In this section we suggest a stable marching difference scheme based on the molliﬁcation method for the heat equation
backward in time (1.1)–(1.2) with noisy data ϕ . To do this we ﬁrst mollify ϕ with the molliﬁcation parameter ν according to
Theorem 3.1. This theorem says that our molliﬁed problem is stable and we have error estimates of Hölder type as indicated
there. For simplicity, set
U := uν, Ψ := ϕν. (4.1)
Then we have the system
Ut = Uxx, x ∈ R, t ∈ (0, T ), (4.2)
U (x, T ) = Ψ, x ∈ R. (4.3)
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{xn = nh, τk = kτ | n = 0,±1,±2, . . . , k = 0,1, . . . ,N, Nτ = T }.
For a function f (x, t) deﬁned on R × [0, T ], set
f kn = f (nh,kτ ).
We discretize (4.2)–(4.3) as follows
UNn = Ψn, n = 0,±1, . . . , (4.4)
Umn − Um−1n
τ
= U
m
n+1 − 2Umn + Umn−1
h2
, n = 0,±1, . . . , m = N,N − 1, . . . ,1. (4.5)
This system is in fact a marching difference scheme:
UNn = Ψn, n = 0,±1, . . . , (4.6)
Um−1n = Umn − τ
Umn+1 − 2Umn + Umn−1
h2
, n = 0,±1, . . . , m = N,N − 1, . . . ,1. (4.7)
Theorem 4.1. The difference scheme (4.6)–(4.7) approximates the problem (4.2)–(4.3) with a truncation error which behaves like
O (h2 + τ ). Furthermore, if h π/ν , then it is unconditionally stable.
Proof. The ﬁrst assertion is clear. We prove only the stability of the scheme. In doing so we need the notion of the discrete
Fourier transform. Suppose that the sequence fh := { f j}∞j=−∞ ∈ p , 1< p < ∞. It means that
∥∥{ f j}∥∥p :=
( ∞∑
j=−∞
| f j |p
)1/p
< ∞.
We deﬁne for fh its discrete Fourier transform as follows

fh (ω) = h√
2π
∞∑
j=−∞
f je
−iω jh, −π
h
ω π
h
.
The proofs of the following lemmas can be found in [3].
Lemma 4.2 (Marcinkiewicz’ theorem). Let 1< p < ∞. Then for any f ∈Mν,p , there are two constants C1 and C2 such that
C1ν
1/p‖ f ‖p 
∥∥∥∥{ f(nπν
)}∥∥∥∥
p
 C2ν1/p‖ f ‖p .
Lemma 4.3. Let 1< p < ∞, h π/ν and f ∈Mν,p . Then
f̂ (ω) = fh (ω), |ω| π/h.
Lemma 4.4. Let 1 p ∞,h π/ν and g ∈Mν,p . Then∥∥∥∥F[4sin2 ξh2h2 ĝ(ξ)
]∥∥∥∥
p
 5
3
ν2‖g‖p.
Now we are in a position to prove the remaining part of the theorem. Note that from the molliﬁcation method Ψ = ϕν
belongs to Mν,p . Hence, from Lemma 4.3, we have supp

UN (ω) ⊂ [−ν,ν]. It follows that
supp

UN−1 (ω) ⊂ [−ν,ν]
and so
supp

Um (ω) ⊂ [−ν,ν], m = 0,1, . . . ,N − 1.
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Umn+1 − 2Umn + Unm−1
h2
}∞
j=−∞
with the function ΔhUm . Its discrete Fourier transform is
4
(
sin2 ωh2
h2
)

Um .
Since supp

Um⊂ [−ν,ν], from Lemmas 4.2 and 4.4, we have∥∥{ΔhUm}∥∥p  C2ν1/p∥∥ΔhUm∥∥p
 C2ν1/p
5
3
ν2
∥∥Um∥∥p
 5
3
C2
C1
ν1/pν2
∥∥{Um}∥∥
p
. (4.8)
As Ψ ∈Mν,p , from (4.6) and Lemma 4.2, we have∥∥{UNn }∥∥p = ∥∥{Ψn}∥∥p  C2ν1/p‖Ψ ‖p .
Since supp

Um⊂ [−ν,ν], the interpolated functions Um belong to Mν,p . Hence from (4.6)–(4.8),∥∥{Um−1}∥∥
p

(
1+ τ 5
3
C2
C1
ν2+1/p
)∥∥{Um}∥∥
p
.
Therefore, from the inequality τ = TN  1,∥∥{Um−1}∥∥
p

(
1+ τ 5
3
C2
C1
ν2+1/p
)∥∥{Um}∥∥
p
 · · ·

(
1+ τ 5
3
C2
C1
ν2+1/p
)N−m∥∥{UN}∥∥
p
 C2 exp
(
1+ τ 5
3
C2
C1
ν2+1/p
)
ν1/p‖Ψ ‖p .
Thus, our scheme is unconditionally stable. The theorem is proved. 
5. Numerical examples
We see that a stable approximation to a solution of (1.1)–(1.2) has the form
uν(x, t) = e(t−T )d2/dx2ϕν := F−1[e(T−t)ξ2 F [ϕν](ξ)]. (5.1)
Here, ϕν is the molliﬁcation of ϕ by the convolution with the Dirichlet kernel. The parameter ν is chosen according to
Theorem 3.1. In the L2 case we have
uν(x, t) = 1√
2π
ν∫
−ν
e(T−t)ξ2 F [ϕ](ξ)eixξ dξ, (5.2)
since F [ϕν ](ξ) = F [ϕ](ξ) for ξ ∈ [−ν,ν] and F [ϕν ](ξ) = 0, otherwise. Thus, we can directly use this formula to evaluate
uν(x, t) and it can be easily done via the FFT. This trick has been noted and implemented for other problems in a series of
the papers by the ﬁrst author with co-workers, e.g., in [2–4]. In general, F [ϕν ] is a distribution and so we cannot use (5.2),
but the marching difference scheme suggested in Section 4.
As in the Lp case we cannot ﬁnd an explicit analytical solution to (1.1)–(1.2), we set forth the examples as follows: take
a ψ(x) ∈ Lp(R) and solve the well-posed problem
ut = uxx, x ∈ R, t ∈ (0,1), (5.3)
u(x,0) = ψ(x), x ∈ R (5.4)
638 D.N. Hào, N.V. Duc / J. Math. Anal. Appl. 353 (2009) 627–641Fig. 1. Example 1: (a) Exact solution. (b) Approximation by formula (5.2). (c) Approximation by the marching scheme; Noise = 0.1.
Fig. 2. Example 1: (a) Input data at the ﬁnal time with noise level 0.1 and its molliﬁcation. (b) Approximation at t = 0.
to get an approximation to u(x,1). Then put a random noise to u(x,1) to get ϕ for the problem (1.1)–(1.2). The last will
be solved by the above mentioned approaches and compared with the solution of (5.3)–(5.4) to show the eﬃciency and
stability of the methods. We note that in these examples, we take T = 1. As we see in our various numerical experiments,
if T is small, the numerical results are much better. This is clear from the context, since in this case the problem (1.1)–(1.2)
is less ill-posed.
As ψ we take the following functions:
• Example 1: ψ(x) = e−x2/9.
• Example 2: ψ(x) =
{
(1/3)x+ 1 for − 3 x 0,
−(1/3)x+ 1 for 0 x 3,
0 for |x| > 3.
• Example 3: ψ(x) =
{
1 for |x| 5,
0 for |x| > 5.
• Example 4: ψ(x) = 1√|x|/3+1 .
The order of diﬃculty of these examples is increasing. In the ﬁrst example the function ψ is inﬁnitely differentiable and
belongs to L2(R), in the second example, it belongs to H1(R) and in the third one it is in Hs(R) with s < 1/2. In Example 4,
the function ψ does not belong to L2(R), but L4(R). See Figs. 1–10.
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D.N. Hào, N.V. Duc / J. Math. Anal. Appl. 353 (2009) 627–641 639Fig. 3. Example 2: (a) Exact solution. (b) Approximation by formula (5.2). (c) Approximation by the marching scheme; Noise = 0.1.
Fig. 4. Example 2: (a) Input data at the ﬁnal time with noise level 0.1 and its molliﬁcation. (b) Approximation at t = 0.
Fig. 5. Example 3: (a) Exact solution. (b) Approximation by formula (5.2). (c) Approximation by the marching scheme; Noise = 0.1.
640 D.N. Hào, N.V. Duc / J. Math. Anal. Appl. 353 (2009) 627–641Fig. 6. Example 3: (a) Input data at the ﬁnal time with noise level 0.1 and its molliﬁcation. (b) Approximation at t = 0.
Fig. 7. Example 4: (a) Exact solution. (b) Approximation by the marching scheme; Noise = 0.01.
Fig. 8. Example 4: (a) Input data at the ﬁnal time with noise level 0.01 and its molliﬁcation. (b) Approximation at t = 0.
D.N. Hào, N.V. Duc / J. Math. Anal. Appl. 353 (2009) 627–641 641Fig. 9. Example 4: (a) Exact solution. (b) Approximation by the marching scheme; Noise = 0.1.
Fig. 10. Example 4: (a) Input data at the ﬁnal time with noise level 0.1 and its molliﬁcation. (b) Approximation at t = 0.
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