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Introduction
L'un des interets de Γanalyse non standard est la production de entires ex-
ternes pour des concepts classiques. Par exemple, le critere de continuity pour
une fonction/ en un point x:
Cependant, ces caracterisations ne s'appliquent qu'& une classe d'objets,
ceux qui sont standard [14]. Dans cet article, nous nous proposons de devlopper
une version relative de la theorie 1ST de E. Nelson qui permet d'appliquer les
criteres externes & tout objet, quel qu'il soit. On espere justifier ainsi le cal-
cul infinitesimal relatif qui pourrait se reveler utile dans la modόlisation des
phόnomenes presentant plus de deux ordres de grandeur. Notre point de vue,
conceptuellement proche de celui de Gordon exposώ dans [3], est le suivant:
plutδt que de considerer que Γunivers est constituό de deux classes d'ensembles,
celle des ensembles standard et celle des ensemble non standard, nous con-
sidererons que la collection des ensembles peut etre totalement ordonnee rel-
ativement & la standardicite au moyen d'un predicat binaire. L'idόe d'utiliser
un prόdicat k deux places a 6te enoncόe pour la premiere fois clairement en
1985, & notre connaissance, et sous cette forme, par Guy Wallet co-auteur de
[14].
1. Presentation de la theorie
Comme annoncό dans Γintroduction, le langage de cette nouvelle thόorie
des ensembles, que nous appellerons RIST, comporte un predicat non defini &
deux places en plus du classique predicat d'appartenance de la thόorie des ensem-
bles de Zermelo-Fraenkel, ce prόdicat sera note <S5i.
Si x et y sont deux ensembles de notre thάorie, Γexpression xSSly se lira:
"x est standard relativement i y " .
Nous appellerons formule interne toute formule bien formόe du langage de
RIST dans laquelle n'intervient pas le prόdicat S3i.
Si a est un ensemble et si F est une formule quelconque du langage de RIST
nour ecrirons:
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V* xF pour V* (A? SSI a ==> F)y V^" xF pour v*(( -i(* <S3ί α)) ==>F),
V«iinxF pour V**(*fini=>JF),
3"#JF pour 3x(xS3laΛF)y
3* f i n ΛLF pour 3"x(x finiΛF).
Nous dirons que les expressions V*, 3*, V""*, 3"1* sont des quantificateurs
externes. Si xSSίy, nous dirons aussi que x est y-standard.
Les axiomes de RIST contiennent tous les axiomes de Z.F.C. relativists
aux formules internes. Cette derniόre precision est importante, elle implique
par exemple que Γon ne peut pas utiliser le schema de comprehension pour dέ-
finir un ensemble dont les όlόments sont les entiers iV-standard. Toutefois, il
nous arrivera par abus de langage de parler de tels "ensembles" bien qu'ils ne
soient pas des ensembles de RIST. Nous dirons que ce sont des ensembles
externes.
A ces axiomes nous ajouterons les suivants:
SΆs VxxSSlx
SSl2: VxVy (xSSlyVySSix).
S3l3: V* Vy V# (xS&yΛ ySΆz =§> xSSlz).
On peut rόsumer les axiomes S3ily SSl2 et SSlz en disant que la "collection"
des ensembles est totalement "prό-ordonnέe" par SSI.
Les trois schέmas d'axiomes qui suivent sont analogues aux schάmas (I), (S)
et (T) de E. Nelson dans [12].
Schema d'axiomes de transfert: (T)
Si F(xy tlf t2y •••, t) est une formule interne avec x, tly •••, tk comme seules
variables lib res et si a un ensemble fixό alors on a le principe de transfert (T
Λ
):
T(ay F): V" tx V- ^ ..-V- ίA(V- χF(x, tlf t2, - . , tk) - * V xF{xy tu t2> ..., tk)).
II dέcoule du schόma d'axiome ci-dessus qu'un ensemble X dόfini d'une
maniέre unique par une formule close interne sans paramέtres est α-standard
pour tout a. On dire plus simplement qu'il est standard et on έcrira st{X).
Schema d'axiomes d'idealisation: (/)
Si F(Xy y) est une formule interne ayant x, yy comme variables libres et
peut-etre d'autres variables libres si aly a2y ~ yccky β sont des ensembles fixόs
tels que β n'est pas {aly a2y •• αΛ)-standard, alors on a les principes d'idealisa-
tion sur plusieurs niveaux suivants:
Idealisation contrόlόe:
I(al9ct29-,ak;β;F):
«=> 3βy VΛi Λ?1 V
αί
* xk F(xly ", xkyy).
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legalisation non contrδlόe:
I(alya2y —ah; ;F):
*
 f i n
 zk 3y V ^ C E ^ - V ^ G E * * F(xly —, xkyy)]
REMARQUES: Si φ dάsigne Γensemble vide, et si F est une formule interne
I{Φ\ F) n'est autre que Γaxiome d'idόalisation de 1ST, formula autrement.
Si la nόcessite du "contrδle de Γidάalisation" nous est apparue assez tόt, au
fur et a mesure de nos tentatives d'appliquer a Γanalyse une version relative de
1ST, la nόcessitό de principes d'idόalisation sur plusieurs niveaux ne s'est dόgagάe
qu'au moment oύ nous nous sommes intόressέs a la syntaxe de RIST. Par ex-
emple, si F(x, yy z) est une formule interne avec trois variables libres, n'ayant
pas de constantes, et si G = J*zV"xVβy F(xyy,z)y avec γ non (a, /3)-standard,
alors le principe d'idόalisation contrδlόe sur deux niveaux I(ocy β γ F) permet
de commuter le groupe de quantificateurs externes UV* V^" et le quantificateur
externe "3*" : plus prόcisόment on a: G<^V"'f in*' V^ f i n / 3 ^ Vx&x'VytEy'
F(x,y,z).
On voit maintenant qu'en appliquant trois transferts successifs, aprέs avoir
prόalablement, si nόcessaire, permutέ uV*'fin^>J> et "Vβ'fin yy", G est Equivalent
a la formule interne:
VfiV V f iy 3^ VxϊΞx'Vyeίy F{xyyy z).
Nous allons maintenant donner une version relative du principe de stan-
dardisation de I.S.T. Le schόma d'axiome de standardisation de I.S.T. affirme
que pour tout rάfάrentiel standard et toute formule bien formόe du langage de
I.S.T., il existe un ensemble standard dont les όlόments standard sont exacte-
ment ceux du rόfόrentiel qui satisfont la formule.
Pour έnoncer un principe relatif de meme nature, il faut prendre quelques
precautions.
En effet, soit N Γensemble des entiers naturels, et n0 un entier fixό qui
ne soit pas standard. L'existence d'un tel entier dόcoule facilement de /(φ; F)
appliquό a la formule F(xyy) = {x^N/\y^N/\x^y). On voit facilement qu'il
n'existe aucun ensemble E w
o
-standard tel que pour tout p w
o
-standard, p^E si
et seulement si p n'est pas standard. En effet, si un tel ensemble E existait,
il serait non vide puisqu'il contiendrait nOy il contiendrait done un plus petit
όlόment m0. Par (T), on obtient que m0 est wo-standard. D'autre part, il est non
standard (e'est la propriόtό caractόristique des όlάments n
o
-standard de £), on a
done m0 different de O. Par (Γ), on obtient que que m0— 1 est wo-standard et non
standard. Ces deux derniέres propriόtέs de m0— 1 impliquent qu'il est dans E
et cela contredit la minimalitό de m0.
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On voit done qu'un principe relatif de standardisation ne saurait s'appliquer
a toutes les formules de langage de R.I.S.T..
En fait, pour chaque ensemble fixά α, nous aurons un principe de standar-
disation au niveau a. Celui-ci s'appliquera a une classe particuliέre de formules
externes, les formules a-externes. Si nous notons £F la collection des formules
du langage de RIST, 3!
 Λ
 la famille des formules α-externes, alors 9 * sera la
plus petite sous-collection de £? telle que:
i) les formules όlέmentaires: (x€Ξy), oύ x et y sont soit des variables so it
des constantes, sont dans 3f
Λy
ii) si F et G sont dand 2^, il en est de meme de ~^F et de JF=4> G,
iii) si F(x, y) est une formule de 3?
a
 alors 3 y F(x, y) est une formule de
iv) si F(x, y) est une formule de 3 ^ et si β est un ensemble tel que a soit
/3-standard, alors 3βy F(x,y) est dans 2 v
Nous particulariserons dans £F
Λ
 une sous famille 3^, dont les όlόments seront
appelόs des formules strictement a-exterrtes.
3f'
Λ
 est la plus petite sous-collection de £F contenant les formules όlόmentaires
dόcrites dans i), qui vόrifie les conditions de fermeture ii) iii) et a la place de iv)
la condition suivante:
v) si F(x, y) est une formule de 2^, alors 3*y F(x, y) est une formule de
Nous pouvons έnoncer maintenant:
Schema d'axiome de standardisation: (S)
Si a est un ensemble, et si F(v, •••) est une formule α-externe, alors:
(S(a, F)): V«y **z V*ί (t<EΞz*>(t(ΞyΛF(t, •••)).
2. Quelques consequences directes des axiomes
Un rόfόrentiel Y et une formule quelconque F όtant donnόs, on ne peut pas
en gόnόral parler de Γensemble des όlόments de Y qui satisfont a F car le schόma
de comprehension ne peut etre appliquό qu'a des formules internes; toutefois
nous permettrons d'ecrire une expression de la forme E= {t e YjF(t)}. L'expres-
sion entre accolades ne dόfinit pas, en gέnέral, un ensemble de la thόorie des
ensembles RIST; cependant nous dirons, par un abus de langage contrόlό, que
E est un ensemble externe.
Pour chaque rόfόrentiel α-standard fixό y, et chaque formule α-externe F,
Γensemble α-standard z dont Γexistence est affirmόe par S(a, F) est unique car
deux parties α-standard de j> dόfinies au moyen de S(cx, F), ont les mόmes points
α-standard et il suffit d'appliquer (7^) pour voir queues sont όgales. Nous
noterons set ensemble z=st(Λ{t^ylF(t)} ou z=st {t^y/F(t)} dans le cas oύ
a est standard. On dira que z est le α-standardisό, ou le standardise (dans le
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second cas), de Γensemble externe E={t^y/F(x; t)}.
La demonstration des thόorέmes 1,2 et 3 qui suivent est la quasi-copie de
la demonstration des thόorέmes 1.2, 1.1 et 1.3 de [12].
Theor&me 1. Pour tous β et a tels que β n'est pas a-standard il existe un
ensemble fini β-standard contenant tous les ensembles a-standard.
Demonstration. Soient a et β tels que ~ι(/3 α-standard) et soit la formule
interne: F(x>y) = (x^yAy fini). On a: V*'fin x* 3βy Vx&x\x^yΛy fini). En
effet, pour chaque #'fini et α-standard, il suffit de prendre y=x\ comme par
hypothέse β n'est pas α-standard, il dέcoule de SΆ2 que a est /3-standard;
done, par SSiz, on a que y est /3-standard. On applique ensuite I (a; β; F),
on obtient: 3βy V*x(x^yΛy fini), qui s'όcrit aussi, lβy [y finiΛV*#(#ejy)].
Corollaire. Pour tous a et β avec β non a-standard, et tout ensemble X,
il existe un ensemble fini β-standard ay ant exactement les memes έlέments a-standard
que X.
Demonstration. Soient a et β tels que β non α-standard, et soit X un en-
semble quelconque. Si F est un ensemble fini contenant tous les ensembles
α-standard, il est clair que Γensemble FX=F Π X> est fini et contient les elements
a -standard de X et seulement ceux de X.
Theorέme 2. Soit X un ensemble. Alors, X est fini et a-standard si et seu-
lement si tous ses έlέments sont a-standard.
Demonstration. Soit formule F(x9y) = (xΦyAy^X). Le membre de
droite de Γequivalence I (a; F) est equivalent a:
3y^X( ~i(j; (^-standard)). En prenant la negation des membres extremes de
I (a; -;F)on obtient: Vy<^X{y α-standard)<ί=>3α} f i n ^ Vy 3x<=z(y$X Vx=y)
Si X est of-standard et fini, il suffit de prendre z=X pour voir que tous les ele-
ments de X sont α-standard. Redproquement, si tout element de X est α-
standard alors X^S*(z) pour un certain z α-standard et fini; mais si z est fini
et tf-standard, alors il en est de meme pour 3?(z) done, d'apres ce qui vient
d'etre demontre, cela implique que tout element de f£(z) est α-standard. En
particulier, X est α-standard comme de plus il est contenu dans un ensemble
fini, il est egalement fini.
REMARQUES. 1. II decoule du theorόme 2 que pour tout ensemble x, il
existe un y qui n'est pas ^-standard, il suffit de prendre un ensemble infini E
contenant x, cet ensemble contiendra un element non ^-standard.
2. On obtient une theorie (RIST)' equivalente a RIST en remplaςant le principe
d'idealisation non contrόlee par Γaxiome S<RA; Vχ3y ~i(yS3lx). En effet, la
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remarque prόcόdente exprime que <55i4 est un thόoreme de RIST. Montrons
que, rόciproquement, si F(x> y) est une formule interne ayant xy yy comme vari-
ables libres et peut-etre d'autres variables libres, et si aly a2y •••, cxky β sont des
ensembles fixes tels que β n'est pas (μly a2y •••, αA)-standard, alors Γέnoncέ (1):
[V*i'fin ^...V** £ i n ssh 3y V ^ G ^ . . V ^ e ^ F(xly •••, xk,y)]
<*3y V*i Λi V * xk F(xly •••, xkyy),
est un thόorέme de (RIST)'.
Supposons vόrifϊό le premier membre de Γόquivalence. Pour toute valeur
des parametres de Fy il dόcoule des axiomes S!R2 et S$l3 qu'il existe un γ tel
que al9 a2, ~ ,<xk
 e t t o u s
 l e s parametres de F soient γ-standard. Par S3l4, on
obtient un β tel que β ne soit pas γ-standard. On a aly a2y -",ak et tous les
paramέtres de F /5-standard done, par (T
β
) on a:
II sufiit d'apliquer I(aly a2y -"yak\ βyF) pour voir que le second membre de (1)
est vέrifiέ. Pour montrer Γmplication converse, partons de Γόnoncό: 3 j V*i χ
λ
»
VΛ* χk F(xly •••, ^,^y). Donnons nous uny tel que VΛi Λ J V** χk F(xly •••, Λ?Λ,y).
II existe un ensemble /? tel que y soit /3-standard et que β ne soit pas (aly a2y
•••, α
Λ
)-standard (e'est une consάquence de S3l2 et S3l4)y on a done 3 β j V*i ΛTJ
V^ A xhF(xu ~ yxkyy) d'oύ Γon tire, en appliquant I(alya2y -"y ak; β; F) de
droite & gauche,
F(xly •••, ^ , jy), qui implique
T h ό o r ^ m e 3. (Thόorέme relatif de construction) Si A(v
s
w, •••)
formule a-externe alors \
{C
Λ
) V'XV'YWxζΞXl'yζΞYA(xyyy
Dόmonstration. Soit α un ensemble J e t F des ensembles ce-standard et
^4(Ϊ;, «;) une formule α-externe. Si pour tout x dans X il existe un unique y a-
standard dans Y tel que A(xyy) alors il sufrit de prendre f=stΛ {{xyy)^Xχ Y\
A(x,y)}. Dans le cas gέnόral, considόrons la formule: B(xy E)=V*y^E
(y^E<^(y^ι YΛA(xyy))) puisque A(xyy) est une formule α-externe, il est clair
qu'il en est de meme de B(xy E). A tout x α-standard dans X on peut associer
une partie α-standard, E
χy de Y telle que B(xy Ex). L*ensemble Ex est nόces-
sairement όgal & st
Λ
{y^ Y/A(xyy)} il est done unique aussi, d'apres la premiere
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partie de cette demonstration il existe une application α-standard F de X dans
^(Y) tells que pour tout x ί-standard, F(x)=E
x
. Par hypothese E
x
 est non
vide done, Γaxiome du choix relativisό aux ensembles α-standard nous permet
d'afϊϊrmer qu'il existe une application/, α-standard, de X dans Y telle que pour
tout x α-standard de Xf(x)^E
x
 et done, telle que A(xff(x)).
Le thόorέme prόcάdent affirme que Γon a dάfini complement une appli-
cation α-standard des que Γon a choisi Γimage des elements α-standard, ce-
pendant, la "procedure de choix" ne doit pas etre trop externe.
EXEMPLE. Prenons pour X une partie finie de N contenant tous les entiers
standard et prenons Y=N. Alors, il n'existe aucune application / de X dans
Y telle que f(ή)=O si n est standard et f(ή)=l si non. En effet, soit / une
telle application et soit E= {n^Xlf{ri)=O}. E contient tous les entiers standard
or, ceux-si ne constituent pas un ensemble (Ceci se dόmontre comme Γόnoncέ
analogue de 1ST) done E contient un nQ non standard. On a donc/(flo)=l ce
qui contredit le fait que
REMARQUES. 1. Si X est α-standard et si F est un ensemble fini con-
tenant tous les elements α-standard de X alors X^st^ F Π X>
2. Si X est inίini, Γensemble F ci-dessus n'est pas α-standard car s'il en άtait
ainsi on pourrait, en utilisant Γaxiome de transfert, montrer que XdF ce qui
contredit le fait que X est infini.
3. II dέcoule du thόoreme 2 que si n et p sont deux entiers tels que p<n alors,
p est ^-standard. Cela implique que si n n'est pas of-standard alors, les entiers
α-standard sont tous infάrieurs a n.
On voit en lisant les thέorέmes 1 et 2 έ. quel point la definition mathέmatique
dans ZFC du mot fini lui donne un sens different de son sens intuitif.
On peut traduire la remarque 3 prέcόdente en disant que Γordre usuel dans
N est compatible avec la standardicitό. Nous allons montrer que la propriόtό
d'existence d'un ordre compatible avec la standaridicitό est liέe & la dόnom-
brabilitό de X. Plus prόcisόment, nous dirons qu'un ordre < sur un ensemble
X α-standard est compatible avec la standardίcitέ, si, pour tout x tel que a
x-standard, y^x implique y x-standard (Dans le cas oύ X est standard, il est
clair que la condition a ^-standard set superflue).
Nous enoncerons alors:
Theorέme 4. Si X est un ensemble a-standard, alors X est dέnombrable
si et seulement si il existe sur X un ordre total astandard compatible avec la stan-
dardίcitb.
Demonstration. Supposons X α-standard et dέnombrable. II existe alors
une bijection α-standard φ de X sur N. Soit Γordre < sur X dόfini par y<x si
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et seulement si φ(y)^φ(x). On a bien une relation α-standard, et Γordre est
total. Soient x et y deux elements de X tels que a soit ^-standard et y*ζx;
les conditions φ α-standard et a ^-standard impliquent φ ^-standard done φ(x)
est ^-standard; comme φ{y)<φ{x) la remarque 3 nous dit que <p(y) est <p(x)-
standard, il est done ^-standard, Γapplication φ~ι etant ^-standard (comme φ),
on obtient que y=φ~1[φ(y)] est x-standard.
Reciproquement, supposons donne sur un ensemble X α-standard, un ordre
total < α-standard compatible avec la standardicite. Soit F une partie finie de
Xtelle que X=st
Λ
 F. Pour tout ίcGl, posons X
x
= {y^X/y^x}, n
x
=cardinal
de X
x
. Dans le cas oύ x est α-standard, tous les elements de X
x
 sont a-
standard done, X
x
ClF. Puisque F est fini, il en est de meme de X
x
\ n
x
 est
done un entier α-standard. On peut done utiliser le theoreme de constuction
pour dόfinir une application φ\ X—*Ny en associant k tout elόment x α-standard
Γentier n
x
\ on vόrifie que φ est injective, X est done denombrable.
3. L'analyse dans RIST (Quelques elements)
On utilise le predicat SΆ pour dόfinir des relations d'equivalence infinitesi-
male de tous niveaux. Soient x,y et / des nombres rέels, nous dirons que x est
^-(inπnitesimalement equivalent) & y, et nous άcrirons xtfiύ y, si pour tout reel
£>0, ί-standard, on a| y—x\ <£.
Voici sans preuves quelques proprietes immediates des relations'*.
• Chaque'- est une relation d'equivalence.
• Si s est ί-standard, alors x1* y implique xs~ y.
En calquant nos dόmonstrations sur la preuve des caracterisations dans I.S.T.
quand les constantes sont standard, on obtient sans difficultό.
Theoreme 5. Si E est une parίte t-standard de Ry et si x est un point t-
standard alors, x^int E (Intέrieur deE) si et seulement si:
Thέoreme 6. (Critere externe de continuite) Si f est une application t-
standard de R dans R et si t est s-standard alors f est continue au point x t-stan-
dard si et seulement si: VyEίR (ys~ x=^f(y)tΛlf(x))'
Theoreme 7. Si f est une application t-standard de R dans R alors, si t
est s-standard, f est uniformέment continue si et seulement si: Vχ,y^R (ySfsίx=^>
f(y)'~ A*))-
Theoreme 8. Soient (f
n
) une suite t-standard d'applications de R dans R,
et f une applications t-standard de R dans R. Supposons que t soit s-standard.
Alors on a:
(f
n
) converge uniformέment vers f si et seulement si: Vn^NVx^X(ns~+oo
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Id, ns~+o° sίgnifie \jnSx 0 .
Utilisons les caracterisations ci-dessus pour etablir que la limite uniforme
d'une suite de fonctions continues, est une fonction continue.
Soil (f
n
) une suite de fonctions continues de X dans R qui converge unifor-
mόment vers une fonction f at R dans R.
Soient xGΛ et fixons un ensemble t tels que x et (f
n
) soient ^-standard.
Le principe de transfert implique que / est aussi ^-standard. Soit m un entier
tel que m***00, on a alors/
m
 w-standard et t m-standard.
Pour tout y ^ R tel que ym~ x on a d'aprόs les theoremes 8 et 7:
On a donc:y"~ x=φf(y)ι~ f(x). II sufEt d'appliquer le thέoreme 6 pour con-
clure.
II existe une demonstration analogue a celle-ci dans I.S.T., cependant elle ne
s'applique qu'a des objets standard. D'autre part, du fait que Γon ne dispose
pas de plusieurs niveau de standardicite dans I.S.T., il est necessaire de faire
appel au principe de permanence.
II est egalement possible de donner une caracterisation directe, dans R.I.S.T.,
de Γensemble des points de continuite de la limite simple d'une suite de fonctions
continue. Nous aurons:
Theorέme 9. Soient (f
n
) une suite d'applications continues de R dans R,
qui converge ponctuellement vers une applications f. Soient t un ensemble tel que
((/*)>/) est t-standard, £*~ 0 un reel strictement positif, et un entier nz~+o°. Si on
note E(n, 6)= {x^R/\ f
n
(x)—f(x)\ <S}> alors on a, pour tout x^R tel que x t-
standard: f continue au point x <=> x e int E{n, 6).
Dόmonstration abrόgee. Soit x ί-standard tel que / soit continue au point
x et soity*~ Λ ona:
My)n~fn(xY~f(x)n~f(y) d'oύ l'on tire f
u
(yY~f(y) puis yCΞE(n, 8) et enfin,
I || I I I
/„ cont. lim/M = / / cont. en x
int E(n, 6).
Rέciproquement, soit x /-standard, #eint E(n, £). Pour tout yn~ x, on a:
n{xγ*'f{x)- Donc/(j/y~/(#), et/est continue au point x.M
y(=E{n,e) f
n
 cont. hmf
n
=f
On dόmontre facilement, en s'inspirant de la preuve du thόoreme analogue
dans I.S.T.
Theoreme 10. Si K est une partie de R, alors pour tout s tel que s n'est pas
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K-standard, on a:
K compact o [VxtΞK 3* a(=K(xκ~ a)] <* [V5 XΪΞK 3* aEίK(x«™ a)].
4. Consistance relative de RIST
A. Extensions successives ajustees d'une superstructure
Pour etablir la consistance relative de RIST, nous avons besoin de con-
struire une suite intuitivement ίinie d'extensions S->2S-*' PS-> "WS, d'un
ensemble S convenablement choisi, qui satisfont a de bonnes proprietes. Nous
anticiperons en annonςant deja que 2S sera la Z7-ultraρuissance de S selon un
ultrafiltre U correctemment choisi, que 3S sera la *£7-*ultrapuissance de 2Sy
 4S
sera la **Z7-**ultrapuissance de 3S etc . Les notions que nous venons d'evo-
quer, ultrapuissances et *ultrapuissances d'un ensemble, saturation etc.. sont
precisees ci-dessous.
Nations et definitions
Dans ce qui suit, S sera une superstructure complete bάtie sur un ensemble E.
Rappelons ce qu'est la superstructure complete batie sur un ensemble E.
L'ensemble E etant donnέ on dόfinit inductivement les ensembles:
E
o
 = E,EX - E0U3>(E0)f . .., En - En-x
On pose S = U i^sE
ni S est la superstructure complete batie sur £ on a:
E
o
aE
x
c.-E
n
c:E
n+1-czS.
On a aussi la propriete:
Si x^E
ny avec n>0, si xφE0 et si t^x, alors
Dόmonstration. Supposons x^E
n
—EQ. Soit n0 le plus petit entier tel que
; on a: x^E
n
^/\x^E
no
-
x
 done, x^^{E
n
^
x
). On en deduit que, si t&x
alors ί 6 £
β r l . Comme Eno^c:En^u on a ί G £ M .
Avant de poursuivre, remarquons qu'il n'όtait pas strictement indispensable,
pour notre preuve de consistance d'όtendre une superstructure complete cepen-
dant, outre que nous avons trouve plus confortable de proceder ainsi, nous
pensons que ces extensions prόsenterons une utilite pour des applications
ulterieures, non abordέes dans ce travail. Nous pensons, en particulier, a une
eventuelle generalisation des methodes de complόtions (hull methods) qui ont
ete appliquees dans [6, 10].
Nous noterons £F Γensemble intuitif des formules du langage de ZFC ayant
tous leurs quantificateurs bornes (toutes leurs variables liees sont astreintes a
όvoluer dans un ensemble fixe). Si A(xly •••, xn) est une formule de £F ayant au
plus n variables libres x
u
 •••, x
ny si aly •••, an sont des ensembles et R une rela-
ENSEMBLES INTERNES 277
tion binaire nous noterons AR(aly •••, an) la formule obtenue en remplaςant
chaque occurence des x{ par a{ et chaque occurence de G par la relation R.
Soient M et M* deux ensembles, R et R' deux relations binaires sur M et
M' respectivement, nous poserons:
DEFINITION 1. Nous dirons que (M'y R') est une i-extension de (M, R) ou,
plus simplement, une extension de (My i?) si il existe une injection, iy de M dans
ϋ/* tell que, pour toute formule A(xly ••-,#„) de 2Γ, avec w variables libres et
tous aly •••, αw dans Λf: ^ ( ^ —, an)<^ AR^(i(a1)y •••, /(*„)).
Dans ce cas, nous ecrirons: (My R)->i(M'y R') ou, (M, R)->(M', R') si
aucune ambiguitό z'est a craindre. Si i? et JR' sont les relations d'appartenance
sur M et M1 respectivement, on όcrira plus simplement M—>iM' ou, M-^-M'.
Si on a une extension (Λf, R)->i(M'y R'), si - 4 ^ , ••-, #n) est une formule de SF,
et si «!, •••, flB£l, on dire que Γόnoncό AR/(i(a1)y •••, i(αn)) est le transfέrέ dans
(M'y R') de ^ ( f l i , •••, βM) ou que AR^(i(a1)9 •••, i(α,,)) a όtά obtenu en appliquant
a AR(au •••, αw) lapropήέtέ de transfert.
Nous prendrons la libertά, tout au long de ce chapitre, de designer par le
meme symbole " G " , le prόdicat d'appartenance de la thόorie des ensembles, et
les relations d'appartenance sur M et M'. Supposons construite une suite
2S, 3S, —, PS, —, "'S d'ensembles, telle que:
XS = S -> 2S -> 3S -^ WS ->•••
Si i ety sont tels que i<j<w, nous noterons, pour tout # e ' S , J ^ Γimage de #
dans ; S si i<y, et nous poserons *x=x. On aura done, si i<j<k<w, pour tout
D6FINITION 2. Si A et i? sont des όlόments de yS, et si / : ^4-^β est une
application, nous dirons que f est une application jinterne de A dans B s i / e ' S .
Si Y et Z sont deux elements de ι S on montre, en transf6rant dans *S Γάnoncό
correspondant sur S, qu'il existe un ensemble, έlέment de ιS que nous noterons
( y ^ , i n t e t t e l q u e :
(1) V / e y S (/e(y z) f . . i n t«(/est une application 'interne de Z dans y)).
On dέmontre par transfert έgalement que:
(2) Si A et B sont des έlέments de *S et si i<j on a alors: i
(3) V n G ^ a i F . e 'S Vίe'S (ίeF,«(ίeWet
On peut alors poser les dόfinitions suivantes:
DέFiNiTiON 3. SiF&Sy nous dirons que F est yϊnί si:
(/est une bijection).
On dάmontre par transfert, que si i<j alors on a:
(4) V ί G ' S (ί1 f'fini<*yF yfini).
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• Nous noterons par P Γensemble des poly-indices entiers non nuls, strictement
croissants,
Si P=(pi,p2, " pk)^P> si A^S,PS et A sont des όcritures abrόgέes pour
les produits cartόsiens: ^Sx^Sx — fyS) et piAχp*Aχ—p>A respectivement.
On aura done, en particulier, pour tout^eiV*, (P)S=PS et (P)A=PA.
Si P=(plyp2, ~-pk)(ΞP, nous poserons s(P)=Sup iplyp2, ~-pk}=pk'
SiP=(plyp2} ...pk)ς=P, si A=(Al9A2, - , Ak) et -B=(#i> 5 2, - , S A ) sont deux
έlέments de *S, nous άcrirons A\dB pour ( i jCΰj) et ( i 2 c ΰ 2 ) et
si χ=z(χ
u
 x2y •••, χk)y nous όcrirons Λ?| ^ β pour (x^B^ et (x2^^2) et
Si P=(pi,p2, "'Pk)^Pi si x=(x1,x2, •-,xk)^pS et si j>s(P), nous poserons
*
REMARQUE. Dans ce qui prόcede, Λ? n'est pas en gόnέral όlόment d'un *S
(avec i<j), Jx n'est done pas Γimage de x dans JS> pour une extension 'S^S
toutefois, dans le cas oύ les coordonnάes de x sont dans un meme JS avec i<j,
nous savons dέmontrer que (sXι,sx2, * 'jJXk) e s t Γimage de (xl9 x2, * , ^ ) dans
Γextension JS—>jS. La notation est done cohόrente.
DEFINITION 4. Si P=(plyρ2, - ί j G P et si F=(FlyF2, — F ^ e ' S , nous
dirons que ί1 est pfinί si chaque coordonnάe F{ de ί1 est ^finie.
DEFINITION 5. Soient P=(ρlyρ2y - ^ ) G P , si s et j sont des entiers tels
que s(P)<s<j, BEΞPS et bi=jS. Si ^ G y S et bcz(A)k+1, (on dira que b est
une relation (β+l)-aire ''interne sur A) nous dirons que b est pconcourante sur
B dans SS si,
((F\<zB et F Ffini) =Φ 3y(ΞsS Vχ\ G f f x , ^ e f t ) .
Pour P = ( l ) et ί=/, nous dirons plus simplement que fr est concourante sur
B.
Avec by B tt A comme dans la dόfinition prόcedente et i<.s<j nous poserons:
DέFiNiTiON 6. Nous dirons que b est B-idέalίsable dans SS si, 3y^sS
Soient des ensembles 2M,3M, —/Λf—, WΛΓ, tels que 1M-^2Λf-^3M ->M'M.
On notera ίF(^)) la famille de formules telle que:
si x et y sont des variables ou des όlόments de WM, (x^y) est dans 3?(p)>
si F et F' sont dans 3"(^) alors, F/\F' et l ί 1 sont dans 9ϊ(p)y
si X^qM, avec p<q<w, et si la formule .F(Λ?), oύ Λ? est une variable libre,
est dans £?(/>), alors 3^eX F("'x) est dans 3(p). Nous dirons que les
formules de SF(p) sont des p-formules sur WM.
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Le rόsultat principal est le suivant:
Theorέme Pour tout ensemble S, il existe une suite d'ensembles, 2S, ,PS ,
WS, - telleque:
i) S= 1S-> 2S-*SS —*"S
ii) SiP=(p\p2, ••-pk)(=P et si l<s(P)<s<j, alors pour tout B<BPS et toute
relation (k-\-l)-aire b^JS:
b est pconcourante sur B dans SS si et seulement si b est B-ίdέalίsable dans SS.
iii) Si p<w et si E(y) est une p-formule sur WS avec y comme seule variable libre,
alors:
VZtΞpS 3 YZΞpS VχtΞpS (*<Ξ Y<*t^ZΛE(wx))
N o u s dirons que 2 S , •••, PS9 ••
 W S , ••• est une suite d'extensions successives
ajustέes de S.
On pourra trouver dόmontrέe, sous diffόrentes formes dans [1, 2, 7, 10], et
avec des notations diffέrentes des nόtres, Γexistence pour tout S d'un ensemble
2S tel que:
iii) pour tout B^S et toute relation binaire b^2S: b est concourante sur
B dans 2S si et seulement si b est J3-idόalisable dans 2S.
En rόalitό on a meme un rόsultat plus gόnάral (voir [10]): B peut etre une
partie quelconque de 2S, B n'est pas forcόment interne (όlάment de 2S). Bien
sur, pour όnoncer dans notre langage une proposition correspondant & celle qui
figure dans [10], il nous faudrait gόnέraliser les dόfinitions 5 et 6 au cas oύ B n'est
plus interne.
Chez les auteurs citέs prέcόdemment, 2S est une ultrapuissance bornάe de
E selon un JC-bon ultrafiltre, JC άtant un cardinal supόrieur a card(S). La
notion de JC-bon ultrafiltre et ses liens avec la saturation des ultraupissances
ont όtό άtudiέs par H J . Keisler, [7, 8], en particulier il a άtabli Γexistence de
cX-bon ultrafiltres pour tout cardinal inίini. Un όnoncό plus prόcis de son
thέorέme d'existence est donnέ dans [7, 10] et dάmontrέ dans [7]. Rappelons la
dάfinition des cX-bon ultrafiltres.
Si I est un ensemble infini, et si JC est un cardinal, nous dirons quun ultrafiltre
U sur I est JC-bon si:
a) il est δ-incomplet,
b) si C2ird(X)<JC et si f set une application croissante du filtre de Frechet
3*{X) sur X dans U alors, il existe une application h de £F*(X) dand U telle que
pour tous FetG dans &*(X), h(F)cf(F) et h(F Π G)=h(F)Γίh(G).
Demonstration du theordme
S έtant donnό comme prέcάdemmement, on se donne un JC-bon ultrafiltre U
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sur un ensemble /, avec cX>card(S). Pour construire les extensions succes-
sives de S vόrifiant les trois propriόtόs du thόordme principal, nous avons choisi
de travailler dans un univers suffisamment riche pour contenir S et /, qui soit
un ensemble, et qui soit fermό pour les operations ensemblistes usuelles, intersec-
tion, reunions passage & Γensemble des parties. Cela impliquera qu'il sera stable
pour les produits cartέsiens, qu'il contiendra U etc La superstructure complete
X batie sur un ensemble T contenant S et / fera Γaffaire.
L'univers X άtant choisi une fois pour toutes, nous construirons suite X, 2X,
..-,
 PX, -wXy ••, tells que X-+*X-+-*χ.—+
wX-+-, et vόrifiant de plus, pour
tout pG:N,pX=\j
nfΞN
pT
n
(pT
n
 est une άcriture simplifiee pour p(T
n
)y qu'il ne
faut surtout pas confondre avec {pT
n
)\. Les ensembles 2S, "*pSy •• M/S , seront
les images de S respectivement dans 2X> -"pXy — "'JIT—. II nous faut done:
a) construire 2X, -pXy -WX~ ,
b) verifier les conditions i), ii) et iii) pour la suite 2 S , « *S, •• W S .
a) Construction de la suite 2X> PX, wX-
Soit/>>1, si p>ίy supposons que nous ayons construit 2X, •• / X tels que
X-+2X^ -PX et pour tout k<p, kX= Π
 n
<=N
kT
n construisons p+ιXk partir de PX.
Si x&X avec i<p9 notons
 p
x Γimage de x dans Γextension *X->PX. Nous
conviendrons de poser *x=x
Construisons d'abord un ensemble P+1X', et une relation binaire ^
ί + 1 sur
F + T ; tels que (>X, (Ξ)-*(P+1X', e f + 1 ) .
Pour cela, nous dόfinirons sur U
 n
eNp[(T
n
y]> deux relations binaires notόes
respectivement "p^" et " » / ' en posant, pour tous/,^G I)HGNp[(T
n
)r]:
On dέmontre sans aucune difficult^ que la relation^^, est une relation
dEquivalence, grace aux propriόtόs suivantes, qui sont des propriόtέs des filtres
si ρ=ly et puis s'obtiennent en transfόrant ces propriόtόs dans
 PX sip>l:
a) pIίΞpU,
b) (u<=pUetvζΞpU)^uΓ)v(=pU)y
c) Vw(=pX [(3u(ΞpU (udwc:pI)) =Φ W£ΞPU].
S i / e Uneiv^K^n)7]* n o u s noterons cl^(/) la classe d'όquivalence de/pour
ε&p nous noterons p+1Xr Γensemble des classes dEquivalences. La relation pp
όtant compatible avec la relation ^ y verification immediate, nous dόfinirons
ensuite une relation binaire €p+1 sur P+1X' en posant: Pour tous / et g dans
U n^WnYl cU/)e
ί + 1 dp(g)<*fppί>.
Si x^pXy alors Γapplication constante x:
 PI->PX, telle que x(i)=x pour tout
i^p
pI est dans PX (utiliser pour le dέmontrer, le transfert dans Γextension
X-*PX de Γόnoncά dans X:
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On peut done dόfinir une injection ip; PX-+P+1X' en posant, pour tout
PX,ip(x)=dp(x).
Nous noterons: Red P(XI)= U
 n€
ΞN
p[{T
n
γ]. On a alors,
Proposition 1.
La demonstration est une consόquence immediate du lemme suivant:
L e m m e 1. Si A(xl9 x2, •••, xn) est une formule de £F ay ant exactement n vari-
ables libres siflyf2, •••,/« sont des elements de Redp(XI), alors on a:
-clt{fn)) « ApJJΛt, ..-,/.)
^ ) , -,/.(0)> e'ff.
Demonstration. La premiere Equivalence, qui est clairement vraie pour les
formules όlέmentaires, de la forme x
x
^x2y par definition de de la relation G ^ ,
se dόmontre sans la moindre difficult^ par induction sur la complexity de A.
Demontrons la seconde Equivalence. Dans le cas oup=l, le lemme est une
propriέtό bien connue, que Γon peut dόmontrer en reprenant par exemple, la
demonstration de L. Haddad dans [5], bien que celle-ci concerne des ultrapuis-
sances non rόduites. Ou en adaptant la demonstration du thόorέme de LOS
donnee dans [1]. Sa preuve, par induction sur la complexity de la formula
A(xly x2, •••, xn)> ne prόsente pas de difficult^ majeure. Pour le cas ou p>ly on
utilise le transfer! dans Γextension X->PX. Soient/^/g, •••,/„ des όlόments de
Red P{XI)\ a cause de Γinclusion des T
my on peut supposer que tous les f{ sont
dans un meme p[(T
m
Y] or, le lemme έtant vrai pour p=ly on peut ecrire: (1)
Bien que p
λ
 ne soit pas un 6lament de X, son domaine est X tout entier, on voit
en remplacant dans APt(f1,f2y ##,/n) chaque occurence d'une sous formule de la
forme/ρ
x
g par la formule ^v^U^i^I(f(i)^g(i)^>i^v)y en transfόrant dans
PX Γόnoncά obtenu et en remplaςant ensuite les sous formules de la forme
, que (1) έquivaut ^:
Ceci achόve notre preuve.
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Demonstrat ion de la Proposit ion 1. Soient A(xly x2y •••, xn) une formule
d e £ F e t aly a2y •",<*„ d e s e l e m e n t s d e
 PX. O n a a l o r s AGp+l(ip(a1)y ip{a2)y •••,
h(an))**A.Pp(alya2, ••-,#„), les α* designant chacune, dans le membre de droite,
Γapplication constante i->#*.
D'apres le lemme 1, APp(aly α2, ••, flB)^{iG///i(4), α2(/), . . ., fl|((i))} £Ξ>£7.
Comme les ak sont constantes, {i^LpPHA{aι{ί)y a2(ϊ)y •••, fln(i))} est egal & φ si
-4(«i, ••*,#») est faux et */ tout entier si A(aly •••, αΛ) est vrai. Comme, des deux
ensembles φ et P J, seul le second est όlάment de PU, Aρp(aly a2y •••, Λ Λ ) est vrai si
et seulement si A(aly •••, an) est vrai. D o n e AGp+ι{ίp{a^)y ip(a2), •••, ^ ( ^ ) ) est vrai
si et seulement si A(aly a2y •••, αn) est vrai. La proposition 1 est done etablie.
Propriety de P+1X'
1. Pour xeί+1X' z7 ^ Λώfe n^N tel que xe
ί+1 ^(TJ.
2. Si Λ^^ ^+i ip(Tn), avec n>0, si x$p+1 ip(T0) et si tep+1 x3 alors f e ί + 1 ip{Tn^).
Dόmonstration. 1. Soit x un όlement de p+1Xfy par dόfinition, il existe n e N
etφζΞ*(Ti) tels que x=dp(φ). {isΞpIlφ(i)ϊΞpTn}=pI<ΞpU done, dp(φ)ζΞp+1 dp
(pT
n
) par dέfinition de G
ί + 1 . On a done x^p+1 ip(Tn)y ce qu'il fallait dόmontrer.
2. Si ί G
ί + 1 ΛJ, il decoule de la propriόtό 1 que t^p+1ip(Tm) pour un certain
entier m. La propriόte 2 s'obtient par transfert dans (p+1X'y €=p+ι) au moyen
de ipy pour n>0 de Γάnoncό:
Vie T
m
 V^e TB-T0((ίeχ) -»• ί e Γ..,).
On identifie ensuite />+1-X"/ l^ une partie P+1X de la superstructure complete
Xp+1 batie sur
 />+171, et la relation ^p+ι sur />+1JIL'/ a la relation d'appartenance
sur *
+ιX.
On procede de la maniέre suivante, en construisant une injection,
j p : P+1X' -> -X;+1 en posant:
jp(x) = x si x<^p+i ip(T)
jp(x) = {jp(*) t(Ξ w >^> s i *Φ*+i ^ ( Γ )
II dόcoule des proprietes 1 et 2 prάcedentes q u e ^ est bien dόfinie. II est clair,
d'autre part, que pour tous x et y dans P+1X': jp(x)Gjp(y)**xGp+1 y.
Posons p+1X=jp(p+ιX'). Si on definit ensuite une application injective:
hp:*X-+
p+1X,
χ-+p+ιχ=jpoίp{χ).
On a alors: a) P+1X = U
 n
<=N
p+1T
ny
b) pX-+hpp+1X.
Demonstration de a). Si t^p+1X alors, par definition, il existe x^p+1X' tel
que t=jp{x). D'apres la propriόtά 1 de p+1Xy x=ip(s)y avec s dans un Tn. Done
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Comme ί G T
n
 implique p+1s^p+1T
ny on a t(Ξp+1Tn.
Demonstration de b). Pour toute formule A(xly x2y •••, xn) de £F ayant ses
variables libres parmi xly x2y •••, xny et tous aly a2y •••,#„ elements de
 PX on sait,
d'apres la proposition 1, que Γenonce A(aly <%,—,<**) est Equivalent & AGp+i
•> ip(an))- II r e s t e done & etablie Γequivalence:
Pour etablir cette derniere Equivalence, pour tous aly ^ , •••, αn dans
 PX il suffira
d'etablir que, pour tous blf b2, " ,bn dans
 p+1Xr, on a:
A
*p+i(bi> b*> ' " ' bn)^AUp(bi)>Jp{b2), ~'>jp(h)) et de voir que, pour bk=ip(ak)y on a
par definition . / / δ * ) = ί + 1 ^ C'est cette derniere propriete que nous allons όtablir
maintenant.
Cette propriete est vraie pour les formules όlementaires de la forme A(xly x2)
— (x^x^. En effet, si blyb2 sont deux elements de p+ιX'y alors on a: AGp+ι
( * i Λ ) Ξ ( * i e
ί + Λ ) , or ( f t i e ί + 1 ^ ) « O V ( f t i ) e Λ ( ^ ) ) = ^C/ί(*i)»Λ(^)) ( P a r d e f i n i -
tion). Si A(xly x2y •••, Λ:W) et i ? ^ , Λ:2> "*> «χ!«) s o n t deux formule de 3 ayant leur
variables libres parmi xly x2y •••, Λ?n, si pour tous bly b2y •••, &Λ dans
 ί + 1 JΓ', Γάquiv-
alence est vraie pour chacune d'elle, alors il est immediat qu'elle sera vraie
όgalement pour ~i A et pour A/\B. Supposons maintenant A(xly x2y •••, Λ?W) =
3 ^ e ^ ! B(xy x2y •••, Λ;n) et que la propriete est vraie pour la formule JS. Donnons
nous bly b2y " ,bn dans
 p+1X'y alors on a:
A
ep+1(bi, b2y—ybn) = 3 χ(Ξp+1 bλ Bep+1(x, b2y—y bn).
3 χ(=p+1 bx BGp+l(xy b2,.-, &e)<^3 ^ e ^ J Γ ^ e ^ i ^)AS e,+ 1(^, b2y •-, i,)).
En utilisant, la surjectivitό dej^, et les Equivalences, (x^p+1 bι)^(jp(x)Gjp(bι)) et
B<ΞP+1(X, K —, bn)<^B(jp{x)yjp{b2)y -~,jp(bn))9 on voit que
3 *e>+ 1 X ((^e,+ 1 δOΛB^ί*, J2,..., tM))^3 ^ G ; ^ ) B(xyjp(b2)y -J,(bu)).
Le membre de droite όtant identique & A(jp(b1)yjp(b2)y '",jp(bn)), ceci termine
notre preuve.
Avant de passer & Γetape suivante, il nous faut etablir une propriete des
ensembles pfinis, dont nous nous servirons par la suite.
Propriete Si F(=PX est pfini alors: pour tout m>s(P),x\ ^mF si et seule-
ment si il existe un 11 Gί 1 tel que x=mt.
Dόmonstration. Nous allons d'abord etablir la propriete pour k=l. Soit
P={ρ)> et soit, pour F pfini l'enonce, V χ^mF 3t(ΞF(mt=x). Montrons que sa
nόgation conduit & la une contradiction, cette contradiction s'όcrivant:
(E(py m))
284 Y. PERAIRE
II est tout a fait clair que ceci est une contradiction car, x&F et Vί | e
x) impliquent ΛJΦ#!!
Montrons par recurrence que ΓonaE(p, m)pourtouspetmtelsque l<p<m.
a) E(l, 2) est vrai: Soit F un ensemble ΐ n i de 1S, autrement dit, une partie
finie de S. L'άnoncό 3*<Ξ2F Vt<=F(2έ*x) όquivaut &:
Soit v= Γ\tGFu(t); F etant ίini, on a v^U done, v
et posons ξ(i)=x. On a alors £Φ# pour tout
β) Pour tout>p, E(p+lyp) est vrai:
Prenons un i dans v
5(1, 2) est done dόmontrά.
Transfάrons dans J^Γ ce dernier όnoncό, on obtient:
Cet έnoncό όquivaut &:
On 2i done E(p+Ϊ,p).
y) Si E(m,p) est vrai, alors E(m-\-l,p) est vrai.
), ou
^)). Mais Γhypothόse
de recurrence implique que mt parcourt tout mF quant t parcourt F done,
E(m+1, m) όquivaut &:
y/pt™F((3χ<Bm+1 FVt<EmF(m+1tΦx))=Φ> 3χ<=FVt<=F(tΦx)). cet έnoncό est vrai,
il decoule de E(m-\-l,m) appliquό & Γensemble wfini, mF. Ceci achέve notre
recurrence.
Si k>l, soient P=(p
u
 -,pk),F={FliF2i — ,F Λ ) une partie pfinie de PX,
m>s(P), donnons nous x=(x
u
 x2, — , xk) I ^ mF=(mFly mF2y •••, mFk). Chaque F(
άtant p 'fini, d'aprόs ce qui prάcede il existe, pour chaque indice z, un t^Ff tel
que xi=
mti. On voit que, si on pose ί = ( ί i , ί2> "•> ^ )> o n a b i e n #— m ^
b) verification des trois conditions du theoreme principal
a) verification de la condition i)
Si on definit les XS, comme plus haut alors, si on note pour tout^>, h'p la
restriction k PS de hpy alors, h'p(pS)c:p+1S car, pour tout t<^pX, comme PS^PX,
si t(=pS on a p+1t<=p+1S done: si x=h'p(t) avec *<Ξ>S on a, x=hp(t)=p+1t(=p+1S.
On voit immediatement que A :^ PS->P+1S est une extension.
/?) verification de la condition ii)
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On sait que, si U est un cjft-bon ultrafiltre sur /, avec JC>card (S),
alors si on pose, pour p<ω, PS= \j
 nίΞN
pE
ny on a une extension S->
2S, avec
idealisation et saturation. Cela implique que, "pour toute relation binaire b^2S
et tout i ? e S , b est concourante sur B dans 2S si et seulement si elle est JB-
idόalisable dans 2S". L'idόe de depart est la suivante: si on remplace Γάnoncά
entre guillemets par un όnoncέ equivalent dans X, puis on transfere ce dernier
dans PX> Γenonce ainsi transform equivaut a "pour toute relation binaire
b^p+ιS et tout B^pS,b est concourante sur B dans P+1S si et seulement si elle
est Z?-idόalisable dans P+1S". On a done immόdiatement ii), dans le cas P=(p)
et q=ρ-{-l. C'est un peut peu plus compliquό pour le cas gέnόral mais les
principes de base restent les memes.
La suite de notre demonstration nάcessite deux lemmes.
Le lemma 3 est un corollaire d'un rόsultat plus gόnόral que Γon peut trouver
έnoncό et dόmontrά dans [10], thόorέme 1.6.3. Sa demonstration n'etant pas
όvidente, et afin dJavoir un texte auto-contenu, nous en donnerons quand meme
une preuve.
Lemma 2. Soit U un ultrafiltre sur un ensemble I et Jί un cardinal infini;
si U est un JC-bon ultrafiltre alors, pour tous ensembles Y et Z et toute application
i 8 E ( 5 ) ( y χ Z ) ) / et toutepartie A de Y1 telle que card (A)<JC on a:
U) ~
Demonstration. Soit JC un cardinal infini, U un JC-bon ultrafiltre sur un
ensemble I et A une partie de Y1 telle que card (A)<JC. Introduisons quelques
notations.
Sif^A^g^Z1 et si F est une partie finie de A nous definirons les parties
de / suivantes:
u(F)=
II nous faut done dέmontrer que,
OffFcAigez'iuiF.g^i
Supposons done vέrifiέ le premier membre de Γέquivalence. U JC-bon
implique que U est δ-incomplet done, il existe une suite (/(«)) d'elements de
U tell que Cl
n
eNl(n)=φ. Si F est une partie finie de A nous poserons v(F)=
A—F. Avec ces notations, nous pouvons definir une application,
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p: 3!*(A) -» U en posant, pour tout v{
= u(F)f)I(card(F)).
Comme u(F, g) C u(F) et u(Fy g) G £7 on a bien ^(ί1) G *7 et done % (ί1)) G U.
II est immediat que p est croissante aussi, d'aprόs la definition des JC+-bons
ultrafiltres, il existe une application multiplicative, h: 3i*(A)-+U dominόe par ^ >.
Pour chaque i fixe dans / posons 5~{/ei/iE/i(z;({/}))}. Montrons
que si on pose »(i)=Max {ΛGiV//G/(Λ)} alors, card B{<n(i). Supposons
qu'il n'en soit pas ainsi il y aurait alors une partie finie F de A telle que
card (F)=n(i)+1 et FaB^ Pour toute fonction/eF, i^h(υ{f}) done en ten-
ant compte de la multiplicativitό de h
Comme h (v(F)) a p(v(F))d I (card (F))y cela contredit la definition de n(i).
B{ est done fini et si Γon pose Y~iy^ZlVf^Bi(f(t),y)^β(i)} alors, Y^φ.
En effet il dόcoule de la definition des B{ et de la multiplicativitό de h que
ieh{v(B,))<zp(v(B,)) = /(card(A )) ΠM(5, )
done, i^u(B{) et done, 3yGZ/Vf^Bi(f(i),y)^β(i) ce qui montre bien que Y,
est non vide.
Pour terminer on se donne une fonction fo^Z1 telle que pour tout i^I
fQ(i) G F t (une telle fonction existe grace & la non vacuite des F, et a Γaxiome du
choix), et on montre que/0 possέde la propriόtό souhaitόe. Dans ce but prenons
/ G i ί et iGA(t>({/})) on a alors / G ^ done (f(i),f
o
(i))eβ(i). L'ensemble
u(f,f0) contient h(v({f})) qui appartient k U done: u(f,fo)^U ce qui acheve
notre demonstration.
L e m m e 3. Si P=(pl9 p2, " , ί j ) ε P , ^ e ί r ^onί ίβ/ί l<s(P)<q<r, αlors
pour tout B^PS et toute "relation (k+l)-aire) b^rX on a:
b est pconcourante sur B dans gX<=>b est B-idέalίsable dans qX.
Demonstration. Notons /(P, q, r) la proposition que nous voulons demon-
trer. Nous ferons une demonstration par recurrence. Les etapes de la recur-
rence seront les suivantes:
a) On demontre /((I), 2, 2).
b) On demontre /((/>),/>+1,^+1) pour tout entier^>.
c) On etablit que, pour tous P et q tels s(P)<q, I(P, q, q) implique I(P, q+l,
d) On etablit que, pour tout P et tout m tell que ( P , » ) G P , I(P9S(P)+1,
ί (P)+l) implique I((P,m)> m-\-l, m-\-l) ce qui, avec b) implique que Γon a
/(P, J ( P ) + 1 , ί (P)+l) pour tout P.
e) On etablit que, pour tous P, <? et r tels que ί ( P ) < ^ < r < ω , I(P3q,r) im-
ENSEMBLES INTERNES 287
plique I(P,q,r-\-l) ce qui, compte tenu de b), c) et d), implique que Γon a
I(P, q, r) pour tous P, q, et r tels que s(P)<q<r.
a) Montrons/((1),2,2):
Comme B^S et card (S)<JC> on a card (£))<JC done, si A est Γensemble
des applications constantes de / dans B, card (A)<.JC. Puisque b£=2X, il existe
un entier n tel que b<Z2T
n
χ
2T
n
 et une application β^{^{T
n
xT
n
)Y telle que
b soit la classe de β modulo U. II suffit done d'appliquer le lemma 2 avec
Y~Z=T
n
 et A, β ci-dessus puis de remplacer les expressions:
et,
3/o e Z1 Vx e B {i e //(Λ;, /0(ί)) e yS(i)} e £7 respectivement par:
(2x,y)^b pour terminer la demonstration.
b) Soit p est un entier quelconque, on exprime d'abord dans X Γequivalence
pour P=(l) pour tous B et b vόrifinat les conditions de Γόnonce. On obtient,
n e t m etant des entiers:
V
On transf έre ensuite dans PX ce dernier enonce ce qui donne:
Ce dernier enonce equivaut &:
VB(=pE
m
Vb(Z>+1T
n
x
p+1T
n
[(VP-^Fc:B3yGp+1T
n
Vx(=F(p+\y)(=b)~(3y<=p+1T^
Ceci acheve la preuve du b).
c) Supposons I(P, q, q) vάrifiόe pour P=(pi,p2y "m >Pk)^P et q^N* tels que
que s(P)<q.
Soient B^PS et b&+1X. II existe un entier n tel que bd(rT
n
)k+1. On
en deduit que b est la classe modulo rU d'une rapplication β telle que βd
L'όnoncό (b ^ concourante sur B dans 9+1X) est equivalent & Γenonce,
(1) V^ i n F| cB3f(Ξq(T
n
γ)Vχ\ (ΞFluζΞ
Soit la ^relation binaire b^9X dέfinie par:
la relation (1) exprime que la 'relation binaire b est pconcourante sur B dans 9X;
d'apres Γhypothese de recurrence cela equivaut a Γόnoncό (6 est J3-idόalisable
dans qX) qui s'ecrit, 3f
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et est όquivalent a, 3y&+1T
n
 Vχ<=B (q+1x,q+1y)^b) qui exprime que b est J3-
idάalisable dans qX. On a done /(P, <?+l,
Corollaire 1. Si I(P, s(P)+l, s(P)+l) est mate, alors I(P, q, q) est vrai
pour tout q tels s{P)<q.
Corollaire 2. 5/ \<p<m, alors on a I{{p), m, m).
d) Supposons I(Pf s(P)+l, s(P)+l) vόrifiόe pour P e P et montrons que si
(P, « ) G P , alors on a I((P, m), m+1, w+1).
Soit & le nombre de coordonnόes de P. Soient B<=PS, B'^mS et une rela-
tion (&+2)-aire b<=m+1X. II existe un entier n tel que bd(m+1T
n
)k+2, b est done
la classe modulo mU d'une application "interne β, telle que β(Zm((T
n
)k+2γ.
Montrons que si b est (/>>wl)concourante sur (β, 5') dans m+1X alors δ est
(5, i?')-idόalisable dans *+ 1X
L'όnoncό (b (i>'"°concourante sur (5, £') dans m+1X) est equivalent a:
(1) V f i n iΓ| c β [ V « f t a i " c S ' 3y^m+ιT
n
 Vx'tEF'(yx\ (ΞF(m+1x, m+1x',y)Gb)].
Compte tenu d*une propriόtό des ensembles pfini dάmontrέe plus haut (1)
όquivaut a
(2) VpiinF\czB [VmiinF'c:B' 3y£Ξm+1T
n
 Vχ'(ΞF'(Vχ(Ξ>n+1 F(x, M+1x',y)eb)].
II dάcoule de (2) que la relation binaire (w+1)interne b(F) dάfinie par:
sur B' dans m+1X. Apres avoir vέrifie, en utilisant le transfert, que cette derniere
formule definit bίen une relation binaire de m+1X, on peut deduire, en utilisant le
corollaire 2 du c) que cela έquivaut a Γaffirmation que b(F) est S'-idόalisable dans
m+1X. On a done Γέnoncέ Equivalent a (2):
(3) V f i n FI
ce qui έquivaut a:
(4) y/MiΛF\c:B [ly&»+1T
n
 Vχ\
Nous allons maintenant, pour pouvoir appliquer Γhypothese de recurrence, ex-
primer modulo mU, Γόnoncό entre crochets, on obtient:
(5)
Soit, la relation (Λ+l)-aire "interne b'^mX dόfinie par:
On vέrifie sans peine, en utilisant le transfert, que cette derniέre formule definit
Men une relation (k-\-ϊ)-aire de mX\
On voit que l'όnoncό (4) exprime que la relation b' est pconcourante sur B dans
mX et, grace a Γhypothese de rόcurrence et au corollaire 1 du c), cela implique
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qu'elle est J5-idόalisable dans mX. On a done:
(6) 3ftΞm((T
n
y) [Vχ\ GB(V.'G5' 3ne"ffVίe-itf*, x'J(i))<Ξβ(ι)~ieu])l
qui devient, par "passage au quotient":
(7) 3yeΞm+1T
n
 V*| G β V / G δ ' ( ( » + 1 ^ « + 1 ^ j ) G ί )
Ce dernier enonce signifiant que b est {B, Z?')-idόalisable dans m+1Xy ceci achέve
la partie d) de la demonstration.
e) Supposons que Γon ait I(Pyq,r) pour P=(pi,p2y •• , f t ) G P , et pour des
entiers q et r tels que s(P)<q<r. Montrons que Γon a alors I(P, qy r + 1 ) :
Soient B G ^ S et &(Ξ'+1X. II existe un entier n tel que bd(rT
n
)k+1. On en de-
duit que b est la classe modulo rU d'une rapρlication /3 telle que βCZr((T
n
)k+lY).
L'όnoncά (b pconcourante sur B dans qX) est equivalent a Γάnoncά,
(*) Vp- f inF I C 5 3j/e*7; V*| ZΞFIUEΞ'UVi£ΞrI[(rx, ry)<E.β(i)<*ίZίu].
Soit la rrelation binaire b^rX dόfinie par:
la relation (*) exprime que la delation binaire 6 est ^ concourante sur 5 dans qX\
d'aprέs Γhypothdse de recurrence cela όquivaut a Γέnonce (6 est 5-idόalisable
dans qX) qui s'όcrit, *y&T
n
 Vχ\ G ΰ 3 M G
r
ί / V ί G 7 [('*, r^)eyS(z)^/ew] et est
equivalent a, By^qT
n
 Vχ\ G ΰ ( r + 1 ^ r+1y)^b) qui exprime que έ est B-idόalisable
dans qX. On a done /(P, ^ , r+1) . On en dόduit que, /(P, #, ^ ) etant vraie pour
tous P et q tels que s(P)<q, /(P, #, r) est vraie pour tous P, q et r tels que s(P)
Ceci acheve la preuve du lemme 3.
Fin de la demonstration de la condition ii)
II suffit d'appliquer le lemme 3, avec &e r S. En effet, si b<=rSarX, si B e
PS, si s(P)<Cq<Cr, si & est ^concourante sur 5 dans 9X, alors ft est pconcourante
sur B dans 9S, si b est JS-idάalisable dans 9X, alors elle est 5-idealisable dans qS.
En efFet, si P=(plyρ2y —9pk) et si b(ZrEmX- XrEm est une relation (Λ+l)-aire
de rSdrX alors pour tout Λ; de pSy si (ΓΛJ, r ^ ) e i , on a ryGrEM.
Si d'autre part yEzqXy on a y^
qE
m
. II suffit d'appliquer le transfert de
droite a gauche dans Γextension: qX-*rXy a Γenoncό"
 ry^rE
m
".
y) verification de la condition iii)
Soit F{xly xly •••, xk) un p-enonce sur WJΓ, nous designons sous ce terme une
/>-formule sur WJΓ sans variable libre, portant sur les elements xly x2y •--, xk de
 WX.
Cet enonce est equivalent a un enonce sous-forme prenexe, autrement dit, de
la forme:
(1) ρ 1 t^X, Q2 t^X^Qn tm^Xm A(%, %, .-, wtmy xl9 x2y ..-, % )
oύ chaque Q{ est un quantificateur, chaque Xt un element de piX 2Lvecp<pι<wy
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et A(wtl9 wt2, •••, wtl9 xl9 x2, •••, xk) un enonce sans quantificateurs.
Pour chaque x{ nous noterons </t = m i n {d^{p,p+ί9 -^
Si F est un enonce de la forme (1) nous appellerons hauteur de F Γentier,
hauteur (F) = Max {p
u
p2, -,pm, du d2, - , dk} .
La hauteur d'un jί>-enonce sur WX est done superieure ou egale £ p.
L e m m e 4. Sip<w et si E(x) est une p-formule sur WX avec une seule vari-
able libre, x, alors ϊl exist e une p-for mule F(y) sur PX ay ant y comme seule variable
libre et telle que:
pour tout s^pS9 F(s) est un p-έnoncέ de hauteur p sur PX equivalent άE(ws).
Demonstration. Soit E(x) une ^-formule sur WX avec une seule variable
libre, p<w. Pour tout s^pS, la hauteur de E(ws) est un entier h independant
de s. Demontrons qu'il existe une j)-formule E\y) telle que, pour tout s^pS,
E'^'h) soit un enonce de hauteur h-\ sur h~1X equivalent & E(ws). Nous aurons
ainsi, en un nombre fini d'etapes, le rέsultat souhaite. Soit
F(x,x» -,xk) = Q1t1tΞX1Q2t2(ΞX1~.QmtmζΞXmA(wtly%y - . , "tm x, xl9 - , xk),
une />-formule sur WX sous forme prenexe, equivalente a E(x). Soit sEΞpS>
posons A—hauteur (F(ws9 xl9 •••, xk)).
Supposons que h=pil=pi2=~ pip=dj1=~ djq>p. La formule F(ws9 xl9 •••,
xk), que nous pouvons ecrire,
equivaut &:
tip, —
ktM, W' ah, ~<*j2,
avec, pour chaque indicej, d;a.=χ..
En revenant k la definition de hX, on voit que Γenonce precόdent όquivaut a
Γenoncέ de hauteur h—1 sur h~ιX:
Λ{h~% - T J J ) , - T ^ ) , . . .T,^), - ^ - ^ / - ^ - α ^ ) , -aφ)9 -αy^)-*-1^).
Ceci acheve la preuve du lemme.
Fin de la demonstration de la condition iii)
Si E(x) avec est une ^>-formule sur WS9 alors on peut la considerer comme une
^>-formule sur WX il existe done, d'apres le lemme 4, une ^-formule F(y) sur PX
ayant 3; comme seule λ^ariable libre et telle que pour tout s^pS, F(s) est un
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^>-enonce de hauteur p sur PX equivalent a E(ws). II decoule de ce qui precede
que F(y) peut etre choisie de la forme:
F(y) = Qi ί i^Ci Q2 t2(ΞC2-Ok tk£ΞCk B(tly t2y , tk,y aly a2y - , aq) avec B sans
q u a n t i f i c a t e u r s e t Cly C2y Cky aly a2y •••, aq^
pX. S o i t pT
n
 c o n t e n a n t t o u s les C y
et t o u s les a{.
O n v o i t q u e :
cela provient du fait que la superstructure S est complete.
Transfόre dans pXy cet enoncά devient:
B(tly •••, th, sy xly
On a done:
3 YGΞΛS
ce qu'il fallait dόmontrer.
5. Preuve de la consistance relative de RIST
Nous pouvons maintenant donner la preuve de la conservativite de RIST.
La conservativite de RIST s'enonce:
MetatheorSme. Tout thέoreme interne de RIST est un thέorέme de ZFC.
Dans notre demonstration, nous utiliserons comme modele des extensions
successives ajustees de la superstructure complete, S(a)y batie sur ensemble
transitif de la forme R(a) oύ a est un ordinal, les ensembles R(a) etant definis
par induction sur les ordinaux par R(φ)=φ et pour tout ordinal ay R(a)=
U μ^
oύ
S>(R(μ)). Nous considererons Γaxiome de fondation comme un axiome de
ZFC. Cet axiome equivaut a Γaffirmation que tout ensemble est dans un R(a).
Voici, avec ou sans demonstrations, les proprietes des R(a) qui nous
utiliserons au cours de notre preuve.
O Si a est un ordinal limite, alors, R(a)= U μ
eα
>i?(μ).
O Si a est un ordinal limite, et si t1^R(a)y » ,tkGR(a), alors (tly •• ,^)e JR(α).
Montrons le pour k=2. Nous montrons d'abors que si t est s sont deux
elements de R(a)y alors, il en est de meme de {t} et de {ty s}. Soient done s et
t deux όlements de R(a). On a R(a)= f}μ<=«R(μ) done, t^R(μ'), et
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avec /i 'Eα et μ/'^α. Si on prend μ=max{μ'y μ"}y on a: t^R(μ) et s
done, {*} eS^jRO*)) et {*, s} <=S>(#(^)), d'oύ Γon tire, {t} <=R(a) et ft ί} e
i?(ar). On en deduit que la propriέtό est vraie pour k=2 car t1^R(a) et £2e-K(tf)
impliquent ft}ei?(α) et { ^ ί ^ G ^ α ) , d'oύ on tire: (tly t2)-{{t,}y {tlyt)2}}^
R(a). Pour k>2y on a ft, -., tk)=(tu ft, •••, ίA)) =-(-fίj, ft, ft, - , **-i)}>> la
demonstration se termine done aisάment par recurrence. Cette propriete admet
une rόciproque immediate.
O Si Aly A2y - yAn sont des όnoncέs de ZFC alors, pour tout ordinal ay il existe
un ordinal limite β contenant a tel que: (A1&AιR(β))Λ(A2t=*A2Iί(β))Λ --(An<*
A
n
R(β)), oύ A{R(β) dέsigne le relativisό & R(β) de Γόnoncό A{ (voir [9] p.67).
C> Si a est un ordinal limite et *<5(αr) une extension de S(a) alors,
O Si α est un ordinal limite, alors pour tous x^*R(a) y^*R(a) et
si/est une application de # dans jy et si x et jy sont *finis, on a/
Pour les deux derniέres propriόtόs, on dέmontre la propriόtό obtenue en sup-
primant les όtoiles puis on applique le transfert.
Demonstration du mέtathέoreme. Soit A
o
 un όnoncέ interne de RIST.
Sa demonstration dans RIST utilise des axiome de ZFC en nombre intuitivement
fini, A
u
A2y *"yAn et όventuellement les axiomes, cSi?^  S<R2y SSi3y et les schό-
mas d'axiome (T),(I) et (S).
Remarquons que chaque fois que nous utilisons, dans une demonstration, le
shόma d'axiomes (/), nous ri utilisons en fait qu'un axiome I(aly •••, ak\ βy F)
oύ I(aly •••, ak\ ), oύ aly •••, akJ β sont des niveaux fixόs de standardicitό et F
est une formule interne; de meme, ^ chaque utilisation de (T) on fait usage d'un
seul axiome T(a, F) relatif a un niveau a de standardicitό et & une formule in-
tene F. De la meme faςon, quand on fait appel k (S)y on utilise un axiome
S(ay F) ou F est une formule α-externe faisant intervenir un nombre fini de de
quantificateurs externes Q
λ
βi, •••, Q
m
βm
y les constantes βly •••, βm όtant toutes a-
standard. Nous noterons μly μ2y "-yμw-i, l
e s
 niveaux distincts de standardicitά
utilises dans la preuve de A
o
 ecrits par ordre decrissant de standardicite, ce qui
signifie que Γon aura -](μ2 S3i μ^)y -ι(μB SSI μ2) •••, -\(μw-i SSI μw-2)
Soit a un ordinal tel que N^R(a) et soit β un ordinal limite contenant a
tel que:
Posons E=R(β), et soit S(β)=:1S(β)-^2S(β)-^3S{β)-->wS(β). w extensions
ajustees successives de S(β)
Pour tout entierp nous noterons: pE={vxjx^pE}.
II decoule de la definition des PE pour \<p<w que Γon a: ιEa2Ec: •••(ZWE.
Si x^wE, nous noterons: >^(#)
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Nous definirons sur WE deux relations binaires <JL et S en posant pour tous
x et y dand WE:
Aux constantes μly μ2y ••• μ»-i>
 o n
 P e u t associer des έlόments alya2y ••• aw-l9 de
"Έ tels que, pour tout couple (i,j), μiSSlμj si et seulement si p{di)<p{(ij)\ il
suffit de prendre a
x
^
ιE et, pour i > l , ai&E\
i
~
1E. On aura done pour tout
hP(ai)=i- A la constante iV qui apparait .dans la formulation du principe
d'idόalisation (implicitement, dans les sous-formules de la forme "x fini"), nous
ferons correspondre Γόlέment WN de WE.
Soit la realisation 3t=(?Ey ^Λy Sy aly (%, ••• aw_lywN) de domaine WE dans
laquelle le prόdicat " G " d'appartenance est interprάtό par la relation, Jl le prάdicat
de Wallet est interprόtό par la relation <5, les constantes μl9 μ2, ~ μw-i et N respec-
tivement par les άlόments al9 a2y ••• aw-λ et
 WN de WE.
Nous allons montrer que JM est un modάle du systόme d'axiomes Σ c°n-
stituέ par, A
u
 A2, •••, ^4W, ( 5 ^ , <55i2> <55i3) ainsi que tous les axiomes de la forme
I(a
u
 •••, ak\ βy F), I(al9 •••, α^;, F), S(a> F) ou Γ(α, F) utilises dans la preuve
de AOy
a) Aly A2y * y An sont vrais dans JM:
En effet pour chaque Aiy si nous notons (^ 4, )«, Γinterprάtation de AΛ dans
eSϊί on a:
(Ai)w=(Ai)WR(β)<^AiR(β)<^Ai. La premiere όquivalence s'obtient par transfert,
la seconde dόcoule du choix de β.
b) Les axiomes S3lly S3l2 et SSίz sont vrais dans JM\
En effet, ces axiomes ont les interpretations suivantes dans 3A
Pour SΆX\ Vχ<ZΞ
wEp(x)<p(y)y
pour S%: VχtΞwEVyςΞwE (p(x)<p(y))V(p(y)<p(x))y
pour S£3: ^x^
wEVy^wE^z^E((p(x)<p(y))A(ρ(y)<ρ^)))^ρ
qui sont des έnoncέs dόmontrables a partir des propriόtάs des PE citέes plus haut.
b) Montrons que pour toute formule F(x, tly ΐ2y " yt) interne avec xytly •••, tk
comme seules variables libres Γaxiome T(a, F)=V"t1 "V*tk(V*x F(xy tly ••• tk)=^>
VχF(xy tly ••• tk))y est vrai dans 31. Puisque a est un des μiy il lui correspond
un έlόment a{&Ey si on interprete la constante a par aiy Γinterprάtation corre-
spondante de T(ay F) dans 3i όquivaut a:
Vtl&E . - Vtu&Efyx^EFix, t19 - tk)*ΦVχ^EF(xy %y ... %)).
L'implication entre crochets est verifiέe pour tous tly •-• tk^p
pE grace a la partie
i) du thέoreme principal du chapitre 2-A; T(ay F) est done vrai dans 3ί.
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c) Montrons que, si aly •••, cck et β sont dans la liste des μέ alors pour toute
formule interne F ayant x et y comme variables libres et όventuellement des
parametres, l'axiome I(aly •••, ak\ β, F) = (V-i ^..-V** fi%3^y V ^ e ^ - V ^ e
zkF(xly ~>xk,y))**lβy V ^ V"*^/^, •• , ^ , j ) est vrai dans JK, pour toute
interpretation dans c5ίί des parametres:
Soient aPχy aPz, ~- aPft et a^ , les interpretations respectives de aly •••, α* et /3.
Comme /? n'est αt-standard pour aucun i e { l , 2, •••,&}, y est strictement
supόrieur a tous les />,.. Apres quelques transformations, pour toute interprόtation
dans "2? des parametres, Γinterprέtation correspondante de I(a
u
 •--, ak; β, F)
dand <3VL devient:
oύ F est la formule obtenue en remplaςant les parametres de F par leurs inter-
pretations respectives.
En regroupant les variables, si on pose (ply "-ypk)=P et B={piE, ••
PS cet άnoncό peut encore s'έcrire:
[\Vz\ tΞB((zpfiή)^lyϊΞqEVχ\ (EzF(wxf wy))]**(3yf=9EVx\ GδF(wx, wy)]] .
Comme, pour s^fini, z^^E άquivaut a z{c:
piE on a, pour ^pfini, z\^B ssi
#| C.B. L'όnoncά prόcόdent άquivaut a:
(ΞzF(wxyyw))]~[ly&EVχ\ GδFfx,wy)]] .
Soit b la "relation (Λ+l)-aire dέfinie par (
Le premier membre de Γόnoncό prέcόdent exprime que b est pconcourante sur
B dans 9S et le deuxiόme qu'elle est jB-idόalisable dand 9S. II suffit done d'ap-
pliquer la condition iii du thέoreme d'existence des extensions itόrόes ajustόes
pour montrer Γequivalence.
On dάmontre de meme que, pour toute interpretation des parametres de F,
Γinterpretation correspondante dans 31 de Γaxiome I(aly ~yak; .yF) όquivaut a:
[\Vz\ dB({zpfιή)^3yϊΞwEVχ\ tΞzF(wxy "y))]**[3ytΞ*EVχ\ GΰF(wx, wy)]] .
Nous concluerons done, comme pour Γaxiome I(aly *"yak'y βy F)y en utilisant le
ii) du theoreme principal du chapitre 2-A, mais en remplaςant q par w.
d) Montrons que pour tout a appartenant a la liste des μ{ et toute formule α-
externe F, S(ay F) est vrai dans JM. Supposons que a=μpy pour toute interpre-
tation dans c_5K des parametres de Fy si F est Γinterpretation correspondante de
F alors, S(a, F) doit etre interprete par:
Vy(=pElz<=pEVt<=pE(t<=z<*(t<^yΛF(ty •••)), qui equivaut a Vy^pE3z(Ξ
pEVt<EpE(t(Ξz<ϊ>(t<ByΛF(wty •••)). II decoule du fait que F est α-externe que
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F(t) est, pour tout t^wE, un p-enonce sur WE. D'autre part, y^pE implique
ydpE, on peut done appliquer le iii) du thάoreme d'existence d'extensions
ajustόes successives. On obtient qu'il existe un ensemble z (contenu dans 3;)
tel que Vt^pE(t<^z*=>(t^yΛF(wty •••)), comme d'autre part (zdy et y^pE)
implique z^pE, la preuve est terminee.
La preuve de la consistance relative de RIST se termine ainsi: (d'une
maniere analogue a celle de la consistance de 1ST dans [12])
On sait que AQ admet une demonstration dans RIST a partir des axiomes
de Σ Cette preuve, interprάtέe dans JMy donne une preuve dans ZFC de Γin-
terprόtation (A^)
w
 de A
o
 or, on a (A0)w = (A0)WR(β). La propriete de transfert im-
plique que (A0)wm)^A0Riβ)) comme β est choisi tel que ^4/(β)<=>i?(/3), on obtient
une demonstration de A
o
 dans ZFC. Ceci achέve la preuve du meΐathόoreme. •
6. Remarques Finales
a) On aura remarquό au cours de la preuve du thόoreme d'existence de
suites d'extensions ajustees, que la technique qui consistait a remplacer un έn-
oncόs P sur P+1X par un άnonces P' sur PX, etait utilisόe de maniere recurrente.
P' etait Γόnonce obtenu en revenant a la definition de P+1X, **en s'exprimant
modulo PU". On voit bien que, de proche en proche, tout enonces sur PX
peut s'exprimer modulo U. On peut dάduire egalement cela d'un rόsultat
gόnάral de L. Haddad publiέ dans [4].
Dans ce travail, Γauteur όtabli ceci: Soient I,J>E des ensembles, U un
ultrafiltre sur /, V un ultrafiltre sur / et W=U®V Γultrafiltre sur IxJ όgal au
produit ordinal de U par V. Si on pose * ( Z / ) = [ ^ / ) ] / / ^ * * ^ = * ( ^ 7 W alors,
on peut idendifier * * Z a (XIXJ)/W.
b) Dans un travail antέrieur au nόtre, et publiό dans [3], E.I. Gordon a mon-
trά qu'il όtait possible d'ordonner partiellement les ensembles au moyen d'un
prόdicat binaire, notά st dόfini dans I.S.T. (a la place de notre predicat non
dόfini S3i) de telle maniere que, si y st x si y est ίini alors, pour tout t^y,
on a t st x. Sa definition est la suivante: Deux ensembles x et y έtant donnέs,
x est dit standard relativement a y et on έcrit x st y si il existe une fonction φ
telle que:
i) φ est standard et, pour tout t, <p(t) est un ensemble fini,
ii) y est dans le domaine de <p,
iii) xtΞφ(y).
La definition dans 1ST ci-dessus peut etre considόrάe comme une definition
dans RIST; il suffit de donner au mot "standard" dans le i) la definition que
nous lui avons donne au debut de cet article (^-standard pour tout x). On voit
alors que, pour tous ensembles x et y, x st y implique xSSiy. En effet soient
x, y et φ verifiant i) ii) et iii); φ standard implique que φ est ^-standard done,
d'apres (T)φ(y) est j-standard; comme <p(y) est fini, cela implique que tout
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όlάment de <p(y) est jy-standard done: xSSly. La rόciproque est fausse. Pour
ne pas avoir des contre-exemples trop particuliers, exigeons que x et y soient
tous deux έlόments de [0, 1]. Ecrivons IMFIN(<p) pour dire que φ est une
fonction telle que, pour tout y <p(y) est un ensemble fini. Pour tout y non
standard fixέ dans [0, 1] on a: V s t f i n Φ 3* (Ξ[0, 1] V ^ G Φ (lMFIN(φ)=^
(pour chaque Φ fini et standard, on prend #e[0, 1]\ U ?eΦt.q.iMFiN(*>) <p{y))-
(T) ce dernier άnoncό άquivaut a: Vst f i n φ 3>*e[0, 1] V ^ e Φ ( I M F I N (<?)==>
x$Ξφ(y)). II sufit d'appliquer (I) pour obtenir:
3'*e[0,1] VsV (IMFIN (φ)*>x$φ(y)).
On a done prouvό Γexistence de deux όlάments x et y de [0, 1] tels que xSSίy
et —i(#sty). Le prάdicat binaire st de Gordon perment, comme notre prόdicat
S31, d'introduire des infinitόsimaux de diffόrents ordres et d'obtenir, parmi
d'autre choses, une caractόrisation externe de la limite double faisant intervenir
deux niveaux d'infinitέsimalitό. L'inconvόnient d'une telle definition, dans
1ST, du prόdicat de standardicitά relative, est qu'elle interdit, comme Γa signals
Γauteur, d'άnoncer un principe relatif de standardisation satisfaisant. Pour le
dόmontrer, E.I. Gordon etablit dans [3] 4, Thόorέme 5, Γexistence d'un entier
Net d'un x^[0, 1] tels que x n'est infiniment voisin d'ordre N d'aucun όlάment
iV-standard de [0, 1],
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