Abstract. We define reduced Gröbner bases in polynomial rings over a polynomial ring and introduce an algorithm for computing them. There exist some algorithms for computing Gröbner bases in polynomial rings over a polynomial ring. However, we cannot obtain the reduced Gröbner bases by these algorithms. In this paper we propose a new notion of reduced Gröbner bases in polynomial rings over a polynomial ring and we show that every ideal has a unique reduced gröbner basis.
Introduction
Many researchers have studied Gröbner bases in several domains (polynomial rings over a Euclidean domain [KRK88] , over the integers [NG94] , over commutative regular rings [Wei87] , over Noetherian rings [AL94] etc . . . ). In this paper we introduce reduced Gröbner bases in polynomial rings over a polynomial and give an algorithm for computing them. In [IP98] and [AL94], they described the special computation method of Gröbner bases in polynomial rings over a polynomial ring. ( Insa and Pauer described how to compute Gröbner bases in rings of differential operators with coefficients in a polynomial ring. They worked in non-commutative rings, however we can easily apply this method to the commutative case for computing Gröbner bases in polynomial rings over a polynomial ring. This method is the same as [AL94] .) This is one of the methods for computing Gröbner bases in polynomial rings over a polynomial ring.
Let K be a field andĀ,X variables withĀ ∩X = ∅. It is known that by computing Gröbner bases in polynomial rings over a field with respect to a block order withX Ā , we can obtain Gröbner bases in K[Ā][X] (polynomial rings over a polynomial ring). However, we are not able to obtain reduced (or minimal) Gröbner bases by these methods.
For example, let a, b, x, y be variables and f 1 = (a − 1)x + by 2 , f 2 = ay + b in Q[a, b][x, y]. If we use the method of computing Gröbner bases with respect to a block order x lex y a lex b where lex is the lexicographic order, to compute a Gröbner basis in Q[a, b][x, y], then we obtain the following reduced Gröbner basis for f 1 , f 2 with respect to the block order g 1 = ay + b, g 2 = (a − 1)x + by 2 , g 3 = −xy − bx + by 3 .
We know that {g 1 , g 2 , g 3 } is a Gröbner basis for f 1 , f 2 with respect to x lex y in Q[a, b][x, y] (see Lemma 4.3). However there exists a smaller Gröbner basis, because we have lm(g 3 ) = −xy ∈ lm(g 1 ), lm(g 2 ) = ay, (a − 1)x . (When the coefficient domain is a polynomial ring, we often see this phenomenon.) That is, g 3 can be written as g 3 = −xg 1 + yg 2 . Thus, we do not need g 3 for a Gröbner basis {g 1 , g 2 , g 3 }. However by this method we cannot delete g 3 . This is a problem of the method of computing Gröbner bases with respect to a block orderX Ā in K[Ā,X]. The first method for computing Gröbner bases has problems too, we will see the problems in section 5. In this paper, we describe the problems and give the answers. Moreover, we propose a new notion of reduced Gröbner bases and we show that every ideal has a unique reduced Gröbner basis.
Our plan is the following: first we introduce two methods of computing Gröbner bases in K [Ā] [X] in section 3 and 4. In section 5, we explain the problems, and in section 6 we define reduced Gröbner bases and construct algorithms for computing reduced Gröbner bases in K[Ā] [X] . In section 7, we see some examples. Finally, in section 8 we conclude this paper.
Notations for K[Ā,X] and K[Ā][X]
Let K be a field andĀ := {A 1 , . . . , A m } andX := {X 1 , . . . , X n } finite sets of variables such thatĀ∩X = ∅. pp(X), pp(Ā) and pp(Ā,X) denote the sets of power products ofX,Ā andĀ ∪X, respectively. Q and N define as the field of rational numbers and the set of natural numbers, respectively. Note that in this paper, the set of natural number N includes zero 0. In this paper, we define K • The support of f (written : supp(f ) (or suppĀ(f ))) is the set of power products of f that appear with a non-zero coefficient.
• The biggest power product of supp(f ) (or suppĀ(f )) with respect to is denoted by lpp(f ) (or lppĀ(f )) and is called the leading power product of g with respect to .
• The coefficient corresponding to lpp(f ) (or lppĀ(f )) is called the leading coefficient of f with respect to which is defined by lc(f ) (or lcĀ(f )).
• The product lc(f ) lpp(f ) is called the leading monomial of f with respect to which is defined by lm(f ) (or lmĀ(f )).
• The least common multiple of lpp(f ) and lpp(g) (or lppĀ(f ) and lppĀ(g)) is defined by lcm(lpp(f ), lpp(g)) (or lcm(lppĀ(f ), lppĀ(g)).
• The set of monomials of f is denoted by Mono(f ) (or MonoĀ(f )).
∈ pp(X), then degX (f ) := (β 1 , . . . , β n ) ∈ N n . Note that the subscripts are {Ā,X} andX. Definition 2.1 (block orders). Let 1 and 2 be admissible orders on pp(Ā) and pp(X), respectively, and t 1 , s 1 ∈ pp(Ā), t 2 , s 2 ∈ pp(X), t 1 t 2 X ,Ā s 1 s 2 ⇐⇒ t 2 2 s 2 or (t 2 = s 2 , and t 1 1 s 1 ). This type of order X ,Ā is called a block order on pp(Ā,X). This order is written as X ,Ā := ( 2 , 1 ).
Example 2.2. Let a, b, x, y be variables and f = 2ax 2 y + bx 2 y + 3x + by + 1, g = abx 2 + 2xy + by + 2 be polynomials. If we consider polynomials f and g as members of Q[a, b, x, y] with a block order {x,y},{a,b} := (x lex y, a lex b) where lex is the lexicographic order, then supp(f ) = ax 2 y, bx
The first computation method
In this section we introduce the special S-polynomial and the special reduction which are from [IP98, AL94], and we give a computation method of Gröbner bases
• g = f ∈F h f f + r ( r is a remainder of g after division by F ),
The polynomials r, h f (f ∈ F ) can be computed as follows: First set: r := g and h f = 0 (f ∈ F ). While r = 0 and lcĀ(r) ∈ lcĀ(f )| lppĀ(f ) divides lppĀ(r) do the following:
where
We can consider this division algorithm as "extended Gröbner bases algorithm [BW93] " (or transformation of Gröbner bases). We can simplify this Proposition to the following definition. 
In this paper, we define this reduction as Reduce1 (written: r1 −→). Actually, reducing g by F and reducing g by F is the same. In this case, we can write the reduction g r1 −→ F instead of g r1 −→ F . In the Algorithm 1 Insa-Pauer, we will write g r1 −→ F as Reduce1(g, F ).
the lexicographic order such that x y and g = (b + 1)xy (We can consider S E as a set of syzygies for lcĀ(E).) Then for s = (c e ) e∈E ∈ S E ,
is called S-polynomial with respect to s ,where
In this paper, we call this special S-polynomial " Spoly1". 
The definition of Gröbner bases in
is the following. Remark: This definition is equivalent to the following. We are able to understand the definition as follows: 
is not a Gröbner basis for I. Actually, a Gröbner basis for I is {f 1 , f 2 , by 2 }.
There are a lot of applications of Gröbner bases in K[Ā][X] which are wellknown in polynomial rings over a field. For instance, if G is a Gröbner basis for an ideal
I in K[Ā][X], then ∀g ∈ I, g r1 −→ G 0.
In this paper, we do not describe the detail of properties of Gröbner bases in K[Ā][X] (see [IP98] Proposition 3 and [AL94]). The following algorithm is for computing Gröbner bases in
Take any element E from B; B ← B\{E} S E ← Compute a basis of a module of syzygies for lcĀ(E) 
The second computation method (Approach via block orders)
In this section, we introduce another computation method of Gröbner bases in 
In this paper, we define this S-polynomial as " Spoly2 ".
, where bαβ need not be the leading monomial of g. In this paper we call this reduction " Reduce2 ". A reduction write the set as G again. Then, G is also a Gröbner basis for F with respect to
, we prove that lmĀ(h) is generated by {lmĀ(g)|g ∈ G}. Since h can be seen as an element of K[Ā,X] and G is a Gröbner basis for 
Since we do not need the special S-polynomial Spoly1 and the special reduction Reduce1 in this algorithm, this algorithm is much more efficient than the algorithm Insa-Pauer.
Problems

The first method
In this subsection, we consider a problem of the approach of the first method by the following example.
. However, we have f 3 = a · f 1 − f 2 = ax − 1. The polynomial f 3 is an element of f 1 , f 2 , and f 3 divides f 1 and f 2 . This means f 3 = f 1 , f 2 . That is, {f 3 } is a Gröbner basis for f 1 , f 2 , too. {f 3 } is simpler than {f 1 , f 2 }. However, {ax−1} cannot be computed by the method of Insa-Pauer.
The second method (Approach via block orders)
In this subsection, we give a problem of the approach of the second method by the following example. 
Since G is the reduced Gröbner basis of F , g ∈ G cannot be reduced by G\{g} with respect to the block order in Q[a, b, x, y, z]. However, look at g 5 . Then, we have lmĀ(
with respect to 1 .
As we said earlier, the approaches of the first and second method cannot always compute reduced Gröbner bases in −→ {ax−1} 0, {ax − 1} is a weak reduced Gröbner basis for f 1 , f 2 . In Example 5.2, we obtained a Gröbner basis G = {g 1 , g 2 , g 3 , g 4 , g 5 } by the algorithm GröbnerBasis-Block . Let's apply Reduce1 to G. Then, since lpp {a,b} (g 1 )| lpp {a,b} (g 5 ), lpp {a,b} (g 4 )| lpp {a,b} (g 5 ) and lc {a,b} (g 5 ) = − lc {a,b} (g 1 )+lc {a,b} (g 4 ) = −(a+b+1)+a = −b−1, we have g 5 r1 −→ {g1,g2} 0. Thus, g 5 is a redundant polynomial which is found by Reduce2. By Definition 6.1, a weak reduced Gröbner basis for G is {g 1 , g 2 , g 3 , g 4 } with respect to the lexicographic order with x y z.
By the observation above, we need Reduce1, Reduce2, Spoly1 and Spoly2 for computing weak reduced Gröbner bases in K[Ā][X]. We can easily construct an algorithm for computing weak reduced Gröbner bases. Now we know that by the algorithms FirstGB or GröbnerBasis-Block, we can compute a Gröbner basis
. The Gröbner basis G 1 is not always a weak reduced Gröbner basis, hence we need Reduce1 and Reduce2 to reduce G 1 to a weak Gröbner basis. Actually, we need two reduction systems Reduce1, Reduce2 and one of two S-polynomial systems Spoly1 and Spoly2. We introduce an algorithm which returns a weak reduced Gröbner basis. In the first step of this algorithm, we apply FitstGB or GröbnerBasis-Block. [X] is a Noetherian ring too. Thus, the termination of FirstGB is guaranteed because we have a finite ascending chain condition of properly contained ideals over a Noetherian ring.) In the first step of Algorithm 3 WRGB, if we apply GröbnerBasis-Block for computing a Gröbner basis for F , obviously GröbnerBasis-Block terminates. (see [Buc65] ). Let G be a finite set of polynomials in K[Ā][X]. In the while-loop step, if there exists an element p of Mono(g) or MonoĀ(g) which can be reduced to p 1 by some polynomials of G\{g} in Reduce1 or Reduce2, then we always have lm(p) X ,Ā lm(p 1 ) (lm(p 1 ) is smaller or equal than lm(p) with respect to the monomial order X ,Ā ). That is, the result of applying Reduce1 or Reduce2 to any monomial m ∈ Mono(g) ∪ MonoĀ(g) has a leading monomial which cannot be greater than m with respect to X ,Ā . Therefore, iterated application of Reduce1 and Reduce2 to G will eventually terminate. This algorithm terminates and the outputs satisfy the properties of Definition 6.1. In the Algorithm 3 WRGB, if we apply the algorithm FirstGB for computing a Gröbner basis, then we need syzygy computations Spoly1 and "extended Gröbner bases algorithm [BW93] Reduce1 (transformation of Gröbner bases)". In general, syzygy computations and "extended Gröbner bases algorithm [BW93] " are expensive. However, in Algorithm 3 WRGB, if we apply the algorithm GröbnerBasis-Block, then we do not need any syzygy computation. Actually, the algorithm GröbnerBasis-Block is a normal Gröbner bases computation in polynomial rings over a field with respect to a block order. At present, we have very powerful programs for computing Gröbner basis in K[Ā,X] in computer algebra systems Actually, F satisfies the property 1,2 of Definition 6.1. However, we can say F = ac + 1, −b + c . The set {ac + 1, −b + c} is a weak reduced Gröbner basis for F , too. Therefore, a weak reduced Gröbner basis is not uniquely determined.
We give one more example facilitate the understanding of the next definition.
. We have the lexicographic order such that a b c d. In fact, F is a weak Gröbner basis for F . For e ∈ lpp {a,b,c,d} (F ), let F e = {f | lpp {a,b,c,d} (f ) = e}. We have lpp {a,b,c,d} (F ) = {x, x 2 }, so F x = {(−cd − bc + bd 3 )x} and
Let's consider all coefficients of F x and F x 2 . Since lc {a,b,c,d} (F x ) = {−cd−bc+bd 3 } has only one element, {−cd−bc+bd 3 } is the reduced Gröbner basis for an ideal generated by itself. Next we consider lc {a,b,c,d} (F x 2 ) = {ac + b, ac − c + bd 2 }. Actually, {ac+b, ac−c+bd 2 } is NOT the reduced Gröbner basis for the ideal generated by itself {ac + b, ac − c + bd 2 } with respect to in Q[a, b, c, d ]. However, since (the main variable) x divides x 2 , by definition of Reduce1, lc {a,b,c,d} (F x 2 ) is constrained by lc {a,b,c,d} (F x ) . Therefore, we have to consider lc {a,b,c,d}
We did not take care of conditions of all coefficients in K[Ā] and thus a weak reduced Gröbner basis was not uniquely determined. Since the coefficient domain is a polynomial ring, we need some conditions to obtain a unique reduced Gröbner basis. Now we define more strict reduced Gröbner bases than weak reduced Gröbner bases. We call this reduced Gröbner basis "strong reduced Gröbner basis". Definition 6.8 (Strong reduced Gröbner bases). Let X ,Ā := ( 1 , 2 ) be a block order and I an ideal in K[Ā] [X] . For e ∈ lppĀ(G), let G e = {f | lppĀ(f ) = e}. Then, a strong reduced Gröbner basis G for I with respect to 1 , 2 and X ,Ā is a Gröbner basis for
with respect to 1 ,
In order to consider the strong reduced Gröbner basis, let's see Example 5.1. In the example, we obtained a Gröbner basis G = {f 1 = a 2 x − a, f 2 = (a 3 − a)x − a 2 + 1} by FirstGB. G does not satisfy the property 3 of Definition 6.8. Since the set of all power products is lppĀ(G) = {x}, we have G x := {f 1 , f 2 } and lcĀ(G x ) := {a 2 , a 3 − a}. Since the reduced Gröbner basis for lcĀ(G x ) is {a} in K[Ā], G is not a strong reduced Gröbner basis. However, we can construct the strong reduced Gröbner basis. Since a = lcĀ(G x ) , a can be written as a = c 1 lcĀ(f 1 ) + c 2 lcĀ(f 2 ), where c 1 , c 2 ∈ Q[a]. In this case, c 1 = a, c 2 = −1. Now we can compute a new polynomial g such that g = G , lmĀ(g) = lmĀ(G) and {lcĀ(g)} is the reduced Gröbner basis for lcĀ(G x ). g = c 1 f 1 +c 2 f 2 = af 1 −f 2 = ax − 1. Therefore, {g} is a strong reduced Gröbner basis.
We introduce an algorithm which returns a strong reduced Gröbner basis. 
. This meaning is the following.
Theorem 6.9. The algorithm SRGB terminates. The output forms a strong reduced Gröbner basis for F .
Proof. We know that how to compute a weak reduced Gröbner basis G, and this step terminates. Since we have a Gröbner basis G, we have to check lcĀ(G p ) where p ∈ lppĀ(G). If lcĀ(G p ) is not a reduced Gröbner basis with respect to 2 in K[Ā]/ J p , then, we have to compute the following; Q ← Compute Q such that Q = G p , lmĀ(Q) = lmĀ(G p ) and lcĀ(Q) is the reduced Gröbner basis for lcĀ(G p ) with respect to 2 in K[Ā]/ J p .
As we said in Remark 6.7, it is possible to compute Q. This step clearly terminates. Since B is a finite set, the first while-loop terminates. Therefore, this algorithm terminates. In the if-part of the algorithm, if lcĀ(G p ) is not the reduced Gröbner basis with respect to 2 in K[Ā]/ J p , then the algorithm computes Q. Next the algorithm computes Q ↓ L . In fact, by reduce1, reduce2 and the weak reduced Gröbner basis, we have lmĀ(Q) = lmĀ(Q ↓ L ). That is, in this step, the algorithm does not reduce any leading monomials of Q for the properties 1,2 of Definition 6.8. By the same reasons, if lcĀ(G p ) is the reduced Gröbner basis with respect to (Proof of Claim 1) Assume that G 1 and G 2 are strong reduced Gröbner bases for
. . = lppĀ(g k ) is the lowest leading power product of G 1 with respect to 1 for 1 ≤ k ≤ s, and lppĀ(h 1 ) = . . . = lppĀ(h l ) is the lowest leading power product of If lppĀ(g 1 ) 1 lppĀ(h 1 ) (lppĀ(g 1 ) is bigger than lppĀ(h 1 )) , h 1 can not be in G 1 , because there is no element such that lppĀ(g i )| lppĀ(h 1 ) where g i ∈ G 1 . However, by G 1 = G 2 , we have h 1 ∈ G 1 . Hence, lppĀ(h 1 ) lppĀ(g 1 ) (by the order 1 ). By the same reason, we have also lppĀ(g 1 ) lppĀ(h 1 ) (by the order 1 ). Therefore, lppĀ(h 1 ) = lppĀ(g 1 ). We have two sets {lmĀ(g 1 ), . . . , lmĀ(g k )} = {lcĀ(g 1 ) lppĀ(g 1 ), . . . , lcĀ(g k ) lppĀ(g 1 )}, {lmĀ(h 1 ), . . . , lmĀ(h l )} = {lcĀ(h 1 ) lppĀ(g 1 ), . . . , lcĀ(h l ) lppĀ(g 1 )}.
Since G 1 , G 2 are strong reduced Gröbner bases for I with respect to 1 , 2 and
, {lcĀ(g 1 ), . . . , lcĀ(g k )} is the reduced Gröbner basis for an ideal generated by itself in K[Ā], and {lcĀ(h 1 ), . . . , lcĀ(h l )} is also the reduced Gröbner basis for an ideal generated by itself in K[Ā]. By the property of Gröbner bases G 1 , G 2 and lppĀ(h 1 ) = lppĀ(g 1 ), we have the following relations
Hence we can say lcĀ(g 1 ), . . . , lcĀ(g k ) = lcĀ(h 1 ), . . . , lcĀ(h l ) . Since the two sets {lcĀ(g 1 ), . . . , lcĀ(g k )} and {lcĀ(h 1 ), . . . , lcĀ(h p )} are the reduced Gröbner bases with respect
Next we consider two sets
. . = lppĀ(g k1 ) is the lowest leading power product of G 11 with respect to 1 for 2 ≤ k 1 ≤ s. That is, g k+1 , . . . , g k1 ∈ G 11 ⊆ G 1 . Since G 1 is a strong reduced Gröbner basis, lmĀ(g k+1 ), . . . , lmĀ(g k1 ) can not be reduced by lmĀ(g 1 ), . . . , lmĀ(g k ). W.l.o.g., lppĀ(h l+1 ) = . . . = lppĀ(h l1 ) is the lowest leading power product of G 21 with respect to 1 for 2 ≤ l 1 ≤ p. That is, h l+1 , . . . , h l1 ∈ G 21 ⊆ G 2 . By the same reason above, we have lppĀ(g k+1 ) = lppĀ(h l+1 ) and lcĀ(g k+1 ), . . . , lcĀ(g k1 ) = lcĀ(h l+1 ), . . . , lcĀ(h l1 ) . We know that lppĀ(g 1 ) is the lowest leading power product of G 1 and G 2 . If lppĀ(g 1 ) does not divide lppĀ(g k+1 ), then by the same reason above,
If lppĀ(g 1 ) divide lppĀ(g k+1 ), then the reduced Gröbner basis for lcĀ(g k+1 ), . . . , lcĀ(g k1 ) is unique in K[Ā]/J. Since G 1 and G 2 are strong reduced Gröbner bases, we have {lmĀ(g k+1 ), . . . , lmĀ(g k1 )} = {lmĀ(h l+1 ), . . . , lmĀ(h l1 )}.
By the Hilbert basis theorem, G 1 and G 2 have finite many elements. Therefore, repeat the same procedure, then we have lmĀ(G 1 ) = lmĀ(G 2 ).
Suppose that G 1 and G 2 are strong reduced Gröbner bases for I. Then, by the claim 1, we have lmĀ(G 1 ) = lmĀ(G 2 ). Thus, given g 1 ∈ G 1 , there is g 2 ∈ G 2 such that lmĀ(g 1 ) = lmĀ(g 2 ). If we can show that g 1 = g 2 , it will follow that G 1 = G 2 , and uniqueness will be proved.
To show g 1 = g 2 , consider g 1 − g 2 . This is in I, and since G 1 is a Gröbner basis, it follows that g 1 − g 2
−→ G1 0 (by Reduce1 and Reduce2). However, we also know lmĀ(g 1 ) = lmĀ(g 2 ). Hence, these monomials cancel in g 1 −g 2 , and the remaining monomials are divisible by none of lmĀ(G 1 ) = lmĀ(G 2 ) since G 1 and G 2 are reduced. This shows that g 1 − g 2 r1 −→ G1 • r2 −→ G1 • · · · • r1 −→ G1 g 1 − g 2 , and then g 1 − g 2 = 0 follows. This completes the proof.
Computation Examples
The algorithms WRGB (with GröbnerBasis-Block) have been implemented for the case K = Q in the computer algebra system Risa/Asir by the author. In this section, we give three easy examples of reduced Gröbner bases . Second, we need to check whether there exists a polynomial p ∈ G which can be reduced by G\{p} or not. We have lpp {a} (g 1 )| lpp {a} (g 3 ), lpp {a} (g 2 )| lpp {a} (g 3 ) and lc {a} (g 3 ) = lc {a} (g 1 ) − lc {a} (g 2 ) = −a + (a − 1) = −1, therefore g 3 can be reduced as follows
−→ {g1,g2} g 3 − (−xg 1 + yg 2 ) = ax − x + y 2 = g 2 .
The set {g 1 , g 2 } is a weak reduced Gröbner basis for f 1 , f 2 in Q[a][x, y]. Actually, {g 1 , g 2 } is the strong reduced Gröbner basis, too.
In the following example, we compare three algorithms GröbnerBasis-Block, FirstGB and WRGB. We used a PC with [CPU: Pentium M 1.73 GHZ, OS: Windows XP]. 1. By FirstGB, we have the following Gröbner basis
