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Résumé
L’étude de nombreux processus biologiques et nanotechnologiques requièrent une bonne compré-
hension du repliement et de la dénaturation des acides nucléiques. Les travaux décrits dans cette
thèse portent principalement sur le développement et l’utilisation de modèles thermodynamiques de
ces mécanismes.
Nous avons tout d’abord mis en place un formalisme unifié du modèle de Poland-Scheraga qui per-
met de décrire la dénaturation thermique de l’ADN quelque soit la taille des molécules considérées, leur
concentration et leur environnement ionique. Nous utilisons ce modèle pour décrire quelques aspects
génériques de la dénaturation. En particulier, nous montrons que le comportement des observables
est particulièrement sensible à l’incertitude sur les paramètres du modèle pour les longs oligomères.
Nous considérons ensuite le modèle de Zimm-Bragg qui est une approximation du modèle précédent.
Cela nous permet de procéder à une analyse statistique systématique des corrélations entre domaines
thermodynamiquement stables et gènes dans les génomes.
Nous avons ensuite développé un modèle sur réseau du repliement de l’ARN paramétré à l’aide d’une
version réduite et unifiée du modèle de Turner. L’étude du modèle sur réseau, grâce à la mise en place
de plusieurs techniques avancées de Monte-Carlo, montre qu’il décrit quantitativement le repliement
de structures complexes. Nous évaluons aussi l’importance des interactions stériques. En particulier,
nous estimons des corrections de champ moyen utilisables dans les programmes standard traitant la
structure secondaire. Enfin, nous exploitons l’aspect tridimensionnelle du modèle, pour étudier l’effet
d’un confinement géométrique.
Abstract
A quantitative understanding of the folding and opening of nucleic acids is relevant for many
biological and nanotechnological processes. The main goal of my PhD thesis is to understand these
mechanisms by using and developping thermodynamics-based models.
In a first part, we develop a unified Poland-Scheraga model of DNA thermal denaturation. Our
description covers the entire crossover from oligo- to polynucleotide melting behavior and is applicable
in the full experimental range of DNA strand and salt concentrations. We use our model to discuss ge-
neric aspects of DNA melting. In particular, we emphasize that the observable features are particularly
sensitive to the remaining parameterization uncertainty for long oligomers. Then, we reconsider the
Zimm-Bragg model, an approximation of the previous model. This allows us to perform a statistical
and systematic genome wide comparison between biologically coding domains and thermodynamically
stable regions.
In a second part, we investigate the RNA folding by developping a lattice model parameterized
with a unified and reduced version of the Turner model. The use of advanced Monte-Carlo techniques
allows us to show that the lattice model quantitatively describe the folding of complex structures. We
also evaluate the impact of steric interactions. In particular, we estimate mean-field corrections that
can be used in standard programs working at the secondary structure level. Finally, the tridimensional
definition of the model is exploited to study the effect of a geometrical confinement.
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1Introduction générale
L’étude des acides nucléiques mobilise une importante partie de la communauté scientifique afin de
comprendre leurs rôles prépondérants dans le fonctionnement des organismes vivants et de développer
de nouvelles applications nanotechnologiques. L’intérêt pour ces molécules n’a eu de cesse de s’inten-
sifier depuis la résolution de la structure du plus connu des acides nucléiques, l’ADN, par Watson et
Crick en 1953 [1]. La découverte continuelle de nouveaux mécanismes biologiques où les acides nu-
cléiques interviennent fait que leurs champs d’études se renouvellent constamment. Surtout depuis une
quinzaine d’années où l’apparition de nouvelles techniques expérimentales facilitant l’investigation et
le séquençage des acides nucléiques a permis de collecter un nombre gigantesque de données. Le besoin
de trouver des modèles quantitatifs qui décrivent, expliquent ou prédisent ces données fait de l’étude
des acides nucléiques un terrain de jeu fantastique pour théoriciens et expérimentateurs de tous bords
(biologie, physique, chimie, mathématique, informatique, ingénierie, etc.).
Composition et structure des acides nucléiques
Les acides nucléiques sont des biomolécules abondamment présentes dans les organismes vivants.
Il en existe deux types : l’acide désoxyribonucléique ou ADN et l’acide ribonucléique ou ARN. Chaque
brin d’acide nucléique est une chaîne polymérique dont l’unité de base est le nucléotide constitué d’un
phosphate et d’un sucre (désoxyribose pour l’ADN et ribose pour l’ARN) auquel est attachée une base
azotée (voir figure 1). Les nucléotides sont reliés entre eux par des liaisons phosphodiester entre un
phosphate et un sucre formant ainsi le squelette du brin. Ces liaisons sont orientées chimiquement :
le phosphate se lie au carbone 3 du sucre d’un nucléotide et au carbone 5 du sucre suivant, imposant
ainsi une orientation intrinsèque dite 5′−3′ aux brins d’acides nucléiques. Il existe 5 principales bases :
l’adénine (A), la guanine (G), la thymine (T ), la cytosine (C) et l’uracile (U), que l’on peut classer
en deux catégories : les purines (A et G) et les pyrimidines (T , C et U). L’ADN est constitué par les
nucléotides A, G, T et C alors que dans l’ARN, la thymine est remplacée par l’uracile. Les purines
peuvent créer des liaisons hydrogènes avec des pyrimidines complémentaires formant ainsi une paire
de bases, on dit alors que les deux bases sont appariées (voir figure 1). On distingue principalement 4
paires canoniques : les 3 paires usuelles de Watson-Crick A− T (2 liaisons hydrogènes), G− C (3) et
A− U (2) qui sont stables uniquement si les deux nucléotides sont orientés de manière anti-parallèle ;
et la paire dite bencale G − U (2) également anti-parallèle. Les nuages électroniques des anneaux
aromatiques des bases azotées adjacentes peuvent également interagir entre eux formant des liaisons
de Van der Waals dites interactions d’empilement.
Les paires de bases consécutives, empilées les unes sur les autres, constituent alors une structure
en double-hélice stable. Le segment de paires de bases (2 paires adjacentes) est la brique élémentaire
de cette structure. L’ADN adopte typiquement une forme de type B (voir figure 2) : le plan des paires
est quasiment perpendiculaire à l’axe de l’hélice, on compte 10 paires par tour d’hélice (pas de 3.4 nm)
et le diamètre de l’hélice est d’environ 20 Å. Les deux espaces entre les brins de la double-hélice sont
appelés sillon mineur et sillon majeur à cause de la différence de largeur entre les deux. La double-hélice
d’ARN est quant à elle de type A (voir figure 2) : le plan des paires de bases forme un angle de 75
degrés avec l’axe de l’hélice qui ne passe plus par le centre des paires mais à l’intérieur du sillon majeur.
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Figure 1 – Composition d’un nucléotide et interactions entre bases azotées [2].
Figure 2 – Structure de la double-hélice de type A de l’ARN et de type B de l’ADN [2].
3Cela induit une augmentation du diamètre de l’hélice (26 Å), avec 11 paires par tour d’hélice (pas de
2.8 nm).
Rôles biologiques et applications nanotechnologiques des acides nu-
cléiques
In vivo, l’ADN se présente majoritairement sous la forme d’un complexe en double-hélice contenant
deux brins d’ADN alors que l’ARN est principalement rencontré sous la forme d’un simple brin replié
sur lui-même. De plus, les brins d’ARN sont en général beaucoup plus court (∼ 10− 103 nucléotides)
que ceux d’ADN (∼ 106 − 108 nts). Les deux jouent un rôle fondamental dans le fonctionnement des
cellules.
La plupart de l’ADN cellulaire se trouve sous la forme de chromosomes composés de millions
de paires de bases. Leurs séquences codent l’information génétique propre à chaque organisme. La
simplicité de sa composition et la stabilité de sa structure en double-hélice fait de l’ADN un support
robuste idéal pour la transmission de cette information : la transcription de la séquence est la première
étape de la chaîne de production des protéines, et sa réplication est essentielle pour la conservation du
patrimoine génétique lors de la division cellulaire [3].
Les rôles de l’ARN sont plus diversifiés [4]. Il intervient dans la production des protéines par
l’intermédiaire de l’ARN messager issu de la transcription qui est traduit au niveau des ribosomes en
protéines par l’ARN de transfert. Les molécules d’ARN ont aussi une activité enzymatique importante
dans la cellule où elles facilitent la catalyse de certaines réactions. On peut citer également les micros
ARN [5] qui empêchent la traduction de certains ARN messagers et régulent ainsi la production des
protéines correspondantes.
Des éléments laissent penser que, d’un point de vue évolutif, l’apparition de l’ARN précéderait
celle de l’ADN comme support de l’information génétique. Cette hypothèse expliquerait la plus grande
variété des fonctions de l’ARN. L’ADN aurait supplanté par la suite l’ARN pour le stockage à long
terme du fait sa plus grande stabilité.
Récemment, l’engouement pour les nanotechnologies ne cesse de s’intensifier et le monde des acides
nucléiques n’est pas épargné, en particulier pour l’ADN. La complémentarité élémentaire requise pour
lier deux bases et la solidité des paires de Watson-Crick (−2/−3kBT ) et de la structure en double-hélice
en font un matériau robuste simple à manipuler et à contrôler.
On peut citer en particulier le travail fondateur de Seeman [9], de Rothemund [7] ou de Winfree [10]
sur l’auto-assemblage de brins d’ADN. Grâce à un design précis des séquences, ils arrivent à construire
des formes arbitraires (voir figures 3 A et B) comme par exemple des réseaux 2D ou 3D d’ADN qui
permettraient de cristalliser plus facilement des protéines.
Une autre application remarquable est la puce à ADN (voir figure 3 C) qui consiste en un ensemble
de molécules simple-brins d’ADN dont on contrôle la séquence et que l’on place sur une petite surface.
La puce contient ainsi des milliers de sondes capables de détecter leur ADN complémentaire permettant
d’accomplir plusieurs tests en parallèle. Cette technique est couramment utilisée en médecine pour des
tests génétiques ou pour séquencer rapidement les génomes [11]. Elle est également prometteuse dans
l’optique de créer des ordinateurs moléculaires à faible consommation [8] (voir figure 3 D).
Il existe bien d’autres applications notables comme par exemple l’assemblage guidé par ADN de
nanoparticules pour créer de nouveaux matériaux aux propriétés photoniques intéressantes [12, 13], ou
encore la réalisation de sondes moléculaires capables d’identifier précisément des mutations génétiques
[14].
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Figure 3 – (A) Réseaux 3D formés d’ADN [6]. (B) Différentes formes 2D d’origami d’ADN
[7]. (C) Principe de la détection de fragments d’ADN par des puces à ADN [2]. (D) Principe
de l’ordinateur moléculaire à ADN [8].
Étude de la dénaturation et du repliement des acides nucléiques
Une compréhension quantitative de l’appariement ou de l’ouverture des paires de bases dans les
structures en double-hélice ainsi que des principes régissant la formation et le repliement des molécules
d’acides nucléiques, est utile et nécessaire pour l’étude de beaucoup de processus biologiques fonda-
mentaux comme la transcription, la réplication ou l’action enzymatique ainsi que pour le contrôle de
la plupart des applications nanotechnologiques décrites ci-dessus.
L’étude des acides nucléiques se base généralement sur 4 niveaux structuraux.
1. La structure primaire spécifie la séquence des nucléotides constituant la molécule. Par convention,
elle est donnée en "lisant" la séquence du côté 5′ au côté 3′. Pour l’exemple de la figure 4 A, la
structure primaire est 5′ −GCGAUU...AAUUGCACCA− 3′.
2. La structure secondaire nous renseigne sur les paires de bases présentes dans la molécule. Elle peut
être décomposée en parties double-brins ou en double-hélice constituées de paires consécutives et
en parties simple-brins ou boucles (ou bulles) constituées de nucléotides non-appariés (voir figure
4 A).
3. La structure tertiaire représente la forme tridimensionnelle de la molécule (voir figure 4 A) et
comment les différentes parties de la structure secondaire interagissent entre elles, souvent par
l’intermédiaire d’interactions non-canoniques plus faibles.
4. La structure quaternaire caractérise les interactions et l’organisation entre biomolécules (voir
figure 4 B).
L’étude de l’ouverture (ou de la dénaturation) de la double-hélice d’ADN commence en 1952 (un an
avant la résolution de la structure de l’ADN par Watson et Crick) avec les travaux de Renée Thomas
[16] sur l’absorption UV de l’ADN qui ont permis de caractériser le phénomène de dénaturation : sou-
mis à des contraintes extérieures diverses (thermiques, mécaniques, ioniques), la double-hélice s’ouvre
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Figure 4 – (A) Exemple de la structure secondaire (gauche) et tertiaire (droite) native de
l’ARN de transfert phenylalanine de la levure [2]. (B) Structure quaternaire de la petite
sous-unité du ribosome de Thermus thermophilus composée de protéines (violet) et d’ARN
(rouge, jaune,vert et cyan) [15].
totalement ou partiellement (formant des bulles). Depuis, des caractérisations systématiques de ce
phénomène ont été menées tant au niveau expérimental qu’au niveau théorique [17].
L’étude du repliement (ou du déploiement) du simple brin d’ARN est plus récente. Dès 1965, Holley
et collaborateurs séquençaient la première molécule d’ARN [18], mais il fallut attendre près de 10 ans
pour déterminer par cristallographie la première structure d’un ARN de transfert [19]. La complexité
et la variété des structures repliées en font un champ d’investigation beaucoup plus vaste que celui de
la dénaturation de l’ADN. Là aussi, un effort considérable a été fourni pour comprendre théoriquement
et expérimentalement le repliement [20]. Il est communément admis que ce processus est hiérarchique :
la structure primaire se replie tout d’abord en une structure secondaire stable qui à son tour se replie
pour donner la structure tertiaire.
Cette hiérarchisation permet une étude du repliement mais aussi de la dénaturation à différents
niveaux.Théoriquement, les modèles physiques existants travaillent principalement aux niveaux secon-
daire et tertiaire, et, comme les énergies mises en jeu sont de l’ordre de celles fournies par l’agitation
thermique, ils intègrent l’aspect thermodynamique dans leur analyse. Expérimentalement, il existe plu-
sieurs méthodes utilisées pour étudier la dénaturation et le repliement des acides nucléiques. Parmi les
plus courantes, on trouve
– L’absorbance UV : on mesure l’absorbance dans l’UV d’une solution d’acides nucléiques en fonc-
tion d’un paramètre ajustable (la température, la concentration en sel, etc.) ; comme l’absorbance
d’une paire de bases diffère selon qu’elle est appariée ou non, on peut suivre ainsi l’évolution du
nombre total de bases appariées en fonction du paramètre d’étude, et estimer des propriétés
thermodynamiques comme l’énergie libre nécessaire à dénaturer ou à déplier complètement la
molécule [23]. Par exemple, dans le cas classique de la dénaturation thermique de l’ADN (ouver-
ture de la double-hélice quand on augmente la température), on observe une transition entre la
double-hélice et l’état dénaturé où les deux brins sont séparés (voir figure 5 A), typiquement ,
elle se situe à une température de dénaturation de l’ordre de 80o C.
– La microcalorimétrie : on mesure en fonction de la température la capacité calorifique d’une
6 Introduction générale
BA
Figure 5 – (A) Exemple de courbe expérimentale de dénaturation en fonction de la tem-
pérature obtenue par absorbance UV [21]. (B) Expérience de pinces optiques dans l’étude
du repliement d’une structure ARN complexe [22].
solution d’acides nucléiques en estimant la quantité de chaleur transmise à l’échantillon [24].
Cela permet également de suivre la transition de dénaturation et de mesurer des propriétés
thermodynamiques.
– Les pinces optiques : on manipule des molécules uniques à l’aide de billes diélectriques piégées
dans un faisceau laser. On peut alors exercer des contraintes mécaniques sur la molécule, la défor-
mer ou la contraindre à se dénaturer et remonter ainsi à certaines propriétés thermodynamiques
et cinétiques [25]. Par exemple, dans le cas du déploiement d’un ARN quand on augmente la
force de tension sur la molécule, on observe dans la courbe force-extension une série de plateaux,
signature de l’ouverture successive de domaines jusqu’à la dénaturation complète (voir figure 5
B).
Plan
Dans ma thèse, je me suis attelé à développer et utiliser des modèles de mécanique statistique au
niveau secondaire et tertiaire afin de mieux comprendre d’un point de vue physique ces deux phéno-
mènes, en gardant à l’esprit que nos modèles ont pour vocation à décrire ou à prédire les résultats
expérimentaux (et ne doivent pas être simplement des jouets de théoriciens) tout en restant suffisam-
ment généraux pour décrire une large gamme de séquences.
En particulier, j’expose dans ce rapport deux axes principaux sur lesquelles j’ai travaillé :
1. La dénaturation de l’ADN à l’aide de modélisations de la structure secondaire (partie I). Tout
d’abord, je présente une version unifiée du modèle de Poland-Scheraga [26] qui permet de décrire
la dénaturation thermique de l’ADN quelque soit la taille de la chaîne, la concentration en brins
et en ions en solution (chapitre 1) ; puis, j’étudie la dénaturation d’ADN génomiques à l’aide du
modèle de Zimm-Bragg [27] et je décrit l ’analyse systématique des génomes que nous avons mis
en place pour tester les possibles corrélations entre propriétés thermodynamiques et génomiques
(chapitre 2).
2. Le repliement de l’ARN à l’aide d’un modèle gros-grain de la structure tertiaire (partie II). Tout
d’abord, je développe et paramètre un modèle sur réseau qui tient compte de la connectivité
des nucléotides et du volume exclu entre eux, et rend compte quantitativement de la structure
secondaire mais aussi de la structure tertiaire de manière qualitative (chapitre 3) ; puis, je dé-
taille les méthodes numériques adaptées à l’analyse des polymères sur réseau que j’ai développé
7pour étudier ce modèle (chapitre 4) ; enfin, je présente les résultats obtenus et montre qu’ils
reproduisent de manière quantitative les données expérimentales et qu’ils permettent d’estimer
l’importance sur le repliement d’interactions comme le volume exclu ou les contacts tertiaires
spécifiques (chapitre 5)
Dans chaque partie, nous prenons un soin particulier à discuter les paramètres des modèles étudiés
et à tester leur pouvoir de prédiction. Notons également que les formalismes mis en place, bien que
construits initialement pour traiter l’ADN ou l’ARN, sont généraux et s’appliquent aussi bien à l’un
comme à l’autre, ainsi qu’à d’autres molécules similaires.

9Première partie
Dénaturation de l’ADN
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Introduction
État de l’art
Depuis plus de 50 ans, de nombreux modèles ont été développés pour décrire la dénaturation et
l’association de brins d’ADN. En particulier, on peut distinguer deux descriptions standard de la
dénaturation thermique :
1. Le modèle plus proche voisin (NN) [28, 29, 30] qui décrit quantitativement la dénaturation
thermique des oligomères courts (composés de 10 − 20 bp) qui ont une transition à deux états
entre la double-hélice et les deux simples brins séparés. L’énergie libre du complexe est décrite
par la somme de termes locaux dépendant de la température et comptant pour l’appariement et
l’empilement des paires de bases.
2. Le modèle de Poland-Scheraga (PS) [26, 31, 32, 17] qui décrit la dénaturation des polymères
(composés d’environ 1000 bp ou plus) au niveau structure secondaire comme l’ouverture succes-
sive de domaines à l’intérieur du double-brin. L’énergie libre d’une configuration du complexe
est décrite à la fois par des énergies locales d’association, semblables à celles du modèle plus
proche voisin, et à la fois par des termes non-locaux comptant pour la nucléation et l’entropie de
conformation des bulles (régions dénaturées) présentes dans la configuration (pour plus de détail
voir section 1).
Par le passé, ces deux modèles ont été couramment employés pour décrire une grande variété d’ex-
périences de dénaturation de l’ADN. Un formalisme similaire a également été utilisé pour étudier le
repliement de l’ARN (le modèle de Turner, voir section 3.1.1). De nombreuses simplifications ou amé-
liorations ont été apportées à ces modèles parmi lesquelles on peut citer le modèle de Zimm-Bragg (ZB)
[27] (qui est en réalité plus ancien) qui simplifie le terme d’entropie de conformation du modèle PS en
un terme indépendant de la taille de la bulle (voir section 2.1), ou le modèle sur réseau de Everaers,
Kumar et Simm [33] qui, au contraire, estime explicitement ce terme d’entropie en modélisant une
conformation du complexe par un chemin auto-évitant sur réseau (voir partie II).
Même si dans notre travail nous nous sommes inspirés majoritairement des modèles décrits ci-
dessus, l’étude de la dénaturation de l’ADN ne s’est pas, bien évidemment, limitée à ces deux modèles
et d’autres approches intéressantes ont également été développées. Dans le même esprit que le modèle
PS, on peut citer le modèle de Peyrard-Bishop-Dauxois (PBD) [36, 37] qui réduit la molécule d’ADN en
une chaîne unidimensionnelle où l’état (apparié ou dénaturé) de chaque paire de bases est donné par la
position relative des deux bases (voir figure 6 A). La thermodynamique et la cinétique de la dénaturation
sont alors décrites par un Hamiltonien non-linéaire décrivant l’appariement et l’empilement de ces paires
de bases (il n’y pas explicitement l’équivalent des énergies de nucléation ou de conformation présentes
dans le modèle PS). Il existe également des modèles gros-grains qui représentent la molécule d’ADN au
niveau structure tertiaire avec une description explicite de la structure en double-hélice [34, 38, 39, 35]
(voir figures 6 B et C) où l’appariement et l’empilement sont décrits par des champs de forces.
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Figure 6 – (A) Représentation de la molécule d’ADN dans le modèle PBD : chaque paire
de bases n est repérée par l’écartement relatif yn entre les deux bases et l’Hamiltonien du
système vaut H =
∑
n(m/2)(dyn/dt)
2 +W (yn, yn−1) + V (yn) avec V et W des potentiels
effectifs décrivant respectivement l’appariement et l’empilement. (B,C) Deux exemples de
modélisation gros-grain tridimensionnelle développés par Knotts et collaborateurs [34] (B)
et par Ouldridge et collaborateurs [35] (C).
Objectifs
Au fur et à mesure des avancées technologiques et des améliorations expérimentales, de nombreux
efforts ont été consentis pour paramétrer les modèles NN et PS [40, 41, 42, 43, 44, 45, 46], ainsi que
pour comparer les paramètres issus des différents systèmes. Il y a plus de dix ans, SantaLucia concluait
dans son article référence [30] : "un jeu unifié de paramètres plus proches voisins est dorénavant dis-
ponible pour faire des prédictions précises sur la thermodynamique des oligomères et des polymères
d’ADN". Cependant, la compilation des résultats de SantaLucia révèle l’existence de termes de bords
ou de correction en sel qui doivent être utilisés dans certaines limites (oligomère ou polymère). Son jeu
de paramètres n’est donc pas si unifié que ça. De plus, les deux descriptions standard sont limitées à
l’étude de la transition de dénaturation à deux états des oligomères courts ou à celle plus progressive
des longs polymères (c’est à dire, dans la limite où la dénaturation de l’ADN devient indépendante
de sa concentration). La situation est plus compliquée pour des longs oligomères où une dénatura-
tion interne partielle est observée avant la séparation des brins. Des expériences récentes réalisées par
Zeng et Zocchi [47, 48] ont jeté un doute sur l’applicabilité des formalismes standard à ce type de
séquences qui jouent un rôle prépondérant dans de nombreuses applications biotechnologiques (comme
par exemple les puces à ADN et les balises moléculaires) et dans l’étude des phénomènes biologiques
(comme l’interférence ARN). Un des objectifs de cette partie va donc être de proposer un formalisme
cohérent et unifié qui permet de décrire la dénaturation de l’ADN quelque soit l’intervalle de taille, de
concentration en brins d’ADN ou de concentration en sel étudié.
L’intérêt pour ce genre de modélisation est d’ailleurs d’autant plus grand que les applications pos-
sibles sont nombreuses. L’une d’elle parmi les plus originales est l’étude thermodynamique des génomes
[49, 50]. Depuis, la découverte des principes gouvernant le stockage, la réplication et la translation de
l’information génétique [1, 51], des efforts très importants ont été consentis pour déterminer [52, 53] et
analyser [54] le génome des organismes vivants, notamment depuis l’avènement de techniques rapides
de séquençage. Plusieurs techniques standard existent pour identifier les gènes à l’intérieur du génome :
des approches extrinsèques qui étudient la séquence d’acides aminés des protéines produites [55, 56],
des méthodes comparatives entre génomes [57] ou encore des approches ab initio qui prédisent l’em-
placement des domaines fonctionnels du génome sur la base d’effet de séquence [58, 59, 60, 61, 62, 63].
De plus, l’information génétique [64, 65, 66, 67] ainsi que les propriétés physiques [68, 69, 70] de l’ADN
sont toutes les deux corrélées au contenu GC. On peut donc se demander si ces dernières ne peuvent pas
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être utiliser comme nouvelles techniques d’identification des gènes. La réplication et la transcription
nécessitent l’ouverture partielle de la double-hélice, il est naturel, dans ce contexte, de considérer la
dénaturation de l’ADN [49, 71, 72, 73, 74, 75]. Un autre objectif de cette partie va donc consister à
exploiter cette idée pour déterminer si il existe une corrélation entre propriétés liées à la dénaturation
thermique et annotation génomique et si l’utilisation d’un modèle thermodynamique de la dénaturation
a un sens pour la prédiction de l’emplacement des gènes.
Plan
Selon les principaux objectifs que nous nous sommes fixés, la partie va être divisée en deux chapitres.
Dans un premier chapitre, nous définirons un modèle de Poland-Scheraga unifié qui décrit dans un
formalisme unique la dénaturation thermique des brins d’ADN de taille quelconque pour une concen-
tration en brin et en sel arbitraire, puis nous décrirons la méthode algorithmique utilisée pour sa
résolution. Nous étudierons ensuite le comportement générique du modèle pour différentes gammes de
longueur et de concentration et estimerons son pouvoir de prédiction. Nous prendrons un soin parti-
culier à discuter de la paramétrisation du modèle et de la propagation des erreurs dans les prédictions
du modèle.
Dans un deuxième chapitre, nous présenterons l’analyse thermodynamique des génomes que nous
avons développée. En particulier, nous motiverons l’utilisation du modèle simplifié de Zimm-Bragg à
la place du modèle PS pour le calcul des propriétés de dénaturation de longs génomes. Puis, nous
introduirons et exploiterons des méthodes statistiques nous permettant de discuter de la pertinence de
l’utilisation des propriétés thermodynamiques des génomes pour les annoter.
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Chapitre 1
Modèle de Poland-Scheraga unifié
Dans cette partie, nous présentons une version modifiée du modèle de Poland-Scheraga qui nous
permet, avec un formalisme unique, d’étudier la dénaturation de l’ADN dans toutes les gammes de
tailles et de concentrations des brins d’ADN ainsi que pour une concentration quelconque en sel.
Dans une première partie, nous définissons les intéractions considérées dans le modèle unifié ainsi que
les méthodes algorithmiques et numériques utilisées pour évaluer les prédictions faites par le modèle.
Dans une deuxième partie, nous présentons comment est paramétré le modèle et comment étudier
l’incertitude sur les paramètres qui peut se propager aux résultats du modèle.
Puis, dans une troisième partie, nous discutons le comportement générique du modèle selon la taille
de la séquence étudiée et selon la concentration en brins et en sel choisie.
Dans une quatrième partie, nous comparons quantitativement les résultats issus du modèle avec des
données expérimentales afin de tester le pouvoir de prédiction selon la gamme de longueur considérée.
Enfin, nous concluons sur la nécessité d’améliorer la paramétrisation à l’aide de séquences dont les
prédictions faites par le modèle seront sensibles aux erreurs de paramétrisation.
1.1 Définition du modèle
1.1.1 Équilibre d’association
On étudie la dissociation d’un brin d’ADN considéré comme un complexe S1S2 en équilibre avec
deux simples brins S1 et S2, chaque brin étant constitué de N bases (A, G, T ou C) :
S1S2 ⇋ S1 + S2 (1.1)
1.1.1.1 Entropie de mélange et équilibre chimique
Pour calculer un équilibre chimique entre les simples brins et le dimère, on a besoin de tenir compte
de l’entropie de translation, c’est à dire, de l’entropie de mélange avec le solvant. Pour estimer cette
entropie de mélange [33], on utilise l’expression donnée par Rubinstein et Colby [76] pour le mélange
de 2 espèces P et Q calculée à l’aide d’une approche sur réseau
−T∆Smix/V = kBT
(
Φ
VP
log Φ +
1− Φ
VQ
log(1− Φ)
)
(1.2)
où Φ est la fraction volumique en espèce P et VP et VQ sont respectivement les volumes moléculaires
de P et Q. On a Φ = cPVP et 1 − Φ = cQVQ avec cP et cQ les concentrations en espèces P et Q
(cP = nP /V avec nP le nombre de particules P , idem pour Q). On applique maintenant l’équation
1.2 au problème ADN/eau. P représente soit un simple brin (S1 ou S2) soit le double-brin S1S2, et
Q est l’eau. Dans la limite d’une forte dilution, c’est à dire Φ << 1 (ce qui est toujours le cas dans
16 1. Modèle de Poland-Scheraga unifié
les situations étudiées ici), on a (1 − Φ)/VQ log(1 − Φ) ≈ −Φ/VQ = −cPVP /VQ. Ainsi, l’entropie de
mélange par particule P vaut
−∆Smix/nP = −T∆Smix/V/cP = kBT
(
log(cPVP )− VP
VQ
)
(1.3)
= kBT
[
log
(
cP
c0
)
+ log(c0νP )− νP
νQ
]
(1.4)
avec νP et νQ les volumes molaires de P et Q, et c0 = 1 M la concentration de référence.
L’énergie libre totale par molécule est alors égale la somme de son entropie de mélange et de son énergie
libre interne :
GP = G
int
P + kBT
[
log
(
cP
c0
)
+ log(c0νP )− νP
νeau
]
(1.5)
avec P = S1, S2 ou S1S2. Le potentiel chimique par molécule est alors calculé en différentiant la densité
d’énergie libre par rapport à la densité
µP =
d
dcP
(cPGP ) = G
int
P + kBT
[
log
(
cP
c0
)
+ log(c0νP )− νP
νeau
+ 1
]
(1.6)
A l’équilibre thermodynamique, les potentiels thermodynamiques des molécules simple-brins et double-
brins sont égales, c’est à dire µ1 + µ2 = µ1,2, et on trouve :
Gint1,2 −Gint1 −Gint2
kBT
= log
(
c1c2
c1,2c0
)
+ log
(
c0ν1ν2
ν1,2
)
− ν1 + ν2 − ν1,2
νeau
+ 1 (1.7)
Si l’on suppose que les volumes molaires s’ajoutent (ν1+ ν2 = ν1,2), on obtient la loi d’action de masse
c1c2
c1,2c0
= exp
[
β(∆Gint +∆G
0
mix)
] ≡ exp (β∆G0) (1.8)
avec ∆Gint = Gint1,2 − Gint1 − Gint2 , ∆G0mix = −kBT [log(c0ν1,2/4) + 1] et ∆G0 = ∆Gint + ∆G0mix, la
différence d’énergie libre de Gibbs entre l’état fermé et l’état dénaturé à la concentration de référence.
Le volume molaire ν1,2 du duplexe est proportionnel au nombre de segments de paires de bases dans
le double-brin, soit ν1,2 = (N − 1)νs avec νs le volume molaire d’un segment de paires de bases qui
peut être modélisé par un cylindre de hauteur 0.34 nm et de rayon 1 nm. Numériquement, on trouve
∆G0mix = −kBT log[0.44(N − 1)].
1.1.1.2 Définitions
Soit cT = c1 + c2 + 2c1,2, le concentration totale des brins d’ADN, on définit le degré d’association
Θext comme la probabilité qu’un brin soit sous forme double-brin :
c1 = (1−Θext)cT /2
c2 = (1−Θext)cT /2
c1,2 = Θext cT /2
(1.9)
En remplaçant les concentrations dans 1.8 par leurs expressions 1.9 respectives, on trouve que
Θext (x) = 1 + x−
√
x (2 + x) (1.10)
avec x = c0αcT exp
(
∆G0
kBT
)
(α = 4 pour des brins auto-similaires S1 = S2, ou α = 1 sinon).
L’hybridation interne du complexe S1S2 et des simples brins S1 et S2 peut être décrite par la
fraction Θint de paires fermées. Ainsi la fraction totale de paires de bases fermées est donnée par
Θ = Θint,1,2Θext +
1
2
Θint,1(1−Θext) + 1
2
Θint,2(1−Θext) (1.11)
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Figure 1.1 – Exemple d’une conformation pour la structure secondaire d’un brin d’ADN
et définition des différentes contributions à la fonction de partition.
Dans la suite, on négligera l’association interne des simples brins et on supposera que Θint,1 = Θint,2 =
0. Notons que a priori pour un équilibre fixée, Θint ne va dépendre que de la température alors que
Θext et Θ vont dépendre à la fois de la température et de la concentration en brin.
On introduit également la notion de température de fusion (ou de dénaturation) Tm définie par
Θext(Tm) = 1/2 ou Θ(Tm) = 1/2 (définitions équivalentes pour des transitions à deux états 1). Par
exemple, pour un oligomère court exhibant une transition à deux états, ∆G0 peut se décomposer sous la
forme ∆G0 = ∆H0−T∆S0 avec ∆H0 et ∆S0 indépendants de la température. On a alors directement
à partir de l’équation 1.10 2
Tm =
∆H0
∆S0 + kB log(αcT /(4c0))
(1.12)
1.1.2 Interactions dans le modèle de Poland-Scheraga
La détermination de ∆Gint ainsi que de Θint nécessite une description et une modélisation du
complexe et des simples brins. Nous utilisons pour cela le modèle de Poland-Scheraga (PS) où la
dénaturation de l’ADN est modélisée comme l’ouverture et/ou la fusion coopérative et successive de
domaines dénaturés au fur et à mesure que la température augmente. Le modèle PS décrit l’ADN au
niveau de sa structure secondaire comme l’agencement de parties en double-hélice et de bulles internes
ou de domaines terminaux dénaturés.
L’énergie d’une partie en double-hélice est donnée par la somme, sur les segments de paires de
bases la composant, des énergies libres d’association ∆gNN = ∆hNN − T∆sNN qui dépendent des 10
différents types de segment possibles (voir table 1.1). On considère également les énergies de capping
ω = ∆hω − T∆sω décrivant les terminaisons hélicales que l’on suppose dépendantes uniquement de
la nature de la paire finale (A/T ou G/C), ainsi que les facteurs de coopérativité σ et σ¯ pénalisant
respectivement l’ouverture d’une bulle interne ou d’un domaine terminal. La figure 1.1 illustre les
différentes contributions en énergie libre à la fonction de partition du système. L’état de référence
étant pris comme l’état complètement fermé (Zhelice = 1), la contribution d’une bulle interne de taille
n sera donnée par Zbulle = σn−c exp(β
∑
∆gNN ) et celle d’un domaine terminal dénaturé de taille n¯
par Zfin = σ¯n¯c
′
exp(β
∑
∆gNN + βω). Ici, n−c et n¯c
′
rendent compte respectivement du nombre de
polygones auto-évitants de taille 2n et du nombre de chemins auto-évitants de taille 2n¯. Les valeurs
de c et c′ décrivent les interactions stériques dans ces domaines dénaturés et sont dérivées de la théorie
1. En effet, pour une transition à deux état, l’unique état en duplexe est l’état complètement fermé soit Θint = 1.
2. Θext = 1/2 donne x(Tm) = 1/4, soit (c0/(αcT )) exp[∆H0/(kBTm)−∆S0/kB ] = 1/4, ce qui donne en inversant la
relation Tm = ∆H0/(∆S0 + kB log(αcT /(4c0))).
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A B
Figure 1.2 – (A) Représentation graphique de la relation de récurrence pour Zf (α + 1)
(équation 1.13). (B) Représentation graphique de la fonction de partition thermodyna-
mique Z (équation 1.17).
des polymères. L’exposant c vaut environ 1.76 [26, 77] si l’on considère que les bulles n’interagissent
pas avec les autres sous-structures ou 2.15 [78, 79, 80] si on considère des interactions stériques entre
bulles. L’exposant c′ vaut quant à lui environ 1/6 [81, 82]. La fonction de partition totale décrivant une
conformation est alors calculée en effectuant le produit des différentes fonctions de partition partielles.
Pour l’exemple de la figure 1.1, on aura Z = ZheliceZbulleZheliceZfin.
Notons que l’on se limite à la formation de contacts natifs pour des brins d’ADN parfaitement
complémentaires (pas de défauts d’appariement ou "mismatch") et on ne tient pas compte d’éventuelles
formations de bulles en épingle ou de renflements, mais le cas général peut également être abordé avec
le même formalisme [83, 84]. Il est de plus également possible de traiter la formation de structure
secondaire dans les simples brins [85, 86, 87] (voir le modèle de Turner et le modèle sur réseau à la
section 3.1.1).
1.1.3 Résolution du modèle de Poland-Scheraga
1.1.3.1 Relations de récurrence
Originellement, le modèle PS s’intéresse à des relations de récurrence sur des probabilités thermo-
dynamiques conditionelles. Récemment [83, 84, 88], des relations de récurrence sur les fonctions de
partition ont été développées pour étudier la dénaturation de l’ADN. On suit ici la procédure définie
par Garel et Orland [84]. Ces relations sont un peu plus compliquées que les relations originales car
nous considérons que la longueur minimale d’une section hélicoidale est de 2 bp au lieu de 1 bp dans
[84].
On modélise un simple brin comme une chaîne de N bases A, T , C ou G, numérotées de 1 à N :
5′−1−2−3− ...−N −3′. On suppose que les deux simples brins sont parfaitement complémentaires :
la base i du brin S1 ne peut s’apparier qu’avec la base N − i+1 du brin S2. On considère l’état double
brin totalement fermé comme état de référence.
Tout d’abord, on regarde la fonction de partition en sens direct Zf (α + 1) comptant le nombre
d’états de la partie du brin compris entre les bases 1 et α+1, les bases α et α+1 étant fermées. Il y a
trois moyens d’avoir ces deux bases fermées : soit la paire (α− 1,α) est appariée, soit il y a une boucle
commencant à la base α′ et se finissant en α, soit le complexe est complètement ouvert de la base 1 à
la base α (voir figure 1.2 A)
Zf (α+ 1) = Zf (α) + σ
α−2∑
α′=2
(α− α′)−ceβgα′,α−1Zf (α′) + σ¯(α− 1)c′eβg1,α−1+βω1 (1.13)
avec g(α′, α) =
∑α
i=α′ ∆gNN (i, i + 1) où ∆gNN (i, i + 1) est l’énergie libre d’association (ou d’appa-
riement) de la paire (i, i+ 1), et c et c′ tiennent compte des interactions stériques des boucles ou des
bouts libres.
De manière analogue à Zf , on introduit la fonction de partition en sens inverse Zb(α) estimant le
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nombre d’états de la partie comprise entre les bases α et N , la base α étant fermée. Ainsi,
Zb(α) = Zb(α+ 1) + σ
N−1∑
α′=α+2
(α′ − α)−ceβgα,α′−1Zb(α′ + 1) + σ¯(N − α)c′eβgα,N−1+βωN (1.14)
Enfin, on considère Zsf (α) la seconde fonction de partition en sens direct, débutant à la base 1 et se
finissant à la base α, la base α étant fermée et la base α− 1 étant ouverte. D’où
Zsf (α) = σ
α−2∑
α′=2
(α− α′)−ceβgα′,α−1Zf (α′) + σ¯(α− 1)c′eβg1,α−1+βω1 (1.15)
Avec ces trois fonctions de partition, on peut exprimer la probabilité p(α) pour que la base α soit
fermée
p(α) =
Zsf (α)Zb(α+ 1) + Zf (α)Zb(α)
Z
(1.16)
avec Z la fonction de partition totale (voir figure 1.2 B).
Z = Zf (N) + σ¯
N−1∑
α=2
(N − α)c′eβgα,N−1+βωNZf (α) (1.17)
où l’on s’est restreint aux configurations avec au moins un segment de paires de bases fermées (puisque
l’on s’intéresse à l’association interne et non à la dissociation).
Ainsi on peut exprimer Θint comme la moyenne des p(α)
Θint =
1
N
N∑
α=1
p(α) (1.18)
et la différence d’énergie libre interne
∆Gint =
N−1∑
i=1
∆gNN (i, i+ 1) + ω1 + ωN − kBT logZ (1.19)
1.1.3.2 Algorithme de Fixman-Freire
Le challenge est maintenant de résoudre les équations 1.13, 1.14 et 1.15. Une résolution directe de
ces relations nécessiterait O(N2) opérations. L’algorithme de Fixman-Freire [89] permet d’accélérer de
manière significative cette résolution. Nous décrivons brièvement ici son principe. Une description de
l’algorithme et une discussion sur le temps de calcul plus détaillées sont données respectivement en
annexe 6.1 et à la section 2.1.3.
L’algorithme consiste à approcher les termes non-locaux x−c par un développement multi-exponentiel :
x−c ≈
I∑
k=1
ake
−bk x (1.20)
Le nombre I d’éléments dans la somme dépend de la précision voulue et est proportionnel à log nmax
avec nmax une taille maximale de bulle jusqu’où l’approximation précédente reste valide. Typiquement
pour nmax = 5 kbp, I = 14, et pour nmax = 108 bp, on a I = 21. Les valeurs de {ak, bk} sont
déterminées par la résolution d’équations non-linéaires [89].
En insérant l’approximation 1.20 dans les relations de récurrence 1.13, 1.14 et 1.15, et en définissant
2I nouvelles variables, on obtient de nouvelles relations de récurrence qui se résolvent en O(N × I)
opérations. Ainsi, si pour chaque taille de séquence on désire la meilleure approximation on aura
finalement un algorithme en O(N logN).
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1.2 Paramétrisation et erreurs
Malgré le nombre important de paramètres ajustables (10 ∆hNN , 10 ∆sNN , 2 ∆hω, 2 ∆sω, σ et σ¯),
le modèle PS représente clairement une simplification drastique du problème ; l’hypothèse principale
étant de considérer que toutes les contributions à la différence d’énergie libre s’écrivent comme la
somme de termes (locaux comme ∆gNN ou non locaux comme −kBT (log σ − c log n)) indépendants
entre eux. De plus, pour l’ADN, la dépendance en la séquence des termes de bords n’est souvent
traitée que partiellement. Par exemple, comme les bouts 5′ et 3′ sont chimiquement différents, il n’y
a aucune raison à avoir des énergies ω identiques pour 5
′−A
3′−T et
5′−T
3′−A, ainsi que pour
5′−G
3′−C et
5′−C
3′−G. De
même, on s’attendrait (comme pour l’ARN) à l’existence d’énergies de fourches (au niveau des jonctions
entre les parties en double-hélice et les bulles) dépendantes de la séquence et de la concentration en
sel ; ou encore à la dépendance en la composition des domaines dénaturés de σ et σ¯. Cependant les
données expérimentales ne permettent pas a priori de telles considérations. En général, les hypothèses
faites peuvent seulement se justifier a posteriori en évaluant le succès du modèle à décrire et à prédire
les résultats expérimentaux. Ainsi, un soin particulier doit être pris pour estimer les paramètres du
modèle et leurs barres d’erreurs correspondantes pour pouvoir comparer les prédictions faites avec les
expériences.
C’est pourquoi, dans cette section, nous décrivons tout d’abord la paramétrisation des différentes
contributions du modèle PS, puis, nous discutons de l’influence du sel sur ces mêmes paramètres,
enfin nous expliquons comment nous étudions la propagation des erreurs faites sur les paramètres aux
résultats prédits par le modèle.
1.2.1 Paramètres d’association
Les oligomères courts (N ∼ 10 bp) exhibant une transition de dénaturation à deux états peuvent
être utilisés pour paramétrer les énergies d’association et de capping (car les états partiellement dé-
naturés pour lesquels la coopérativité interviendrait sont très largement minoritaires). Dans le modèle
de plus proche voisin, pour un oligomère court, ∆G0 =
∑
∆gNN + 2∆gini, où ∆gini est l’énergie libre
d’initiation [30]. Dans le modèle PS unifié, on a ∆G0 =
∑
∆gNN +2ω+∆G
0
mix. En égalisant les deux
expressions, on trouve
ω = ∆hini − T (∆sini −∆S0mix/2) (1.21)
où ∆S0mix = 1.5kB tient compte de l’entropie de mélange pour N = 10 bp, la taille typique des oli-
gomères utilisés dans les expériences de paramétrisation du modèle plus proche voisin. Reste donc
à déterminer les 24 paramètres indépendants du modèle plus proche voisin (10 ∆hNN , 10 ∆sNN , 2
∆hini, 2 ∆sini).
Prenons tout d’abord le cas général où les énergies d’initiation pour 5
′−A
3′−T et
5′−T
3′−A ne sont a priori
pas égales (idem pour 5
′−G
3′−C et
5′−C
3′−G), soit 28 paramètres. Dans un oligomère court donné, le fait que le
nombre de fois où une certaine paire de bases (A/T ou G/C) précède une autre soit égale au nombre
de fois où elle succède à une autre, impose les contraintes sur les nombres d’occurrences n(j) dans
l’oligomère du même type de segment de paires de bases j [90] avec
j ∈ {5′−AA−3′3′−TT−5′, 5
′−AT−3′
3′−TA−5′,
5′−TA−3′
3′−AT−′5,
5′−CA−3′
3′−GT−5′,
5′−GT−3′
3′−CA−5′,
5′−CT−3′
3′−GA−5′,
5′−GA−3′
3′−CT−5′,
5′−CG−3′
3′−GC−5′,
5′−GC−3′
3′−CG−5′,
5′−GG−3′
3′−CC−5′,
5′−A
3′−T ,
5′−T
3′−A,
5′−G
3′−C,
5′−C
3′−G}. Soit,
n(5
′−AA−3′
3′−TT−5′) + n(
5′−AT−3′
3′−TA−5′) + n(
5′−GT−3′
3′−CA−5′) + n(
5′−CT−3′
3′−GA−5′) + n(
5′−A
3′−T )
= n(5
′−AA−3′
3′−TT−5′) + n(
5′−TA−3′
3′−AT−′5) + n(
5′−CA−3′
3′−GT−5′) + n(
5′−GA−3′
3′−CT−5′) + n(
5′−T
3′−A) (1.22)
n(5
′−GG−3′
3′−CC−5′) + n(
5′−GC−3′
3′−CG−5′) + n(
5′−GA−3′
3′−CT−5′) + n(
5′−GT−3′
3′−CA−5′) + n(
5′−G
3′−C)
= n(5
′−GG−3′
3′−CC−5′) + n(
5′−CG−3′
3′−GC−5′) + n(
5′−CT−3′
3′−GA−5′) + n(
5′−CA−3′
3′−GT−5′) + n(
5′−C
3′−G) (1.23)
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Table 1.1 – Paramètres standard du modèle Poland-Scheraga unifié et leurs barres d’erreur pour une
concentration en sel de 1 M.
Sequence ∆h (kcal/mol) ∆s (cal/mol/K)
5′−AA−3′
3′−TT−5′ −7.93± 0.31 −22.4± 1.0
5′−AT−3′
3′−TA−5′ −7.15± 0.78 −20.2± 2.6
5′−TA−3′
3′−AT−′5 −7.23± 0.82 −21.6± 2.7
5′−CA−3′
3′−GT−5′ −8.44± 0.77 −22.9± 2.5
5′−GT−3′
3′−CA−5′ −8.47± 0.66 −22.9± 2.2
5′−CT−3′
3′−GA−5′ −7.73± 0.66 −20.9± 2.2
5′−GA−3′
3′−CT−5′ −8.29± 0.61 −22.6± 2.0
5′−CG−3′
3′−GC−5′ −10.54± 0.82 −27.1± 2.7
5′−GC−3′
3′−CG−5′ −9.81± 0.73 −24.6± 2.4
5′−GG−3′
3′−CC−5′ −8.02± 0.68 −19.6± 2.3
capping GC 0.08± 0.99 −3.7± 3.4
capping AT 2.22± 1.02 2.8± 3.3
log σ −9.0± 2.7
log σ¯ −5.7± 1.4
γS (cal/mol/K) −8.9± 2.7
∆S0mix (cal/mol/K) 3.0± 0.9
a1 (K−1) (4.3± 0.3)× 10−5
a2 (K−1) (−3.9± 0.2)× 10−5
a3 (K−1) (9.4± 0.3)× 10−6
b1 (K−1) (2.1± 0.2)× 10−5
b2 (K−1) (−1.4± 0.1)× 10−5
b3 (K−1) (4.0± 0.7)× 10−6
b4 (K−1) (1.0± 0.1)× 10−6
b5 (K−1) (−5.4± 0.1)× 10−7
b6 (K−1) (1.1± 0.1)× 10−8
b7 (K−1) (6.3± 0.4)× 10−5
b8 (K−1) (1.8± 0.1)× 10−5
b9 (K−1) (−5.7± 0.3)× 10−8
b10 (K−1) (−1.1± 0.1)× 10−7
Supposons maintenant qu’expérimentalement nous avons déterminé ∆H0 et ∆S0 pour Ns oligomères
de composition et de longueurs différentes (∆G0 = ∆H0 − T∆S0). Les données peuvent alors être
écrites sous la forme
H = P ·HNN (1.24)
S = P · SNN (1.25)
où HNN est le vecteur des 14 paramètres enthalpiques (idem pour SNN), P est la matrice de paires,
c’est à dire, Pij = ni(j) est le nombre de segments de paires de type j dans la séquence i et H le
vecteur des ∆H0 (idem pour S). Du fait des contraintes 1.22 et 1.23, la matrice P sera de rang 12 (et
non de rang 14). Ce qui signifie que 2 paramètres enthalpiques (et 2 entropiques) ne pourront pas être
déterminés indépendamment des autres. C’est pour cela que dans le modèle plus proche voisin (et donc
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dans le modèle PS), on suppose que ∆hini(5
′−A
3′−T ) = ∆hini(
5′−T
3′−A) et que ∆hini(
5′−G
3′−C) = ∆hini(
5′−C
3′−G) (idem
pour ∆sini) pour avoir 12 paramètres que l’on pourra déterminer de manière unique [91, 43, 90, 92].
Les solutions des équations 1.24 et 1.25 sont obtenues avec la méthode de décomposition en valeur
singulière (SVD) [93] qui inverse P et minimise
χ2H =
∑
i
(
Hi −
∑
j PijHNN,j
σH,i
)2
(1.26)
χ2S =
∑
i
(
Si −
∑
j PijSNN,j
σS,i
)2
(1.27)
avec σH,i et σS,i les déviations standard de ∆H0 (5%) et ∆S0 (6%).
Soit U (matrice unitaire de taille Ns × Ns), V (matrice unitaire de taille 12 × 12) et W (matrice
diagonale positive de taille Ns × 12) les trois matrices obtenues par la décomposition SVD de A
(Aij = Pij/σi)
A = U ·W ·V† (1.28)
alors la minimisation des équations 1.26 et 1.27 a pour solution
HNN =
Ns∑
i=1
(
U(i)·bH
Wi
)
V(i) (1.29)
SNN =
Ns∑
i=1
(
U(i)·bS
Wi
)
V(i) (1.30)
où U(i) représente la colonne i de U (idem pour V) et bH,i = Hi/σH,i (idem pour bS).
C’est avec cette méthode qu’Allawi et SantaLucia ont pu déterminer les paramètres plus proche
voisin avec Ns = 108 oligomères pour une concentration en sel [Na+] = 1 M [43]. Afin d’avoir accès
à la matrice de covariance entre les différents paramètres (voir section 1.2.4), nous avons refait cette
minimisation. Les paramètres obtenus sont donnés dans la table 1.1 et restent très proches de ceux
trouvés par Allawi et SantaLucia.
1.2.2 Correction dûe au sel
Des observations expérimentales [94] montrent que changer la concentration en sel de 1 M à 0.1
M décale la température de dénaturation d’environ −10 K. L’ADN étant une molécule très chargée
(négativement), une telle dépendance n’est pas surprenante et est formellement le résultat d’une inté-
gration sur les degrés de liberté microscopiques de l’ADN, des molécules de solvant et des ions salins.
Ces variations sont décrites phénoménologiquement par des corrections différentes pour les oligomères
courts et les polymères [30, 94]. Une approche systématique en mécanique statistique devrait pouvoir
prédire les températures de dénaturation observées à partir de paramètres dépendant du sel.
1.2.2.1 Effet des ions monovalents
La correction la plus utilisée dans les programmes bioinformatiques (DINAmelt [88], MELTING
[95]) est celle donnée par SantaLucia pour les paramètres plus proche voisin des oligomères [30]
∆sNN ([Na
+]) = ∆sNN (1M) + 0.368 log[Na+] (cal/mol/K) (1.31)
et ∆hNN est supposée invariante par changement de concentration en sel. On remarque que cette
correction est indépendante de la séquence. Or Owczarzy et collaborateurs [94] ont montré que les
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températures de dénaturation des oligomères exhibant une transition à deux états suivaient la loi
phénoménologique dans la gamme 50 mM ≤ [Na+] ≤ 1 M :
d
d(log[Na+])
(
1
Tm
)
= (a1f(GC) + a2) + 2 a3 log[Na
+] (1.32)
où a1, a2 et a3 sont des constantes d’intensité comparables (voir table 1.1) et f(GC) est la fraction en
GC dans la séquence. L’équation 1.32 ne peut pas être directement utilisée dans notre modèle. Pour en
déduire la dépendance en sel des paramètres locaux ∆hNN , ∆sNN , ∆hω et ∆sω, on procède en deux
étapes :
1) Premièrement, on suppose que l’enthalpie est indépendante de la concentration en sel [96, 97] mais
que l’entropie elle en dépend. En effet, le gain en entropie de mélange des contre-ions libérés lors de
la dénaturation de partie en double-hélice doit dépendre de la concentration en sel [98, 99]. Ainsi,
pour des séquences ayant une transition à deux états, la température de dénaturation suit également
l’équation 1.12, on peut donc réécrire l’équation 1.32
d
d(log[Na+])
(∆S0) = ∆H0 ×
(
(a1f(GC) + a2) + 2 a3 log[Na
+]
)
(1.33)
2) Deuxièmement, au lieu d’appliquer l’équation 1.33 à la séquence toute entière, on l’utilise pour
décrire les termes entropiques locaux d’association et de capping
∆s([Na+]) = ∆s(1M) + ∆h((a1fl(GC) + a2) log[Na+] + a3 log2[Na+]) (1.34)
où fl(GC) est la fraction locale en GC pour chaque segment de paires. L’équation 1.34 révèle l’effet
stabilisateur sur l’énergie libre de la hausse de [Na+], dûe à l’élévation de l’écrantage des contre-ions
[94, 99]. Le nombre de voisins pris en compte pour le calcul de fl(GC) ne semble pas influer sur les
résultats pour des nombres inférieurs à 5 qui correspond typiquement à la longueur de Debye dans la
solution (λD =
√
ǫ kB T/ρe ≈ 10A˙) . Nous fixons ce nombre à 0, c’est à dire que fl(GC) ne dépend
que de la composition du segment de paires de base considéré : pour 5
′−AT−3′
3′−TA−5′ fl(GC) = 0, pour
5′−GT−3′
3′−CA−5′ fl(GC) = 0.5, ou encore pour
5′−GC−3′
3′−CG−5′ fl(GC) = 1. Des valeurs typiques de la correction
δs[Na+] = ∆s([Na+])−∆s(1M) pour les différentes contributions locales sont données dans la table
1.2.
Table 1.2 – Correction en sel issue de l’équation 1.34
−δs([Na+]) (cal/mol/K)
Sequence 0.01M 0.05M 0.1M 0.5M
5′−AA−3′
3′−TT−5′ 3.0± 0.2 1.6± 0.1 1.1± 0.05 0.3± 0.01
5′−AT−3′
3′−TA−5′ 2.7± 0.3 1.5± 0.2 1.0± 0.1 0.2± 0.03
5′−TA−3′
3′−AT−′5 2.8± 0.3 1.5± 0.2 1.0± 0.1 0.2± 0.03
5′−CA−3′
3′−GT−5′ 2.4± 0.2 1.2± 0.1 0.8± 0.1 0.1± 0.02
5′−GT−3′
3′−CA−5′ 2.4± 0.2 1.2± 0.1 0.8± 0.05 0.1± 0.02
5′−CT−3′
3′−GA−5′ 2.2± 0.2 1.1± 0.1 0.7± 0.05 0.1± 0.02
5′−GA−3′
3′−CT−5′ 2.3± 0.2 1.1± 0.1 0.8± 0.05 0.1± 0.02
5′−CG−3′
3′−GC−5′ 1.9± 0.2 0.8± 0.1 0.4± 0.05 0.0± 0.02
5′−GC−3′
3′−CG−5′ 1.8± 0.2 0.7± 0.1 0.4± 0.05 0.0± 0.02
5′−GG−3′
3′−CC−5′ 1.5± 0.2 0.6± 0.1 0.3± 0.05 0.0± 0.02
capping GC 0.0± 0.2 0.0± 0.1 0.0± 0.05 0.0± 0.01
capping AT 0.8± 0.4 0.5± 0.2 0.3± 0.1 0.0± 0.03
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Figure 1.3 – (A) τ en fonction de la concentration en sel [Na+] (voir équation 1.37). (B)
δs pour le segment CA/GT en fonction de la concentration en [Na+] et en [Mg2+] donnée
par l’équation 1.38.
Une des particularités majeures de la correction en sel introduite dans l’équation 1.34 par rapport
à celle de l’équation 1.31 est qu’elle tient compte de la nature même du segment de paires de bases.
Ainsi les bases de type AT seront plus affectées (pertes plus importantes d’entropie) que celles de type
GC par une baisse de la concentration en sel (voir table 1.2). Les régions riches en AT seront donc plus
instables à des concentrations physiologiques ([Na+] ≈ 154 mM). En effet, la probabilité d’ouverture
Popen(XY ) du segment XY est proportionnelle à exp [β∆gNN (XY )]. Soit, par exemple,
Popen(AT )
Popen(GC)
([Na+]) =
Popen(AT )
Popen(GC)
(1M)× τ([Na+]) (1.35)
avec
τ([Na+]) = exp
{[
(∆hNN (GC)(a1 + a2)−∆hNN (AT )a2) log[Na+]
+ (∆hNN (GC)−∆hNN (AT )) a3 log2[Na+]
]
/kB
}
(1.36)
≈ exp (−1.64× 10−1 log[Na+]− 9.53× 10−3 log2[Na+]) (1.37)
Sur la figure 1.3 A, on remarque que par rapport à 1 M, la probabilité d’ouverture de AT devient de
plus en plus grande par rapport à celle de GC lorsque l’on diminue [Na+].
1.2.2.2 Effet combiné des ions mono- et divalents
La correction 1.34 rend compte uniquement des effets des ions monovalents (via [Na+]). Récem-
ment, Owczarzy et collaborateurs [100] ont également étudié l’effet d’un changement combiné de
concentration en [Na+] et [Mg2+] dans la gamme {1 mM ≤ [Na+] ≤ 1 M, 0.5 mM ≤ [Mg2+] ≤
125 mM} et en ont tiré une relation phénoménologique équivalente à l’équation 1.32. De la même ma-
nière que précédemment, on peut en déduire une correction sur les paramètres locaux valable dans la
gamme de concentration considérée
∆s([Na+], [Mg2+]) = ∆s(1M [Na+]) + ∆h
[
b1 + b2
√
[Na+] log[Na+] + b3 log[Mg
2+]
+(b4 + b5 log[Na
+] + b6 log
3[Na+]) log2[Mg2+] (1.38)
+fl(GC)
{
b7 + (b8 + b9 log[Na
+] + b10 log
2[Na+]) log[Mg2+]
}]
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Les paramètres bi sont donnés dans la table 1.1. La figure 1.3 B représente la correction δs =
∆s([Na+], [Mg2+])−∆s(1M [Na+]) pour le segment 5′−CA−3′3′−GT−5′. On remarque que la correction n’est pas
symétrique par rapport à [Na+] et [Mg2+] : ions monovalents et divalents contribuent différemment
à la stabilisation du complexe. De plus, la compétition entre les ions [Na+] et [Mg2+] pour se lier
au duplexe ou aux simple-brins ainsi que les effets de bord ou de saturation peuvent expliquer [100]
les comportements surprenants de δs : apparition d’un minimum quand, à [Mg2+] fixée, on augmente
[Na+] ou d’un maximum quand, à [Na+] fixée, on augmente [Mg2+].
1.2.3 Coopérativité
Il n’y a a priori aucune raison qui justifie que dans le modèle PS nous supposions que les facteurs de
coopérativité n’aient pas de contribution enthalpique ou ne dépendent pas de la séquence. Cependant,
le manque de précision sur leurs valeurs ne permet pas rendre compte de telles dépendances. Le
facteur σ est dans la gamme 10−4 − 10−5 [46, 80] ce qui correspond à une énergie de nucléation
−kBT log σ ∼ 10kBT . Everaers et collaborateurs [33] interprètent −kBT log σ comme étant égale à
deux fois un terme de fourche −γST décrivant l’énergie interfaciale à la jonction entre une partie
double-hélice et une partie dénaturée. Ainsi, comme un domaine terminal dénaturé n’a qu’une jonction
fourche, cela donne que σ¯ ∼ √σ [17]. Dans la suite, on supposera σ¯ = 0.3√σ. Cependant Garel et
Orland [84] ont montré que tant que σ¯ n’était pas nulle, sa valeur n’avait qu’une faible incidence sur les
résultats du modèle. Les valeurs numériques des différents paramètres sont données dans la table 1.1.
Le manque de données concernant σ nous force à supposer une barre d’erreur arbitrairement grande
de 30% pour log σ.
1.2.4 Propagation des erreurs
Tous les paramètres du modèle ne sont pas déterminés avec une précision absolue, mais sont connus
plus ou moins une certaine barre d’erreur. Traditionnellement, les effets de ces incertitudes sur les pré-
dictions faites par le modèle ne sont pas étudiés et on se limite à utiliser uniquement les paramètres
standard. Mais cela est-il justifié ? Pour répondre à cette question, on s’intéresse donc à la propagation
des erreurs faites sur les paramètres sur les résultats prédits par le modèle. Ce qui nous permettra
en plus d’estimer des barres d’erreurs pour les prédictions. Pour une séquence donnée, la méthode
consiste à calculer les différentes observables considérées (Θ, Tm, etc.) pour différents jeux de para-
mètres (typiquement une centaine) en cohérence avec les barres d’erreur individuelles de chacun d’eux,
puis d’évaluer les déviations standard de ces prédictions.
Pour générer ces différents jeux de paramètres, on pourrait tout simplement pour chaque paramètre
tirer aléatoirement une valeur distribuée de manière gaussienne autour de sa valeur standard suivant
son écart-type. Cependant, certains paramètres sont fortement corrélés (par exemple ∆hNN et ∆sNN
pour un même segment de paires sont corrélés à près de 99%) et il faut donc tenir compte de ces
corrélations lors du tirage d’un nouveau jeu de paramètres. Pour cela, supposons que l’on connaisse C
la matrice de covariance des n différents paramètres {xi}
Ci,j = 〈(xi − 〈xi〉)(xj − 〈xj〉)〉 (1.39)
Le problème est de trouver n variables {Xi} indépendantes entre elles et fonctions des {xi} afin
d’effectuer des tirages indépendants sur les {Xi} puis de revenir aux {xi}. Cherchons les {Xi} sous la
forme
Xi =
∑
j
aijxj (1.40)
On veut que les nouvelles variables ne soient pas corrélées, on impose donc
〈(Xl − 〈Xl〉)(Xk − 〈Xk〉)〉 = 0 ∀l 6= k (1.41)
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On a donc n(n − 1)/2 équations et a priori n2 inconnues, les {aij}. On peut donc fixer n(n + 1)/2
coefficients : on va supposer que la matrice a est triangulaire supérieure avec des 1 sur sa diagonale.
Les équations (1.39-1.41) reviennent alors à résoudre
al ·C · (ak)† = 0 ∀l 6= k (1.42)
avec al la ligne l de la matrice a. On résout ces équations "ligne par ligne", en débutant par n− 1 puis
n− 2, et ainsi de suite, pour calculer les {aij}. Cela nous permet alors d’évaluer la valeur moyenne et
l’écart-type des Xi
〈Xi〉 =
∑
j
ai,j〈xj〉 (1.43)
σ2Xi = ai ·C · (ai)† (1.44)
La génération d’un jeu de paramètres suit alors les 2 étapes suivantes : 1) Pour chaque Xi, tirer
aléatoirement une valeur suivant la distribution gaussienne définie par sa valeur moyenne 〈Xi〉 et
son écart-type σXi (voir équations 1.43 et1.44). 2) Revenir aux {xi} en inversant la relation 1.40 :
x = a−1 ·X.
Reste dorénavant à estimer la matrice de covariance C. Pour avoir accès à cette matrice, on utilise
la méthode Bootstrap [93, 101]. Elle consiste à choisir aléatoirement 68 séquences différentes (63% du
total) sur les 108, de tirer ensuite uniformément 40 séquences sur les 108 (il peut donc y avoir des
doublons), puis d’appliquer la méthode de détermination des paramètres vue à la section 1.2.1 sur ces
108 données [43]. Les nouveaux paramètres sont alors distribués de manière gaussienne autour de leur
valeur standard (celle donnée dans la table 1.1). Ces distributions permettent ainsi de calculer la matrice
covariante avec l’équation 1.39, la moyenne étant effectuée sur les différents jeux de paramètres obtenus
par la méthode Bootstrap (plus de 100000 essais ont été réalisés). En particulier, on peut déterminer la
barre d’erreur de chaque paramètre (
√
Ci,i). Les résultats obtenus (voir table 1.1) dévient légèrement
de ceux fournis par [43]. Ceci peut s’expliquer par le faible nombre d’essais de Bootstrap (30) réalisés
par Allawi et SantaLucia, ce qui n’est pas suffisant pour permettre une évaluation fiable des erreurs.
La détermination des paramètres des corrections en sel a été réalisée indépendamment de celle des
paramètres plus proche voisin, donc on suppose qu’il n’y a pas de corrélation entre ces deux types de
paramètres. Par contre, des corrélations entre les paramètres des corrections en sel existent et sont
considérées dans l’analyse de propagation des erreurs.
Pour les facteurs de coopérativité, le manque de donnée impose de négliger les possibles corrélations
entre σ et les autres paramètres du modèle.
1.3 Comportement générique du modèle
Dans cette section, nous discutons de quelques aspects génériques des prédictions du modèle de
Poland-Scheraga unifié. Dans un premier temps, nous étudions le comportement des courbes de déna-
turation pour des séquences de différentes tailles et pour plusieurs concentrations en brin et en sel. Puis,
dans un deuxième temps, nous nous intéressons à l’évolution de la structure interne des double-brins
lors de la transition de dénaturation.
1.3.1 Évolution des courbes de dénaturation
La figure 1.4 représente l’évolution de l’observable −dΘ/dT pour des séquences aléatoires de diffé-
rentes tailles en fonction de la concentration en brin et de la concentration en sel.
On remarque tout d’abord que la hauteur et la largeur des pics dépendent de la longueur de chaînes.
Comme l’intégrale sur la courbe de dénaturation doit être constante (égale à 1) : plus l’intervalle de
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Figure 1.4 – −dΘ/dT en fonction de la température T pour différentes séquences aléa-
toires (f(GC) ≈ 0.5 : N = 10 (première ligne), N = 50 (deuxième ligne), N = 500 (troi-
sième ligne) et N = 50000 (quatrième ligne). (A gauche) [Na+] = 0.1 M et cT = 2× 10−3
M (lignes tiretées rouges), cT = 2 × 10−5 M (lignes pleines noires) et cT = 2 × 10−7 M
(lignes pointillées bleues). Pour N = 500 et N = 50000, certaines courbes ont été déca-
lées verticalement pour pouvoir être clairement distinguer. (A droite) cT = 2× 10−5 M et
[Na+] = 1 M (lignes tiretées vertes), [Na+] = 0.1 M (lignes pleines noires) et [Na+] = 0.01
M (lignes pointillées mauves).
28 1. Modèle de Poland-Scheraga unifié
température sur lequel a lieu la transition est petit, plus la hauteur moyenne des pics de transitions
est grande. Alors que pour des oligomères courts (N ∼ 10), cet intervalle est de l’ordre de ∆T ∼ 40
K et est centré autour de températures physiologiques (310 K), sa taille diminue pour des longs poly-
mères (∆T ∼ 10K pour N = 50000). Ainsi, la transition de dénaturation devient plus abrupte quand
la longueur des séquences augmente, indiquant une dénaturation de plus en plus coopérative. On re-
marque également que le nombre de pics varient avec N . Les courbes de dénaturation des oligomères
(N = 10 et 50) exhibent un ou deux pics, signature d’une transition à deux ou trois états. Pour des
petits (N = 500) polymères, la courbe contient plusieurs pics dus à l’ouverture successive de domaines.
Pour des polymères très longs (N = 50000), −dΘ/dT ne contient plus qu’un seul pic à cause de la
superposition d’un grand nombre d’ouvertures simultanées de domaines.
Les courbes de dénaturation pour plusieurs concentrations en brin montrent une influence forte de
la concentration en brins cT sur les oligomères mais un effet négligeable pour des chaînes plus longues.
Comme Θ = Θint × Θext, la transition globale est le résulat d’une compétition entre la dénaturation
interne et la dissociation. La concentration cT agit uniquement sur les effets dissociatifs (voir équation
1.10) via x = exp[β(∆G0 − kBT log[cT /c0])], où −kB log[cT /c0] peut être interprété comme l’entropie
de translation des simples brins (voir équation 1.2). De plus fortes concentrations vont alors diminuer
le gain en entropie de mélange des simples brins et favoriser les duplexes. L’importance relative de
−kBT log[cT /c0] par rapport à∆G0 est plus forte pour des chaînes courtes à faibles concentrations pour
lesquelles x >> 1 et donc Θext ∼ 0 donnant lieu à des transitions à deux états. Pour des oligomères plus
longs à des plus fortes concentrations, la dénaturation interne concurrence la dissociation, et le caractère
à deux états de la transition peut être perdu. Pour des plus longues chaînes, |∆G0| >> |kBT log[cT /c0]|
soit x << 1, seule la dénaturation interne compte et les effets de dissociation ne jouent aucun rôle
majeur dans la transition.
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Figure 1.5 – (a,b,c) Probabilité individuelle totale p(α)×Θext en fonction de la tempéra-
ture T et de la position α de la paire de bases calculée avec les paramètres standard pour la
séquence L42B18 (a, N = 42), L48AS (b, N = 48) [47] et PN/MCS-13 (c, N = 4660) [46].
(d) Probabilité individuelle interne p(α) en fonction de la température T et de la position
α de la paire de bases pour la séquence GnA20Gn/CnT20Cn ([Na+] = 0.1 M) pour n = 10
(1), 15 (2), 20 (3), 25 (4) et 30 (5).
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Concernant l’influence de la concentration en sel, on observe qu’une variation de [Na+] conduit
à un décalages identique des courbes de dénaturation pour toutes les gammes de tailles étudiées et
à seulement quelques petites différences dans la forme des courbes. Les faibles concentrations ont
tendance à stabiliser les bulles et les simples brins à cause d’un écrantage moins efficace par les contre-
ions. De plus, les effets du sel dépendent de la séquence (équation 1.34). Ainsi, comme précisé dans la
section 1.2.2, diminuer la concentration en sel favorise l’ouverture de domaines riches en AT .
1.3.2 Dénaturation interne
Un des atouts du modèle PS est la possibilité d’étudier le comportement individuel de chaque
paire de bases (via le calcul de p(α)). Ceci est d’autant plus avantageux que de nouvelles techniques
expérimentales permettent d’avoir accès à la probabilité locale d’ouverture de la double-hélice [102,
103].
1.3.2.1 Ouverture successive de domaines
Sur les figures 1.5 a, b et c, la probabilité individuelle qu’une paire de base soit fermée p(α)×Θext
est tracée en fonction de la position de la paire et de la température. La figure (a) montre typique-
ment une transition à deux états où toutes les paires s’ouvrent simultanément. La figure (b) quant à
elle illustre l’ouverture progressive d’un domaine terminal jusqu’à stabilisation d’un état avec les 20
premières bases ouvertes puis l’ouverture simultanée des bases restantes. Enfin, la figure (c) illustre
une transition multiple d’un polymère court où l’on observe l’ouverture successive de domaines dans
l’ADN. Cette méthode de visualisation permet une étude locale de la dénaturation et en particulier
met en relief l’existence de domaines à l’intérieur de l’ADN ayant des propriétés de stabilité thermo-
dynamique propres et dont les paires de bases qui le composent ont un comportement coopératif lors
de sa dénaturation. On utilisera pratiquement cette propriété dans la section 2. La stabilité de ces
domaines est à la fois dépendante de leur composition (un domaine riche en AT s’ouvrira avant un
domaine riche en GC), de la concentration en sel et en brins (voir section précédente) mais aussi des
domaines adjacents (par exemple une région interne riche en AT formera une bulle stable que si les
bords qui l’entourent sont suffisamment longs, voir ci-dessous).
1.3.2.2 Cas d’un bulle interne riche en AT
Afin d’illustrer l’ouverture interne de domaine et d’estimer l’influence de la taille des bords sur la
stabilité de la région interne, nous étudions ici le cas de séquences composées d’une région centrale riche
en AT entourée de deux bords riches en GC via les exemples 5
′−GnAlGn−3
′
3′−CnTlCn−5
′ avec n la taille d’un bord
et l la taille du domaine central. On ne s’intéresse pas dans cette partie aux effets de dissociation ni à
l’influence de cT ou du sel, on regarde donc uniquement les observables internes comme p(α) calculée
à [Na+] = 0.1 M.
La figure 1.5 (d) illustre l’importance d’avoir des bords suffisamment longs pour observer, sur une
gamme de température significative, un état avec une bulle interne stable (figure 1.6 A.2). Si les bords
sont trop petits, l’ouverture de la bulle se fera en simultané avec un des bords et l’on observera une
transition entre le double-brin totalement fermé (figure 1.6 A.1) et le double-brin où seul un bord est
clos (figure 1.6 A.3). A partir de l’évolution de p(α), on peut déterminer pour chaque paire de bases sa
température de dénaturation Tm(α) définie par p(α)(Tm(α)) = 1/2 et calculer la valeur moyenne de
cette température T bullem pour les bases de la région interne et T
bord
m pour celle des bords. La figure 1.6
B représente l’évolution de T bullem et T
bord
m en fonction de n pour plusieurs l. On remarque que T
bulle
m
converge rapidement vers une valeur limite T∞bulle, fonction de l (voir figure 1.7 A), alors que T
bord
m
converge également vers une valeur limite T∞bord ∼ 400 K indépendante de l mais de manière beaucoup
plus lente. Pour interpréter ces valeurs limites, on modélise la dénaturation interne par l’intermédiaire
des trois états principaux : le double-brin totalement clos (figure 1.6 A.1), la bulle interne stable (figure
30 1. Modèle de Poland-Scheraga unifié
n l n
n+l
0 20 40 60 80 100340
350
360
370
380
390
400
n
 
T m
bu
lle  ,
 
T m
bo
rd
(K
)A.1
B
A.2 A.3
Figure 1.6 – (A) États principaux pour la dénaturation interne de GnAlGn/CnTlCn. (B)
Température de dénaturation de la bulle interne T bullem (lignes pleines) et des bords T
bord
m
(lignes tiretées) en fonction de la taille n des bords pour plusieurs tailles l de bulles : 20
(rouge), 25 (noir), 30 (vert) et 50 (bleu).
1.6 A.2), et la bulle interne et un des bords ouvert (figure 1.6 A.3), définis par leur fonction de partition
respective
Z1 = 1 (1.45)
Z2 = σl
−c exp
{
β
[
l∆gNN (
5′−AA−3′
3′−TT−5′) + ∆gNN (
5′−AG−3′
3′−TC−5′) + ∆gNN (
5′−GA−3′
3′−CT−5′)
]}
(1.46)
Z3 = σ¯(l + n)
c′ exp
{
β
[
l∆gNN (
5′−AA−3′
3′−TT−5′) + n∆gNN (
5′−GG−3′
3′−CC−5′) + ∆gNN (
5′−AG−3′
3′−TC−5′)
+∆gNN (
5′−GA−3′
3′−CT−5′) + ω(
G
C)
]}
(1.47)
La probabilité pour que la bulle soit fermée vaut alors Pbulle = Z1/(Z1+Z2+2Z3) et par définition on a
Pbulle(T bullem ) = 1/2. Pour n→∞, comme T∞bulle < Tm(5
′−GG−3′
3′−CC−5′) ≡ ∆hNN (5
′−GG−3′
3′−CC−5′)/∆sNN (
5′−GG−3′
3′−CC−5′)
= 400.6 K (voir figure 1.6 B), ∆gNN (5
′−GG−3′
3′−CC−5′) < 0 et donc Z3 → 0. Ainsi, on a Z2(T∞bulle) = 1 ce qui
donne
T∞bulle =
l∆hNN (
5′−AA−3′
3′−TT−5′) + ∆hNN (
5′−AG−3′
3′−TC−5′) + ∆hNN (
5′−GA−3′
3′−CT−5′)
l∆sNN (
5′−AA−3′
3′−TT−5′) + ∆sNN (
5′−AG−3′
3′−TC−5′) + ∆sNN (
5′−GA−3′
3′−CT−5′) + kB(c log l − log σ)
(1.48)
Sur la figure 1.7 A, on remarque que l’équation précédente rend bien compte des résultats issus du
modèle PS unifié pour les grandes valeurs de l. Quand l diminue, les effets de bords des bulles deviennent
de plus en plus importants et l’approximation simple utilisée n’est plus valable. On remarque également
que T∞bulle tend vers la température de fusion par paire de base Tm(
5′−AA−3′
3′−TT−5′) = 335.9 K quand l→∞.
De même que pour T∞bulle, si l’on s’intéresse à la probabilité qu’un bord (disons le premier par exemple)
soit fermé Pbord = Z3/(Z1 + Z2 + 2Z3), quand n → ∞, Pbord(T∞bord) = 1/2 implique Z3 → ∞, soit
∆gNN (
5′−GG−3′
3′−CC−5′) > 0, d’où T
∞
bord = Tm(
5′−GG−3′
3′−CC−5′) qui est bien indépendant de l.
Le plateau observé pour T bullem (figure 1.6B) correspond à la stabilisation de la bulle, la taille des
bords ne jouant plus sur l’ouverture de la région Al. La valeur de n pour laquelle, T∞bulle est atteinte à
99.9% près, est donc la taille minimum des bords nmin(l) pour avoir un état intermédiaire avec bulle
stable (voir figure 1.7 B). Si n & nmin la stabilisation de la bulle interne sera observée sur un intervalle
significatif de température, par contre si n < nmin, la bulle aura tendance à s’ouvrir en même temps
qu’un des bords.
Le fait de rajouter les effets associatifs (c’est à dire, de s’intéresser à p(α)×Θext au lieu de p(α)) ne
changent pas l’allure des courbes, ni l’influence des divers paramètres. La principale modification est
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Figure 1.7 – (A) Température d’ouverture de la bulle interne T∞bulle en fonction de la taille
l de la bulle interne calculée avec le modèle PS unifié (ronds bleus) ou d’après l’équation
1.48 (points rouges). (B) Taille minimale nmin des bords permettant d’observer la stabilité
de la bulle de taille l sur un intervalle significatif de température.
d’augmenter nmin par rapport à précédemment : les effets associatifs ont tendance à séparer le double
brin pour des températures inférieures aux températures internes de fusion des différents domaines.
1.4 Pouvoir de prédiction du modèle
Dans cette partie, nous comparons des données expérimentales aux prédictions faites par le modèle
de Poland-Scheraga unifié pour différentes tailles d’ADN. On s’attend à avoir un bon accord pour
les oligomères courts, la gamme de taille de chaînes utilisées pour la paramétrisation du modèle. Les
comparaisons pour des séquences plus grandes constituent alors des tests cruciaux pour la validation
du modèle.
1.4.1 Oligomères courts (∼ 10 bp)
Pour les oligomères courts [43, 42, 94] que nous avons utilisé lors de la paramétrisation du modèle
PS unifié, on trouve une erreur moyenne sur les températures de dénaturation prédites T thm par rapport
à celles expérimentales T expm
〈∆Tm〉 = 1
Ns
∑
i
|T expm − T thm | = 1.7 K (1.49)
En utilisant la correction en sel de SantaLucia [30] (équation 1.31), on a 〈∆Tm〉 = 2.4 K, ce qui
justifie l’utilisation de notre correction en sel. De plus, l’étude de la propagation des erreurs donne
une déviation standard moyenne des prédictions pour chaque Tm d’environ 2 K (avec une erreur
expérimentale de 0.3 K). Une comparaison plus détaillée entre T thm et T
exp
m (figure 1.8 A) montre qu’il
n’y a pas de concentration en sel ou en brin privilégiée sur toute la gamme accessible expérimentalement
[Na+] ∈ [0.01, 1] M et cT ∈ [10−6, 10−3] M : tous les points sont uniformément concentrés autour de
la bissectrice avec l’erreur faite sur chaque prédiction qui est de l’ordre de la déviation typique par
rapport aux données expérimentales.
En plus, de la valeur absolue de la température de dénaturation, le modèle reproduit aussi fidèlement
la courbe complète de dénaturation (voir figure 1.8 B). Le comportement à deux états de la transition
peut être évalué en calculant le maximum Σmax de la fonction Σ = Θext−Θ [47]. Si la séquence présente
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Figure 1.8 – (A) Température de dénaturation T thm prédite par le modèle en fonction de
celle expérimentale T expm pour (A.1) 92 séquences étudiées dans [94] avec cT = 2 × 10−6
M et pour 5 concentrations en sel différentes : [Na+] = 69 mM (orange), 119 mM (bleu),
220 mM (cyan), 621 mM (noir) et 1.02 M (violet) (les points verts sont représentatifs
des déviations standard estimées par la méthode de propagation des erreurs, voir sec-
tion 1.2.4) ; et pour (A.2) 20 séquences étudiées dans [42] avec [Na+] = 1 M et pour
plusieurs gammes de concentrations en brins différentes : cT ∈ [10−6, 10−5] M (bleu),
[10−5, 10−4] M (noir) et [10−4, 10−3] M (vert). (B) Courbes de dénaturation calculées
(lignes) et expérimentales [94] (points) pour des oligomères courts (cT = 2 × 10−6 M
et [Na+] = 69 mM) : ATCGTCTGGA (bleu), TACTTCCAGTGCTCAGCGTA (rouge)
et TCGGAGAAATCACTGAGCTGCCTGAGAAGA (noir).
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Figure 1.9 – Écart maximal Σmax entre Θext et Θ pour des séquences aléatoires de plu-
sieurs tailles avec cT = 2×10−4 M et [Na+] = 0.1M (points noirs). (Encart) Σmax pour les
oligomères étudiés par Zeng et collaborateurs [47] avec cT = 2×10−6 M et [Na+] = 0.05 M
(croix rouges : résultats expérimentaux, points verts : prédictions) et pour des oligomères
courts étudiés par Allawi et SantaLucia [43] avec cT = 2×10−6 M et [Na+] = 1 M (points
bleus). Pour chaque point, nous avons tracé les déviations standard dues à la propagation
des erreurs lorsqu’elles étaient plus grandes que la taille du point.
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Figure 1.10 – (A, B) Température de dénaturation Tm calculée avec le modèle PS unifié
pour plusieurs hétéropolymères aléatoires (N = 50000) de contenu GC f(GC) différents
pour un concentration en sel de 74.5 mM (points noirs) et de 220 mM (carrés bleus). La
correction en sel utilisée est celle définie par l’équation 1.34 (A) ou l’équation 1.31 (B).
Les barres d’erreur tracées sont représentatives des déviations standard observées pour Tm.
(C,D) Température de dénaturation Tm théorique calculée pour des séquences aléatoires
si la transition était à deux états (C) ou si l’entropie de nucléation était nulle (log σ = 0)
(D). Nous avons utilisé ici la correction en sel de l’équation 1.34. Les lignes pointillées
représentent les relations empiriques de Frank-Kamenetskii définies par l’équation 1.50.
une transition à deux états, Θext = Θ, soit Σmax ≈ 0. Au contraire, pour de longues chaînes, Θext ∼ 1,
soit Σmax ∼ 1. La figure 1.9 confirme bien que nous reproduisons le comportement à deux états des
transition des oligomères courts. Notons que la comparaison est faite avec le modèle complet incluant
les fluctuations, qui ont été négligées lors de la paramétrisation. Négliger les facteurs de coopérativité
(c’est à dire, mettre log σ = log σ¯ = 0) conduirait à des résultats drastiquement différents [33].
1.4.2 Polymères longs (≥ 10 kbp)
Dans la limite opposée des très longues chaînes d’ADN, les courbes de dénaturation redeviennent
relativement lisses (voir figure 1.4) et peuvent ainsi être également caractérisée par une température
de dénaturation, qui dépend essentiellement du contenu en bases GC (f(GC)) de la séquence. Il y a
plus de 30 ans, Frank-Kamenetskii et collaborateurs [69, 104] proposaient la relation empirique
Tm = T
AT
m + f(GC)
(
TGCm − TATm
)
(1.50)
avec {
TATm = (355.55 + 7.9 log[Na
+]) K
TGCm = (391.55 + 4.89 log[Na
+]) K
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Figure 1.11 – Courbes de dénaturation Θ (A), Θext (B), −dΘ/dT (C) et évolution de
la température de dénaturation locale (D) pour PN/MCS-13 [46] pour une concentration
en sel de [Na+] = 74.5 mM. Les lignes vertes représentent les données expérimentales, les
lignes noires les résultats calculés par le modèle avec les paramètres standard (table 1.1)
et les autres lignes colorées (rouges et grises) les résultats calculés avec d’autres jeux de
paramètres aléatoires.
Nous avons généré plusieurs séquences ADN aléatoires de longueur N = 50000 avec un contenu GC
compris dans l’intervalle [0.4, 0.6]. La figure 1.10 A montre un accord excellent entre nos résultats
calculés avec la correction en sel introduite dans la section 1.2.2 et l’équation 1.50, alors que ceux issus
de la correction en sel de SantaLucia (équation 1.31) dévient de la courbe empirique (figure 1.10 B).
Cette accord représente une validation essentielle de notre modèle unifié (comprenant la correction en
sel) puisqu’il démontre qu’à partir d’une paramétrisation faite à l’aide de données sur des oligomères
courts et d’un modèle de mécanique statistique, on retrouve de manière systématique les comportements
expérimentaux de très longs ADN. En particulier, la figure 1.10 A fournit des preuves évidentes de la
validité de notre correction en sel pour les paramètres plus proche voisin.
Sur les figures 1.10 C et D, on compare les relations de Frank-Kamenetskii avec l’évolution de
Tm calculée pour notre correction en sel, si l’on suppose que la transition est à deux états ou que
la pénalité de nucléation de bulle est nulle (log σ = 0). Les déviations observées démontrent que ces
relations empiriques ne peuvent pas se retrouver trivialement mais nécessite la résolution complète du
modèle PS unifié en prenant compte en les fluctuations thermiques et la coopérativité.
1.4.3 Polymères courts (100 bp ≤ ... ≤ 10 kbp)
Les courbes de dénaturation des polymères courts montrent une structure assez riche qui peut être
discuter indépendamment de la concentration en brins d’ADN (voir figure 1.4). Pour tester le pouvoir de
prédiction du modèle pour cette gamme de longueur, nous avons choisi d’étudier la séquence PN/MCS-
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Figure 1.12 – Courbes de dénaturation Θ (A), Θext (B), −dΘ/dT (C) et évolution de
la température de dénaturation locale (D) pour la séquence L60B36 étudiée par Zeng et
collaborateurs [47] pour une concentration en sel de [Na+] = 50 mM et une concentration
en brin de cT = 2× 10−6 M. Les points verts représentent les données expérimentales, les
lignes noires les résultats calculés par le modèle avec les paramètres standard (table 1.1)
et les autres lignes colorées (rouges et grises) les résultats calculés avec d’autres jeux de
paramètres aléatoires. La ligne rouge souligne un jeu de paramètres qui reproduit quan-
titativement les données expérimentales. Les données expérimentales ont été normalisées
par la procédure décrite dans l’annexe 6.2.
13 3. La figure 1.11 montre que le modèle de Poland-Scheraga unifié reproduit assez bien la température
de mélange de PN/MCS-13, mais échoue à prédire la structure fine des courbes. En particulier, le
modèle ne décrit que qualitativement la courbe de dénaturation différentielle expérimentale (figure
1.11 C). D’autres programmes bioinformatiques tels que DINAmelt [88] ou MELTSIM [105] donnent
des résultats similaires pour cette séquence.
Comment dès lors interpréter ces déviations ? En plus des courbes calculées avec les paramètres
standard, la figure 1.11 contient d’autres courbes calculées avec des jeux de paramètres tirés aléatoi-
rement dans les barres d’erreurs corrélées issues de la paramétrisation (voir section 1.2.4). Ces autres
courbes marchent aussi bien (ou aussi mal) que les courbes standard. En particulier, les déviations
par rapport aux données expérimentales sont contenues dans l’incertitude des prédictions théoriques et
ne révèlent pas une défaillance profonde du modèle. Par exemple, les courbes rouges de la figure 1.11
illustrent les résultats issus d’un jeu de paramètres décrivant assez bien les courbes expérimentales.
Cela soulève la question de savoir si le modèle a un quelconque pouvoir de prédiction pour décrire
la dénaturation des polymères (en dehors de la seule relation 1.50). En regardant les différentes courbes
obtenues pour plusieurs jeux de paramètres, la réponse semble être négative. Cependant, si l’on regarde
ce qu’il se passe localement, les prédictions faites par le modèle semblent assez robustes. A partir de la
3. PN/MCS-13 est une séquence de 4660 bp composée par pBR322 et par une séquence répétitive de 245 bp [46].
pBR322 est associée au numéro d’accession primaire J01749.
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Figure 1.13 – Courbes de dénaturation pour les séquences L42B18 (A), L19AS2 (B) et
L48AS (C) dans une solution à 50 mM en sel et contenant cT = 2 × 10−6 M d’ADN. Les
points verts représentent les données expérimentales. Les lignes donnent les résultats calcu-
lés pour les paramètres standard (pointillés noirs) ou pour d’autres jeux de paramètres. Les
lignes rouges et violettes soulignent des paramètres qui permettent de bien reproduire les
données pour L60B36. On a tracé également les probabilités p(α)Θext pour les paramètres
standard (encadré noir) ou pour les paramètres de la courbe violette (encadré violet).
probabilité qu’une certaine paire de base soit fermé p(α)×Θext (voir figure 1.5 c), on peut calculer pour
chaque paire, sa température locale de dénaturation définie par (p(α)Θext)(Tm(α)) = 1/2. La figure
1.11 D montre l’évolution de Tm(α) pour différents jeux de paramètres. On remarque que l’allure de
la courbe reste plus ou moins identique : la définition de domaines formés par les paires de bases
consécutives s’ouvrant simultanément est robuste [106], seule la valeur absolue de la température de
dénaturation de ces domaines fluctue. Les erreurs faites sur les températures locales sont d’ailleurs du
même ordre que celles réalisées pour les oligomères courts (∼ 2 K).
1.4.4 Oligomères longs (20 bp ≤ ... ≤ 100 bp)
Alors que les oligomères courts ont pour la plupart une transition à deux états, cela n’est plus le
cas pour des oligomères plus longs. Comparée au cas des polymères (section précédente), la difficulté
vient de la dépendance des résultats en la concentration en brins (voir figure 1.4). Récemment, la com-
munauté scientifique s’est concentrée sur cette gamme de longueur à cause de résultats expérimentaux
particulièrement intéressants fournis par l’équipe de Giovanni Zocchi [47, 48]. Zocchi et collaborateurs
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ont développé un protocole expérimental permettant de mesurer le degré d’association Θext indépen-
damment de l’observable classique Θ. Dans la figure 1.12, on compare les résultats expérimentaux et
ceux calculés avec le modèle pour la séquence L60B36, un oligomère de 60 bp ayant un domaine central
riche en AT [47]. Les paramètres standard prédisent de manière incorrecte une transition à deux états.
Cependant, d’autres combinaisons de paramètres reproduisent correctement l’ouverture d’une bulle
interne avant la séparation des brins. La figure 1.13 A montre également que les prédictions théoriques
(dans la limite de confiance) rendent compte des courbes de dénaturation d’une autre séquence L42B18
avec bulle interne pour le même jeu de paramètres que L60B36.
Cependant, les deux séquences L48AS et L19AS2 [47] (figures 1.13 B et C) contenant des domaines
terminaux riches en AT ne sont bien décrites par aucun jeux de paramètres. Ces résultats pourraient
être dus à une défaillance de la modélisation concernant un effet oublié par le modèle PS et qui jouerait
un rôle important pour ces séquences. Peyrard et collaborateurs [103] interprètent ce phénomène par
l’existence d’une intéraction non-locale par laquelle une région riche en AT pourrait influer sur l’ouverture
de paires de bases situées juqu’à 10 bp de cette région. La cause physico-chimique de cet effet demeure
cependant assez floue.
Dans tous les cas, on remarque une très forte sensibilité des prédictions par rapport à l’incertitude
sur la paramétrisation pour cette gamme de taille d’ADN. En particulier, la figure 1.9 compare les
valeurs théoriques et expérimentales de Σmax = max(Θext −Θ) pour les oligomères longs étudiés par
l’équipe de Zocchi. L’existence de grandes barres d’erreur asymétriques souligne cette forte sensibilité
du comportement des courbes de dénaturation. Par contre, comme pour les polymères, la prédiction
de la structure interne semble assez robuste.
1.5 Conclusion
1.5.1 Bilan
Dans les sections précédentes, nous avons présenté un modèle unifié de Poland-Scheraga pour la
dénaturation thermique de l’ADN. Contrairement aux autres formulations existantes, notre description
couvre toutes les gammes de tailles d’ADN, des oligomères courts aux polymères longs, et est applicable
pour toutes les concentrations en sel ou brins usuellement étudiées expérimentalement. En particulier,
nous avons utilisé ce modèle pour discuter différents aspects génériques de la dénaturation thermique.
Nous avons mis en relief la cohérence de notre formalisme en montrant le lien systématique qu’il existait
entre la paramétrisation faite avec des oligomères courts et les résultats du modèle pour des très longues
séquences. Dans la marge d’erreur imposée par la paramétrisation, le modèle reproduit les données
expérimentales pour des ADN de tailles arbitraires incluant le cas des longs oligomères. Cependant,
pour ce type de chaînes (et aussi pour les polymères courts), les prédictions faites pour les observables
expérimentales sont particulièrement sensibles aux incertitudes rémanentes de la paramétrisation. Ce
dernier point souligne que le pouvoir de prédiction de modèle pour ce genre de séquences est assez
limité même si les prédictions locales semblent être plus robustes.
Ce travail a abouti à la publication d’un article dans Biophysical Journal [107].
1.5.2 Influence de chaque paramètre
La figure 1.14 montre comment l’incertitude sur la connaissance de paramètres (ou de classes de
paramètres) particuliers affecte les prédictions des courbes de dénaturation selon les différents régimes
de tailles étudiés. Dans la plupart des cas, la contribution dominante vient des 20 paramètres plus
proche voisin d’association. Le paramètre d’initiation n’influe que sur les oligomères où les termes de
bords ne sont pas négligeables. Le capping quant à lui ne joue un rôle que pour les oligomères longs
exhibant une transition à plusieurs états où au moins un des bords va s’ouvrir stablement. Les facteurs
de coopérativité ont une contribution importante pour les polymères mais aussi pour les oligomères
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Figure 1.14 – Courbes de dénaturation −dΘ/dT pour des oligomères courts (aléatoire,
N = 10) ou longs (L19AS2) et pour des polymères courts (PN/MCS-13) ou longs (aléatoire,
N = 50000). Pour chaque séquence, on fait varier différents paramètres : initiation (rouge),
capping (noir), coopérativité (vert) et paramètres plus proche voisin (violet). Les lignes
épaisses représentent les courbes moyennées sur les différentes réalisations de paramètres,
les lignes fines estiment la déviation standard sur chaque classe de paramètres et les lignes
pointillées bleues sont les courbes calculées avec les paramètres standard.
longs où la compétition entre dénaturation interne et dissociation est forte.
1.5.3 Améliorer la paramétrisation du modèle
Au vue des différentes contributions de chaque type de paramètres, dont certaines ne sont pas
négligeables, dans l’incertitude des courbes de dénaturation, on se pose la question de savoir comment
on peut améliorer la paramétrisation du modèle pour diminuer les erreurs ou les incertitudes des
prédictions.
Pour les oligomères courts, seuls les paramètres plus proche voisin jouent un rôle significatif, c’est
pourquoi, bien sûr, on les utilise pour estimer ces paramètres. Insistons sur le fait que les relations de
Frank-Kamenetskii (équation 1.50) ne peuvent pas être utilisées directement pour déterminer (comme
étant une combinaison linéaire de) les paramètres microscopiques du modèle PS [90]. En effet, elles
représentent une moyenne sur un grand nombre d’ouvertures coopératives de domaines et ne peuvent
pas être trivialement décrites par une moyenne sur les paramètres plus proche voisin (voir figures 1.10
C et D). Cependant, les figures 1.10 A et 1.14 suggèrent qu’une comparaison avec les températures de
dénaturation calculées avec le modèle complet pourrait être un excellent moyen (bien qu’assez lourd
en calcul) pour affiner l’évaluation des paramètres plus proche voisin.
Pour les facteurs de coopérativité σ et σ¯, la forte sensibilité des longs oligomères (ou de polymères
courts) par rapport à ces paramètres, doit être utilisée pour minimiser les erreurs lors du processus
de paramétrisation (voir figures 1.9 et 1.14). En effet, plus une observable va être sensible à la valeur
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Figure 1.15 – (A) Évolution de la différence de température de dénaturation T 2bullem −T bullem
entre S2bulle et Sbulle en fonction de 1/l pour trois valeurs de γS : -10.9 cal/mol/K (triangles
noirs), -8.9 cal/mol/K (carrés rouges) et -6.9 cal/mol/K (points verts). Les barres d’erreurs
représentent l’incertitude dues aux autres paramètres. (B) Évolution de la différence de
température de dénaturation T bullem − T finm entre Sbulle et Sfin en fonction de 1/l pour
trois valeurs de ∆S0mix : 5 cal/mol/K (triangles noirs), 3 cal/mol/K (carrés rouges) et 1
cal/mol/K (points verts). Les barres d’erreurs représentent l’incertitude due aux autres
paramètres.
d’un paramètre, plus elle sera utile pour le paramétrer [108]. La meilleure stratégie pour déterminer
leurs valeurs serait donc de concevoir des expériences de dénaturation comparatives qui permettraient
d’isoler leurs effets, en suivant les mêmes idées que Blake et Delcourt [46] (voir section suivante).
Il faut être conscient tout de même qu’il existera toujours des barres d’erreur inhérentes au modèle
qui reflètent les hypothèses simplificatrices que l’on a faites. Pour réduire ses erreurs intrinsèques, une
solution serait d’accroître le nombre de paramètres afin de décrire des effets chimiques ou physiques
qui ne sont pas pris en compte ici (comme l’élasticité des brins, la dépendance de la coopérativité en
la composition de la bulle, etc.). Néanmoins, cela rendrait le modèle difficilement paramétrable et plus
lourd en calcul.
Ainsi, une amélioration de la paramétrisation du modèle pourrait passer par une modélisation
simultanée d’une base de donnée étendue comprenant des séquences de toutes tailles. Cette option est
d’autant plus envisageable que le modèle de Poland-Scheraga unifié permet de décrire tous les cas avec
le même formalisme de mécanique statistique.
1.5.4 Paramétrer σ et ω
Dans cette partie, nous développons quelques idées utiles pour envisager une amélioration de la
paramétrisation de σ et ω.
Pour paramétrer σ (via γS = kB(log σ)/2), on propose d’étudier deux types de séquences : Sbulle =
GnAlGn
CnTlCn
(une bulle centrale) et S2bulle = G2n/3Al/2G2n/3Al/2G2n/3C2n/3Tl/2C2n/3Tl/2C2n/3 (deux bulles internes) avec n suffisam-
ment grand (n = 100) pour pouvoir négliger les effets de bords (voir section 1.3.2) et les effets de
dissociation. Suivant l’idée de Blake et Delcourt [46], pour chaque séquence, on calcule la température
de fusion des bulles (respectivement T 2bullem et T
bulle
m pour S2bulle et Sbulle). Comme les deux types de
séquences ont la même composition en paires de bases, on s’attend à ce que la différence T 2bullem −T bullem
ne soit pas trop sensible aux paramètres plus proche voisin mais qu’elle le soit vis à vis de la diffé-
rence d’énergie entre les deux séquences qui vaut environ −2γST (voir équation 1.48). La figure 1.15
A montre l’évolution de T 2bullem − T bullem en fonction de 1/l pour différentes valeurs de γS , les barres
d’erreurs étant calculées en faisant fluctuer tous les paramètres sauf γS . On remarque que l’observable
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est d’autant plus sensible à γS que 1/l augmente. Ainsi, une bonne série d’expériences sur S2bulle et
Sbulle devra être réalisée avec des bulles petites (il faut néanmoins que l soit suffisamment grande pour
observer la transition vers un état où les bulles internes soient stables). L’erreur due à l’incertitude sur
les paramètres plus proche voisin va tout de même limiter la précision sur la paramétrisation de γS
à environ 10%. Cependant, comme l’erreur expérimentale est typiquement de 0.3 K, une évaluation
plus précise (que les 30% supposés) de γS peut être envisagée avec des séquences dans l’intervalle
l ∈ [20, 40].
De la même manière, pour paramétrer ω (via ∆S0mix), on étudie Sbulle et Sfin =
Al/2G2nAl/2
Tl/2C2nTl/2
(deux
domaines terminaux). On s’attend ici à ce que T bullem −T finm dépendent essentiellement de la différence
d’énergie entre les deux structures, soit environ 2ω. La figure 1.15 B illustre la sensibilité de T bullem −T finm
par rapport à ∆S0mix. Malheureusement, les barres d’erreurs ne permettent pas une évaluation précise
de l’entropie de mélange. En effet, l’incertitude sur les paramètres plus proche voisin d’initiation (∆hini
et ∆sini) est très importante et cela se reflète automatiquement dans les erreurs théoriques. Sans une
amélioration préalable de ces paramètres, il paraît impossible d’envisager de paramétriser ∆S0mix avec
ce type d’expériences.
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Chapitre 2
Analyse thermodynamique des génomes
Dans cette partie, nous nous intéressons à l’étude de la dénaturation de l’ADN pour des génomes
entiers. Plus précisément, nous développons des méthodes algorithmiques et statistiques efficaces qui
nous permettent de discuter de la pertinence de l’utilisation des propriétés thermodynamiques de l’ADN
pour annoter les génomes.
Dans une première partie, nous définissons le modèle de Zimm-Bragg (ZB) qui est une approximation
du modèle de Poland-Scheraga et nous décrivons la méthode des matrices de transfert utilisée pour
calculer les prédictions du modèle.
Dans une deuxième partie, nous validons cette approximation en la comparant aux résultats du modèle
PS et nous discutons de l’efficacité d’un tel modèle pour l’étude des génomes.
Puis, dans une troisième partie, nous appliquons le modèle ZB à plusieurs génomes entiers et nous
étudions la possible existence de corrélations entre les propriétés codantes et thermodynamiques des
séquences que ce soit au niveau des paires de bases individuelles ou au niveau des domaines. Nous
discutons également de la fiabilité des prédictions de l’analyse thermodynamique pour l’identification
de gènes ou d’exons.
Enfin, nous concluons sur l’applicabilité d’une telle méthode à l’annotation des génomes et sur la pers-
pective de prendre en compte les effets de superhélicité pour une étude plus réaliste de la dénaturation
dans les génomes.
2.1 Modèle de Zimm-Bragg
2.1.1 Une approximation du modèle PS
Le modèle de Zimm-Bragg [27, 109] a la même structure mathématique que le modèle d’Ising 1D
hétérogène et, même s’il lui est antérieur, peut être vu comme une approximation du modèle PS. Le
facteur de coopérativité σn−c, dépendant de la taille n de la bulle, est alors remplacé par un terme
constant
σn¯−c ≡ exp(−2βγ) (2.1)
où n¯ est une taille typique fixée et γ peut être interprétée comme une énergie d’interface (ou de fourche)
entre une partie double-brin et une bulle. A première vue, cette approximation peut paraître brutale
car elle néglige les effets génériques dus à la nature polymérique de l’ADN. En particulier, le modèle
ZB ne prédit pas la transition de phase du premier ordre observé pour des homopolymères [78] (En
effet, il n’y a pas de transition de phase pour le modèle d’Ising 1D). Cependant, l’hétérogénéité des
séquences masquent généralement ces effets [110]. En effet, pour des séquences naturelles, la valeur de
l’exposant c (issu de la théorie des polymères) ne semble pas influer sur les prédictions faites par le
modèle PS pourvu que σ soit modifiée de manière appropriée [80].
42 2. Analyse thermodynamique des génomes
θi : 1 01 1 0 1 1 1 0 0
γ
ΔgNN ΔgNN ΔgNN ΔgNNγ0 γ 0 γHZB:
Figure 2.1 – Exemple d’une configuration d’Ising 1D décrivant une structure secondaire
du double-brin d’ADN et description des différentes contributions énergétiques dans le
modèle ZB.
Avec cette approximation, l’hamiltonien d’une séquence de taille N bp est décrit par (voir figure
2.1)
HZB =
∑
i
{∆gNN (i, i+ 1) θi θi+1 + γ [θi (1− θi+1) + θi+1 (1− θi)]} (2.2)
=
∑
i
{2γθi + (∆gNN (i, i+ 1)− 2γ) θi θi+1}
où θi = 0 (1) si la paire de bases i est dénaturée (ou appariée). ∆gNN (i, i+1) représente l’énergie libre
d’association du segment de paires de bases (i, i+ 1) (idem que pour le modèle PS, voir table 1.1) et
dépend de la concentration en sel (voir section 1.2.2). γ est l’énergie de fourche définie précédemment
et dépend du choix de n¯ (voir table 2.1). Notons que les termes de capping sont ici négligés (ce qui est
justifié vu que l’on s’intéresse à de très grandes séquences de l’ordre de Mbp) et que l’on utilise des
conditions périodiques "N + 1 ≡ 1". La fonction de partition du système est alors définie par
Z =
∑
θi
exp (−βHZB({θj})) (2.3)
Les propriétés de dénaturation étudiées par la suite sont la probabilité individuelle qu’une paire de
base α soit fermée, p(α) = 〈θα〉 (qui dépend de la température), et la température de dénaturation
locale définie par p(α)(Tm(α)) = 1/2.
Table 2.1 – Estimations de γ et σn¯−c pour différentes valeurs de n¯ calculées avec c = 2.15 et σ =
1.23× 10−4.
n¯ γ/(kBT ) σn¯
−c
10 7.0 8.9× 10−7
170 10.0 2.0× 10−9
500 11.2 2.0× 10−10
1000 11.9 4.5× 10−11
5000 13.6 1.4× 10−12
10000 14.4 3.2× 10−13
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2.1.2 Méthode des matrices de transfert
De par sa formulation sous la forme d’un modèle d’Ising 1D, la résolution du modèle et le calcul
des observables p(α) et Tm(α) peuvent être facilement réalisés par la méthode des matrices de transfert
[27, 111]. La méthode consiste à remarquer que
Z = Trace
(
N∏
i=1
Ti
)
(2.4)
p(α) =
1
Z
Trace
[(
α−1∏
i=1
Ti
)
T ′α
(
N∏
i=α+1
Ti
)]
(2.5)
avec
Ti =
(
e−β∆gNN (i,i+1) e−2βγ
1 1
)
T ′i =
(
e−β∆gNN (i,i+1) e−2βγ
0 0
)
Pratiquement, on calcule
∏N
i=1 Ti itérativement soit en partant de M
pre
1 ≡ T1, puis successivement
Mprei+1 =M
pre
i × Ti+1 ; soit en partant de MpostN ≡ TN puis Mposti−1 = Ti−1 ×Mposti . Ainsi, en prenant la
trace de MpreN ou de M
post
1 on a accès à Z (voir équation 2.4), puis la trace de M
pre
α−1 × T ′α ×Mpostα+1, on
trouve p(α) (voir équation 2.5).
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Figure 2.2 – Temps de calcul (en seconde) utile pour estimer tous les p(α) à température
fixée en fonction de la taille de la séquence avec un processeur 2.4 GHz Intel Core 2
Duo, à l’aide due modèle PS-FF pour Ns = nmax = N (ligne bleue) ou du modèle ZB
(ligne rouge). Les cercles représentent le temps de calcul nécessaire pour étudier le génome
humain avec le modèle PS-FF (vert : Ns ∼ 108 bp, nmax = 108 bp [75] ; bleu : Ns = 10 kbp,
nmax = 10 kbp, temps extrapolé) ou avec le modèle ZB (rouge, temps extrapolé). Le carré
noir correspond au temps typique de résolution du modèle de Peyrard-Bishop-Dauxois [73]
et le triangle noir à celui du modèle sur réseau [33].
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2.1.3 Complexité et temps de calcul
La méthode des matrices de transfert permet ainsi d’évaluer Z et tous les p(α) pour une séquence
de taille N en O(N) opérations. Pour faciliter la résolution numérique, le modèle ZB est résolu pour
des tranches de séquence de 100 kbp en quinconce afin d’éviter les effets de bords.
Pour la même séquence, la solution exacte du modèle PS requiert O(N2) opérations, alors qu’en
utilisant l’algorithme de Fixman-Freire, on peut se restreindre à O(N × I) opérations où I ∝ log nmax,
la taille maximale de bulle approximée par l’équation 1.20 (voir section 1.1.3). Pour des raisons nu-
mériques, la résolution du modèle PS peut être accélérée en découpant la séquence en blocks d’une
certaine taille Ns se chevauchant et en utilisant l’algorithme de Fixman-Freire sur chaque block. Dans
le cadre d’une application génomique, la taille caractéristique des domaines étant de l’ordre du kbp ou
moins (voir figure 2.10), il faut donc choisir Ns > kbp et nmax ∼ kbp. Par exemple, Yeramian et Jones
[106] utilisent Ns = 10 kbp et nmax = 5 kbp ; par contre Liu et collaborateurs [75] prennent Ns ∼ 108
bp et nmax = 108 bp.
La figure 2.2 compare le temps de calcul nécessaire au modèle de PS avec l’algorithme de Fixman-
Freire (PS-FF), au modèle ZB et au modèle Peyrard-Bishop-Dauxois pour calculer les propriétés ther-
modynamiques d’une séquence. On remarque que le modèle ZB nous permet d’accélérer le calcul d’un
facteur 30 par rapport au modèle PS-FF avec Ns = 10 kbp et nmax = 10 kbp et d’un facteur 90 pour
Ns = 100 kbp et nmax = 10 kbp. Par exemple, le calcul de la carte de dénaturation du génome humain
(∼ 1010 bp) réalisé par Liu et collaborateurs [75] (Ns ∼ 108 bp, nmax = 108 bp) a pris 22 jours sur un
HP SuperDome (64 processeurs Itanium 2, 1.5 GHz, 6 MB cache), alors que cela aurait pris environ
6 jours à la même machine pour résoudre le modèle PS-FF avec Ns = 10 kbp et nmax = 10 kbp, et
seulement 5h pour le modèle ZB. A titre de comparaison, la résolution du modèle de Peyrard-Bishop-
Dauxois par une méthode d’intégration numérique directe [73, 112] ou une simulation du modèle sur
réseau [33] prendrait des heures pour une séquence de seulement 60 bp. Dans le même temps de calcul,
des séquences de tailles ∼ 108 bp pourraient être étudiées avec le modèle PS-FF et de tailles ∼ 1010
bp avec le modèle ZB.
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Figure 2.3 – Evolution de Tm(α) pour une échantillon du génome de Plasmodium falcipa-
rum (A,C) et de Tropheryma whipplei (B,D) calculée par le modèle PS avec les paramètres
standard (lignes rouges) ou avec différents jeux de paramètres aléatoirement générés dans
la limite de confiance (voir section 1.2.4) (lignes grises) (A,B) et par le modèle ZB pour
différentes valeurs de γ (C,D) : 7kBT (bleu), 10kBT (vert) et 13kBT (noir).
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Figure 2.4 – (A) Erreur systématique moyenne ∆T en fonction de la valeur de γ calculée
pour le génome de PF (carrés bleus) et de TW (ronds rouges). (B) Diagramme de corré-
lation entre TZBm (α) et T
PS
m (α) pour PF (bleu) et TW (rouge) calculé pour γ = 10kBT .
2.2 Validation
Dans un premier temps, on compare le modèle ZB au modèle PS pour différentes valeurs de γ afin
de trouver la valeur optimale. Puis, dans un deuxième temps, nous regardons les résultats donnés par
le modèle ZB pour deux exemples où le modèle PS a été utilisé pour étudier des propriétés génomiques
de l’ADN.
Dans cette partie et dans la suivante (sauf mention particulière), la concentration en sel est fixée à
[Na+] = 0.1 M. Vu que l’on s’intéresse à des séquences longues, les effets de concentration (voir section
1.3.1) sont négligeables et ne seront pas considérés.
2.2.1 Comparaison avec le modèle PS
Dans les figures 2.3 C et D, on a tracé les profils de dénaturation Tm(α) calculés avec le modèle PS
et avec le modèle ZB pour trois différentes valeurs de γ (correspondant à n¯ ∼ 10, 150, 2500) pour deux
séquences génomiques : une extraite du chromosome 11 du parasite Plasmodium falciparum (PF) 1 et
l’autre extraite du génome de la bactérie Tropheryma whipplei TW08/27 (TW) 2. L’évolution de Tm(α)
le long de la séquence permet facilement de distinguer des domaines de dénaturation. La définition de
ces domaines semble assez robuste par rapport aux incertitudes sur les paramètres (voir figures 2.3
A et B). On observe qu’une grande énergie d’interface γ va avoir tendance à accroître la taille de ces
domaines, illustrant la coopérativité dans le modèle ZB. De plus, les résultats semblent indiquer que
le modèle ZB reproduit assez fidèlement les profils calculés avec le modèle PS. Pour des faibles valeurs
de n¯ (ou de γ), le modèle ZB a tendance à prédire des petites bulles qui ne sont pas présentes dans les
résultats de PS ; pour des fortes valeurs de n¯, au contraire, il tend à grouper ensemble plusieurs petits
domaines prédits par le modèle PS. Le profil calculé avec γ = 10kBT semble être en excellent accord
avec les prédictions faites par le modèle PS.
Afin d’être plus précis sur l’erreur systématique introduite par l’approximation de ZB, on calcule
1. Le génome de PF est accessible sur le site du National Center for Biotechnology Information (NCBI)
(http ://www.ncbi.nlm.nih.gov) au numéro d’accession NC004315.
2. Son numéro d’accession sur le site du NCBI est BX251411.
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en fonction de γ
∆T =
1
N
N∑
α=1
|TZBm (α)− TPSm (α)| (2.6)
La figure 2.4 A montre qu’il existe, pour chaque organisme étudié (PF et TW), une valeur de l’énergie
d’interface γ pour laquelle ∆T est minimale. La valeur optimale de γ vaut environ 10kBT et correspond
à une taille typique de n¯ ≈ 170 bp. L’erreur systématique minimale vaut alors environ 0.3 K. Par
comparaison, l’incertitude due aux paramètres est de l’ordre de 2 K (voir section 1.4.1 et figures 2.3 A
et B). La figure 2.4 B illustre la très forte corrélation entre TZBm et T
PS
m pour γ = 10kBT (facteur de
corrélation de 0.97 pour TW et 0.99 pour PF). D’ailleurs, dans la suite, on utilisera cette valeur pour
calculer les résultats prédits par le modèle ZB.
2.2.2 Applications à la génomique
Dans cette section, on vérifie qu’à l’aide du modèle ZB, on retrouve des résultats précédemment
obtenus avec le modèle PS sur de possibles corrélations entre propriétés thermodynamiques et géno-
miques.
2.2.2.1 Identification de gènes dans l’ADN génomique
La transition entre double-hélice et bulle prédite par les modèles décrivant la dénaturation étant
assez abrupte, les paires de bases adjacentes s’ouvrant simultanément forment des domaines le long de
la séquence que l’on peut comparer avec les propriétés génomiques de l’ADN. Comme une paire GC
est plus stable qu’une paire AT , les températures de dénaturation dépendent du contenu local en GC
[69] (voir équation 1.50). De plus, généralement, les régions codantes des génomes sont riches en GC
comparées au contenu GC moyen [64, 65] (voir table 2.2). Ainsi, on s’attend à observer des corrélations
entre la position des domaines dénaturés et des parties codantes du génome [113, 106, 114, 115, 116,
49, 50].
Pour plusieurs températures, Yeramian calcule p(α) à l’aide du modèle PS. Pour chaque tempé-
rature, l’évolution de p(α) le long de la séquence fait apparaître des régions qui sont comparées aux
parties codantes (CDS) [106]. On effectue le même genre de comparaison avec le modèle ZB pour les
génomes complets de PF et TW. La figure 2.2.2.1, en plus de confirmer le bon accord entre les modèles
PS et ZB, illustre le fait qu’une bonne corrélation entre les domaines fermés et codants à 68 ou 70o C
existent pour PF mais aucune preuve de cette corrélation n’est observée pour TW.
2.2.2.2 Identification de bords d’exon dans l’ADN complémentaire
Carlon et Blossey [71, 117] ont étudié les propriétés de dénaturation de l’ADN complémentaire
(ADNc). L’ADNc est la transcription inverse de l’ARNm d’un gène, il correspond donc à la séquence
d’un gène privé des parties correspondant aux introns. Les figures 2.6 A, B et C montrent la courbe
de dénaturation −dΘ/dT pour trois ADNc humains. Là encore, les résultats corroborent la validité
de l’approximation de ZB et montrent qu’il existe, pour certaines frontières entre exons, une bonne
correspondance avec les propriétés de dénaturation. Lorsque la séquence devient grande, la courbe de
dénaturation devenant plus complexe, il est plus pratique d’évaluer, pour une position donnée le long
de la séquence, l’intervalle de température pour lequel cette même position délimite deux domaines
de dénaturation et de comparer cela aux frontières entre exons. La figure 2.6 D confirme l’hypothèse
d’une correspondance entre frontières de domaines thermodynamiques et d’exons.
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Figure 2.5 – Probabilité d’ouverture de la double-hélice 1−Θ le long d’un extrait de sé-
quence de PF (A,B) et de TW (C,D) à plusieurs températures (voir la légende des couleurs)
calculée avec le modèle PS (A,C) et ZB (B,D). Les domaines codants sont représentés en
vert au-dessus des courbes.
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Figure 2.6 – (A,B,C) −dΘ/dT et domaines de dénaturation pour les ADNc humains
de l’actine β (A, numéro d’accesion NCBI : NM001101), de la CDK4 (B, NM000075) et
du gène EHHADH (NM001966) calculés pour une concentration en sel de 0.05 M avec le
modèle PS (lignes bleus) et le modèle ZB (lignes rouges). Les barres verticales représentent
les paires de bases pour lesquelles Tm(α) < T dans le modèle PS uniquement (bleu), dans
le modèle ZB uniquement (rouge) et dans les deux (vert). Les barres horizontales montrent
les frontières entre exons (lignes pleines) et les frontières entre la partie codante et les
régions non-traduites (lignes pointillés). (D) Intervalle de température δT pendant lequel
une position particulière dans la séquence délimite deux domaines de dénaturation calculé
pour l’ADNc d’un facteur favorisant la fixation de l’interleukine (ILF2, NM004515) pour
une concentration en sel de 0.05 M avec le modèle PS (lignes bleus) et le modèle ZB (lignes
rouges). Les barres verticales montrent les frontières entre exons (lignes pleines) et les
frontières entre la partie codante et les régions non-traduites (lignes pointillés).
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Table 2.2 – Composition des génomes des organismes procaryotes (†) et eucaryotes (∗) étudiés.
Espèces (abréviation) N(Mbp) %CDS f totGC f
cds
GC f
rest
GC ∆τmax
P.falciparum∗ (PF) 22.86 52.5 0.190 0.237 0.146 0.33
S.pombe∗ (SP) 12.57 56.4 0.36 0.397 0.314 0.30
S.cerevisiae∗ (SC) 12.07 72.4 0.383 0.396 0.348 0.14
D.melanogaster∗ (DM) 120.38 18.6 0.424 0.534 0.403 0.17
C.elegans∗ (CE) 100.26 25.2 0.354 0.426 0.330 0.16
T.whipplei† (TW) 0.93 84.4 0.463 0.464 0.458 0.03
E.coli† (EC) 4.64 88.0 0.508 0.519 0.43 0.10
2.3 Application à l’analyse des génomes
Dans la section précédente, nous avons démontré l’utilité du modèle ZB en termes d’efficacité et
de précision numérique. Dans cette section, on étend l’analyse proposée par Yeramian dans [106, 113,
49, 50] aux génomes complets de 7 organismes (Plasmodium falciparum, Schizosaccharomyces pombe,
Saccharomyces cerevisiae, Drosophila melanogaster, Caenorhabditis elegans, Tropheryma whipplei, Es-
cherichia Coli, voir la table 2.2 pour plus de détail et pour les abréviations utilisées) qui ont déjà été
partiellement étudiés précédemment (PF, TW, SC, SP, DM) ou qui sont des organismes modèles (SC,
EC, CE). Ces exemples incluent des procaryotes (TW, EC) ainsi que des eucaryotes (PF, SP, SC, DM,
CE) ayant des densités en parties codantes variées (de 18% à 88%) et couvrant une large gamme de
contenus GC (entre 19% et 51%). Dans un premier temps, nous définissons et utilisons des outils et
des méthodes nous permettant d’étudier de manière systématique les corrélations entre propriétés de
dénaturation et codantes aussi bien au niveau des paires de bases qu’au niveau des domaines. Dans un
deuxième temps, nous discutons de la possibilité d’utiliser notre approche pour faire des prédictions et
identifier des gènes.
2.3.1 Corrélations au niveau des paires de bases
On commence par une comparaison plus quantitative que celle abordée dans la section 2.2.2 des
propriétés codantes et dénaturantes. Pour chaque température étudiée, on attribue à chaque paire de
bases i une prédiction sur son état : si Tm(i) > T (c’est à dire, si i est fermée à T ), son état est prédit
comme codant sinon, la paire est ouverte et son état est prédit comme non-codant. De plus, pour
chaque génome, on connaît les parties qui ont été annotées comme codantes (le reste étant considéré
comme non-codant) via des bases de données comme celle du NCBI ou celle du EMBL-Bank (European
Molecular Biology Laboratory). Ainsi, pour chaque organisme et en fonction de la température, on peut
évaluer parmi nos prédictions le nombre de vrais-positifs NV P (i est correctement prédite comme étant
une base codante), de vrais-négatifs NV N , de faux-positifs NFP et de faux-négatifs NFN . A partir de
ces nombres, on en déduit des indicateurs statistiques :
– la sensibilité β ≡ NV P /Ncod qui mesure le taux de paires codantes ayant été effectivement
identifiées comme fermées avec Ncod = (NV P + NFN ) le nombre de paires codantes dans le
génome ;
– la spécificité α ≡ NV N/Nnon−cod qui mesure le taux de paires non-codantes ayant été effective-
ment identifiées comme ouvertes avec Nnon−cod = (NV N+NFP ) le nombre de paires non-codantes
dans le génome ;
– le taux de corrélation τ ≡ (NV P+NV N )/N qui mesure la fraction de paires ayant été effectivement
bien identifiées.
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Figure 2.7 – (A,B) Sensibilité (carrés bleus), spécificité (cercles verts) et taux de corréla-
tion (triangles rouges) pour PF (A) et TW (B) calculés à partir de l’annotation réelle du
génome (lignes pleines) ou à partir d’une annotation aléatoire à %CDS constant (lignes
pointillées). (C) Différence ∆τ = τ−τ r par rapport au cas aléatoire pour PF (carrés noirs)
ou pour TW (cercles rouges). Les fluctuations des variables aléatoires αr, βr et τ r sont
plus petites que la taille des symboles utilisés, par exemple στr = 10−3 pour PF et 5×10−3
pour TW.
La correspondance entre le caractère codant et fermé est d’autant meilleure que ces trois indicateurs ont
des valeurs proches de 1 simultanément. Les figures 2.7 A et B représentent α, β et τ pour PF et TW en
fonction de la température et les comparent avec les résultats αr, βr et τ r que l’on obtiendrait pour une
distribution aléatoire des paires codantes le long de la séquence (voir annexe 6.4). A basse températures,
toutes les paires de bases sont fermées et donc prédites comme codantes. Ainsi, la sensibilité tend vers
1 (toutes les paires codantes sont reconnues), la spécificité tend vers 0 (aucune paire non-codante n’est
reconnue) et le taux de corrélation tend vers %CDS, le pourcentage de séquences codantes dans le
génome (voir table 2.2). Dans la limite des hautes températures, les observations sont inversées, β → 0,
α→ 1 et τ → (1−%CDS).
La figure 2.7 C présente la dépendance en température de l’accroissement relatif du taux de cor-
rélation par rapport au cas aléatoire ∆τ = τ − τ r. Comme τ r correspond au cas aléatoire moyen, les
fluctuations στr autour de la valeur moyenne sont évaluées en générant plusieurs annotations aléatoires
du génome. Alors que pour TW, aucune différence significative n’est observée avec le cas aléatoire, pour
PF, il existe un large intervalle de température sur lequel cette différence est importante et les corré-
lations entre caractère codant et fermé sont fortes. Concernant la sensibilité et la spécificité, on peut
montrer (voir annexe 6.4) que
∆β =
1
2×%CDS∆τ (2.7)
∆α =
1
2× (1−%CDS)∆τ (2.8)
Ces deux équations impliquent directement que pour une espèce, ∆τ , ∆β et ∆α sont proportionnelles
et sont donc maximales pour la même température (définie comme la température optimale Topt).
La figure 2.8 A indique que les corrélations sont maximales pour une température proche de Tmoy =
(〈T codm 〉+ 〈T restem 〉)/2, c’est à dire, entre la température de dénaturation moyenne des régions codantes
〈T codm 〉 et celle du reste du génome 〈T restem 〉. Les valeurs maximales de ∆τ sont données dans la table 2.2
et varie fortement entre les espèces indiquant que les corrélations observées sont plus ou moins fortes
selon les organismes.
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Figure 2.8 – (A) Température Topt pour laquelle ∆τ est maximale, tracée en fonction de
Tmoy la moyenne entre la température de dénaturation moyenne des régions codantes et
celle des régions non-codantes, et calculée pour différentes espèces (voir légende). (B) Dis-
tribution normalisée P (Tm) des températures de dénaturation des paires de bases codantes
(lignes pleines) ou non-codantes (lignes pointillées) pour PF (carrés noirs) et TW (cercles
rouges).
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Figure 2.9 – Différences maximales ∆τmax (A), ∆βmax (B) et ∆αmax (C) pour différentes
espèces (même couleur que dans la figure 2.8 A) en fonction du paramètre de chevauchement
OTm . L’encart dans (A) représente ∆τmax en fonction de la différence entre le contenu GC
des régions codantes f codGC et celui du reste du génome f
reste
GC .
La raison pour laquelle on obtient ces différents niveaux de succès pour l’analyse faite précédem-
ment devient apparente dans la figure 2.8 B. Elle montre la distribution normalisée des températures
de dénaturation des paires de bases codantes et non-codantes pour un exemple où la correspondance
codant/fermé est forte (PF) et pour un autre où elle est faible (TW). Le chevauchement des deux distri-
butions dépend de l’organisme étudié et peut être évalué via le paramètre OTm ≡ ∆T/
√
w2cod + w
2
reste
où ∆T = 〈T codm 〉 − 〈T restem 〉 et où wcod et wreste sont respectivement les écart-types des distributions
pour les régions codantes et non-codantes (voir annexe 6.4). Dans le cas de TW (peu de correspon-
dance), ∆T est faible (≈ 0.5 K) et OTm = 0.124. Au contraire pour PF (forte correspondance), les
deux distributions sont bien séparées (∆T ≈ 4.5K) et le chevauchement est plus faible (OTm = 0.965).
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Figure 2.10 – (A,C) Distributions normalisées de la taille des domaines codants (lignes
pleines) et des domaines fermés (lignes pointillées) pour PF (A) et TW (C). (B,D) Distri-
butions normalisées de la taille des domaines non-codants (lignes pleines) et des domaines
ouverts (lignes pointillées) pour PF (B) et TW (D).
La figure 2.9 nous montre comment le chevauchement des deux distributions de températures de
dénaturation est connecté au succès de l’analyse des corrélations entre propriétés de dénaturation et
propriétés codantes à travers les valeurs maximales de ∆τ , ∆β et ∆α. Dans la figure 2.9 A, on trace
∆τmax ≡ ∆τ(Topt) en fonction de OTm . Plus le chevauchement est important, plus le pouvoir de pré-
diction de l’analyse des génomes devient faible. Si l’on compare ces résultats avec les données décrivant
la composition des différents génomes étudiés (voir table 2.2), on observe que la correspondance entre
propriétés biologiques et thermodynamiques marchera d’autant mieux que les contenus GC des régions
codantes et non-codantes seront significativement différents (voir encart figure 2.9 A). Cela souligne
clairement la relation entre le contenu GC et le comportement de dénaturation. Les figures 2.9 B et C
montrent ∆βmax et ∆αmax en fonction respectivement de OTm/%CDS et de OTm/(1 −%CDS) (ces
paramètres sont inspirés par les équations 2.7 et 2.8). On remarque que les génomes pauvres en régions
codantes (DM, CE) ont tendance à avoir une forte différence avec le cas aléatoire pour la sensibilité
et une plus faible pour la spécificité. L’observation inverse peut être faite pour les génomes riches en
régions codantes (SC, EC). Ainsi, l’analyse des génomes tend plutôt à mieux reconnaître les régions
minoritaires (non-codantes pour les génomes riches en gènes et codantes pour les génomes pauvres en
gènes).
2.3.2 Corrélations au niveau des domaines
Dans la section précédente, nous avons étudié la relation entre propriétés de dénaturation et co-
dante au niveau des paires de bases. Dans la suite, nous regardons si l’analyse des génomes permet
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de reconnaître des domaines biologiquement fonctionnels. Pour enlever toute dépendance en la tem-
pérature de nos résultats, on étudie maintenant chaque espèce à sa température optimale Topt définie
précédemment.
La figure 2.10 montre les distributions normalisées de la taille des différents types de domaines
(codant/non-codant, fermé/ouvert) pour PF et TW. Pour PF, les distributions correspondantes aux
domaines fermés et codants, ainsi que celle pour les domaines ouverts et non-codants, sont piquées
autour de la même taille de domaine, cependant les distributions pour les domaines de dénaturation
(fermé/ouvert) sont plus concentrés autour des petits domaines. Pour TW, les distributions s’étendent
sur des intervalles équivalents, mais elles différent au niveau des petits domaines.
Afin d’être plus précis sur l’identification de domaine par l’analyse des génomes, on définit pour
chaque domaine codant, une sensibilité locale βloc (nombre de paires de bases dans ce domaine étant
fermées), et pour chaque domaine non-codant une spécificité locale αloc (nombre de paires de bases
dans ce domaines étant ouvertes). La figure 2.11 montre l’évolution de la valeur moyenne de βloc et
αloc en fonction respectivement de la taille des domaines codants et non-codants.
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Figure 2.11 – (A) Valeur moyenne 〈βloc〉 de la sensibilité locale en fonction de la taille Lcod
des domaines codants pour PF (carrés noirs), TW (cercles rouges), DM (triangles cyans)
et EC (étoiles mauves). (B) Valeur moyenne 〈αloc〉 de la spécificité locale en fonction de la
taille Lreste des domaines non-codants.
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Figure 2.12 – Exemples de répartitions possibles de domaines fermés (Θ = 1) et ouvert
(Θ = 0) (lignes noires) autour d’une région codante de 400 bp (lignes vertes). La sensibilité
locale vaut βloc = 0.93 (A), 1 (B) et 0.73 (C).
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Figure 2.13 – Distributions de probabilité jointes pour une paire de base d’appartenir
simultanément à un domaine codant ou non-codant (de taille Lcod ou Lreste) et à un
domaine fermé ou ouvert (de taille Lferm ou Louv) pour PF (A) et TW (B).
On remarque qu’à la température optimale, les petits domaines (< 200 bp) sont généralement faible-
ment identifiés. Cela vient du fait que la coopérativité est dominante pour des tailles inférieures à la
taille typique n¯ = 170 bp du modèle ZB. Pour les domaines plus grands (entre 500 et 2000 bp), les
valeurs de 〈βloc〉 et 〈αloc〉 sont approximativement constantes autour des valeurs (moyennées sur la
séquence) β(Topt) et α(Topt). Cela indique que pour cette gamme de longueur, il n’y a pas de taille
privilégiée pour le succès de l’analyse des génomes. De plus, on remarque localement, même pour TW
(dont les valeurs de ∆τmax, ∆βmax et ∆αmax étaient très faibles), que 〈βloc〉 et 〈αloc〉 ne sont pas négli-
geables. Cependant, une bonne valeur pour 〈βloc〉 et 〈αloc〉 n’est pas forcément synonyme d’une bonne
reconnaissance de domaine. Par exemple, sur la figure 2.12, on a représenté trois répartitions possibles
de domaines ouverts et fermés autour d’une région codante. Dans tous les cas, βloc reste élevée mais
c’est seulement dans le premier cas que le domaine codant est correctement identifié.
Une inspection superficielle des indicateurs locaux définies précédemment ne révèle pas de diffé-
rences frappantes pour le pouvoir de prédiction de l’analyse des domaines entre PF et TW par exemple,
alors que l’analyse au niveau des paires avait révélé un contraste saisissant entre les 2 espèces. Pour
aller plus en avant dans l’analyse au niveau des domaines, on s’intéresse dans la figure 2.13 à la distri-
bution de probabilité jointe pour une paire de base d’appartenir simultanément à un domaine codant
ou non-codant (de taille Lcod ou Lreste) et à un domaine fermé ou ouvert (Lferm ou Louv). Pour TW
(figure 2.13 B), aucune corrélation significative entre domaines fermés et codants et entre domaines ou-
verts et non-codants n’est visible : les points sont distribués de manière diffuse et souligne la caractère
aléatoire de la reconnaissance de domaine pour TW. Pour PF (figure 2.13 A), les bonnes corrélations
entre Lferm et Lcod et entre Louvert et Lreste prouvent le succès de l’identification des domaines codants
et non-codants. Pour les longs domaines codants (ou non-codants), on observe une perte des corréla-
tions avec les régions fermées (ou ouvertes) et la distribution de points est plus ou moins homogène
pour Lferm < Lcod (ou Louv < Lreste) et quasi nulle pour Lferm > Lcod (ou Louv > Lreste). Cela im-
plique que pour PF, les grands domaines biologiques ont tendance à être diviser en plus petites régions
thermodynamiques (comme dans la figure 2.12 C) indiquant des cas où la correspondance thermo-
dynamique/génomique n’est pas valide ou des gènes multi-exons [50] qui n’auraient pas été identifiés
par les méthodes standard d’annotation des génomes [55, 56, 57, 58, 59, 60, 61, 62, 63] (voir section
suivante). Pour les autres organismes étudiés, la même représentation montre qu’une bonne corrélation
entre domaines codants et fermés est observée pour les espèces avec une forte valeur pour ∆βmax et
une bonne corrélation entre domaines non-codants et ouverts pour les espèces avec une forte valeur de
∆αmax.
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Figure 2.14 – Histogrammes normalisés ncod(x) et nreste(x) de la distance relative x entre
une erreur située dans un domaine codant (A) ou non-codant (B) et le bord gauche de
ce domaine, calculés pour plusieurs espèces (même légende que pour la figure 2.12). Les
lignes pointillées vertes représentent le cas où les erreurs sont aléatoirement distribuées le
long des domaines.
La dernière étape de notre analyse des domaines est d’étudier la location des paires de bases
incorrectement identifiées dans les domaines codants ou non-codants. Suivant l’idée développé dans
[71], pour chaque erreur positionné en i, on calcule la distance normalisée x ≡ (i − i1)/(i2 − i1) où
i1 < i2 sont les paires de bases délimitant le domaine codant ou non-codant auquel appartient i. x ∼ 0
ou x ∼ 1 indique que l’erreur est située près des bords. Sur la figure 2.14, on trace les histogrammes
normalisés ncod(x) et nrest(x) des distances relatives x observées dans les domaines codants et non-
codants. Aucune règle ou dépendance n’apparaît clairement. On peut juste remarquer qu’en général,
si ncod(x) a une distribution piquée autour des bords, nreste(x) demeure relativement plat et aléatoire,
et vice et versa. Si les erreurs sont plus ou moins localisées autour des bords d’un domaine, on peut
cependant considérer que l’identification du domaine en entier est assez bonne.
2.3.3 Identification de gènes et exons
Dans les deux sections précédentes, on a estimé si pour certaines espèces il existait une corrélation
entre les propriétés thermodynamiques et génomiques de l’ADN. Dans cette section, on évalue si l’on
peut se servir de l’analyse des propriétés de dénaturation d’un génome pour faire des prédictions
fiables sur l’existence de gènes ou d’exons en utilisant les annotations des génomes déjà présentes dans
les bases de données. Ces dernières sont pour la plupart réalisées en combinant plusieurs méthodes
bioinformatiques de recherche de gènes. Des programmes comme GlimmerM [60] ou phat [62] sont basés
sur la recherche de motifs pré-définis et de modèles de Markov [63]. Leurs résultats ne constituent pas
l’absolue vérité, ainsi les incohérences relevées dans les sections précédentes pourraient bien être des
gènes ou des exons non-identifiés comme tels dans les bases de données. Il est clair cependant qu’il y
a très peu de raison de faire confiance à l’annotation issue de l’étude des domaines thermodynamiques
pour TW, par contre pour PF, on peut imaginer que certaines des prédictions peuvent être pertinentes.
Par exemple, sur la figure 2.15 A, on a représenté une partie du chromosome 3 de PF où notre ana-
lyse des génomes identifie un gène putatif composé de 4 exons entre les gènes PFC0905c et PFC0910w.
De même, PFC0910w, décrit dans la base de données comme formé d’un seul exon, pourrait être com-
posé de 3 exons. L’inspection du même segment de chromosome avec le modèle de PS complet montre
que les domaines proposés ne sont pas des artefacts du modèle ZB (voir figure 2.15 A). D’ailleurs, si
au cours de l’analyse des génomes avec la méthode rapide ZB, des doutes apparaissaient sur une partie
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de la segmentation proposée, on peut très bien envisager de refaire la même analyse sur des sections
spécifiques mais avec le modèle PS pour vérifier ou ajuster les prédictions.
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Figure 2.15 – (A) Domaines codants (vert) et fermés/ouverts (noir) à Topt pour une
partie du chromosome 3 de PF. On identifie un gène putatif composé de 4 exons et une
division putative de PFC0910w en 3 exons. On trace également la probabilité Θ calculée
à Topt avec le modèle ZB (ligne pointillée bleue) et le modèle PS (ligne pointillée rouge).
(B) Évolution de P (codant|Tm) (ligne pointillée rouge) ou de sa valeur moyennée sur un
domaine thermodynamique (lignes pleines rouges) pour un segment du chromosome 3 de
PF (le même que précédemment). La ligne points-et-traits rouge représente la probabilité
%CDS de prédire aléatoirement une paire de base comme codante. En dehors de la zone
grisée (0.2 < P (codant|Tm) < 0.8), les prédictions sont considérées comme étant sures.
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Figure 2.16 – Probabilité P (codant|Tm) pour une paire de bases d’appartenir à une région
codante en fonction de sa température de dénaturation pour PF (ligne noire) et TW (ligne
rouge). Le pourcentage de paires codantes %CDS est tracé en ligne pointillée.
Dans ce qui suit, on veut déterminer un moyen pour quantifier pour chaque paire de bases ou chaque
domaine le niveau de confiance des prédictions faite par l’analyse thermodynamique des génomes. On
base notre estimation sur les distributions des températures de dénaturation locales, P (Tm|codant)
(voir lignes pleines de la figure 2.8 B) et P (Tm|non− codant) (voir lignes pointillées de la figure 2.8
B), dans les parties du génomes identifiées comme codante ou non-codante par d’autres méthodes
d’annotation. A partir de celles-ci, on peut les inverser, avec le théorème de Bayes (voir annexe 6.4),
pour obtenir la probabilité qu’une paire de bases ayant une température de dénaturation Tm soit
codante ou non-codante :
P (codant|Tm) = P (codant)
P (Tm)
P (Tm|codant)
= [%CDS × P (Tm|codant)] / [%CDS × P (Tm|codant)+
(1−%CDS)× P (Tm|non− codant)] (2.9)
P (non− codant|Tm) = 1− P (codant|Tm) (2.10)
Ces quantités nous donne un excellent moyen d’évaluer localement la confiance en nos prédictions. Par
souci de simplicité et de robustesse, on les détermine à partir des modélisations par des gaussiennes de
P (Tm|codant) et P (Tm|non− codant). Si nos prédictions étaient faites via un processus d’annotation
aléatoire, on aurait P (codant|Tm) = P (codant) = %CDS.
Considérons tout d’abord le cas de PF pour lequel on s’attend à ce que l’analyse marche plutôt
bien. Sur la figure 2.16, on observe que P (codant|Tm) a une forme sigmoïdale. Cela correspond à
l’argument original de Yeramian posant que les bases stables (instables) thermodynamiquement (donc
ayant une température de mélange plus élevée (basse) que la moyenne) ont une forte probabilité d’être
codantes (non-codantes). La figure 2.15 B représente le même segment du chromosome 3 de PF que la
figure 2.15 A pour lequel on a tracé P (codant|Tm) (pour chaque paire de bases ou moyennée sur un
domaine). On remarque que pour le gène putatif introduit précédemment, seule la prédiction pour le
premier exon atteint un bon niveau de confiance (P (codant|Tm) > 0.8 ). Pour la division putative de
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Figure 2.17 – Nombre de paires de bases prédites comme codantes (A,C) ou non-codantes
(B,D) par l’analyse thermodynamique ou par d’autres méthodes d’annotations (lignes
pleines noires), par l’analyse thermodynamique et par d’autres méthodes d’annotations
(lignes pointillées rouges), par l’analyse thermodynamique uniquement (lignes pointillées
vertes) et par d’autres méthodes uniquement (lignes pointillées bleues), en fonction du
niveau de confiance (P (codant|Tm) pour les prédictions codantes et P (non− codant|Tm)
pour les prédictions non-codantes), pour PF (A,B) et TW (C,D). Les lignes mauves repré-
sentent le niveau de confiance pour une annotation aléatoire.
PFC0910w en 3 exons, le niveau de confiance des introns prédits est relativement faible.
Sur les figures 2.17 A et B, on compare les annotations issues des méthodes standard [55, 56, 57,
58, 59, 60, 61, 62, 63] et de l’analyse thermodynamique pour le génome complet de PF en fonction du
niveau de confiance que nous avons envers nos résultats. Comme prévu par nos résultats des précé-
dentes sections, les deux annotations coincident largement. La majorité des domaines codants putatifs
sont détectés par les deux méthodes avec un haut niveau de confiance en ce qui concerne l’analyse
thermodynamique. Les déviations peuvent clairement être groupées en deux catégories :
1. les échecs, où l’analyse thermodynamique propose des annotations différentes ayant des faibles
niveaux de confiance ;
2. les prédictions qui sont réalisées à un haut niveau de confiance.
La deuxième catégorie correspond principalement au petit pic présent dans P (Tm|non− coding) autour
de la température de dénaturation moyenne des régions codantes, et qui est visible sur la figure 2.8 B.
Ces domaines putatifs à haut niveau de confiance uniquement détectés par l’analyse thermodynamique
sont listés dans le CD annexe (fichier annotationPF.pdf).
Les résultats pour TW sont complètement différents. La figures 2.17 C montrent que le haut de
confiance des prédictions pour les régions codantes ne fait que refléter la forte proportion de séquences
codantes dans le génome. En effet, P (codant|Tm) ∼ %CDS correspond au niveau de confiance d’une
annotation aléatoire qui reproduit la densité moyenne en séquences codantes. Ce niveau peut être assez
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élevé (%CDS(TW ) = 84%), mais, bien sûr, on n’apprendra rien de significatif avec cette analyse.
Sur la figure 2.17 D, on observe que l’analyse thermodynamique donne des résultats similaires au cas
aléatoire pour les régions non-codantes de TW. En particulier, notre analyse ne peut prédire aucune de
ces régions avec un niveau de confiance raisonnable. Dans la section 2.3.1, on précisait que le problème
venait du chevauchement important des deux distributions de températures de dénaturation pour les
paires de bases codantes et non-codantes (figure 2.8 B). Une inspection plus fine de P (codant|Tm) dans
la figure 2.16 montre que la situation est même pire. Le génome de TW représente un contre-exemple
pour l’hypothèse de travail de l’analyse thermodynamique que nous faisons : à cause de l’étalement
des températures de dénaturation des régions non-codantes, une paire de bases avec une température
de dénaturation élevée a plus de chance d’être non-codante que codante ! Notons cependant que cela
ne représente pas un problème conceptuel en soit : tant que les domaines codants et non-codants
diffèrent de part leurs caractéristiques thermodynamiques, il est possible d’exploiter ces différences
pour construire un schéma d’annotation en suivant les principes développés dans cette section.
2.4 Conclusion
2.4.1 Bilan
Dans les sections précédentes, nous nous sommes intéressés à deux questions indépendantes concer-
nant l’identification de séquences génomiques sur la base d’une analyse thermodynamique de la déna-
turation des génomes :
1. quel modèle doit-on utiliser pour calculer les profils de dénaturation de long génomes ?
2. comment quantifier la fiabilité de nos prédictions ?
Ainsi, dans une première partie (sections 2.1 et 2.2), nous avons montré que le "vieux" modèle ZB
permettait d’estimer fidèlement les températures de dénaturation locales même si les termes d’entropie
de bulles n’étaient traités qu’incorrectement comparés au modèle PS. Cela souligne l’importance de
l’hétérogénéité de la séquence dans les propriétés physiques des ADN génomiques. La méthode de calcul
du modèle ZB le rend en plus très attractif d’un point de vue du coût numérique, permettant d’étudier
les profils de dénaturation de génomes complets avec un PC ordinaire (∼ 108 bp/heure).
Dans la partie principale (section 2.2.2), nous avons évalué les possibles corrélations existantes entre
les propriétés codantes et thermodynamiques de dénaturation pour des séquences ADN à l’échelle
de génomes entiers. En particulier, nous avons développé une méthode pour estimer le niveau de
confiance de notre annotation thermodynamique qui est basée sur la comparaison statistique avec
d’autres annotations faites indépendamment. Cette analyse thermodynamique peut être résumée par
le schéma suivant :
1. Calculer Tm(i) pour toutes les paires de base du génome à étudier.
2. En se basant sur une annotation existante du génome ou d’une de ces parties, évaluer les distri-
butions P (Tm|prop) et P (Tm|non− prop) où "prop" est une propriété génomique (le caractère
codant pour notre étude) et Topt la température optimale où la différence de taux de corrélation
par rapport au cas aléatoire est maximale .
3. Inverser ces distributions pour obtenir les probabilités P (prop|Tm) et P (non− prop|Tm) d’avoir
ou non la propriété voulue (voir équations 2.9 et 2.10).
4. Pour tous les domaines formés par les paires de bases adjacentes fermées ou ouvertes à Topt,
estimer la fiabilité de la prédiction : domaine fermé (ouvert) = domaine ayant (ou non) la propriété
génomique étudiée.
5. En déduire l’existence de régions putatives pour les prédictions à haut niveau de confiance.
Pour certaines espèces, les corrélations sont telles qu’elles nous permettent d’identifier de nouveaux
gènes ou exons avec fiabilité, suggérant qu’un couplage entre une approche thermodynamique (ou
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A B C
Figure 2.18 – Différentes conformations d’un ADN circulaire : (A) molécule totalement
fermée et relaxée, (B) molécule totalement fermée et surenroulée, (C) molécule partielle-
ment ouverte et faiblement surenroulée. Les figures sont tirées de [119].
physique) et d’autres méthodes d’identification des gènes pourrait améliorer le processus d’annotation
des génomes. Dans d’autres cas, l’analyse thermodynamique ne donne pas de résultats probants. Le
facteur clé semble être la différence en contenu GC entre les parties codantes et non-codantes.
Qualitativement, ce succès mitigé avait déjà été noté par Yeramian [49] et avait été interprété comme
la signature d’une influence forte des propriétés physiques sur l’organisation des génomes archaiques,
qui se serait partiellement estompée au cours des différentes étapes de l’évolution. Il pourrait être
intéressant d’utiliser notre méthode pour analyser plus précisément cette hypothèse. Nos résultats
actuels ne montrent cependant pas de différences significatives entre procaryotes et eucaryotes ainsi
qu’entre des espèces appartenant à la même classe phylogénétique (SP et SC).
Ce ne sera qu’à travers une comparaison extensive avec des résultats issus de schémas d’annotation
indépendants que l’on pourra juger de la pertinence de l’analyse thermodynamique et de la fiabilité de
ses prédictions. Malheureusement, cette validation ne peut être faite une fois pour toute et nécessite
d’être répétée pour chaque génome (ou parties de génome) à étudier. L’utilisation du modèle ZB
n’est pas essentiel pour l’analyse des résultats que nous avons faite dans la partie principale de notre
étude. Bien entendu, les profils de dénaturation calculés par le modèle PS pourraient être analyser
exactement de la même manière. Nous n’avons vu aucun indice traduisant que cela conduirait à des
résultats significativement différents. Cependant, pour des ressources de calcul fixées et limitées, nous
préconisons un élargissement du nombre de génomes étudiés plutôt qu’une amélioration marginale de
la description physique sous-jacente.
Ce travail a abouti à la publication d’un article dans Journal of Physics : Condensed Matter [118].
2.4.2 Perspective : inclure les effets de superhélicité
Précédemment, on a étudié la dénaturation de l’ADN en utilisant des modèles basés uniquement
sur une description thermodynamique de l’ouverture des paires de bases. Ces approches prédisent,
pour des longues séquences, une dénaturation de l’ADN à des températures non-biologiques (∼ 80o C
à une concentration en sel de 0.1 M) et la probabilité d’observer l’ouverture de paires de bases à 37o
C est quasiment nulle. Le lien éventuel entre propriétés thermodynamiques et génomiques entrevu ici
est plus le reflet de corrélations croisées entre contenu GC et stabilité thermodynamique d’une part et
entre contenu GC et composition des gènes d’autre part, mais ne reflète pas un processus biophysique
réel car in vivo la dénaturation locale des paires de bases ne peut pas être réalisée thermiquement.
Un moyen commun pour contrôler cette ouverture est d’imposer un stress superhélical à l’ADN (voir
figures 2.18 B et C). Dans les organismes vivants, l’ADN est hautement contraint topologiquement
en domaines circulaires (molécules circulaires ou boucles dans la chromatine) [120] (voir figure 2.18).
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Chaque domaine est caractérisé par un invariant topologique L appelé le nombre de raccordement. L
représente le nombre algébrique de tours que fait chaque brin d’ADN autour de l’axe centrale de la
double-hélice. Faire varier L est possible uniquement sous l’action externe d’enzymes ou de protéines
qui coupent puis recollent les deux brins d’ADN ou qui exercent une contrainte mécanique sur la
double-hélice [121]. Pour la majorité des organismes, un surenroulement négatif est imposé à l’ADN,
ce qui signifie que L est plus faible que le nombre de raccordement L0 qu’aurait le même ADN si il
n’était pas contraint (la différence α = L − L0 est alors négative). Seuls les organismes thermophiles
sont connus pour avoir une valeur positive pour α.
Pour décrire l’effet du surenroulement sur la dénaturation des molécules circulaires d’ADN, Benham
a introduit un modèle où la description thermodynamique standard de l’appariement des paires de bases
est couplée à une modélisation des énergies dues au stress superhélical [122, 123, 124] (voir annexe
6.5). Avec son modèle, Benham trouve que des sites spécifiques du génome comme les sites de début de
transcription ou les origines de réplication, sont préférentiellement déstabilisés par un surenroulement
négatif [74, 125, 126]. La résolution exacte du modèle nécessite un algorithme en O(N2) [124] ce qui
est trop coûteux pour l’étude de génome entier, des algorithmes simplifiés ont été développés [127, 128]
réduisant le temps de calcul.
Pour accélérer encore plus ce temps de calcul (sans une perte importante de précision bien évidem-
ment) et pour avoir accès à des quantités difficiles à évaluer avec les approches utilisées par Benham
(telles que la probabilité d’ouverture d’une bulle entre deux paires de bases données), nous avons dé-
veloppé une résolution auto-consistante d’une approximation de champ moyen du modèle de Benham
(voir annexe 6.5). Deux étudiants de Master travaillent actuellement sur la validation (comparaison
avec la solution exacte) et les applications d’une telle approche. Par exemple, nous aimerions quan-
tifier la probabilité d’ouverture moyenne d’une bulle d’une taille donnée en fonction du contenu GC
de la séquence, de la température et du stress superhélical, ou encore nous pourrions reprendre les
idées développées dans le cadre de l’étude thermodynamique des génomes pour estimer l’existence de
corrélations entre ces probabilités d’ouverture de bulle et les propriétés génomiques.
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Deuxième partie
Repliement de l’ARN
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Introduction
État de l’art
Depuis plus de trente ans, des efforts considérables ont été réalisés afin de prédire les structures
secondaires et tertiaires ainsi que les propriétés thermodynamiques des molécules d’ARN. Ces efforts
se sont principalement basés sur des approches bioinformatiques ou physico-chimique (pour un large
passage en revue de ces différentes méthodes voir [129, 130]).
La plupart des méthodes étudiant la structure secondaire sont basées sur le modèle de Turner [85]
(voir section 3.1.1). Ce modèle est la version ARN du modèle de Poland-Scheraga pour l’ADN (voir
chapitre 1) : une structure secondaire y est décrite par un agencement de boucles et de parties double-
brins. Pour traiter le modèle de Turner, plusieurs techniques ont été développées parmi lesquelles :
1. des algorithmes récursifs [87, 88, 86, 131, 132, 133] consistant à résoudre des relations de ré-
currence sur des fonctions de partition partielles (généralisation aux structures secondaires plus
complexes de l’ARN de la méthode utilisée pour le modèle de Poland-Scheraga, section 1.1.3) ;
l’ajout de contraintes structurelles déterminées expérimentallement améliorant l’efficacité des
prédictions [134, 135] ;
2. des algorithmes génétiques [136, 137] consistant à faire évoluer (au sens biologique) une popula-
tion de structures secondaires en ne gardant que les structures les plus stables thermodynamique-
ment : la génération de nouvelles structures secondaires est réalisée en recombinant des stuctures
existantes et en y intégrant des mutations aléatoires (ouverture/fermeture de paires de bases).
3. des schémas de Monte-Carlo cinétiques [138, 139, 140] consistant à faire évoluer (au sens cinétique)
une structure secondaire à l’aide de mouvements élémentaires (ouverture/fermeture de paires de
bases).
Une description plus détaillée de certaines versions du modèle de Turner que l’on utilisera par la suite
(appartenant notamment à la catégorie 1 et 3) est donnée en annexe 6.6.
Prédire la structure tertiaire de l’ARN est une affaire encore plus complexe car il nécessite une des-
cription plus fine de la molécule et la prise en compte d’interactions non-canoniques qui sont en grande
partie responsables de la compactification de la structure tertiaire. Cependant, plusieurs stratégies
existent parmi lesquelles :
1. des modélisations 3D de la structure secondaire prédite par une analyse phylogénétique de la
séquence [141, 144] consistant à construire la structure tertiaire correspondante à partir de coor-
données atomiques typiques issues de données cristallographique (voir figure 2.19 A) ;
2. des simulations de dynamique moléculaire de modèles gros-grains utilisant des champs de forces
dont la parametrisation est basée sur des données thermodynamiques [34, 39, 145, 142, 35] (voir
figure 2.19 B) ;
3. des méthodes d’assemblage de fragments d’ARN guidé par la minimisation d’une fonction éner-
gie empirique tirée de données cristallographiques [146, 143] (voir figure 2.19 C) ; l’ajout de
contraintes structurelles déterminées expérimentallement améliore l’efficacité des prédictions [147].
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A B C
Figure 2.19 – Exemples de modèles tridimensionnelle de l’ARN : (A) Reconstruction 3D à
partir de la structure secondaire par Yingling et Shapiro [141] ; (B) Dynamique moléculaire
d’un modèle gros-grain de l’ARN par Ding et collaborateurs [142] ; (C) Assemblage de
fragments d’ARN par Parisien et Major [143].
Objectifs
L’évaluation de la différence d’énergie libre ∆G = Gf −Gu entre une structure repliée (caractérisée
par son énergie libre Gf ) et la structure dénaturée correspondante (Gu) est primordiale pour prédire les
propriétés thermodynamiques ainsi que la structure native des acides nucléiques. La plupart des mo-
dèles existants suivent l’idée de Poland et Scheraga [26] de considérer les polynucléotides (ADN/ARN)
comme des polymères dont les contributions énergétiques sont associées à des intéractions locales (asso-
ciation de paires de bases, empilement au niveau des fourches, capping,etc.) et à des effects génériques
associés à la nature polymériques des acides nucléiques (entropies des boucles, interaction à longue
portée de volume exclu). ∆G peut alors être décomposée en une partie due aux intéractions locales
spécifiques (dépendantes de la séquence) et en une partie comptant pour l’énergie de conformation
de la structure et pour la nucléation des boucles. Dans le cas de l’ARN, les intéractions spécifiques
sont principalement fournit par le modèle de Turner dont plus de 650 paramètres indépendants ont été
déterminés expérimentalement.
Les contributions génériques ne doivent pas être négligée car elles jouent un rôle prépondérant
dans la thermodynamique du repliement de l’ARN [133, 148]. Dans la plupart des modèles standard
dévoués à l’étude de la structure secondaire, la partie de ∆G décrivant l’énergie de conformation et de
nucléation des boucles est donnée par la somme des énergies de formation ∆gloop(i) propres à chaque
boucle i présente dans la structure considérée. Pour décrire les petites boucles, les modèles courants
utilisent essentiellement des données expérimentales tabulées [85]. Pour des plus grandes boucles, une
modélisation est nécessaire pour prendre en compte la dépendance en la taille de la boucle.
Pour des structures simples comme les boucles en épingle ou internes (voir figures 3.1 c et d), ∆gloop
est en général bien décrite par une équation de Jacobson-Stockmayer [149] de la forme
∆gJSloop(n) = −T (∆sloop − kBc log n) (2.11)
où n est la taille de la boucle, −T∆sloop est l’énergie de nucléation et c est un exposant caractéristique
de la nature polymérique des boucles. Le modèle de Turner ne tient compte que des interactions de
volume exclu internes à la boucle et prend c = 1.75, l’exposant universelle des chemins fermés auto-
évitant [77, 81]. Notons, cependant, que dans le cas de petites boucles connectées à de longues parties
double-brins, les interactions avec le reste de la chaîne ne sont pas négligeables et un exposant c ∼ 2.1
serait dans ce cas mieux adapté [78, 150].
Pour des structures plus complexes comme les boucles multiples (figure 5.2 C) ou les pseudo-noeuds
(figure 5.11 B), dont les sous-structures peuvent interagir stériquement, il n’existe pas de description
standard. La plupart du temps, ∆gloop est approximée par une équation de Jacobson-Stockmayer
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généralisée
∆ggenJSloop (n, h) = kBT (a+ b× n+ c log n+ d× h) (2.12)
avec n le nombre de nucléotides non-appariés dans la boucle, h le nombre de parties double-brins
connectées à la boucle, et a, b, c et d sont des paramètres qui dépendent de la structure considérée.
Changer (heuristiquement par exemple) la valeur de c dans les deux équations précédentes peut avoir
des conséquences importantes sur les prédictions faites avec ce genre de modèle [133] si l’on ne prend
pas soin de réajuster la pénalité de nucléation [80, 33, 118]. Remarquons que des relations de Jacobson-
Stockmayer généralisées peuvent être requises pour chaque sous-classe de boucles, comme par exemple
pour les pseudo-noeuds avec une relation décrivant les H-pseudo-noeuds sans lieur [151], une autre
quand il y a un lieur [152], etc. Alternativement, Vernizzi, Orland et Zee [153, 154], proposent de
modéliser les topologies complexes en incluant dans l’équation 2.12 un terme comptant pour le genus
topologique de la structure secondaire considérée.
Se basant sur la nature polymérique des chaînes d’acides nucléiques, de nombreuses approches uti-
lisant des modèles simples ont été développées pour étudier ces énergies de formation de boucles. En
particulier, une importante partie de ces descriptions utilise une modélisation sur réseau de la molécule
car cela permet un accès direct à l’entropie de conformation. Par exemple, l’énumération exacte de sous-
structures comme des boucles ou des pseudo-noeuds sur des réseaux carrés ou cubiques a été employée
pour estimer la dépendance en n de ∆gloop [155, 156, 157]. Ou encore, des simulations basées également
sur des modèles sur réseau [158, 159, 160, 161, 33] ont été utilisées pour étudier les propriétés de déna-
turation des acides nucléiques, comme l’ordre de la transition de phase du processus de dénaturation
de l’ADN. Cependant, pour le moment, aucun modèle sur réseau n’a pu, de manière convaincante (par
comparaison avec l’expérience), prédire précisément les propriétés thermodynamiques du repliement
d’ARN hétéropolymères.
Notre objectif principal dans cette partie va être de développer un modèle sur réseau qui réussisse à
capter les aspects polymériques génériques des chaînes d’ARN comme la connectivité, le volume exclu
ou l’entropie de conformation grâce à sa définition sur un réseau, tout en décrivant la spécificité des
molécules d’ARN par l’intermédiaire de paramètres dépendants de la séquence et similaires à ceux du
modèle de Turner. Notre modèle doit être capable de reproduire de manière quantitative les données
expérimentales et doit nous permettre de mieux comprendre certains aspects du repliement comme
l’importance des interactions stériques internes à la molécule ou avec l’extérieur.
Plan
Dans un premier chapitre, nous définissons le modèle sur réseau. Après avoir introduit les différentes
interactions considérées dans le modèle en comparaison à celles du modèle de Turner et avoir discuté
en détail de certaines subtilités du modèle de Turner, nous expliquons comment paramétrer le modèle
sur réseau pour qu’il reproduise le comportement de structures simples prédit par le modèle de Turner.
Dans un deuxième chapitre, nous développons les différentes méthodes numériques et algorith-
miques que nous avons utilisées pour étudier le modèle sur réseau. En particulier, nous décrivons les
deux schémas dynamiques et statiques employés respectivement pour prédire la thermodynamique du
repliement d’une séquence donnée et pour corriger les énergies libres issues du modèle de Turner.
Dans un troisième chapitre, nous présentons les résultats obtenus avec le modèle sur réseau. Tout
d’abord, on s’attelle à valider l’approche sur des exemples simples. Puis on estime le pouvoir de prédic-
tion du modèle pour des structures complexes comprenant des boucles multiples ou des pseudo-noeuds.
Ensuite, on évalue l’impact des interactions de volume exclu sur les prédictions et on explique comment
corriger les approches standard avec un champ moyen pour qu’elles tiennent bien compte des effets
stériques. Enfin, on exploite la définition tridimensionnelle du modèle pour étudier la prise en compte
d’interactions tertiaires dans le modèle.
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Finalement, nous concluons sur les avantages et les inconvénients de notre approche aux vues des
résultats présentés et nous présentons de possibles perspectives à notre travail.
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Chapitre 3
Modèle sur réseau
Dans une première partie, nous présentons le modèle sur réseau en le comparant au modèle de
Turner [85, 162] et en l’illustrant d’exemples typiques. Puis, dans une deuxième partie, nous analysons
en détail les paramètres du modèle de Turner. Enfin, dans une troisième partie, nous expliquons
comment le modèle sur réseau est paramétré.
3.1 Définition du modèle
Notre approche suit la logique introduite par mon directeur de thèse, Ralf Everaers, avec S. Kumar
et C. Simm [33] de considérer des intéractions locales spécifiques dépendantes de la séquence dans un
modèle sur réseau générique inspiré par le travail de Causo, Coluzzi et Grassberger [158]. En particulier,
nous faisons le rapprochement systématique entre les paramètres du modèle sur réseau et ceux des
descriptions standard au niveau structure secondaire qui ont été paramétrés expérimentalement durant
les 30 dernières années. En plus, notre modèle tient compte des effets de connectivité de la chaîne et des
interactions polymériques génériques en modélisant chaque structure secondaire par un ensemble de
conformations gros-grain tridimensionnelles. Dans l’esprit, notre approche est similaire à Kinefold [138]
(voir section 6.6) mais va bien au-delà de la simple prise en compte de la connectivité en considérant
explicitement et systématiquement les interactions stériques.
Le bien-fondé du modèle sur réseau repose sur la nature hiérarchique du repliement de l’ARN et
peut ainsi être perçu comme une amélioration systématique des descriptions basées sur la structure
secondaire. Cependant, notre modèle reste gros-grain, en particulier, nous ne décrivons pas la structure
interne des éléments de la structure secondaire comme la structure en double-hélice des parties double-
brins, ou nous n’essayons pas d’expliquer la dépendance des paramètres locaux en la séquence. Bien que
ces derniers points constituent des problèmes extrêmement intéressants, nous pensons que le pouvoir de
prédiction d’approches tertiaires plus microscopiques [34, 39, 145, 142, 35] pour des grandes molécules
d’ARN est rapidement perdu si la thermodynamique des petits ARN n’est pas reproduite avec une
précision équivalente à celle des modèles plus proches voisins standard.
3.1.1 Interactions dans le modèle de Turner et dans le modèle sur réseau
Dans le modèle de Turner, un structure secondaire, S, est modélisée comme une succession de parties
double-brins et de boucles (voir figures 3.1). Le modèle sur réseau quant à lui fournit une description
gros-grain d’une conformation tridimensionnelle C. Un brin d’ARN est alors modélisé par un chemin
auto-évitant (SAW) sur un réseau régulier (voir figures 3.2 b et c) [158, 33]. Les positions possibles pour
les nucléotides sont les noeuds du réseau. Deux nucléotides sont autorisés à se chevaucher si et seulement
si ils peuvent s’apparier formant une paire de base de Watson-Crick (orientation antiparallèle) A/U
ou G/C, ou la paire de base antiparallèle dite bancale G/U . La structure secondaire S(C) d’une
conformation sur le réseau est facilement définie par ses contacts. Inversement, une structure secondaire
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Figure 3.1 – Exemples de structures secondaires simples (de la gauche vers la droite) :
double-brin, simple brin, épingle ("hairpin"), boucle interne, double-brin avec fourches
externes, double-brin avec des brins pendants ou dangles, boucle latérale ("bulge"), double-
brin entaillé ("nick"). Ces structures ont été réalisées à l’aide de l’application internet
Pseudoviewer [163]. Les nucléotides colorés en bleu sont appariés, ceux en jaune ne le sont
pas.
donnée est représentée par un ensemble {C}S de conformations. En général, le cardinal Ω(S) de cet
ensemble est grand.
Le modèle de Turner et le modèle sur réseau sont définies à la même échelle et ont donc des
paramètres similaires. L’énergie libre d’une structure secondaire S dans le modèle de Turner et d’une
conformation C dans le modèle sur réseau peuvent être décomposées en une somme de termes à courte
portée dit de plus proche voisin (NN) et de termes non-locaux (voir figures 3.2 a et b) :
– L’énergie libre d’association (notée ∆gstNN = ∆h
st
NN − T∆sstNN dans le formalisme de Turner
et ǫ(T ) = ǫH − TǫS dans celui du réseau) d’un segment de paires de bases tient compte de
l’empilement entre deux paires voisines et dépend des 21 différentes possibilités d’empiler deux
paires de bases côte à côte [162].
– L’énergie libre terminale ou de capping (Turner : ∆gterm = ∆hterm − T∆sterm ; réseau : ω(T ) =
ωH − TωS) tient compte des paires terminales et dépend de la nature de la paire de base A/U ,
G/C et G/U .
– L’énergie libre de fourche (Turner : ∆gtmNN = ∆h
tm
NN −T∆stmNN ; réseau : γ(T ) = γS −TγH) tient
compte des interfaces entre une section double-brin et deux simples brins. Elle dépend des quatre
nucléotides formant la fourche.
– L’énergie libre de dangle (Turner : ∆gdgNN = ∆h
dg
NN − T∆sdgNN ; réseau : λ(T ) = λH − TλS) tient
compte des interfaces entre une section double-brin et un unique simple brin. Elle dépend des 3
nucléotides voisins.
– L’énergie libre non-locale de nucléation d’une boucle (Turner : −T∆sTloop ; réseau : σ(T ) = σH −
TσS). On la suppose indépendante de la composition de la boucle. Pour des raisons stériques,
les boucles en épingle avec moins de deux nucléotides sont exclues [20].
– L’énergie libre d’empilement coaxial (Turner : ∆gcoax ; réseau : χ(T ) = χH − TχS) tient compte
de l’intéraction favorable entre deux double-brins empilés tête bêche. Elle dépend des 2 paires
terminales empilées.
– L’énergie intermoléculaire de mélange ou d’initiation (Turner :∆ginit ; réseau :Gmix) tient compte
de la perte d’entropie de translation et de rotation lors de l’association de plusieurs brins.
– Dans le modèle sur réseau uniquement, pour tenir compte de la rigidité du double-brin, on
introduit une énergie libre de pliage κ(T,Ψ) = κH(Ψ)− TκS(Ψ). Ψ représente l’angle de pliage
de la double-hélice. Pour un réseau CFC, il existe quatre valeurs possibles pour Ψ (voir figure
3.7) : 0o (1 possibilité), 60o (4), 90o (2) and 120o (4). La possibilité Ψ = 180o est exclue. Dans
l’exemple de la figure 3.2 b, Ψ = 60o.
Les nucléotides non appariés adjacents à plusieurs double-brins ne peuvent pas participer à plus d’une
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intéraction NN (fourche ou dangling). Les intéractions non-canoniques telles que les intéractions entre
3 nucléotides ou les paires de base trans de Watson-Crick, peuvent être en principe inclues de manières
analogues. Par souci de simplicité et en l’absence de données fiables, on se restreint aux intéractions
décrites ci-dessus. Dans le modèle de Turner, les énergies de fourche et de nucléation dépendent de la
nature de la nulle adjacente (boucle interne, à épingle ,etc.). En fait, chaque conformation ou structure
secondaire représente un grand nombre de microétats du système ARN/solvant. C’est pourquoi, dans le
modèle sur réseau ainsi que dans celui de Turner, l’Hamiltonien est défini par une énergie libre dépen-
dante de la température et non par une énergie. Chaque intéraction peut alors être décomposée en une
contribution enthalpique et en une contribution entropique que l’on supposera chacune indépendante
de la température.
La liste de paramètres ci-dessus illustre le lien intime entre les deux modèles. Il existe cependant
une exception notable concernant les exposants universelles décrivant la nature polymérique des acides
nucléiques [133, 77, 78, 80, 165]. En particulier, les relations de Jacobson-Stockmayer (equations 2.11
et 2.12), qui tiennent compte des énergies de formation d’une boucle (incluant l’énergie de nucléation),
n’ont pas d’équivalent dans le modèle sur réseau. Au contraire, les effets de volume exclu y sont traités
explicitement. Cependant, notre modèle ne décrit pas finement la structure 3D de la molécule. En
particulier, la structure en double-hélice des brins n’est pas décrite.
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Figure 3.2 – Différentes représentations du complexe (GCAUCGCA) ·(UUGCGAUGC).
(a) Possible structure secondaire. (b) Projection 2D de conformations correspondantes
à la même structure secondaire que dans (a) et définition des différentes contributions
énergétiques sur le réseau. (c) Exemple de conformation 3D sur un réseau cubique à face
centrée. Chaque sphère représente un nucléotide. Deux nucléotides appariés occupent la
même position. On visualise les conformations sur réseau à l’aide du programme VMD
[164]. Code couleur : les adénosines A en rouge, les guanines G en cyan, les uracyles U en
jaune et les cytosines C en bleu.
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3.1.2 Entropies des structures secondaires dans le modèle sur réseau
Dans le modèle sur réseau, l’énergie libre d’une structure secondaire S est donc donnée par la
somme des intéractions décrites dans la section précédente et d’une contribution entropique, l’énergie
libre de conformation −kBT log Ω(S). Ω(S) représente le nombre de conformations sur le réseau cor-
respondantes à la même structure secondaire S, la position du premier nucléotide étant fixée. Illustrons
ceci en explicitant les énergies libres des structures secondaires typiques de la figure 3.1. Notons que
dans le modèle de Turner, l’énergie libre d’une structure est donnée relativement à son état dénaturé
(c’est donc en fait une différence d’énergie libre). Dans le modèle sur réseau, l’état dénaturé (simple
brin) est traitée comme un SAW et le calcul de l’énergie libre d’une conformation quelconque se fait
avec cette convention.
– Pour un double-brin composé de N+1 paires de bases (figure 3.1 a) : Turner :∆Gds = N∆gstNN+
2∆gterm + ∆ginit ; réseau : Gds = Nǫ + 2ω − kBT log(z) avec z est le nombre de coordinence,
c’est à dire, le nombre de plus proche voisins pour un noeud du réseau.
– Pour un simple-brin composé de N + 1 nucléotides (figure 3.1 b) : Turner : ∆Gss = 0 ; réseau :
Gss = −kBT log(fsµNN c′) où fsµNN c′ est le nombre total de SAW pour un polymère de taille
N+1. µ représente le nombre effectif de plus proche voisin et c′ = 1/6 est un exposant universelle
[81, 82].
– Pour une épingle composée par un double-brin avec N + 1 paires de bases et une boucle avec
M − 1 nucléotides (figure 3.1 c) : Turner : ∆Ghp = N∆gstNN + ∆gterm + ∆gtmNN + ∆gJSloop(M) ;
réseau : Ghp = Nǫ+ω+γ+σ−kBT log((z−2)flµMM−c). Le nombre de conformations est égale
au produit du nombre de polygones auto-évitants pour un polymère de taille M + 1, flµMM−c,
et du nombre de possibilités d’attacher une tige à une boucle, donné approximativement par
z − 2. c ≈ 1.76 est un exposant universel [81, 77].
– Pour un double-brin comprenant une boucle interne avec M − 2 nucléotides (figure 3.1 d) :
Turner : ∆Gint = N∆gstNN +2∆gterm+2∆g
tm
NN +∆g
JS
loop(M) +∆ginit ; réseau Gint = Nǫ+2ω+
2γ + σ − kBT log((z − 2)2flµM (M)−c). On a appliqué la même logique que pour l’épingle afin
d’évaluer Ω(S).
– Pour un double-brin avec deux fourches externes (figure 3.1 e) : Turner ∆Gext = N∆gstNN +
2∆gtmNN +∆ginit ; réseau : Gext = Nǫ+2γ−kBT log(z(z−1)2(z−2)2), où le facteur (z−1)(z−2)
tient compte du nombre de possibilités d’attacher les deux nucléotides non-appariés à l’interface
avec le double-brin.
– Pour un double-brin avec deux dangles (figure 3.1 f) : Turner : ∆Gdg = N∆gstNN + 2∆g
dg
NN +
∆ginit ; réseau : Gdg = Nǫ + 2λ − kBT log(z(z − 1)2). On a appliqué la même logique que pour
les fourches externes afin d’évaluer Ω(S).
– Pou un double-brin avec une boucle latérale composée de M − 2 nucléotides (figure 3.1 g) :
Turner : ∆Glat = N∆gstNN + 2∆gterm +∆g
JS
loop(M) + ∆ginit (l’énergie coaxiale est négligée pour
les grandes boucles) ; réseau : Glat = Nǫ+ 2ω + σ + χ− kBT log[flµM+1(M + 1)−c(z − 2)2]. On
a appliqué la même logique que pour l’épingle afin d’évaluer Ω(S).
– Pour un double-brin entaillé au milieu (figure 3.1 h) : Turner : ∆Gnick = 2N∆gstNN +2∆gterm +
∆gcoax+2∆ginit ; réseau : Gnick = 2Nǫ+2ω+χ−kBT log[z(z−1)2] où le facteur z(z−1)2 tient
compte approximativement du nombre de possibilités d’attacher trois tiges rigides consécutive-
ment.
Alors que les paramètres géométriques z, µ, fs et fl dépendent de la nature du réseau sous-jacent
(cubique à face centrée, cubique,etc.), les exposants c et c′ sont universels et sont charactéristiques de
la nature polymérique des acides nucléiques.
Par la suite, nous travaillerons avec un réseau cubique à face centrée (CFC) pour lequel z = 12,
µ = 10.035, fs = 1.14, fl = 0.25 [166]. Le choix du réseau CFC au lieu du réseau cubique simple
original [33] se justifie par la plus grande symétrie du réseau et par la possibilité de décrire toutes
tailles de boucles (alors que seules les boucles de taille (2n + 2) avec n entier sont autorisées sur un
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réseau cubique).
3.2 Paramètres dans le modèle de Turner
Avant de décrire comment nous paramétrons le modèle sur réseau, discutons quelques points subtiles
du modèle de Turner. Après avoir brièvement expliqué comment Turner paramétrise son modèle (section
3.2.1), nous proposons dans les sections 3.2.2, 3.2.3 et 3.2.4 une unification des paramètres de fourches,
coaxiaux et de défauts d’appariement ("mismatchs") au niveau structure secondaire. Ceci réduit de
manière drastique le nombre de paramètres indépendants du modèle de Turner (∼ 650→∼ 350). Puis
dans la section 3.2.5, nous montrons que le modèle de Turner est en fait défini modulo une constante
qui bien sur n’influe en rien sur les prédictions du modèle. Enfin dans la section 3.2.6, nous étudierons
la sensibilité de prédictions du modèle de Turner par rapport aux incertitudes sur les paramètres.
3.2.1 Paramétrisation du modèle de Turner
La paramétrisation du modèle de Turner se base sur des expériences de dénaturation réalisées
pour des structures secondaires simples (comme celles explicitées dans la figure 3.1) qui permettent de
mesurer la différence d’enthalpie totale ∆H et d’entropie totale ∆S (et donc ∆G).
Tout d’abord, les données sur un grand nombre d’oligomères courts d’ARN permettent d’avoir accès
aux paramètres d’association, de capping et d’initiation [162] (même méthode que celle utilisée à la
section 1.2.1 pour l’ADN). Cette étape est très importante puisqu’elle conditionne en grande partie la
paramétrisation des autres paramètres. En effet, pour évaluer la contribution d’un terme dans l’énergie
libre totale d’une structure secondaire donnée, la première étape est de soustraire à ∆G toutes les
contributions issues des paramètres d’association, de capping et d’initiation.
Par exemple, pour la paramétrisation des dangles, de nombreuses expériences sur des structures
comme celles décrites à la figure 3.1 f ont été réalisées pour plusieurs combinaisons de nucléotides au
niveau du dangle. La contribution dûe au dangle est alors estimée par ∆gdgNN = (∆Gtot−∆Gstem)/2 où
∆Gtot est l’énergie libre totale mesurée et ∆Gstem est l’énergie libre de la partie double-brin calculée
à l’aide des paramètres précédemment estimés (association des paires de bases contenu dans la partie
double-brin et initiation).
Pour les paramètres de boucles (fourches et nucléation), la démarche précédente donne accès à
l’énergie totale de la boucle incluant les énergies de fourches et l’énergie de formation de la boucle mais
ne permet pas de faire de distinction entre les deux. Pour pouvoir séparer les deux, une modélisation est
proposée : l’énergie de formation est décrite par une relation de Jacobson-Stockmayer (comme Eq.2.11)
et les termes de fourches par une somme de bonus et de malus dépendant des nucléotides composant
la fourche.
Deux versions des paramètres existent : la version 2.3 [167] et la version 3.0 [85]. Même si la version
la plus récente (3.0) a été paramétrée à l’aide de beaucoup plus de données et reste la version la plus
utilisée, quelques modèles comme Kinefold [140] et Vfold [132] utilisent toujours la version 2.3.
3.2.2 Unification des paramètres de fourches et de nucléations de boucle
Contrairement aux enthalpies de fourches, les entropies de fourches {∆stmNN} et de nucléation de
boucle {∆sTloop} fournies par Turner dépendent de la nature de la boucle (épingle, interne,externe).
D’une part, ceci n’est pas pratique dans notre formulation sur réseau puisque le calcul d’une variation
de l’énergie libre associée à un réarrangement structural local nécessiterait une analyse globale de la
structure secondaire pour connaître l’eventuel nouveau type de boucle associée. D’autre part, cette
dépendance est surprenante d’un point de vue physique : comment des énergies locales comme les
énergie de fourches pourraient être différentes selon la nature de la boucle connectée ? Dans la suite,
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Figure 3.3 – (A) Corrélation entre les paramètres de Turner pour des boucles internes et
en épingle. Le décalage observée réprésente la moitié de la pénalité unifiée de nucléation
de boucle −T37∆sloop. (B) Corrélation entre les paramètres de Turner pour les fourches
externes et les paramètres de fourches unifiés. On attribue la différence moyenne observée
de 1.9 kcal/mol à des effets de bord.
nous allons montrer que les paramètres de nucléation de boucle et de fourche peuvent s’écrire de
manière non-spécifique.
Regardons tout d’abord l’entropie totale liée à une boucle en épingle (hp) de taille N , ∆shp =
∆stmNN (hp) + ∆s
T
loop(hp)− kBc logN . La prise en compte d’une jauge arbitraire φ1 ne modifie en rien
l’évaluation de ∆shp, (∆sTloop(hp)− φ1) + (∆stmNN (hp)+ φ1)− kBc logN . De même, on peut introduire
un décalage arbitraire entre l’entropie de nucléation et celle de fourche pour les boucles internes (int)
sans changer la mesure de l’entropie totale ∆sint : (∆sTloop(int)−φ2)+2(∆stmNN (int)+φ2/2)−kBc logN .
La non-spécificité des paramètres impose
∆sTloop(hp)− φ1 = ∆sTloop(int)− φ2 ≡ ∆sloop (3.1)
∆stmNN (hp) + φ1 = ∆s
tm
NN (int) + φ2/2 ≡ ∆sforkNN (3.2)
où ∆sloop et ∆s
fork
NN sont les paramètres non-spécifiques (ou unifiés) correspondants. Notre hypothèse
de travail implique bien entendu l’existence d’une corrélation entre ∆sTloop(hp)+∆s
tm
NN (hp) = ∆sloop+
∆sforkNN et ∆s
T
loop(int)/2+∆s
tm
NN (int) = ∆sloop/2+∆s
fork
NN . La figure 3.3 A montre clairement une telle
corrélation. Ceci nous permet d’évaluer ∆sforkNN et ∆sloop en modélisant les données par les équations
3.1 et 3.2 à l’aide de la méthode des moindres carrés déjà explicitée à la section 1.2.1. Pour évaluer la
pertinence de la modélisation, on calcule la valeur correspondante de la fonction gamma incomplète Q
(voir annexe 6.3). On trouve une valeur proche de 1, signature d’une bonne modélisation.
Finalement, on obtient comme paramètres unifiés
∆sloop = −9.2± 2 kB = −18.3± 4 cal/mol/K (3.3)
Concernant les enthalpies de fourches, elles sont indépendantes du type de boucle dans le modèle de
Turner, donc ∆hforkNN = ∆h
tm
NN (voir table 3.1). Traditionnellement, on ne donne pas les entropies mais
les énergies libres à 37o C qui sont présentées dans la table 3.2.
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Table 3.1 – Enthalpies unifiées de fourches ∆hforkNN en kcal/mol (1 kcal/mol ≈ 1.6kB T37oC).
5′ −AX − 3′ 5′ − CX − 3′ 5′ −GX − 3′
3′ − UY − 5′ 3′ −GY − 5′ 3′ − CY − 5′
X
Y A C G U A C G U A C G U
A −4.3 −6.0 −6.0 −6.0 −10.3 −9.5 −10.3 −10.3 −5.2 −8.8 −5.6 −8.8
C −2.6 −2.4 −2.4 −2.4 −5.2 −4.5 −5.2 −6.7 −7.2 −3.1 −3.1 −3.9
G −3.4 −6.9 −6.9 −6.9 −9.4 −9.4 −9.4 −9.4 −7.1 −7.4 −6.2 −7.4
U −3.3 −3.3 −3.3 −3.3 −8.1 −7.4 −8.1 −8.6 −5.0 −5.0 −5.0 −5.7
5′ −GX − 3′ 5′ − UX − 3′ 5′ − UX − 3′
3′ − UY − 5′ 3′ −AY − 5′ 3′ −GY − 5′
X
Y A C G U A C G U A C G U
A −4.3 −6.0 −6.0 −6.0 −4.0 −6.3 −8.9 −5.9 −7.2 −7.9 −9.6 −8.1
C −2.6 −2.4 −2.4 −2.4 −4.3 −5.1 −2.0 −1.8 −4.8 −4.8 −3.6 −4.8
G −3.4 −6.9 −6.9 −6.9 −3.8 −6.8 −8.9 −6.8 −6.6 −8.1 −9.2 −8.1
U −3.3 −3.3 −3.3 −3.3 −2.8 −1.4 −2.8 −1.4 −5.5 −4.4 −5.5 −3.6
Table 3.2 – Énergies libres unifiées de fourches ∆gforkNN en kcal/mol à 37
o C (±0.4 kcal/mol).
5′ −AX − 3′ 5′ − CX − 3′ 5′ −GX − 3′
3′ − UY − 5′ 3′ −GY − 5′ 3′ − CY − 5′
X
Y A C G U A C G U A C G U
A −2.1 −2.2 −2.6 −2.1 −3.0 −3.0 −3.5 −3.2 −2.8 −3.0 −3.5 −3.3
C −2.0 −2.0 −2.7 −2.0 −2.8 −2.7 −3.7 −2.7 −2.8 −2.6 −3.5 −2.5
G −3.0 −2.5 −2.0 −1.8 −3.9 −3.3 −3.1 −2.8 −4.0 −3.7 −3.0 −2.9
U −2.1 −2.1 −2.2 −2.8 −3.1 −3.0 −3.2 −3.6 −3.2 −2.8 −3.4 −3.4
5′ −GX − 3′ 5′ − UX − 3′ 5′ − UX − 3′
3′ − UY − 5′ 3′ −AY − 5′ 3′ −GY − 5′
X
Y A C G U A C G U A C G U
A −1.8 −2.2 −2.6 −2.1 −2.2 −2.1 −2.8 −2.2 −2.2 −2.1 −2.8 −2.2
C −2.0 −2.0 −2.7 −2.0 −2.0 −2.0 −2.5 −1.9 −2.0 −2.0 −2.8 −1.9
G −2.9 −2.5 −2.1 −1.9 −3.2 −2.5 −2.3 −2.0 −2.9 −2.5 −2.1 −2.3
U −2.1 −2.1 −2.1 −2.8 −2.1 −2.0 −2.2 −2.7 −2.2 −2.0 −2.2 −2.7
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3.2.3 Différence entre petites et grandes fourches
Selon les arguments de la partie précédente, l’entropie d’une fourche externe devrait être donnée
par le paramètre unifié ∆sforkNN . La figure 3.3 B montre certes une corrélation assez forte entre les deux
mais également un décalage inattendu de près de 3kBT . Pour comprendre un éventuel échec de notre
processus d’unification, il faut se pencher sur les expériences effectivement réalisées par Turner pour
en tirer ses paramètres.
Contrairement aux paramètres de fourches des boucles internes ou en épingles, ceux pour les
fourches externes ont été paramétrés grâce à des expériences sur des petites fourches externes composées
uniquement de deux nucléotides non-appariés (comme sur la figure 3.1 e). Turner suppose donc impli-
citement que dans une boucle externe (partie dénaturée terminale non bouclée), tous les nucléotides,
excepté la paire de bases adjacente à la jonction avec le double-brin, ont un environnement identique
comme dans un simple brin dénaturé (une telle hypothèse n’est pourtant pas supposée pour les petites
boucles internes ou en épingle pour lesquelles les couts entropiques sont tabulés et non calculés à l’aide
de l’équation 2.11 et des paramètres de fourches correspondants). Il semblerait plus probable que cet
effet s’étende sur une petite distance le long de la chaîne avec une correction en énergie libre ∆gifork par
rapport au simple brin qui décroîtrait rapidement quand la distance i à la fourche grandirait. Dans ce
cas, l’énergie d’une fourche attachée à de longs simples brins serait donnée par ∆gfork =
∑∞
i=1∆g
i
fork
avec ∆gfork ≡ ∆gforkNN le paramètre non-spécifique explicitée dans la partie précédente. En particulier,
nous affirmons que ∆gtmNN (ext) = ∆g
1
fork. Puisque les expériences ne permettent pas de décrire pré-
cisément la dépendance à la distance, nous fixons ∆g2fork = ∆gfork − ∆g1fork and ∆gifork ≡ 0 pour
i > 2. La figure 3.3 B suggère ∆g2fork = −3.1 ± 0.8 kBT (Q = 0.98). Concernant les enthalpies, une
analyse similaire donne ∆h2fork = −6.8± 6.5 kBT (Q = 0.77). En incluant ces corrections, les énergies
de fourches du modèle de Turner deviennent bien indépendantes de la nature de la boucle adjacente.
Des arguments semblables s’applique également aux fins libres avec dangles (voir figure 3.1 f).
On peut donc définir ∆g2dangle = ∆gdangle − ∆g1dangle et ∆gidangle ≡ 0 pour i > 2. De plus, on peut
raisonnablement supposer que la correction ∆g2fork pour les fourches vaut le double de la correction
∆g2dangle pour un dangle. Ainsi, on fixe ∆g
2
dangle = −1.6kBT . Cette valeur est consistante avec de
précédentes observations réalisées par Ohmichi et al [168].
3.2.4 Unification des paramètres d’empilement coaxial et de défaut d’appariement
Des expériences [169, 170, 171] ont montré que l’empilement coaxial (empilement des paires de
bases terminales de deux doubles brins voisins) stabilise les complexes. Des données sont disponibles
pour des structures avec ou sans un défaut d’appariement intercalé ("intervening mismatch") entre les
deux doubles brins. À partir de ces énergies libres, on peut facilement extraire la contribution due à
l’empilement coaxial en soustrayant à l’énergie totale toutes les autres contributions (association de
paires de base, fourches, capping,etc.) [85].
À l’aide de nos paramètres unifiés de fourches et de nucléation de boucle, nous trouvons que l’énergie
libre ∆gcoax d’un empilement coaxial sans défaut d’appariement intercalé et sans extension de brin
(figure 3.4 a) est fortement corrélée à l’énergie libre d’association ∆gstNN correspondante, ∆gcoax −
∆gstNN = −2.9 ± 0.6kBT ≡ −T∆s0c (Q = 0.99). Ainsi, une entaille dans une double brin le stabilise
d’environ 3kBT . Ceci pourrait s’expliquer par une augmentation du nombre de degrés de liberté internes
au squelette de la double-hélice due à sa relaxation au niveau de l’entaille. Pour une interface suivie
d’une seule extension de brin (figure 3.4 b), on trouve ∆gcoax − ∆gstNN = −2.3 ± 0.6kBT ≡ −T∆s1c
(Q = 0.99), et pour une interface suivie de deux extensions de brin (Fig.3.4 c), ∆gcoax − ∆gstNN =
−0.8 ± 0.6kBT ≡ −T∆s2c (Q = 0.96). On peut noter que, originellement, Turner ne distingue pas
les deux situations précédentes (une ou deux extensions). Cette hypothèse mène d’ailleurs à une plus
petite valeur de Q (0.4).
Pour les empilements coaxiaux avec un défaut d’appariement intercalé (figure 3.4 d), on observe une
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Figure 3.4 – Exemples de situations avec empilement coaxial et avec petites boucles :
(de la gauche vers la droite) empilement coaxial sans défaut d’appariement intercalé et
sans (a) ou avec une (b) ou deux (c) extensions de brin ; empilement coaxial avec un
défaut d’appariement intercalé (d) ; boucle latérale avec un nucléotide (e) ; boucle interne
1nt×1nt (f) ; boucle interne 1nt×2nt (g) ; boucle interne 2nt×2nt (h) ; boucle en épingle
comprenant 3 nucléotides (i).
corrélation entre ∆gcoax et les énergies de fourches entre les paires de bases fermant les doubles brins
et les nucléotides du défaut, ∆gcoax − 2∆gforkNN = 2.9 ± 0.4kBT ≡ −T∆simc (Q = 0.97). Dans ce cas,
par manque de donnée, on ne fait pas de distinction entre de possibles extensions de brin.
Pour les boucles internes, latérales ou en épingle contenant un petit nombre de nucléotides (voir
figures 3.4 e-i), les paramètres diffèrent de ceux décrivant une boucle plus grande [85] (décrit par
les paramètres unifiés définis à la section 3.2.2). La raison principale est la non-perturbation de la
structure hélicoidale par le défaut d’appariement : les deux doubles brins voisins appartiennent à la
même double-hélice [172, 173]. Pour une boucle latérale avec un nucléotide, on trouve ∆g −∆gstNN =
6.2kBT ≡ −T∆s1b [85]. À l’aide des données de Turner, pour les défauts d’appariements internes, on
observe une corrélation entre l’énergie libre totale de la boucle∆g (nucléation et fourches) et les énergies
de fourches correspondantes (Q ∼ 1 dans tous les cas). On trouve alors que l’énergie de nucléation vaut
∆g− 2∆gforkNN = 10.2± 1.4kBT ≡ −T∆s1,1loop pour 1nt× 1nt (figure 3.4 f), 15± 2kBT ≡ −T∆s1,2loop pour
1nt× 2nt (figure 3.4 g) et 11.1± 2kBT ≡ −T∆s2,2loop pour 2nt× 2nt (figure 3.4 h). Pour les boucles en
épingle composée de 3 nucléotides (figure 3.4 i), l’énergie libre de boucle ne comprend qu’un terme de
nucléation (les fourches ne sont pas considérées) −T∆s3loop = 6.8kBT .
Dans le modèle de Turner, le nombre total de paramètres pour les défauts d’appariement est de
l’ordre de 104. Leur estimation est tirée d’un ensemble de paramètres indépendants mesurés expéri-
mentalement (∼ 280) complétés par des hypothèses sur l’égalité en énergie libre de tel ou tel défaut
d’appariement [85]. Les relations précédentes permettent donc de réduire de manière drastique les
nombre de paramètres indépendants (de 280 à 4).
3.2.5 Liberté de jauge pour les termes de bords et d’initiation dans le modèle de
Turner
Dans le modèle de Turner, la paramétrisation des énergies libres d’association (∆gstNN ), de capping
(∆gterm) et d’initiation (∆ginit) est faite à partir de données expérimentales sur des oligomères cours
[162] (voir section 3.2.1). Cependant, pour les mêmes raisons que celles évoquées dans la section 1.2.1
sur la paramétrisation des énergies pour l’ADN, il n’est pas possible de déterminer de manière unique
(c’est à dire indépendamment les uns des autres) les trois termes de capping ∆gterm (A/U,G/C,G/U)
et le terme d’initiation ∆ginit. Il en va de même pour la paramétrisation des autres termes de bords
(fourches, dangles) et de nucléation. Dans la jauge fixée par Turner, ∆gterm(G/C) = 0. Est-ce que cela
a-t-il une influence quelconque sur les prédictions du modèle ?
On se demande donc si il existe un jeu de constantes Φinit, Φnuc, Φbound, et Φterm qu’on peut
ajouter aux énergies libres d’initiation, de nucléation, de bord internes (fourches de boucles internes,
en épingle, latérales) et terminales (capping,fourches externes, dangles) sans modifier les predictions
du modèle de Turner. Tout d’abord, l’équilibre d’association entre des oligomères complémentaires doit
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être invariant par changement de jauge, donc il vient immédiatement Φterm = −Φinit/2. De même, le
choix de la jauge ne peut pas affecter le coût de formation d’une boucle interne dans un double-brin
(Φnuc = −2Φbound) ou d’une boucle en épingle pour un simple-brin (Φnuc + Φterm + Φbound = 0). Ces
différentes conditions impliquent que
Φinit = Φnuc = Φ (3.4)
Φbound = Φterm = −Φ/2 (3.5)
Prenons maintenant une structure secondaire quelconque comprenant ns brins. Elle est formée de nloop
boucles et comprend nterm termes de bord externes (dangles, fourches externes, capping) et nbound
termes de bord internes (fourches de boucles interne, en épingle ou latérales). Changer de jauge (c’est
à dire ajouter les constantes définies dans les équations 3.4 et 3.5) revient à modifier l’énergie libre de
la structure par
∆GΦ = (ns − 1)Φinit + nboundΦbound + ntermΦterm + nloopΦnuc (3.6)
= (ns + nloop − 1− (nbound + nterm)/2)Φ (3.7)
Or, on peut prouver par récurrence (voir annexe 6.7) que nloop = nstem − (ns − 1). De plus, comme le
nombre de termes de bord (internes et externes) vaut deux fois le nombre de parties en double-hélice,
il vient facilement ∆GΦ = 0 quelque soit Φ. Ainsi, le choix de la jauge n’influe pas sur l’estimation
de l’énergie libre d’une structure arbitraire. On peut donc modifier tous les termes d’initiation, de
nucléation et de bord dans le modèle de Turner par respectivement un offset de Φ et −Φ/2 sans
changer les predictions pour des quantités mesurables. Dans la jauge de Turner, c’est utilisé pour
imposer ∆gterm(G/C) = 0, mais on pourrait très bien prendre Φ = T∆sloop afin d’éliminer l’entropie
non-locale de nucléation unifiée introduite dans la section 3.2.2.
3.2.6 Sensibilité des résultats
3.2.6.1 Méthode d’étude
En ce qui concerne la dénaturation de l’ADN (voir section 1), on a vu que l’incertitude sur les
paramètres se traduisait parfois par une forte incertitude sur les prédictions faites par le modèle PS
unifié. Quant est-il pour les résultats donnés par les modèles décrivant le repliement de l’ARN? Pour
quantifier cette propagation des erreurs, nous nous intéressons au modèle de Turner via le programme
RNAfold [86]. Le nombre de paramètres étant beaucoup plus important dans le modèle de Turner que
dans le modèle PS (plus de 600 pour Turner contre une vingtaine pour PS), nous n’avons pas (faute
de données) réitéré le processus de paramétrisation décrit dans [85] pour avoir accès à la matrice de
covariance des paramètres comme nous l’avions fait dans la section 1.2.4. A la place, nous supposons
les paramètres indépendants entre eux (matrice de covariance diagonale) et, en consistence avec les
données expérimentales [85], nous considérons une erreur de 0.1 kcal/mol pour les énergies libres
locales (association, forking, capping, dangling) et une erreur de 0.8 kcal/mol pour les pénalités de
nucléation. Avec cette hypothèse de paramètres non-corrélées, on surestime certainement la propagation
des erreurs, mais les conclusions que l’on en tire ne devraient pas être significativement différentes que
pour le cas avec une matrice de covariance non diagonale.
On génère dans un premier temps des séquences aléatoires de différentes tailles (100 séquences
pour chaque taille avec N = 100, 200, ..., 1000). Puis, pour le jeu de paramètres standard et pour
250 autres jeux de paramètres aléatoirement tirés (chaque paramètre est choisi suivi une distribution
gausienne autour de la valeur standard et avec l’écart-type défini ci-dessus) avec RNAfold, on calcule la
structure la plus stable Sm, l’énergie libre Gens de l’ensemble thermodynamique, la probabilité Θ qu’un
nucléotide soit appararié et la carte des contacts c(i, j) qui donne les probabilités que les nucléotides i
et j soient appariés ensemble, à 37o C, la température courante où sont étudiées les molécules d’ARN.
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Figure 3.5 – Evolution de Θ (A) et de Gens (B) moyennées sur des séquences aléatoires
en fonction de leur taille N et calculées avec les paramètres standard (points rouges), ou
en moyennant également sur les différents jeux de paramètres aléatoires générés (cercles
bleus).
3.2.6.2 Propriétés thermodynamiques globales
La figure 3.5 A montre l’évolution de la valeur moyenne de Θ prise sur les séquences aléatoires et
sur les différents jeux de paramètres générés. On remarque qu’à partir de N ∼ 400, 〈Θ〉 ne dépend plus
de la taille des chaînes est vaut 0.59± 0.04. Ainsi, dans une longue séquence quelconque, en moyenne
près de 60% des nucléotides seront appariés à 37o C. La faible variabilité des résultats par rapport aux
jeux de paramètres indique que cette affirmation est assez robuste.
Sur la figure 3.5 B, on observe la décroissance linéaire de la valeur moyenne de Gens en fonction de
N avec une pente de l’ordre de −60kBT pour 100 bp. L’étude de la propagation des erreurs indique
un écart-type qui croit également linéairement avec N , l’erreur relative étant d’environ 10%. Cela
semble assez logique vu que plus la séquence sera grande, plus le nombre de contacts et de boucles le
sera également (et ceci de manière linéaire vu que 〈Θ〉 est indépendant de N), et donc plus l’erreur
sera importante. Ce qui l’est moins (du moins aux premiers abords), est de trouver que l’énergie libre
obtenue en moyennant sur les différents jeux de paramètres est plus petite que celle obtenue avec le jeu
de paramètres standard (alors que pour Θ, aucune différence notable n’était à signaler). En fait, cela
se comprend bien si l’on écrit précisément ce que vaut la valeur moyenne de Gens sur les paramètres :
〈Gens〉 =
∫
dξ1...dξnP (ξ1)...P (ξn)Gens (H[p1 + ξ1, ..., pn + ξn]) (3.8)
où {p1, ..., pn} sont les n paramètres standard (association,forking,nucléation,...), H est l’Hamiltonien
du système (défini par le modèle de Turner), {ξi} sont les déviations par rapport aux paramètres
standard et P (ξi) est une distribution de probabilité gaussienne centré en 0 et d’écart-type égal à celui
de pi. Puis, on applique l’inégalité de Gibbs-Bogoliubov 1 à H[p1 + ξ1, ..., pn + ξn] et H[p1, ..., pn], soit
〈Gens〉 ≤
∫
dξ1...dξnP (ξ1)...P (ξn) {Gens (H[p1, ..., pn])
+〈H[p1 + ξ1, ..., pn + ξn]−H[p1, ..., pn]〉{pi}
}
(3.9)
OrH dépend linéairement de ces paramètres, soitH[p1+ξ1, ..., pn+ξn]−H[p1, ..., pn] =
∑p
i=1 ξi(∂H/∂pi).
1. Soit deux Hamiltoniens H1 et H2, alors l’inégalité de Gibbs-Bogoliubov stipule que G1 ≤ G2 + 〈H1 − H2〉2 avec
Gi l’énergie libre du système i et 〈X〉2 la valeur moyenne de X par rapport à l’Hamiltonien 2.
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On obtient donc
〈Gens〉 ≤ Gens (H[p1, ..., pn]) +
∫
dξ1...dξnP (ξ1)...P (ξn)
[
p∑
i=1
ξi〈∂H
∂pi
〉{pi}
]
(3.10)
et comme
∫
dξiξiP (ξi) = 0, on a finalement
〈Gens〉 ≤ Gens (H[p1, ..., pn]) (3.11)
L’équation précédente justifie ainsi la différence observée entre les deux énergies libres.
3.2.6.3 Propriétés de la structure la plus stable
Intéressons nous maintenant à la sensibilité des résultats en ce qui concerne la prédiction de la
structure la plus stable. Pour cela on calcule, la sensibilité SE et la spécificité SP de la structure la
plus stable prédite par un jeu de paramètres aléatoires S∗m par rapport à la structure la plus stable
prédite avec le jeu de paramètres standard S0m (∗ fait référence aux paramètres aléatoires et 0 à ceux
standard). SE est définie comme le quotient entre le nombre de paires de bases en commun dans S∗m
et S0m et le nombre total de paires de bases dans S0m (soit dans le langage employé à la section 2.3.1,
le nombre de vrais positifs sur la somme du nombre de vrais positifs et du nombre de faux négatifs 2).
SP quant à elle est définie comme le quotient entre le nombre de paires de bases en commun dans S∗m
et S0m et le nombre total de paires de bases dans S∗m (soit le nombre de vrais positifs sur le nombre de
positifs). SE → 1 signifie que toutes les paires de bases présentes dans S0m le sont également dans S∗m,
et SP → 1 signifie que toutes les paires de bases présentes dans S∗m le sont également dans S0m. La
figure 3.6 A montre la distribution des SE pour les différents jeux de paramètres générés en fonction
de la taille des séquences (nous n’avons pas tracé les distributions des SP car elles sont similaires à
celles des SE). On remarque que pour les petites séquences la distribution est piquée autour de 1, signe
que la détermination de la structure la plus stable est assez fiable pour N ≤ 100. Quand la taille des
séquences augmente, la courbe tend vers une distribution assez large centrée autour de 0.5. Elle traduit
la forte incertitude sur Sm quand la séquence est suffisamment longue. En moyenne, 50% des paires
2. Attention, les définitions de la sensibilité et de la spécificité sont ici légèrement différentes de celles données à la
section 2.3.1.
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de bases seront conservées, indiquant tout de même l’existence de parties très stables (par exemple de
longues parties double-brins) dans S0m. Le fait que la distribution des SE devienne indépendante de N
indique que malgré la croissance exponentielle de l’espace des configurations [20, 174], la composition
de l’ensemble des structures secondaires d’énergies minimales reste plus ou moins constante. Alors
qu’on pourrait s’attendre à ce que plus N augmente, plus les configurations minimales en énergie
soient différentes en composition (plus la distribution des SE soit piquée autour de 0).
3.2.6.4 Propriétés thermodynamiques locales
Dans le paragraphe précédent, on a vu que la fiabilité des prédictions pour la structure la plus
stable était assez limitée pour des séquences longues. Une meilleure méthode pour estimer l’existence
de contact entre deux nucléotides est de regarder la probabilité thermodynamique de contact (via
la carte des contacts) calculée sur l’ensemble des configurations (et non plus sur une seule comme
précédemment). Afin de visualiser les incertitudes découlant des barres d’erreurs sur les paramètres au
niveau de la carte de contact, on évalue, pour chaque séquence et chaque jeu de paramètres aléatoires,
le produit scalaire entre c∗(i, j) et c0(i, j) normalisé par la norme de c0(i, j) :
SEthermo =
∑
i,j c
∗(i, j)× c0(i, j)∑
i,j [c
0(i, j)]2
(3.12)
On appelle cette quantité la sensibilité thermodynamique (en référence à SE défini plus haut), car
si on remplace c(i, j) par Sm et que l’on pose Sm(i, j) = 1 (0) si i et j sont (ne sont pas) appariés,
on a exactement la définition de SE. Comme pour SE, on observe que pour des séquences longues
SEthermo tend vers une distribution représentée sur la figure 3.6 B. Cependant, comparée à celle de SE,
la distribution de la sensibilité thermodynamique reste maximale autour de 1 et est moins étendue,
signe que l’on peut avoir une plus grande confiance dans les prédictions pour la carte des contacts.
3.2.6.5 Bilan
Sur la figure 3.6, en plus de la distribution de SE et SEthermo, nous avons également tracé la
distribution de Θ∗/Θ0 qui, quant à elle, est piquée autour de 1 pour N = 1000. Les allures totalement
différentes de ces trois courbes incitent donc à émettre quelques recommandations quant à l’utilisation
brute des résultats prédits par le modèle de Turner (ou par tout autre modèle basé sur les paramètres
de Turner comme le modèle sur réseau par exemple).
Pour les séquences courtes (N ≤ 100), les prédictions pour les propriétés thermodynamiques locales ou
globales ainsi que pour la structure la plus stable peuvent être considérées comme assez robustes. Pré-
cisons tout de même que l’étude a été faite à 37o C, une température où les structures sont compactes
(Θ grand). Pour des températures proches de la température de dénaturation du complexe (∼ 80o C),
là où les fluctuations sont très importantes, même pour les petites séquences, l’incertitude sur toutes
les propriétés étudiées n’est plus forcément faible (voir section 1.4.4).
Pour les séquences longues, on distingue 3 niveaux de confiance :
– pour les propriétés thermodynamiques globales comme Θ, la propagation des erreurs est assez
faible (avec près de 98% des résultats pour Θ∗/Θ0 compris entre 0.8 et 1.2.) et le niveau de
confiance est élevé ;
– pour les propriétés thermodynamiques locales comme c(i, j), le niveau de confiance est moyen,
avec environ 55% des résultats qui ont 0.8 ≤ SEthermo ≤ 1.2 ;
– pour la prédiction de la structure la plus stable (ou de tout autre propriété calculée sur un nombre
fini de structure), le niveau de confiance est assez faible, avec une distribution assez large des
résultats.
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Ainsi, quant on a affaire à une séquence longue et qu’on veut pouvoir comparer les prédictions faites
par le modèle de Turner avec une possible expérience ou que l’on veut les utiliser pour interpréter
ou étudier un phénomène quelconque, il est préférable de ne pas s’en tenir uniquement aux résultats
obtenus avec les paramètres standard, mais aussi d’effectuer une analyse des erreurs sur les propriétés
que l’on veut utiliser pour quantifier le niveau de confiance de telles prédictions [175].
3.3 Paramétrisation du modèle sur réseau
Avant d’aborder la paramétrisation du modèle sur réseau proprement dite (sections 3.3.2, 3.3.3 et
3.3.4), intéressons nous aux implications qu’un changement du réseau sous-jacent 3.3.1 aurait sur les
paramètres.
3.3.1 Influence du réseau
Considérons deux versions du modèle sur réseau (L1 et L2) sur deux réseaux différents (cubique
simple, cubique à face centrée,etc.). Les chemins sur ces réseaux sont caractérisés par deux jeux de
constantes {zi, µi, fsi , fli} (i = 1, 2) définies dans la section 3.1.2. Pour obtenir des résultats indépen-
dants du réseau, on force les différences d’énergie libre entre deux structures secondaires quelconques
Sa et Sb à être invariantes pour un changement du réseau sous-jacent
Ga(1)−Gb(1)− kBT log
[
Ω1(Sa)
Ω1(Sb)
]
= Ga(2)−Gb(2)− kBT log
[
Ω2(Sa)
Ω2(Sb)
]
(3.13)
où Ga(i) et Gb(i) représente la somme des intéractions locales et non-locales définies pour le modèle sur
réseau dans la section 3.1.1 et paramétrées pour le réseau i. Par exemple, pour l’équilibre à deux-états
entre un double-brin de taille N et les deux simples brins correspondants, cela donne
Gds(1)− 2Gss(1) +Gmix1 = Gds(2)− 2Gss(2) +Gmix2 (3.14)
En remplacant dans l’équation 3.14 Gds et Gss par leur expression donnée à la section 3.1.2, on trouve
N(ǫ1 + 2kBT logµ1) + 2ω1 +Gmix1 + kBT log
(
f2s1N
2c′
z1
)
= N(ǫ2 + 2kBT logµ2) + 2ω2 +Gmix2 + kBT log
(
f2s2N
2c′
z2
)
(3.15)
Enfin, en séparant les termes qui dépendent de linéairement N et ceux qui n’en dépendent pas, on
obtient la relation entre paramètres
ǫ2 = ǫ1 + 2kBT log(µ1/µ2) (3.16)
ω2 = ω1 + kBT log
[
fs1
fs2
(
z2
z1
)1/2]
+
Φ12
2
(3.17)
avec Φ12 = Gmix1 −Gmix2 . En appliquant la même procédure aux exemples simples de la section 3.1.2,
il vient
γ2 = γ1 + kBT log
[
z2 − 2
z1 − 2
(
z1
z2
)1/2]
+
Φ12
2
(3.18)
σ2 = σ1 + kBT log(fl2/fl1)− Φ12 (3.19)
λ2 = λ1 + kBT log
[
z2 − 1
z1 − 1
(
z1
z2
)1/2]
+
Φ12
2
(3.20)
χ2 = χ1 + kBT log
[
z1
z2
(
z2 − 1
z1 − 1
)2]
+Φ12 (3.21)
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Ainsi les deux jeux de paramètres sont reliés entre eux par les constantes du réseau {zi, µi, fsi , fli} et
Φ12 = Gmix1 −Gmix2 .
L’équation 3.19 montre qu’on ne peut pas supprimer le paramètre de nucléation σ du modèle (σ = 0
pour tous les réseaux) sans être incohérent quand l’on passe d’un réseau à un autre, puisque fl est une
quantité non-universelle dépendante du réseau. C’est un point subtile qui ne doit pas être négligé. En
effet, il montre l’importance de tenir compte proprement de l’énergie libre non-locale de nucléation de
boucle si l’on veut décrire au niveau tertiaire les acides nucléiques. Cependant, en pratique, pour un
réseau fixé, on préfére travailler avec σ = 0 pour n’avoir à compter que les énergies locales et éviter
ainsi de devoir analyser la structure globale du complexe après chaque changement local. Heureusement,
l’analyse précédente faite sur les paramètres du réseau implique également une liberté de jauge (comme
pour le modèle de Turner) via la constante Φ12. Ainsi pour un réseau i fixé, on peut toujours exploiter
cette jauge pour imposer σi ≡ 0. Dans la suite on appelera ce choix, la jauge "σ = 0".
3.3.2 Paramétrisation naïve
Une première paramétrisation naive du modèle sur réseau serait d’égaler directement tous les para-
mètres du réseau avec leurs homologues du modèle de Turner (ǫ = ∆gstNN , ω = ∆gterm, γ = ∆g
fork
NN ,etc. ;
voir section 3.1.1). Cependant, comme, pour une structure secondaire quelconque S, le nombre d’états
Ω(S) dépend de la nature du réseau utilisée, les résultats seraient aussi dépendant du type de réseau
choisi, et ceci n’est pas satisfaisant d’un point de vue physique. De plus, les résultats que prédirait
alors le modèle sur réseau seraient aberrant en comparaison avec l’expérience. Par exemple, pour des
petites structures en épingle, la paramétrisation naive ne reproduit pas les transitions à deux-états
observées expérimentalement et prédit des températures de fusion 45K plus petites que les résultats
expérimentaux (voir figure 5.1).
Une deuxième idée similaire et utilisée par Kinefold [138] et Vfold [132] serait de prendre directement
les paramètres de Turner pour les intéractions d’empilement (association, capping, fourche, dangle,
coaxial) et de considérer que l’énergie de conformation −kBT log Ω(S) d’une structure secondaire S
calculée sur le réseau inclut les termes de nucléation. Ainsi, la différence d’énergie libre entre S et l’état
dénaturé correspondant S0, serait donnée par
∆G(S) = ∆GTstack(S)− kBT log
[
Ωi(S)
Ωi(S0)
]
(3.22)
avec ∆GTstack(S) comptant pour les intéractions d’empilement de Turner définies ci-dessus. L’introduc-
tion de différence d’énergie libre issue d’un calcul sur réseau dans le modèle de Turner est délicate
pour deux raisons. Premièrement, cela implique que les résultats vont dépendre de la nature du réseau,
or on veut définir un cadre général qui fait des prédictions fiables quelque soit le réseau sous-jacent.
Deuxièmement, supplanter les termes de nucléation (∆sloop) qui dépendent de la jauge utilisée dans le
modèle de Turner par une partie de kB log[Ω(S)/Ω(S0)] qui est une mesure indépendante de la jauge
de Turner, rend l’évaluation de ∆G(S) tributaire de la jauge de Turner, ce qui n’est pas acceptable.
3.3.3 Paramétrisation correcte
De bien meilleurs et plus cohérents résultats peuvent être obtenus en imposant que le modèle sur
réseau ait le même comportement au niveau structure secondaire que le modèle de Turner. Ceci implique
que les paramètres du modèle sur réseau soient obtenus en égalant, pour des structures secondaires
simples, les différences d’énergie libre calculées à partir du modèle de Turner et du modèle sur réseau
(voir section 3.1.2) [33]. Par exemple, pour l’équilibre à deux-états entre un double-brin de taille N et
les deux simples brins correspondants, cela donne
Gds − 2Gss +Gmix = N∆gstNN + 2∆gterm +∆ginit (3.23)
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Comme dans la section 3.3.1, on groupe les termes qui dépendent linéairement de N et on obtient
ǫ = ∆gstNN − 2kBT logµ (3.24)
ω = ∆gterm +
∆ginit −Gmix
2
− kBT log(fsN¯ c′/z1/2) (3.25)
où N¯ ≈ 10 est la taille typique des brins utilisés dans les expériences qui ont servi à paramétrer le
modèle de Turner [162].
Dans la section 3.3.1, nous avons signalé qu’une liberté de jauge existait également dans le modèle
sur réseau pour les termes de bord, de nucléation et de mélange. Par la suite, nous travaillerons dans
la jauge "σ = 0" introduite Sec.3.3.1. Elle a l’avantage de rendre le modèle strictement local et d’éviter
l’analyse global de la conformation pour l’évaluation de son énergie. On rappelle que le choix de cette
jauge n’influe pas sur le calcul des propriétés thermodynamiques. En appliquant la même procédure
que précédemment aux exemples simples de la section 3.1.2, on obtient la paramétrisation du modèle
su réseau
σ = −T∆sloop + T∆sloop ≡ 0 (3.26)
Gmix(T ) = ∆ginit(T ) + T∆sloop − kBT log fl (3.27)
ǫ(T ) = ∆gstNN (T )− 2kBT logµ (3.28)
ω(T ) = ∆gterm(T )− T∆sloop
2
+ kBT log
[
(flz)
1/2
fsN¯ c
′
]
(3.29)
γ(T ) = ∆gfork(T )− T∆sloop
2
+ kBT log
[(
fl
z
)1/2
(z − 2)
]
(3.30)
λ(T ) = ∆gdangle(T )− T∆sloop
2
+ kBT log
[(
fl
z
)1/2(z − 1
N¯ c′
)]
(3.31)
χ(T ) = ∆gcoax(T )− T∆sloop + kBT log
(
fl(z − 1)2
zN¯ c′
)
(3.32)
où ∆gfork (∆gdangle) dépend de la taille de la fourche (dangle) comme précisé dans la section 3.2.3
et ∆gcoax dépend de la nature de l’empilement coaxial (avec ou sans défaut d’appariement intercalé
ou extension de brin ; voir section 3.2.4). De manière générale, les paramètres sur réseau sont définis
par la somme du paramètre de Turner correspondant et d’une correction entropique dépendante des
constantes du réseau (voir table 3.3).
Table 3.3 – Corrections entropiques ∆scorr des paramètres du modèle sur réseau dans la jauge "σ = 0"
pour le réseau CFC. La valeur d’un paramètre sur réseau vaut le terme de Turner correspondant moins
T∆scorr.
Paramètre sur réseau Correction entropique (en unité kB)
σ 9.2
Gmix 7.8
ǫ 4.6
ω -4.6
γ -5.0
λ -4.7
χ -9.8
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Figure 3.7 – Réseau cubique à faces centrées (CFC). (i) Représentation tridimensionnelle.
a représente la taille de la maille. (ii) Coupe dans le plan (CDE) et définition de l’angle Ψ
entre deux segments consécutifs. Les noeuds appartenant au même plan de coupe sont de la
même couleur. b représente la distance entre deux noeuds voisins, b = a/
√
2. Les vecteurs
de bases du réseau sont ~a1 = b/
√
(2)(xˆ+ yˆ), ~a2 = b/
√
(2)(yˆ + zˆ) et ~a3 = b/
√
(2)(zˆ + xˆ).
En ce qui concerne, les paramètres pour les cas particuliers des boucles internes, en épingle et
latérales étudiées dans la section 3.2.4, on trouve
σ1b (T ) = −T (∆s1b −∆s2c) + T∆sloop + kBT log
[(
z − 2
z − 1
)2
N¯ c
′
3−c
]
(3.33)
σ1,1(T ) = −T∆s1,1loop + T∆sloop (3.34)
σ1,2(T ) = −T∆s1,2loop + T∆sloop (3.35)
σ2,2(T ) = −T∆s2,2loop + T∆sloop (3.36)
σ3(T ) = −T∆s3loop +
T∆sloop
2
+ kBT log
(
z − 2
z1/2
)
(3.37)
où σ1b est l’énergie de nucléation pour une boucle latérale avec un nucléotide, σ1,1, σ1,2 et σ2,2, celles
pour les défauts d’appariement internes et σ3 celle pour une boucle en épingle comprenant 3 nucléotides.
∆gstNN , ∆ginit, ∆gterm et ∆g
1
dangle sont calculées avec la version 3.0 [85] des paramètres de Turner.
Les données pour ∆gforkNN sont fournies par les paramètres de Turner unifiés des tables 3.1 et 3.2.
∆sloop est donnée par l’équation 3.3. ∆g2fork, ∆g
2
dangle et les contributions pour les petites boucles, les
défauts d’appariement et les empilements coaxiaux sont estimées grâce aux différentes unifications et
réductions de paramètres abordées dans les sections 3.2.3 et 3.2.4. Tous ces paramètres sont évalués
pour une concentration en sel de 1 M, et, à notre connaissance, il n’existe pas de correction efficace
pour tenir compte d’une dépendance en la concentration en sel (comme c’est le cas pour l’ADN).
3.3.4 Énergie de pliage
Le seul paramètre sur réseau qui n’a pas d’équivalent dans le modèle de Turner est l’énergie de
pliage κ car elle rend compte d’aspects tertiaires absents du schéma de Turner. Il faut donc trouver un
autre moyen pour paramétrer κ.
Tout d’abord, on modélise l’énergie de pliage de la double-hélice par une formule classique
κ(Ψ, T ) = κ¯(T )(1− cosΨ) (3.38)
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Figure 3.8 – Evolution de κ¯(T ) donnée par la résolution de l’équation 3.42 (ligne noire)
et modélisation par κ¯(T ) = κ¯h − T κ¯s (pointillé rouge).
avec Ψ l’angle de pliage entre deux segments consécutifs du double-brin (voir figure 3.7 ii). Pour un
double-brin ARN de taille N (qui peut être considéré comme un polymère semi-rigide), si on néglige
les effets stériques (voir justification en annexe 6.8) , la valeur moyenne de la distance bout-à-bout
carrée vaut (voir annexe 6.8)
〈R2e〉 = Nb2
1 + 〈cosΨ〉
1− 〈cosΨ〉 ≡ NK l
2
K (3.39)
avec NK et lK le nombre de segments et la longueur de Kuhn [176] tels que NK lK = Nb (conservation
de la taille du polymère), et b la distance entre deux noeuds du réseau. L’équation 3.39 donne
lK
b
=
1 + 〈cosΨ〉
1− 〈cosΨ〉 ≡ c∞ (3.40)
Pour un réseau CFC, il y a 11 angles possibles (on interdit le retour en arrière Ψ = 180o) : 1 possibilité
pour Ψ = 0o, 4 possibilités pour Ψ = 60o, 2 possibilités pour Ψ = 90o et 4 possibilités pour Ψ = 120o
(voir figure 3.7). Ainsi, d’après la définition de κ (équation 3.38), on a
〈cosΨ〉 = 1 + 2e
−βκ¯(T )/2 − 2e−3βκ¯(T )/2
1 + 4e−βκ¯(T )/2 + 2e−βκ¯(T ) + 4e−3βκ¯(T )/2
(3.41)
Finalement, en replaçant dans l’équation 3.40, x ≡ exp(−βκ¯/2) doit vérifier
(3c∞ − 1)x3 + (c∞ − 1)x2 + (c∞ − 3)x− 1 = 0 (3.42)
Pour les acides nucléiques, à T = 300 K, c∞ ≈ 300, soit une longueur de persistance d’environ 150
paires de bases [177]. Si on suppose que c∞ suit la loi
c∞(T ) =
300K
T
c∞(300K) (3.43)
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pour chaque température comprise entre 273 K et 373 K, on résout l’équation 3.42 en x avec la fonction
fzero de Matlab. La figure 3.8 représente l’évolution de κ¯(T ) dans cette gamme de température. On
modélise alors κ¯(T ) = κ¯h − T κ¯s. Une simple régression linéaire faite avec Matlab, nous donne
κ¯h = 646± 3kBK et κ¯s = −9.23± 0.01kB (3.44)
3.3.5 Énergie libre totale d’une conformation sur réseau
L’énergie libre totale d’une conformation C est calculée à partir de son enthalpie hlatt(C) et de son
entropie slatt(C), données par la somme des termes sur réseau décrits dans la section 3.3.3. Par exemple,
pour la structure en épingle définie à la figure 3.1 c, on aurait hlatt = ωh+ǫh+ǫh+κh+γh+σh (idem pour
slatt). En dehors des contributions de pliage, les autres termes dépendent exclusivement de la structure
secondaire S(C) correspondante à C. On peut donc décomposer hlatt(C) = hlatt(S(C)) + κtoth (C) (idem
pour l’entropie) où κtot(C) est la somme de toutes les contributions de pliage. Pour l’exemple décrit
ci-dessus, on aurait hlatt(S) = ωh + 2ǫh + γh + σh et κtoth (C) = κh.
Pour le réseau CFC considéré, comme Ψ = 0, 60, 90 et 120o, on a κ ≡ κ¯(1 − cosΨ) = nκ¯/2 avec
respectivement n = 0, 1, 2 et 3. La contribution totale des énergies de pliage peut donc se mettre sous
la forme κtot = ntotκ¯/2 avec ntot ∈ N. Ainsi, l’énergie libre totale d’un conformation C est totalement
caractérisée par la donnée de S(C) (dont on peut calculer directement hlatt(S) et slatt(S)) et de ntot(C).
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Chapitre 4
Méthodes numériques
Afin d’utiliser le modèle sur réseau décrit dans la partie précédente pour calculer les propriétés
thermodynamiques du repliement d’une molécule d’ARN, nous avons développé plusieurs méthodes
numériques basées essentiellement sur des techniques de Monte-Carlo [178]. Nous expliquons tout
d’abord comment nous avons modélisé le système en machine (section 4.1), puis nous introduisons
quelques notions sur les simulations de Monte-Carlo (section 4.2), et enfin nous décrivons ces différentes
méthodes (sections 4.3 et 4.4). Toutes ces méthodes ont été développées et codées pour n’étudier le
repliement que d’un unique brin d’ARN. Cependant, la généralisation pour des molécules contenant
plusieurs brins en découle directement.
4.1 Modélisation in silico
4.1.1 Représentation du brin d’ARN
Un brin d’ARN est représenté en machine par un vecteur Seq de taille N dont les éléments codent
pour les nucléotides constituant le brin. A est codé par 1, G par 2, U par 3 et C par 4. Ainsi par
exemple, pour le brin 5′AUGCGCUC3′, on aurait Seq = [1, 3, 2, 4, 2, 4, 3, 4].
La conformation du brin est quant à elle conservée dans un vecteur Chain de taille N × 3. La
position du nucléotide n est alors donnée par le triplet Chain(n) qui précise le noeud du réseau occupé
par le nucléotide dans le système de coordonnées défini par les vecteurs de bases du réseau. Pour
l’exemple de la figure 3.7 ii, on aurait Chain = [(0, 0, 0); (1, 0, 0); (1, 1, 0)].
Pour décrire la connectivité entre nucléotides (soit la structure secondaire), on dispose d’un vecteur
Link tel que Link(n) = m si n et m sont appariés dans la conformation courante ou Link(n) = 0
sinon. Par exemple pour une conformation ayant comme structure secondaire la figure 3.1 c, on aurait
Link = [9, 8, 7, 0, 0, 0, 3, 2, 1]. Ainsi pour une conformation quelconque, Link(n) = m 6= 0 est équivalent
à Chain(n) = Chain(m) (2 nucléotides appariés occupent le même noeud) et {|Seq(n) − Seq(m)| =
2} ∨ {Seq(n)× Seq(m) = 6} (appariement du type A ·U , G ·C ou G ·U) et {Link(n+ 1) = m− 1} ∨
{Link(n− 1) = m+ 1} (association anti-parallèle).
L’enthalpie hlatt(C) et l’entropie slatt(C) d’une conformation C sont alors calculées en analysant la
structure secondaire associée via Link. En partant du nucléotide 1, on parcoure le vecteur Link : si n est
à une interface (soit [Link(n) 6= 0]∧ [{Link(n− 1) = 0} ∨ {Link(n+1) = 0}]), on ajoute à l’enthalpie
et à l’entropie les termes interfacial (capping, fourche, dangle, empilement coaxial) et d’association
correspondants ; si n appartient à l’intérieur d’une partie double-brin (soit [Link(n) 6= 0] ∧ [Link(n−
1) 6= 0] ∧ [Link(n + 1) 6= 0]), en plus des termes d’association, on ajoute l’éventuelle contribution du
pliage entre les segments (n−1, n) et (n, n+1) en analysant l’angle formé par Chain(n−1), Chain(n)
et Chain(n+ 1).
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4.1.2 Occupation du réseau
Pour pouvoir construire le vecteur de liaison Link et pour décider si la conformation courante est
compatible avec le fait que le chevauchement de deux nucléotides sur le même noeud est possible si
et seulement si il y a formation d’une paire anti-parallèle de Watson-Crick ou bancale, on a besoin
d’avoir accès à l’occupation du réseau. La méthode naïve pour vérifier que le nucléotide n est le seul
à occuper le noeud Chain(n) est de comparer sa position avec celle de tous les autres nucléotides. La
complexité de cette méthode est O(N) par position à vérifier. Ainsi, pour confirmer la validité d’une
certaine conformation, il faudrait O(N2) opérations. Pratiquement, plusieurs méthodes sont utilisées
pour diminuer significativement cette complexité [179]. Nous en avons utilisé principalement deux :
une méthode utilisant une table de bits et une autre utilisant une table de hachage.
4.1.2.1 Méthode de la table de bits
On définit un tenseur B où l’on stocke l’état de tous les noeuds du réseau accessibles par le système.
Soit, pour un noeud (i, j, k)
B(i, j, k) = (0, 0) si (i, j, k) n’est pas occupé (4.1)
= (n, 0) si ∃! n tel que (i, j, k) = Chain(n) (4.2)
= (n,m) si ∃ n,m tel que (i, j, k) = Chain(n) = Chain(m) (4.3)
Ainsi, vérifier l’occupation d’un noeud occupé par un nucléotide n se fait en O(1) opérations en
regardant directement B(Chain(n)). La validation d’une conformation entière a donc une complexité
en O(N). La contrepartie de cette méthode est l’énorme place mémoire (O(N3)) pris par B. Cela
devient handicapant quand N ∼ 70− 100.
4.1.2.2 Méthode de la table de hachage
Soit un vecteur H de taille M (ou table de hachage), à chaque noeud x = (i, j, k) du réseau, on
attribue une adresse primaire h(x) dans ce vecteur, via une fonction dite de hachage h que l’on définira
plus tard. Le noeud x = (i, j, k) est occupé si il existe un élément l de H tel que H(l) = x. Comme
en général M (∝ N) est beaucoup plus petit que le nombre total de noeuds accessibles au système
(∝ N3), plusieurs noeuds partagent la même adresse primaire. On ne peut donc pas simplement définir
H(h(x)) = x sans potentiellement rencontrer des problèmes de chevauchement d’adresses. Pour éviter
ce risque de collision, on effectue le schéma suivant pour vérifier l’occupation du noeud x : si h(x) est
déjà occupée, l’algorithme cherche successivement dans les adresses h(x) + 1, h(x) + 2,... (modulo M)
jusqu’à ce qu’il trouve soit la position x déjà placée, soit un emplacement vide. Dans le pire des cas,
une simple requête requiert O(N) opérations. Cependant, si h et M ont été bien choisis (voir plus
bas), le nombre moyen d’opérations d’une requête est en O(1). Pour obtenir une telle efficacité, il faut
que la table de hachage ne se remplisse pas trop rapidement (M ne doit pas être trop proche de N),
M = 5N est suffisant. De plus, la fonction de hachage h doit être éparse, c’est à dire : pour x et y
deux noeuds proches sur le réseau, leurs adresses primaires h(x) et h(y) doivent être assez éloignées
l’une de l’autre. Un bon choix est une fonction de hachage de la forme h(i, j, k) = (c1i + c2j + c3k)
modulo M avec c1, c2, c3 et M premiers entre eux et ck ≈Mk/4 > 1 [179]. De ce fait, les {cl} ont des
ordres de grandeur différent ce qui assure le comportement désiré pour h 1. Ainsi, si on choisit bien
ses paramètres, cette méthode permet en O(N) opérations et en occupant O(N) espaces mémoires de
vérifier la compatibilité d’une conformation. Ses performances sont de loin les meilleures par rapport
à la méthode naïve et à la table de bits. C’est d’ailleurs cette méthode que l’on utilisera concrètement.
1. Pour comprendre cela, regardons la fonction de hachage h(i, j, k) = (i + j + k) modulo M . Deux noeuds voisins
vont avoir des adresses primaires voisines. Or un chemin auto-évitant est un objet compacte (R ∼ N0.588) où les noeuds
occupés sont proches les uns des autres. Ainsi avec une telle fonction de hachage, la vérification de l’occupation d’un site
risque de prendre beaucoup trop de temps.
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4.2 Notions sur les simulations de Monte-Carlo
4.2.1 Définitions
Prenons un système ergodique quelconque S caractérisé par un certain nombre n de paramètres
d’ordre {Vj} (par exemple, l’énergie, la magnétisation, le nombre de paires de bases, etc.). Et plaçons
nous dans un ensemble thermodynamique quelconque (micro-canonique, canonique, grand-canonique,
etc.) où le système à l’équilibre est défini par une distribution de probabilité ρ(V1(Si), ..., Vn(Si))
d’observer le micro-état Si 2. Notons Ω(v1, ..., vn) le nombre de micro-états Si du système tels que
{V1(Si) = v1, ..., Vn(Si) = vn}. Ainsi, la valeur moyenne à l’équilibre thermodynamique d’une obser-
vable quelconque A(V1, ..., Vn) est donnée par
〈A〉 =
∑
Si
A(V1(Si), ..., Vn(Si))ρ(V1(Si), ..., Vn(Si))∑
Si
ρ(V1(Si), ..., Vn(Si))
(4.4)
=
∑
{Vj}
A({Vj})Ω({Vj})ρ({Vj})∑
({Vj})
Ω({Vj})ρ({Vj}) (4.5)
Cette dernière équation nous renseigne sur l’importance de la fonction nombre d’état Ω({Vj}). En
effet, si par un moyen quelconque (une simulation par exemple) on a accès à cette fonction, il est alors
possible de calculer la valeur moyenne d’une observable quelconque.
Dans le cadre du modèle sur réseau, les paramètres d’ordre que l’on choisit doivent permettre
une description précise des propriétés que l’on désire étudier : la structure (via la connectivité) et la
thermodynamique (via l’enthalpie et l’entropie). On a vu dans la section 3.3.5 que l’énergie libre d’une
conformation C était caractérisée par la donnée de S(C), sa structure secondaire correspondante, et
du nombre ntot(C) de contributions élémentaire κ¯/2 dans son énergie de pliage. Ainsi, un bon jeu de
paramètres d’ordre va être donnée par S(C) (dont on peut évaluer hlatt(S) et slatt(S) et qui décrit
aussi la connectivité) et ntot(C). En particulier, si on a accès à Ω(S, ntot) (par exemple avec la méthode
multi-histogramme, section 4.3.3 ; ou avec la méthode de la contrainte maximale, section 4.4.2), la
différence d’énergie libre ∆G entre une structure secondaire arbitraire S et l’état dénaturé S0, à une
température T quelconque, sera donnée par
exp{−β∆G(S, T )} = exp {−β [hlatt(S)− Tslatt(S)]}
∞∑
ntot=0
Ω(S, ntot)
Ω0
exp {−βntot(κ¯h − T κ¯s)/2}
(4.6)
avec Ω0 =
∑
ntot
Ω(S0, ntot) = Ω(S0, 0). Et vu que κ¯ ∼ 10kBT , à l’ordre 0 en exp(−βκ¯/2), on a
∆G(S, T ) ≈ hlatt(S)− T [slatt(S) + kB log (Ω(S, 0)/Ω0)] (4.7)
La correction due aux ordres supérieures en exp(−βκ¯/2) vaut environ 0.01kBT pour chaque angle de
pliage existant entre deux segments double-brins consécutifs (voir section 5.3.1). Cette correction peut
être non négligeable quand la structure contient beaucoup de parties double-brins.
4.2.2 Évaluation pratique des valeurs moyennes
Supposons que l’on ait à notre disposition un algorithme qui génère aléatoirement une suite de
micro-états {S1, .., SN} selon une distribution π({Vj}) connue. Soit Nπ({Vj}) l’histogramme des para-
mètres d’ordre visités, on a
Nπ({Vj}) ∝ Ω({Vj})× π({Vj}) (4.8)
2. Par exemple, pour un système défini uniquement par son énergie E, dans l’ensemble canonique à une température
fixée T (= 1/(kBβ)), ρ(E(Si)) = exp(−βE(Si))/Z avec Z =
P
Si
exp(−βE(Si)) =
P
E Ω(E) exp(−βE), la fonction de
partition.
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En inversant l’équation précédent on a accès de manière relative au nombre d’état Ω ∝ Nπ/π.
De plus, en introduisant pour chaque micro-état généré un poids Wi = ρ({Vj(Si)})/π({Vj(Si)}), on
obtient pour N grand
A¯ ≡
∑
iA({Vj(Si)})Wi∑
iWi
=
∑
{Vj}
Nπ({Vj})A({Vj})ρ({Vj})/π({Vj})∑
{Vj}
Nπ({Vj})ρ({Vj})/π({Vj})
≈
∑
{Vj}
Ω({Vj})A({Vj})ρ({Vj})∑
{Vj}
Ω({Vj})ρ({Vj}) = 〈A〉 (4.9)
Si l’on suppose que A et W sont décorrélés, l’erreur commise dans l’évaluation de 〈A〉 par l’équation
4.9 est bornée par (voir annexe 6.9)
σ2A¯ ≤
1
NB
〈W˜ 2〉
〈W˜ 〉2
σ2A (4.10)
avec NB le nombre de blocks indépendants (décorrélés entre eux) dans la suite {S1, .., SN} et W˜ la
valeur moyenne de W dans chaque block. Ainsi, plus la série de données est grande, plus l’erreur
commise en évaluant 〈A〉 sera faible. De plus, via W˜ , on voit que le choix de la distribution π a une
importance cruciale sur l’erreur commise. Comme 〈W˜ 2〉 ≥ 〈W˜ 〉2, à nombre de blocks (donc de mesures
indépendantes) constant, σ2
A¯
va être minimale si W est constant car dans ce cas 〈W˜ 2〉 = 〈W˜ 〉2. Deux
cas particuliers sont communément étudiés
– L’echantillonage simple ("simple sampling") avec π = 1. Cela revient à générer aléatoirement et
de manière équiprobable des micro-états. Dans ce cas,W = ρ et l’erreur σA¯ peut être relativement
importante, notamment si les états à fort ρ (les états importants dans l’ensemble choisi) ont une
densité d’état relativement faible et sont donc générés avec une très faible probabilité.
– L’échantillonage préférentiel ("importance sampling") avec π = ρ. Cela revient à générer aléa-
toirement des micro-états selon la même distribution que l’ensemble étudié. Dans ce cas, W = 1
et l’erreur σA¯ est minimale.
D’autres types d’échantillonages existent comme l’échantillonage de Rosenbluth pour les chaînes poly-
mériques que nous étudierons plus en détail dans la section 4.4.1.
4.2.3 Choix de l’algorithme
Nous avons supposé dans la partie précédente que nous avions à notre disposition un algorithme
qui nous générait des micro-états selon une distribution donnée π. Le problème reste de construire un
tel algorithme. Plusieurs stratégies existent. Le choix de telle ou telle méthode dépend essentiellement
du système considéré et de l’ensemble thermodynamique à traiter. On peut cependant distinguer deux
grandes familles :
– Les schémas dynamiques où la génération de micro-états se fait séquentiellement : le nouvel état
Si est construit à partir du précédent Si−1.
– Les schémas statiques où chaque block indépendant de micro-états est généré séparément des
autres.
Dans le cas précis du modèle sur réseau, nous avons développé des algorithmes dans les deux familles.
L’approche dynamique va nous permettre à partir d’un état initial de générer une série de conformations
et ainsi de pouvoir prédire et calculer les propriétés thermodynamiques des molécules étudiées. Elle est
limitée pour le moment à l’étude de petits ARN (< 80 nts). L’approche statique quant à elle va nous
permettre d’estimer l’entropie de conformation d’une structure secondaire donnée afin de corriger son
énergie libre donnée par le modèle de Turner pour tenir compte complètement des effets de volume
exclu. Elle autorise l’étude de plus grands ARN (jusqu’à environ 5000 nts).
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4.3 Schémas dynamiques
Avant d’entrer plus en détail dans le cas particulier du modèle sur réseau (sections 4.3.2 et 4.3.3),
intéressons nous de manière générale aux règles régissant la construction et l’acceptation de micro-états
dans un schéma dynamique (section 4.3.1).
4.3.1 Règles d’acceptance
À partir d’un état So, on génère de manière aléatoire un nouvel état test Sn en modifiant So d’une
certaine façon qui dépend du problème (pour le modèle sur réseau voir section 4.3.2). On doit décider
maintenant si on rejette ou accepte ce nouvel état dans la suite d’états que notre algorithme construit
selon la distribution d’équilibre π fixée. Le fait que nous nous plaçons à l’équilibre pour un système
ergodique impose que dans la suite générée, le nombre de transition de So vers Sn doit être le même
que le nombre de transitions de Sn vers So. Cette balance détaillée implique
π(So)P(So → Sn) = π(Sn)P(Sn → So) (4.11)
avec P(So → Sn) la probabilité de transition de So vers Sn qu’on réécrit sous la forme
P(So → Sn) ≡ α(So → Sn)× acc(So → Sn) (4.12)
avec α(So → Sn) la probabilité de construire un mouvement So vers Sn et acc(So → Sn) la probabilité
d’accepter ce mouvement. Si l’on suppose que α est symmétrique (c’est à dire, α(So → Sn) = α(Sn →
So), l’équation 4.11 donne
acc(So → Sn)
acc(Sn → So) =
π(Sn)
π(So)
(4.13)
Beaucoup de choix pour acc satisfont la condition 4.13. Un choix classique est celui dit de Metropolis
[180] (originellement donné dans le cas d’un échantillonage préférentiel dans l’ensemble canonique)
acc(So → Sn) = π(Sn)/π(So) si π(Sn) < π(So) (4.14)
= 1 sinon (4.15)
L’algorithme pour un schéma dynamique a alors la forme générale :
1. Génére aléatoirement un état initial S0.
2. Construit à partir de S0 un état S1 selon la probabilité α(S0 → S1).
3. Accepte le nouvel état avec une probabilité acc(S0 → S1).
4. Si l’état est accepté, on rajoute S1 à la liste des états générés, sinon on remet S0 dans cette liste.
5. On réitère les étapes 2-3-4 le plus grand nombre de fois possibles.
6. À partir de la liste finale d’états générés, on calcule les valeurs moyennes des observables qui
nous intéresse, dans l’ensemble thermodynamique choisi, grâce à la formule 4.9.
Dans le cadre du modèle sur réseau, on se place dans l’ensemble canonique et on réalise un échan-
tillonage préférentiel suivant le schéma de Metropolis, ainsi pour une conformation C, π est choisi
proportionnel à son poids de Boltzmann
π(C) ∝ exp{−β[hlatt(C)− Tslatt(C)]} (4.16)
où hlatt(C) et slatt(C) sont l’enthalpie et l’entropie de la conformation C calculées avec les paramètres
du réseau (section 3.3.3). Dans la section suivante, nous décrivons comment sont générés les nouveaux
états.
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Figure 4.1 – Exemple de deux mouvements pivots appliqués au segment de la chaîne bleu
(P −A−B −C −D) : une rotation d’axe ~u1 = (xˆ+ yˆ + zˆ)/
√
3 et d’angle 2π/3 (pointillé
rouge) et une réflexion de vecteur orthogonal ~u2 = yˆ (pointillé vert). On a représenté
également une maille du réseau CFC (ligne noire).
4.3.2 Mouvements élémentaires
Afin d’échantillonner l’ensemble canonique à une température T fixée, on part d’une conformation
initiale aléatoire (par exemple un chemin auto-évitant sur le réseau), puis on génère successivement
des conformations tests à l’aide de mouvements élémentaires de la chaîne. D’une part, ces mouvements
doivent permettre de passer d’une conformation quelconque à une autre en un nombre fini d’étapes.
On dit alors que l’algorithme est ergodique. D’autre part, ils doivent être efficaces dans le sens où
ils doivent permettre un échantillonage rapide et complet de l’espace des conformations. Dans le cas
des polymères, deux grandes familles de mouvements vérifiant les propriétés requises sont couramment
utilisées : les mouvements non-locaux (comme l’algorithme du pivot [179] ou les transformations de
segments internes [181]) et les mouvements locaux (comme la reptation ou le flip [182]). Dans le cadre
du modèle sur réseau, en plus de ces mouvements "classiques", nous avons ajouté des mouvements
spécifiques à notre système.
4.3.2.1 Mouvements non-locaux
Algorithme du pivot
Dans l’algorithme du pivot [179], un mouvement consiste à choisir aléatoirement un nucléotide de
la chaîne, appelé pivot, et d’appliquer une opération de symétrie du réseau (réflexions ou rotations) au
segment compris entre le pivot et la fin de la chaîne. Dans le cas du réseau CFC, les symétries sont les
mêmes que celles du cube (voir figure 3.7)
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– 3 plans de symétrie médiateurs de vecteurs orthogonaux xˆ, yˆ et zˆ ;
– 6 plans de symétrie diagonaux de vecteurs orthogonaux (xˆ + yˆ)/
√
2, (xˆ − yˆ)/√2, (yˆ + zˆ)/√2,
(yˆ − zˆ)/√2, (zˆ + xˆ)/√2 et (zˆ − xˆ)/√2 ;
– 3 axes de rotation d’ordre 4, xˆ, yˆ et zˆ, et d’angles 0, π/2, π et 3π/2 ;
– 4 axes de rotation d’ordre 3, (xˆ+ yˆ+ zˆ)/
√
3, (xˆ+ yˆ− zˆ)/√3, (xˆ− yˆ+ zˆ)/√3 et (xˆ− yˆ− zˆ)/√3,
et d’angles 0, 2π/3 et 4π/3 ;
– 6 axes de rotation d’ordre 2, (xˆ + yˆ)/
√
2, (xˆ − yˆ)/√2, (yˆ + zˆ)/√2, (yˆ − zˆ)/√2, (zˆ + xˆ)/√2 et
(zˆ − xˆ)/√2, et d’angles 0 et π.
Il y a donc, en plus de l’identité, 9 réflexions et 23 rotations.
De manière générale, l’image d’un vecteur ~v par une rotation d’axe ~u (de coordonnée cartésienne
(ux, uy, uz)) et d’angle θ est donnée par
Rot~u(~v) = Q× ~v (4.17)
avec
Qi,j = uiuj(1− cos θ)ǫi,j,kuk sin θ pour (i 6= j) ∈ {x, y, z} (4.18)
Qi,i = u
2
i (1− cos θ) + cos θ pour i ∈ {x, y, z} (4.19)
où ǫi,j,k est le symbole anti-symétrique de Levi-Civita 3.
L’image par une réflexion d’axe orthogonal ~u est quant à elle donnée par
Ref~u(~v) = ~v − 2
(
~v · ~u
|~u|2
)
~u (4.20)
Ainsi, soit P , le pivot choisi, on a ~OP = ip~a1 + jp~a2 + kp~a3 où {~ai} sont les vecteurs générateurs du
réseau CFC (voir figure 3.7). L’image d’un nucléotide M (de coordonnée (im, jm, km) dans la base des
{~ai}) appartenant au segment entre P et la fin de la chaîne sera donc situé sur le noeud de coordonnée
i′m = ip + (x
′ + y′ − z′)/
√
2 (4.21)
j′m = jp + (−x′ + y′ + z′)/
√
2 (4.22)
k′m = kp + (x
′ − y′ + z′)/
√
2 (4.23)
avec, pour une rotation d’axe ~u et d’angle θ (voir figures 4.1 et 4.2 a),
x′ =
1√
2
{
[u2x(1− cos θ) + cos θ]d1 + [uxuy(1− cos θ)− uz sin θ]d2
+[uxuz(1− cos θ) + uy sin θ]d3} (4.24)
y′ =
1√
2
{
[uxuy(1− cos θ) + uz sin θ]d1 + [u2y(1− cos θ) + cos θ]d2
+[uyuz(1− cos θ)− ux sin θ]d3} (4.25)
z′ =
1√
2
{[uxuz(1− cos θ)− uy sin θ]d1 + [uyuz(1− cos θ) + ux sin θ]d2
+[u2z(1− cos θ) + cos θ]d3
}
(4.26)
où d1 = im − ip + km − kp, d2 = im − ip + jm − jp et d3 = jm − jp + km − kp ;
3. ǫi,j,k = +1 si (i, j, k) = (x, y, z), (y, z, x) ou (z, x, y), ǫi,j,k = −1 si (i, j, k) = (x, z, y), (y, x, z) ou (z, y, x), et
ǫi,j,k = 0 si i = j, j = k ou k = i.
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Figure 4.2 – Exemples de mouvements élémentaires pour une projection 2D du réseau
CFC : (a) pivot-rotation, (b) pivot-réflexion, (c) inversion, (d) réflexion de segments in-
ternes, (e) échange, (f) reptation, (g) flip, (h) pivot spécifique, (i) glissement et (j) double-
glissement.
et pour une réflexion de vecteur orthogonal ~u (voir figures 4.1 et 4.2 b)
x′ =
1√
2
[d1 − 2(d1ux + d2uy + d3uz)ux] (4.27)
y′ =
1√
2
[d2 − 2(d1ux + d2uy + d3uz)uy] (4.28)
z′ =
1√
2
[d3 − 2(d1ux + d2uy + d3uz)uz] (4.29)
Par construction, l’algorithme du pivot est symétrique.
Transformations de segments internes de chaînes
Ces transformations modifient des segments de la chaîne compris entre deux nucléotides aléotoire-
ment choisis. Il existe trois différentes classes de transformations : l’inversion de segments et la réflexion
ou l’échange de coordonnées [181]. On se place dans le système de coordonnée (i, j, k) défini par les
vecteurs générateurs {~ai} du réseau CFC. Si l’on veut repasser en coordonnées cartésiennes, il faut
effectuer la transformation
x = (i+ k)/
√
2 (4.30)
y = (i+ j)/
√
2 (4.31)
z = (j + k)/
√
2 (4.32)
Soit une chaîne composée de N nucléotides (P1 −P2 − ...−PN ), tirons au hasard deux nucléotides Pk
et Pl (k ≤ l).
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L’inversion consiste à inverser le chemin (Pk− ...−Pl) par rapport au point (Pk+Pl)/2 (voir figure
4.2 c), soit
P ′n = Pk + Pl − Pk+l−n pour k ≤ n ≤ l (4.33)
= Pn sinon (4.34)
La réflection consiste à réfléchir le chemin (Pk − ...−Pl) par rapport au plan bissecteur de la ligne
[Pk, Pl] (voir figure 4.2 d). Plus précisément, soit m ∈ {−1,+1} et α 6= β ∈ {i, j, k}, si Pαl − Pαk 6=
m(P βl −P βk ) ou si P γl 6= P γk pour γ 6= α, β, alors la réflexion est l’identité ; sinon on définit la réflexion
par
P ′δn = P
δ
k −m(Pα+β−δk+l−n − Pα+β−δl ) pour k ≤ n ≤ l et δ = α ou β (4.35)
= P δn sinon (4.36)
L’échange consiste à échanger deux coordonnées du chemin (Pk − ...− Pl) (voir figure 4.2 e). Plus
précisément, soit m ∈ {−1,+1} et α 6= β ∈ {i, j, k}, si Pαl − Pαk 6= m(P βl − P βk ), alors l’échange est
l’identité ; sinon on définit l’échange par
P ′δn − P ′δn−1 = m(P βn − P βn−1) pour k < n ≤ l et δ = α (4.37)
= m(Pαn − Pαn−1) pour k < n ≤ l et δ = β (4.38)
= P δn − P δn−1 sinon (4.39)
On peut vérifier de manière triviale que l’application successive de deux fois la même transforma-
tion de segments est l’application identité 4. Chaque transformation de segments internes à la chaîne
est donc symétrique.
Pivot spécifique
Dans l’algorithme du pivot défini ci-dessus, on applique l’opération de symétrie entre le pivot P
et la fin de la chaîne. Dans la cas où P appartient à une partie double-brin, cela peut entraîner une
ouverture du double-brin. Le but du pivot spécifique est de modifier la conformation initiale sans trop
changer la connectivité dans la structure secondaire correspondante. Pour cela, on choisit un pivot P le
long de la chaîne. Si P n’est pas apparié avec un autre nucléotide alors on effectue une pivot "classique"
entre P et le bout de la chaîne. Par contre si P est apparié à Q (c’est à dire, si P et Q occupe le même
noeud du réseau), on applique alors une opération de symétrie aux nucléotides compris entre P et
Q(voir figure 4.2 h). Ce mouvement est trivialement symétrique.
4.3.2.2 Mouvements locaux
Les deux catégories précédentes mettent en jeu essentiellement des mouvements à grande échelle
de la chaîne. Afin d’échantilonner efficacement sur des petites échelles, il est utile de définir également
des mouvements locaux.
Reptation et flip
Soit une chaîne composée de N nucléotides (P1 − P2 − ... − PN ), la reptation consiste à effacer
le segment terminale à une extrémité de la chaîne et d’en rajouter un nouveau segment à l’autre
4. Par exemple, pour l’inversion, pour k ≤ n ≤ l, (P ′n)
′ = P ′k+P
′
l −P
′
k+l−n = Pk+Pl−(Pk+Pl−Pk+l−(k+l−n)) = Pn.
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extrémité (voir figure 4.2 f). Plus précisément, soit une extrémité e ∈ {1, N} (notons f l’autre) et
V ∈ {voisins de Pf}, si on note δ = +1 (−1) si e = 1 (N), la reptation est définie par
P ′n = V pour n = f (4.40)
= Pn+δ sinon (4.41)
Ainsi, la probabilité de construire un chemin entre deux conformations successives par reptation est
donnée par la probabilité de choisir le bout correspondant multipliée par celle de choisir le voisin
correspondant, soit α(o → n) = (1/2) × (1/z) qui est indépendante des conformations o et n. La
reptation est donc un mouvement symétrique.
Le flip consiste à modifier uniquement la position d’un nucléotide dans la chaîne (voir figure 4.2
g). Plus précisément, soit 1 ≤ k ≤ N et V ∈ {voisins communs à Pk−1 et Pk+1} si 2 ≤ k ≤ N − 1 ou
V ∈ {voisins de P2(PN )} si k = 1 (N), le flip est défini par
P ′n = V pour n = k (4.42)
= Pn sinon (4.43)
Dans ce cas, la probabilité de construire un chemin entre deux conformations successives par flip est
donnée par le probabilité de choisir le nucléotide k multipliée par celle de choisir le voisin corres-
pondant, soit α(o → n) = (1/N) × (1/(#{voisins communs à Pk−1 et Pk+1}). Or le flip ne change la
position que de Pk (et non de Pk−1 et Pk+1) ainsi, le mouvement n → o aura la même probabilité de
construction que le mouvement inverse (puisque #{voisins communs à Pk−1 et Pk+1} est conservé).
Le flip est donc un mouvement symétrique.
Mouvements spécifiques de glissement
Dans la reptation, le mouvement d’une extrémité de la chaîne fait glisser la position des autres
nucléotides sur celle de leur voisin dans le sens de la reptation (figure 4.2 f). Cependant ce mouvement
devient rapidement inefficace quand la conformation comporte des parties double-brins. Par exemple,
prenons une conformation qui comporte dans sa structure secondaire correspondante, la partie AAGCUUCGAA ,
après reptation, elle deviendra AAGCUUCGAA et sera rejetée puisque les nucléotides se chevauchant ne forment
plus des paires autorisées (voir section 3.1.1). Pour améliorer l’acceptation de mouvement de glissement,
nous définissons une reptation interne où seule une partie de la chaîne glisse (voir figure 4.2 i).
Soit Pk un nucléotide et Pk+δ un de ses voisins (δ = ±1), on note
V = {voisins communs à Pk et Pk+δ}, e = 1(N) si δ = −1(+1) et V ∈ V.
Si V 6= Pk+2δ, on définit le glissement par
P ′n = V pour n = k + δ (4.44)
= Pn−δ pour min(k + 2δ, e) ≤ n ≤ max(k + 2δ, e) (4.45)
= Pn sinon (4.46)
Sinon, si V = Pk+2δ, soit Ve ∈ {voisins de Pe},
P ′n = Ve pour n = e (4.47)
= Pn+δ pour min(k + δ, e− δ) ≤ n ≤ max(k + δ, e− δ) (4.48)
= Pn sinon (4.49)
Le mouvement par construction n’est pas symétrique (puisqu’il dépend de la nature de V ), on doit donc
par un moyen détourné le rendre symétrique. Notons π0 la probabilité de choisir un voisin V différent
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de Pk+2δ et π1 celle de choisir Pk+2δ. Suivant les situations où Pk+2δ appartient ou n’appartient pas à
V, cela force
#V × π0 ≤ 1 (4.50)
(#V − 1)× π0 + π1 ≤ 1 (4.51)
De plus, la probabilité de construire un chemin entre deux conformations vaut (1/N) × (1/2) × π0 si
Pk+2δ /∈ V et (1/N)× (1/2)× (π1/z) si Pk+2δ ∈ V (avec z le nombre de coordinence du réseau). Donc
la symétrie que l’on veut imposer force π0 = π1/z. Ceci, conjugué aux inégalités 4.50 et 4.51, donne
un choix optimal de
π0 = 1/[#V + (z − 1)] (4.52)
π1 = z/[#V + (z − 1)] (4.53)
Pour le réseau CFC, cela donne π0 = 1/15 et π1 = 4/5. Dans ces conditions le mouvement est
symétrique.
De plus, dans l’optique d’avoir un mouvement qui permet l’ouverture de boucle dans un double-
brin, nous définissons un mouvement élémentaire de double-glissement qui consiste à effectuer deux
glissements d’affilé (voir figure 4.2 j).
4.3.2.3 Efficacité et validation
Un pas de la simulation consiste donc à appliquer un mouvement élémentaire et à l’accepter ou non
suivant la règle de Metropolis (Eq.4.14). On définit un pas de Monte-Carlo comme la succession d’un
mouvement pivot, d’une transformation de segments, d’un pivot spécifique, d’une reptation, d’un flip,
d’un glissement et d’un double glissement. La figure 4.3 A montre l’évolution de la structure secondaire
courante lors de plusieurs simulations de Monte-Carlo pour une séquence pseudo-noeud : à T = 290
K, la structure pseudo-noeud est prédominante ; à T = 330 K, on est proche de la température de
fusion et la structure courante fluctue énormément ; à T = 370 K, le pseudo-noeud n’est plus stable
et l’état dénaturé prédomine. Pour T = 330 K, l’évolution de la conformation courante sur le réseau
est représentée sur la figure 4.4. La figure 4.3 B montre l’évolution de la fonction d’autocorrélation du
rayon de giration définie par
AutoCorrelRG(NMC) =
〈RG(NMC)RG(0)〉 − 〈RG〉2
〈R2G〉 − 〈RG〉2
(4.54)
avec NMC le nombre de pas de Monte-Carlo. Cette fonction peut-être modélisée par une exponentielle
décroissante e−NMC/τ où τ est le temps de corrélation. τ peut-être vu comme le temps moyen que met le
système pour oublier sa configuration initiale. Plus il est petit, plus le nombre de mesures indépendantes
(c’est à dire, décorrélées) sera grand (à nombre de pas de Monte-Carlo fixé). Typiquement, pour les
tailles de séquences étudiées avec les schémas dynamiques, τ ∼ 102−105 pas de Monte-Carlo et dépend
de la composition et de la taille de la séquence [179] et de la température. De plus, le taux d’acceptation
des mouvements élémentaires considérés doit aussi être le plus grand possible afin d’éviter de "perdre"
son temps à générer des nouvelles conformations tests qui ne seront pas acceptées. Dans l’exemple du
pseudo-noeud étudié dans la figure 4.3, le taux moyen d’acceptation varie entre 0.27 à 290 K et 0.53 à
370 K. Bien entendu, en plus de la température, ce taux dépend aussi de la taille et de la composition
de la chaîne [179].
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Figure 4.3 – (A) Evolution de la structure courante durant plusieurs simula-
tions de Monte-Carlo à des températures différentes pour la séquence pseudo-noeud
GGCAAACGCGCCAAAGCC (voir aussi figure 5.4), en fonction du nombre de pas de
Monte-Carlo NMC . Pour chaque conformation, on trace son nombre de paires de bases
Ncontact ainsi que son type de structure secondaire (voir légende). (B) Evolution de la
fonction d’autocorrélation du rayon de giration AutoCorrelRG(NMC) (équation 4.54) en
fonction de NMC pour la même séquence pseudo-noeud que dans (A) à T = 290 K (ligne
bleu), 330 K (ligne rouge) et 370 K (ligne noire).
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Figure 4.4 – Evolution de la conformation courante sur le réseau pour une simulation de
Monte-Carlo à T = 330 K pour la séquence pseudo-noeud GGCAAACGCGCCAAAGCC.
Les clichés sont pris tous les 5000 pas de Monte-Carlo.
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verture 1−Θ (ligne rouge) en fonction de la température T pour la séquence GGCA5GCC.
Pendant la dénaturation, les conformations passent d’une structure compact à une pelote
aléatoire. (B) Evolution du rayon de giration RG en fonction de la taille de la partie double-
brin nstem de la structure en épingle ayant pour séquence GCnstem−1GCA3GUGnstem−1C.
(C) Evolution du rayon de giration RG en fonction de la taille n + 1 de la boucle pour
la structure en épingle GGCAnGCC. (D) Evolution de la distance bout-à-bout moyenne
en fonction du nombre de segments n − 1 pour l’état dénaturé d’une chaîne contenant n
nucléotides.
La figure 4.5 montre que les mouvements élémentaires choisis permettent de reproduire le com-
portement polymérique attendu du rayon de giration ou de la distance bout-à-bout En particulier, la
figure 4.5 B montre l’influence de la taille d’un double-brin nstem sur la rayon de giration pour une
structure en épingle. On voit que RG dépend linéairement de nstem avec une pente de 0.294b. Ce com-
portement est caractéristique des tiges rigides pour lesquelles RG ≈ nstemb/
√
12 ≈ 0.289bnstem (voir
annexe 6.8).La figure 4.5 C représente l’évolution de RG pour une structure en épingle en fonction de
la taille de la boucle. On trouve que RG ∼ bN0.56. L’exposant que l’on trouve (0.56) est plus petit que
l’exposant universelle des polygones auto-évitants (0.593) pour un réseau CFC [183] à cause de la rela-
tive compactification imposée par la petite partie double-brin connectée à la boucle en épingle. Enfin,
la figure 4.5 D montre que l’on retrouve bien le comportement attendu pour un chemin auto-évitant
sur un réseau CFC.
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4.3.3 Méthode multi-histogramme
Dans le modèle sur réseau, les paramètres d’ordre utilisés sont la structure secondaire S et le nombre
ntot de contributions élémentaires dans l’énergie de pliage (voir section 4.2.1). Lors d’une simulation
à une température T fixée, on enregistre l’histogramme NT (S, ntot). Comme précisé dans la section
4.2.2, on peut à partir de NT évaluer de manière relative le nombre d’état par renormalisation
Ω(S, ntot) ∝ NT (S, ntot)
exp {−β [(hlatt(S) + ntotκ¯h/2)− T (slatt(S) + ntotκ¯s/2)]} (4.55)
La figure 4.6 montre les courbes de dénaturation d’une structure en épingle calculées à partir des
nombres d’état obtenus avec la formule précédente pour 3 températures différentes. Si l’on compare
les courbes calculées à partir des histogrammes à T = 280 K et 360 K aux résultats issus directement
des simulations de Metropolis (qui sont les résultats référents), on observe une bonne correspondance
uniquement pour une plage température se trouvant autour de la température d’étude d’où l’on a
extrait NT et donc Ω. En effet, à une température d’étude donnée Ti, l’algorithme de Metropolis ne va
générer avec une bonne statistique que les états ayant un fort poids de Boltzmann à Ti. Si l’on désire
mesurer, à partir du nombre d’état estimé avec NTi , une observable A à une température T éloignée
de Ti, comme les états importants à T vont être différents de ceux à Ti, ils n’auront pas été visités avec
une statistique suffisante lors de la simulation initiale, et l’évaluation de A aura de grande chance d’être
erronée. C’est pourquoi, la meilleure des 3 courbes est obtenue pour la température de dénaturation où
le système fluctue beaucoup et visite un grand nombre d’états. Ainsi, pour que l’utilisation du nombre
d’états évalués à partir d’un unique simulation soit assez fiable, il faudrait connaître la température de
dénaturation de la séquence ce qui nécessiterait de faire au préalable des simulations de Monte-Carlo.
De plus, pour des séquences ayant des transitions à plusieurs paliers, quelles températures de fusion
choisir ?
Le but de la méthode multi-histogramme [178, 184] est de donner une évaluation plus précise de Ω
en combinant plusieurs histogrammes réalisés pour différentes températures. Pour chaque température
Ti, on enregistre l’histogramme Ni(S, ntot) des états visités. La probabilité d’observer (S, ntot) est alors
donnée par
pi(S, ntot) ≡ Ni(S, ntot)N toti
=
Ω(S, ntot) exp {−βi [(hlatt(S) + ntotκ¯h/2)− Ti (slatt(S) + ntotκ¯s/2)]}
Zi
(4.56)
avec N toti le nombre total d’entrées dans l’histogramme et Zi la fonction de partition du système
évaluée à Ti. En inversant l’équation 4.56, on trouve une estimation de Ω (similaire à l’équation 4.55).
Ainsi, pour une température arbitraire T , la probabilité d’observer (S, ntot) estimée à partir de pi vaut
pest,Ti (S, ntot) = pi(S, ntot)
Zi
Z
exp {(βi − β) (hlatt(S) + ntotκ¯h/2)} (4.57)
On veut combiner tous les pest,Ti pour donner une meilleure estimation p
est,T de la probabilité d’observer
(S, ntot) à T :
pest,T =
r∑
i=1
wip
est,T
i (4.58)
où r est le nombre de températures d’étude et les wi sont des poids statistiques tels que
∑
iwi = 1
et wi ≥ 0. Le meilleur choix pour les poids est celui qui minimise l’erreur faite sur pest,T (voir annexe
6.9) soit
wi =
1/σ2
pest,Ti∑r
j=1 1/σ
2
pest,Tj
(4.59)
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Figure 4.6 – Probabilité Θ pour un nucléotide d’être apparié en fonction de la tempéra-
ture T pour la séquence GGCAAAAGCC ; calculée avec différentes méthodes : simulations
directes de Monte-Carlo (points rouges), renormalisations à partir des histogrammes ob-
tenus à T = 260 K (pointillé bleu), à T = Tm = 329.7 K (pointillé vert) et à T = 360 K
(pointillé violet), méthode multi-histogramme (ligne noire).
Evaluons σ2
pest,Ti
. Chaque élément de Ni suit une loi binomiale (voir annexe 6.9), donc σ2Ni ≈ Ni, cela
donne σ2pi = pi/N toti et finalement
σ2
pest,Ti
=
pest,Ti
N toti
Zi
Z
exp {(βi − β) (hlatt(S) + ntotκ¯h/2)} (4.60)
En combinant les équations 4.58, 4.59 et 4.60, et en supposant que pest,Ti ≈ pest,T dans l’équation 4.60,
on trouve
pest,T (S, ntot) = Ω(S, ntot)exp {−β [(hlatt(S) + ntotκ¯h/2)− T (slatt(S) + ntotκ¯s/2)]}
Z
(4.61)
avec
Ω(S, ntot) =
∑r
i=1Ni(S, ntot)∑r
i=1N toti exp {−βi [(hlatt(S) + ntotκ¯h/2)− Ti (slatt(S) + ntotκ¯s/2)]} /Zi
(4.62)
Reste à déterminer les Zi. Par définition de la fonction de partition, ils doivent vérifier le système
d’équations implicites, pour 1 ≤ i ≤ r
Zi =
∑
(S,ntot)
( ∑r
j=1Nj(S, ntot)∑r
j=1N totj exp {−βj (hlatt(S) + ntotκ¯h/2)} /Zj
)
exp {−βi (hlatt(S) + ntotκ¯h/2)} (4.63)
La méthode multi-histogramme consiste d’abord à évaluer plusieurs histogrammes à des températures
régulièrement espacées, puis à résoudre le système d’équations implicites définies par l’équation 4.63 et
enfin à calculer le nombre d’état avec l’équation 4.62 et de s’en servir pour estimer les valeurs moyennes
des observables désirées à des températures arbitraires. Ainsi, à l’aide d’un petit nombre de simula-
tions (typiquement une dizaine), on reconstruit fidèlement le nombre d’état. La figure 4.6 confirme
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l’exactitude des résultats obtenus sur toute la gamme de température étudiée. Traditionnellement, la
méthode multi-histogramme est appliquée à des systèmes caractérisés par des potentiels énergétiques
et décrits par un petit nombre de paramètres d’ordre. L’originalité de notre approche est de construire
les histogrammes en partie par rapport à la structure secondaire (et non par rapport à l’énergie) et de
travailler avec un Hamiltonien dépendant de la température.
D’un point de numérique, la résolution du système d’équations implicites se fait par la méthode du
point fixe. Réécrivons tout d’abord le système sous la forme vectorielle ~Z = ~f(~Z) avec ~Z = (Z1, ..., Zr)
et ~f une fonction vectorielle. On peut remarquer que si ~Z∗ est solution alors α~Z∗ (avec α ∈ R) aussi.
Ce qui implique que la solution du système sera connue à une constante multiplicative près, dans ce
cas fixons Z1 = 1. Résoudre le système revient donc à trouver le point fixe de la suite ~Zn+1 = ~f(~Zn),
ce qui revient, en supposant l’unicité du point fixe (ce qui est le cas en pratique), à chercher la limite
de cette même suite. L’idée est donc de partir d’une condition initiale quelconque ~Z0 est d’appliquer
successivement ~f jusqu’à obtenir une converge à 10−3 près. Cela nécessite typiquement ∼ 102 − 103
applications de la fonction.
Ainsi, Ω est a priori connu à une constante multiplicative près. Ce qui n’est pas dérangeant puisque
lorsque l’on calcule une valeur moyenne, la normalisation élimine cette constante (voir équation 4.5).
Cependant, on peut estimer de manière absolue Ω dans le cas particulier du modèle sur réseau, car on
connaît sa valeur pour l’état dénaturé S0 qui est le nombre de SAW sur le réseau soit Ω0 ≡ Ω(S0) =
fsµ
NN c
′
. Si on note Ω(S, ntot)′ le résultat donné par l’équation 4.62, le nombre absolu d’état sera alors
donné par
Ω(S, ntot) = Ω(S, ntot)′ × Ω0
Ω′0
(4.64)
Typiquement, dans nos simulations, les températures Ti étudiées appartiennent à l’intervalle 273-
380 K espacées de 5 à 8 K. Pour chaque température, on enregistre l’histogramme cumulé de 5 à
10 différentes simulations contenant chacune environ 107 pas de Monte-Carlo. Cela correspond au
minimum à environ 103 mesures indépendantes (en comparaison avec les temps de corrélation, voir
section 4.3.2). Pour une séquence composée de 20 nucléotides, la méthode multi-histogramme met 2
heures à tourner sur une ordinateur 2.4 GHz pour 13 températures d’étude et 5 × 107 pas de Monte-
Carlo à chaque température. Avec de tels paramètres, on obtient une faible erreur statistique sur nos
mesures. Par exemple, l’erreur réalisé sur l’évaluation de l’énergie libre d’une structure secondaire est
typiquement de 0.05kBT , se traduisant par une erreur d’environ 0.2 K sur la détermination de la
température de mélange.
Néanmoins, la méthode multi-histogramme devient inefficace pour des séquences de longueur & 80
nucléotides où la chaîne reste longtemps piégée dans des minima secondaires du paysage énergétique
[20]. Avec nos mouvements élémentaires, il n’est pas possible de s’échapper de ses états sans franchir
des hautes barrières d’énergie dues à des états de transition instables thermodynamiquement.
4.4 Schémas statiques
Le schéma statique développé pour le modèle sur réseau étant inspirer d’algorithmes de croissance
de chaînes, nous nous intéressons dans un premier temps à plusieurs algorithmes qui permettent de
générer des conformations de polymères sur réseau (section 4.4.1) ; puis nous introduirons la méthode de
la contrainte maximale utilisée pour échantillonner l’ensemble des conformations sur réseau décrivant
une même structure secondaire (section 4.4.2).
4.4.1 Algorithmes de croissance de chaînes
Considérons une chaîne polymérique auto-évitante composée de N+1 monomères . Chaque confor-
mation C du polymère est caractérisée par une énergie E(C) et on se place dans l’ensemble canonique à
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température T , soit ρ(C) ∝ exp[−βE(C)]. Dans la suite, on décrit brièvement des méthodes statiques
pour calculer les propriétés thermodynamiques d’un tel système.
4.4.1.1 Énumération exacte et échantillonnage simple
Pour une chaîne idéale sans volume exclu sur un réseau, on connaît exactement le nombre total de
conformations z(z− 1)N−1 (z− 1 car on interdit le retour en arrière). Une première méthode est donc
d’énumérer exactement toutes les conformations possibles sans volume exclu et de repérer celles qui
sont auto-évitantes. Sur le réseau CFC, pour N = 10 cela revient à générer environ 109 conformations,
pour N = 100, plus de 8 × 1021 conformations. Comme le nombre de conformations croît exponen-
tiellement avec N , l’énumération exacte ne sera donc efficace et envisageable que pour de très petites
(N ∼ 10) chaînes.
Si notre système est décrit par p paramètres d’ordre {Vj}, une deuxième méthode est d’évaluer le
nombre d’état Ω(V1, ..., Vp) à l’aide d’un échantillonnage simple. Elle consiste à faire croître itérative-
ment la chaîne du premier au dernier monomère suivant le schéma suivant (voir figure 4.7 A) :
1. Insérer le premier monomère à une position initiale.
2. Pour l’insertion du nieme monomère (2 ≤ n ≤ N + 1), on choisit sa position aléatoirement parmi
les z − 1 voisins du monomère n− 1.
3. L’étape 2 est répétée jusqu’à ce que le chaîne soit entièrement construite, on évalue alors les
paramètres d’ordre pour la conformation générée et on met à jour l’histogramme des micro-états
visités. Si durant la génération de la conformation, un des monomère est inséré à un noeud déjà
occupé, on arrête le processus et on recommence à l’étape 1.
On répète cet algorithme un grand nombre de fois pour avoir une statistique suffisante sur le nombre
d’état Ω avec lequel on peut calculer la valeur moyenne d’une observable quelconque à l’aide de
l’équation 4.5. La probabilité de générer une conformation quelconque C par l’échantillonnage simple
est de π = 1/[z(z − 1)N−1]. Or il y a NSAW (N) = fsµNN c′ conformations auto-évitantes au to-
tal (voir section 3.1.2). Donc la probabilité de générer une conformation auto-évitante est donnée
par P = π × NSAW (N). L’inverse de cette probabilité est appelé l’attrition et notée Att(N) =
NSAW (N)/[z(z − 1)N−1] et représente le nombre moyen de départ de construction de chaîne à ef-
fectuer avant d’obtenir une conformation auto-évitante. La figure 4.8 montre l’évolution de Att en
fonction de N pour un réseau CFC. On observe une croissance exponentielle pour l’attrition. Pour
N = 10, plus de la moitié des essais de construction aboutissent alors que pour N = 100, seul un essai
sur 5000 en moyenne aboutit à une conformation auto-évitante (pour N = 1000, P ∼ 4×10−40). Ainsi
pour des longueurs & 100, l’algorithme peut mettre beaucoup de temps avant de construire une bonne
conformation et est fortement inefficace. De plus, même pour les longueurs où P reste raisonnable
(typiquement N ∼ 10 − 30), l’échantillonnage simple a tendance à générer très peu de conformations
compactes qui sont souvent thermodynamiquement dominantes à faibles températures. Pour ces tem-
pératures, la statistique n’est donc pas suffisante et cela peut donner des erreurs conséquentes sur
l’évaluation des moyennes. Notons également que l’échantillonnage simple ne permet pas un accès di-
rect au nombre d’état exacte mais nous le fournit à une constante multiplicative près inconnue (que
l’on peut éventuellement évaluer si l’on connaît la valeur d’un des éléments de Ω, voir équation 4.64).
4.4.1.2 Échantillonage de Rosenbluth
Principe
Afin d’éviter de perdre du temps à générer des conformations qui seront soit rejetées car non auto-
évitantes soit non pertinentes thermodynamiquement, l’idée de Rosenbluth et Rosenbluth [185] est de
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Figure 4.7 – (A) Échantillonage simple : on choisit au hasard parmi les z − 1 directions
possibles. (B) Échantillonnage de Rosenbluth : on choisit au hasard parmi les kl voisins
libres. (C) Dimérisation simple : on colle bout-à-bout les deux demi-conformations. (D)
Dimérisation avec biais : on génére plusieurs conformations à l’aide de symétries sur les
demi-conformations et on en choisit une au hasard parmi les kl auto-évitantes.
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Figure 4.8 – Évolution de l’attrition en fonction de la taille N de la conformation à
constuire pour différentes méthodes : échantillonnage simple (ligne noire), échantillonnage
de Rosenbluth et méthodes PERM (ligne rouge), dimérisation simple (pointillés) avec
N0 = 4 (violet), 8 (vertclair), 16 (bleu), 32 (cyan), 64 (orange) et 128 (vert foncé), et
la dimérisation avec biais (points) avec N0 = 16 et Ntrans = 3 (rouge), 8 (noir) et 16
(vert).
biaiser la croissance itérative de la chaîne en favorisant à chaque étape de construction la direction avec
le plus grand poids de Boltzmann. Plus précisément, pour une chaîne contenant N + 1 monomères, la
génération d’une conformation suit l’algorithme suivant (voir figure 4.7 B) :
1. Insérer le premier monomère à une position initiale ~r0 avec une probabilité
p1(~r0) =
exp[−βE1(~r0)]
w1
avec w1 =
∑
~ri
exp[−βE1(~ri)] (4.65)
avec E1(~ri) l’énergie du monomère 1 à la position ~ri dans le potentiel extérieure à la chaîne.
2. Pour l’insertion du nieme monomère (2 ≤ n ≤ N + 1), on considère toutes les z positions-tests
adjacentes au monomère n−1. Si l’on note En(α) l’énergie de la position-test α dans le potentiel
crée par tous les monomères précédemment insérés plus le potentiel extérieur (si le site α est déjà
occupé, on a En(α) = +∞), parmi les z possibilités, on en choisit une avec une probabilité
pn(α) =
exp[−βEn(α)]
wn
avec wn =
z∑
α′=1
exp[−βEn(α′)] (4.66)
3. L’étape 2 est répétée jusqu’à ce que le chaîne soit entièrement construite ou que l’on soit dans
une impasse (tous les sites voisins sont déjà occupés).
L’énergie totale de la conformation C générée est alors donnée par E(C) =∑Nn=1En(α). La probabilité
d’avoir construit la conformation C vaut
π(C) =
N+1∏
n=1
pn =
exp[−βE(C)]
W (C) avec W (C) =
N+1∏
n=1
wn (4.67)
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Comme ρ(C) ∝ exp[−βE(C)], W , appelé poids de Rosenbluth, est exactement le poids introduit dans
la section 4.2.2 pour calculer une valeur moyenne quelconque (W = ρ/π). Ainsi la moyenne thermo-
dynamique d’une observable A quelconque peut être calculée avec
〈A〉 =
∑Nessai
i=1 A(Ci)W (Ci)∑Nessai
i=1 W (Ci)
(4.68)
où Nessai est le nombre d’essais de construction de conformations (incluant les cas où l’on tombe sur
une impasse pour lesquelles on adopte la convention W = 0).
Une des avantages de la méthode de Rosenbluth est de pouvoir estimer simplement l’énergie libre
du système en calculant la valeur moyenne arithmétique du poids de Rosenbluth sur les différentes
réalisations 5 :
G = −kBT logZ avec Z = 1
Nessai
Nessai∑
i=1
W (Ci) (4.69)
Un autre avantage est que sans simulations supplémentaires, on a accès à la thermodynamique de toutes
les sous-chaîne [1, ..., n] avec 1 ≤ n ≤ N +1. En effet, à chaque étape de construction, après l’insertion
du monomère n, on peut définir un poids de Rosenbluth partiel Wn =
∏n
n′=1wn′ qui nous permet de
calculer les propriétés thermodynamiques de ces sous-chaînes en utilisant également les formules 4.68
et 4.69.
Alors qu’avec l’échantillonnage simple la probabilité de générer un chemin auto-évitant était de
l’ordre de 0.02% pour N = 100, elle est de presque 100% avec l’échantillonnage de Rosenbluth et reste
même importante (> 98%) pour N ∼ 1000. L’attrition reste longtemps d’ordre 1. Cependant, la figure
4.9 illustre la tendance de l’algorithme de Rosenbluth à générer des structures plus compactes que la
distribution de Boltzmann correspondante. En effet, pour une conformation compacte, le nombre de
voisins libres à chaque étape de construction est en moyenne plus faible que pour une conformation
non compacte, donc les {wi} vont avoir tendance à être plus petits et donc la probabilité π plus grande
(voir équation 4.67). Bartoulis et Kremer [186] montrent que la différence entre la distribution de Ro-
senbluth et celle de Boltzmann croît exponentiellement avec N . Ainsi à partir d’une certaine gamme de
longueur (typiquement N & 200), les deux distributions vont faiblement se recouvrir, les fluctuations
de W (〈W 2〉/〈W 〉2) vont donc devenir grandes et l’erreur commise sur l’évaluation des moyennes et
de l’énergie libre va alors être importante (voir équation 4.10).
Croissance de chaînes entre deux points fixes
Pour les cas où l’on veut générer des conformations dont la position des extrémités est fixées, Dijks-
tra, Frenkel et Hansen [187] proposent de modifier le biais de Rosenbluth en choisissant la prochaine
direction avec une probabilité proportionnelle au poids de Boltzmann et au nombre de chemins idéaux
sans volume exclu entre la position-test et la position de l’extrémité à atteindre. Plus précisément, soit
~a0 et ~b0 les positions fixes des deux extrémités, le premier monomère est toujours inséré en ~a0, puis
dans l’étape 2 de l’échantillonnage de Rosenbluth, pour chaque position-test α du monomère n, on
note cα le nombre de chemins idéaux sans volume exclu entre ~r(α) et ~b0, alors on choisit la position α
avec une probabilité
pn(α) =
exp[−βEn(α)]
wn
avec wn =
∑z
α′=1 cα′ exp[−βEn(α′)]
cα
(4.70)
La définition du poids de Rosenbluth et le calcul des valeurs moyennes et de l’énergie libre restent
inchangés par rapport au cas classique non-contraint. Dans la publication originale, Dijkstra, Frenkel
et Hansen dérivent une formule pour c(α) dans un réseau cubique. En annexe 6.8, nous généralisons
la formule pour un réseau CFC.
5. En effet, 〈W 〉 = (1/Nessai)
PNessai
i=1 W (Ci) =
P
C
π(C)W (C). Soit avec l’équation 4.67, 〈W 〉 =
P
C
exp[−βE(C)] =
Z.
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4.4.1.3 Méthodes PERM
Stratégie "éliminer-enrichir" pour la méthode de Rosenbluth
Afin de supprimer les grandes fluctuations observées avec la méthode de Rosenbluth quand les
tailles des chaînes deviennent importantes, Grassberger [188] développe une stratégie, que l’on nom-
mera méthode PERM (pour "Pruned-Enriched Rosenbluth Method"), où l’on élimine les conformations
à faible poids de Rosenbluth et où l’on enrichit l’échantillon avec des copies de conformations à fort
poids de Rosenbluth. Plus précisément, si l’on reprend le schéma de Rosenbluth décrit dans la section
précédente, à chaque étape de la construction, après l’insertion du monomère n, si le poids de Rosen-
bluth partiel Wn est plus grand qu’un certain seuil supérieur W>n , on clone la conformation partielle
courante et on continue le processus de croissance indépendamment pour les deux copies. Le poids
partiel de Rosenbluth pour chaque clone vaut alors la moitié du poids original. Par contre, si Wn est
plus petit qu’un certain seuil inférieur W<n , on arrête le processus de croissance de la conformation
courante avec une probabilité 1/2. Si la conformation "survit", son poids partiel est doublé. Le calcul
des moyennes thermodynamiques et des énergies libres suit les mêmes règles que dans l’échantillonnage
de Rosenbluth simple. La figure 4.9 illustre bien le fait que la distribution PERM et celle de Boltzmann
sont maintenant très similaires même pour des grandes chaînes.
A priori, la justesse de l’algorithme est indépendante des valeurs des deux seuils qui peuvent éga-
lement évoluer durant la simulation, cependant son efficacité va fortement en dépendre. Dans l’article
original de Grassberger [188], les seuils W<n et W
>
n sont choisis proportionnels à l’estimation courante
de la fonction de partition partiel Zn, soit W<n = c
<Zn et W>n = c
>Zn, avec Zn = (1/Nc)
∑
iWn(i)
(Nc est le nombre courant d’essai de construction initié), c> ∼ 2 et c>/c< ≈ 10. Des choix plus sophis-
tiqués existent pour étudier le repliement de protéines à faible température [189]. Cependant, à des
températures très faibles, les clones évoluent souvent dans des directions similaires et les conformations
issues du même départ de construction sont très fortement corrélées.
Méthode PERM avec échantillonnage préférentiel
Pour empêcher cette perte de diversité conformationnelle à très basses températures, Hsu et col-
laborateurs [190] introduisent une amélioration de la méthode PERM (qu’on notera nPERMis) où les
clones ne sont plus exactement identiques. A chaque étape de construction, avant l’insertion du mono-
mère n, on évalue le nombre kl de sites libres où n peut être positionné, et on estime une prédiction
W predn du poids partiel de Rosenbluth définie par
W predn =Wn−1
kl∑
α=1
qα avec qα = exp[−βEn(α)] (4.71)
oùWn−1 est la poids partiel de Rosenbluth de la conformation courante avant l’insertion du monomère
n.
Le choix de la stratégie d’élimination a une faible incidence sur l’efficacité de l’algorithme, ainsi on
conserve celle de la méthode PERM originale : si W predn < W<n , on élimine la conformation avec une
probabilité 1/2 et si elle survit on aura Wn = 2×W predn .
Pour l’enrichissement (W predn > W>n ), si kl = 1, on insère le monomère n sur le seul site libre
et on continue la construction sans rajouter de clone avec Wn = W
pred
n . Si kl > 1, on continue le
processus de construction pour k = min{kl, ⌈W predn /W>n ⌉} conformations (2 ≤ k ≤ kl) à partir de
k sites différents choisis parmi les kl sites libres. Le choix du k-uplet A = {α1, ..., αk} des différentes
directions de croissance est fait suivant la loi de probabilité
p(A) =
kl
k
(
kl
k
) ( ∑α∈A qα∑kl
α′=1 qα′
)
(4.72)
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Figure 4.9 – Distributions de probabilité de la distance carré bout-à-bout R2e pour les
conformations auto-évitantes de taille N = 512 générées avec plusieurs méthodes : la
dimérisation simple (points bleus), l’échantillonnage de Rosenbluth (ligne noire), les mé-
thodes PERM (ligne rouge), la dimérisation avec biais (pointillé) avec Ntrans = 4 (vert)
et 8 (cyan). La dimérisation simple, seule méthode non biaisée, est considérée ici comme
référence pour décrire la distribution de Boltzmann de chaînes auto-évitantes sans énergie.
et les poids de Rosenbluth partiels des différentes conformations sont donnés par
Wn(αi) =Wn−1 exp[−βEn(αi)]
(∑kl
α′=1 qα′∑
α∈A qα
)
(4.73)
Ainsi cette stratégie force toutes les conformations issues d’un même départ de construction à être
différentes. Concernant les seuils, ils sont définis par W>n = C(Zn/Z1)(cn/c1)
2 et W<n = 0.2W
>
n avec
Zn l’estimation courante de la fonction de partition, cn le nombre courant de conformations de taille
n déjà construites et C ≤ 1 une constante. L’efficacité optimale de l’algorithme (gain d’un facteur 2
par rapport au cas C = 1) est obtenue pour une gamme assez étroite de valeurs de C qui dépend du
système étudié et qui nécessite une recherche extensive. C’est pourquoi usuellement, on fixe C = 1.
Cependant, on peut noter que si C est très faible, l’algorithme fait essentiellement de l’énumération
exacte pour les petites chaînes et devient stochastique pour des tailles plus grandes.
Notons également qu’un algorithme similaire utilisant l’échantillonnage simple a également été
développé par Hsu et collaborateurs [190]. Ses performances sont légèrement moins bonnes que celles
de la méthode nPERMis.
4.4.1.4 Dimérisation
Méthode simple
Pour échantillonner les chemins auto-évitants simples (sans énergie), il existe une méthode très
efficace, la dimérisation [191], qui va nous permettre de comparer les résultats des algorithmes biaisés
introduits précédemment avec ceux issus d’une méthode non-biaisée. L’idée d’Alexandrowicz est de
remarquer qu’une conformation auto-évitante de taille N peut être en fait construite en collant bout-
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à-bout deux conformations auto-évitantes de taille N/2. Plus précisément, soit N0 ∈ N, on définit la
fonction récursive dim(k) qui fournit une conformation de taille 2kN0 par (voir figure 4.7 C) :
– si k = 0, dim(k) construit une conformation par la méthode de l’échantillonnage simple ;
– sinon, on appelle deux fois dim(k − 1) pour avoir deux conformations de taille 2k−1N0, on les
colle bout-à-bout et on vérifie si la nouvelle conformation est auto-évitante, si ce n’est pas le cas
on rappelle dim(k) jusqu’à ce qu’une conformation soit validée.
Pour chaque k 6= 0, la probabilité Pk de générer une conformation auto-évitante à partir des deux
demi-conformations vaut théoriquement
Pk ≡ NSAW (2
kN0)
[NSAW (2k−1N0)]2 =
1
fs
(
4
2kN0
)c′
(4.74)
Comme c′ ≈ 1/6, cette probabilité reste relativement grande pour des tailles de chaînes importantes.
Par exemple, pour une taille de 1024 (avec k = 6 et N0 = 16), P6 ≈ 0.35. Pour k = 0, on effectue un
échantillonnage simple, donc on a P0 = NSAW (N0)/(z(z − 1)N0−1).
Soit N = 2pN0 la taille maximale des conformations que l’on veut générer, la méthode consiste à
appeler plusieurs fois dim(p) et à compter pour chaque 0 ≤ k ≤ p, le nombre total Ck de conformations
de taille 2kN0 réellement construites et le nombre total Ak d’appels à la fonction dim(k) (c’est à
dire, le nombre d’essais de construction), avec par définition de la fonction récursive dim la relation
Ck−1 = 2Ak. A partir de ces nombres, on évalue les probabilités {Pk = Ck/Ak; k = 0, ..., p}. Or
l’équation 4.74 est équivalente à la relation de récurrence NSAW (2kN0) = Pk[NSAW (2k−1N0)]2 sur les
nombres de chemins auto-évitants qui a pour solution
NSAW (2kN0) =
[
z(z − 1)N0−1]2k k∏
i=0
(Pi)2
k−i
(4.75)
Cette dernière équation nous permet ainsi d’estimer le nombre de chemins auto-évitants à partir des
résultats obtenus par la dimérisation simple.
De plus, pour un nombre final Cp de conformations auto-évitantes de taille N à construire, le
nombre A0 d’appel à la fonction dim(k = 0) va être donné par
A0 =
C0
P0 =
2A1
P0 =
2C1
P1P0 =
22A2
P1P0 =
22C2
P2P1P0 = ... =
2pCp∏p
k=0 Pk
(4.76)
Ainsi l’attrition pour la dimérisation est donnée par
Attdim(N) ≡ A0
Cp
=
2p∏p
i=0 Pi
avec p = log2[N/N0] (4.77)
D’où, quand N0 augmente, on a d’une part le nombre p d’étapes de dimérisation qui diminue et d’autre
part les probabilités Pk (en particulier P0) qui diminuent aussi. Il va donc exister une valeur inter-
médiaire Nopt0 pour laquelle l’attrition sera minimale. La figure 4.8 montre l’évolution de Attdim(N)
pour différentes valeurs de N0. On remarque que N
opt
0 = 16. Pour cette valeur, l’attrition est largement
plus faible que celle de l’échantillonnage simple mais demeure tout de même beaucoup plus importante
que celle de la méthode de Rosenbluth ou de PERM. Par exemple, pour N = 1024, l’attrition de la
dimérisation vaut environ 1.7× 104, contre 2.0× 1040 pour celle de l’échantillonnage simple et 1 pour
celle de l’échantillonnage de Rosenbluth.
Dimérisation avec biais
Pour essayer de diminuer encore cette attrition, on imagine une méthode de dimérisation biaisée par
l’idée de l’échantillonnage de Rosenbluth : au lieu de coller bout-à-bout les deux demi-conformations,
on génère plusieurs "collages" possibles et on en choisit aléatoirement un parmi ceux donnant une
conformation auto-évitante. Plus précisément la fonction récursive dim(k) devient (voir figure 4.7 D)
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– si k = 0, dim(k) construit une conformation par la méthode de l’échantillonnage simple, son
poids de Rosenbluth est alors fixée à W0 = 1 ;
– sinon, on appelle deux fois dim(k − 1) pour avoir deux demi-conformations CA et CB, de poids
respectifs Wk−1(CA) et Wk−1(CB). On génère Ntrans conformations {Ci} en appliquant des mou-
vements pivots (voir section 4.3.2) aléatoires à CB, le premier élément de la chaîne étant pris
comme pivot (toutes les conformations sont donc des isomères). Pour chaque 1 ≤ i ≤ Ntrans,
on vérifie si la conformation CA ∪ Ci est auto-évitante. Parmi les kl conformations valides, on en
choisit une aléatoirement. Son poids vaut alors
Wk =Wk−1(CA)Wk−1(CB)(kl/Ntrans) (4.78)
Si kl = 0, Wk = 0 et on rappelle dim(k) jusqu’à ce qu’une conformation soit construite.
Afin de déterminer les {NSAW (2kN0)}, on aimerait pouvoir utiliser l’équation 4.75. Reste à déterminer
comment estimer les {Pk}. On peut montrer (voir annexe 6.10) que c’est possible en se servant de la
formule
Pk =
∑Ak
i=1Wk(Ci)∑Ak
i=1Wk−1(Ci,A)Wk−1(Ci,B)
(4.79)
avec Ak le nombre d’appel à la fonction dim(k) dans la dimérisation avec biais et Ci,A et Ci,B les deux
demi-conformations utilisées pour construire Ci.
La figure 4.8 montre la diminution significative de l’attrition pour différentes valeurs de Ntrans.
Bien évidemment, on remarque que plus Ntrans est grand, plus l’attrition diminue. Cependant, la fi-
gure 4.9 montre également que la tendance à former des structures compactes s’accroît quand Ntrans
augmente conduisant, dans une moindre mesure, aux mêmes problèmes que l’échantillonage de Rosen-
bluth. Une version PERM de la dimérisation pourrait être envisagée cependant la structure récursive
de la dimérisation rendrait complexe une telle approche.
4.4.1.5 Illustration pour les chemins auto-évitants sans énergie
Pour comparer quantitativement les méthodes décrites précédemment, on évalue l’évolution de
l’erreur moyenne δG(t) faite lors du calcul de l’énergie libre G = − logNSAW (N) en fonction du temps
de simulation t. Le temps t est défini comme le nombre de fois où l’on a regardé dans la table de
hachage, soit environ le nombre de fois où l’on a testé l’occupation d’un noeud du réseau. Pour calculer
δG, pour chaque méthode, on effectue 10 fois la même simulation. Tous les 106 appels à la table de
hachage, on évalue la valeur courante de l’énergie libre, puis on calcule l’écart quadratique moyen à la
valeur limite G∞ obtenue grâce à la dimérisation simple quand t→ +∞, soit
δG =
[
1
10
10∑
i=1
(G(t)−G∞)2
]1/2
(4.80)
La figure 4.10 montre que les méthodes les plus performantes sont la dimérisation simple et les méthodes
PERM. L’évolution de l’erreur suit bien une loi en t−1/2. A première vue, le fait que la dimérisation
converge aussi vite que les méthodes de PERM n’est pas évident puisque son attrition est largement
supérieure à celle de PERM. Cependant, il faut garder à l’esprit que toutes les conformations construites
avec la dimérisation sont indépendantes les unes des autres alors que celles issues de PERM peuvent
être corrélées. Ainsi, à t fixé, la dimérisation a certes généré moins de conformations que PERM, mais
le nombre de mesures réellement indépendantes du système est à peu près le même pour les deux
méthodes.
La figure 4.11 montre que pour le calcul de l’énergie libre (A) et la distance carrée bout-à-bout
moyenne (B), les méthodes PERM et la dimérisation donnent des résultats très similaires. L’échan-
tillonnage de Rosenbluth donne des résultats corrects jusqu’à environ N ∼ 200. La dimérisation avec
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Figure 4.10 – Evolution de l’erreur moyenne δG en fonction du temps de simulation lors
du calcul de l’énergie libre d’une chaîne auto-évitante sans énergie de taille N = 1024
pour la dimérisation simple (ligne bleue), l’échantillonnage de Rosenbluth (ligne noire), la
méthode PERM (ligne rouge), la méthode nPERMis (ligne violette) et la dimérisation avec
biais (pointillés) avec Ntrans = 4 (vert) et 8 (cyan). La ligne pointillée grise représente la
fonction t−1/2.
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Figure 4.11 – Évolution de G+N logµ (A) et de 〈R2e〉 (B) en fonction de la taille N de la
chaîne évaluée avec la dimérisation simple (points bleus), l’échantillonnage de Rosenbluth
(ligne noire), les méthodes PERM (ligne rouge), la dimérisation avec biais avec Ntrans = 4
(croix vertes) et 8 (étoiles cyans). Les encarts représentent des zooms autour de N = 1000.
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biais quant à elle commence à exhiber des erreurs systématiques pour N > 1000.
L’énergie libre d’un chemin auto-évitant sans énergie est de la forme [81, 82]
G = − logNSAW (N) = − log fs −N logµ− c′ logN (4.81)
avec fs et µ des constantes qui dépendent du réseau et c′ une constante universelle. Avec les données
obtenues par la méthode PERM, on trouve fs = 1.140±0.002, µ = 10.037±0.001 et c′ = 0.160±0.001.
La théorie de la renormalisation donne c′ = 1/6 = 0.16666 [81]. De même, la distance carrée bout-à-
bout moyenne suit la loi 〈R2e〉 ∝ N2ν . On trouve ν = 0.593±0.001. Janse van Resburg et collaborateurs
trouvent également la même valeur pour une réseau CFC avec la méthode du pivot [183]. La théorie
de la renormalisation donne ν = 0.588 [81].
4.4.2 Échantillonnage d’une structure secondaire donnée
Dans cette partie, nous développons une méthode basée sur la méthode PERM avec échantillonnage
préférentiel nous permettant de calculer, pour une structure secondaire S donnée, son énergie libre
totale de conformation sur réseau
Gconf (S) = −kBT log
[
∞∑
ntot=0
Ω(S, ntot) exp(−βntotκ¯/2)
]
(4.82)
Ainsi, on pourra remonter à la différence d’énergie libre de la structure secondaire considérée grâce à
(voir équation 4.6)
∆G = hlatt(S)− Tslatt(S) +Gconf + kBT log Ω0 (4.83)
Pour pouvoir appliquer les méthodes de croissance de chaînes à la construction de conformations d’ARN
sur réseau, nous définissons tout d’abord une représentation mathématique adéquate d’une structure
secondaire, puis nous détaillons notre algorithme.
4.4.2.1 Graphe équivalent à une structure secondaire
Soit S une structure secondaire d’une séquence contenant N nucléotides, notons p le nombre de
paires de bases dans S. On représente S par un graphe G(S) où chaque nucléotide non-apparié et
chaque paire de bases y est représentée par un noeud. Le graphe équivalent à S contient au total
n = N − p noeuds. On numérote les noeuds dans l’ordre croissant (dans le sens 5’ vers 3’) d’apparition
du nucléotide ou de la paire de base dans la structure secondaire. On note Id(i) l’identité dans S
du noeud i de G et Id−1 la fonction réciproque qui donne pour un nucléotide, son numéro de noeud
dans le graphe. Ainsi, Id(i) est soit le numéro d’un nucléotide non-apparié, soit les deux numéros des
nucléotides formant une paire de bases. La connectivité dans le graphe est la même que celle de la
séquence originale, c’est à dire que deux noeuds i et j de G sont connectés si et seulement si il existe
k ∈ Id(i) et k′ ∈ Id(j) tels que k = k′ + 1 ou k = k′ − 1. Puisqu’on ne prend pas en compte les paires
de bases isolées, un noeud du graphe a au maximum 3 voisins et au minimum 1.
Illustrons cette définition du graphe équivalent par l’exemple de la figure 4.12. La séquence contient
28 nucléotides et la structure secondaire considérée a 8 paires de bases, d’où n = 20 noeuds. La fonction
Id correspondante vaut alors Id(1) = (1, 12), Id(2) = (2, 11), Id(3) = (3, 10), Id(4) = 4, Id(5) = 5,
Id(6) = 6, Id(7) = (7, 22), Id(8) = (8, 21), Id(9) = 9, Id(10) = 13, Id(11) = 14, Id(12) = 15,
Id(13) = (16, 27), Id(14) = (17, 26), Id(15) = (18, 25), Id(16) = 19, Id(17) = 20, Id(18) = 23,
Id(19) = 24 et Id(20) = 28. Pour la connectivité, voir la figure 4.12 b.
Dans le graphe, un chemin K du noeud i au noeud j est défini par la donnée d’une série de noeuds
K = {k0, k1, ..., kl} allant de i à j, avec k0 ≡ i, kl ≡ j et ki est connecté à ki+1 (0 ≤ i ≤ l − 1) dans
G. Le nombre l, qu’on nommera la longueur du chemin K, représente le nombre de connections entre
i et j le long du chemin. Par exemple, {3, 4, 5, 6, 7, 18, 19, 15} ou {3, 9, 8, 17, 16, 15} sont deux chemins
possibles entre les noeuds 3 et 15 du graphe de la figure 4.12 b, avec respectivement l = 7 ou 5.
116 4. Méthodes numériques
1
28
GG
C
C G
G C C GU
C
CG
G G CAA
A A
A A A
AA
A A
A
1
20
2
3
4
5
6 7
8
9
10 11
12
13
14
15
16
17
18
19
6
8
a) c)b)
Figure 4.12 – Illustration de la construction du graphe équivalent à une structure se-
condaire avec pseudo-noeud. (a) La structure secondaire considérée avec en bleu les nu-
cléotides appariés et en rouge ceux non-appariés. (b) Graphe équivalent à la structure
secondaire définie à gauche. La contrainte maximale pour l’insertion du noeud 4 est le che-
min {4, 5, 6, 7, 8, 9, 3} de taille 6 aboutissant au noeud 3. Pour l’insertion du noeud 10, c’est
le chemin {10, 11, 12, 13, 14, 15, 16, 17, 8} de taille 8 aboutissant au noeud 8. (c) Exemples
de conformations sur réseau construites à l’aide de la méthode de la contrainte maximale.
4.4.2.2 Méthode de la contrainte maximale
Comme une conformation C sur réseau ayant pour structure secondaire S représente également une
conformation du graphe G(S), échantillonner {C}S est équivalent à échantillonner {C}G(S). L’idée de
la méthode de la contrainte maximale décrite ici est d’utiliser la méthode PERM avec échantillonnage
préférentiel pour générer des conformations sur réseau d’un graphe G tout en prenant soin de respecter
la connectivité des noeuds de G. Concernant ce dernier point, on va adapter la méthode vue précédem-
ment pour échantillonner des chemins auto-évitants entre deux points fixes aux contraintes multiples
imposées par le graphe.
Définition des contraintes
Considérons une séquence de taille N et une structure secondaire S, soit G son graphe équivalent
et n le nombre de noeuds dans G. Supposons, lors de la construction d’une conformation, que l’on est
déjà placé p noeuds sur le réseau, soit E = {k1, ..., kp} cet ensemble de noeuds. La connectivité du
graphe impose que si il existe un chemin dans G entre deux noeuds déjà insérés et dont les noeuds
intermédiaires n’ont pas encore été placés, l’insertion de ces derniers devra tenir compte des contraintes
sur les positions déjà fixées des deux extrêmités du chemin. Ainsi, si la prochaine étape de l’algorithme
est d’insérer le noeud i, qui est connecté au noeud vi ∈ E , on considère tous les chemins {a0, a1, ..., al}
entre vi et les noeuds de E (y compris vi), tels que a0 = vi et al ∈ E , avec aq /∈ E pour 1 ≤ q ≤ l− 1 et
dont le premier noeud intermédiaire est i, soit a1 = i. Parmi tous ces chemins, la plus forte contrainte
sur la position de i est imposée par le chemin le plus petit, que l’on nomme contrainte maximale du
noeud i. On note lm(i) la taille de ce chemin et am(i) son extrêmité finale. Si aucun chemin ne vérifie
les propriétés nécessaires, on pose par défaut lm(i) = +∞. Dans l’exemple de la figure 4.12, si i = 4 et
E = {1, 2, 3}, on a vi = 3, lm(i) = 6 et am(i) = 3 ; pour i = 10 et E = {1, .., 9}, on a vi = 1, lm(i) = 8
et am(i) = 8.
En pratique, on construit une conformation du graphe toujours dans le même ordre (du noeud 1 au
noeud N). Ainsi, pour l’insertion du noeud i, on aura E = {1, ..., i− 1} et vi = Id−1(min{Id(i)} − 1).
La détermination de am(i) et de lm(i) se fait donc une fois pour toute avant le début de construction
de la première conformation. L’analyse des chemins minimaux est réalisée à l’aide de l’algorithme de
Dijkstra [192] qui, en théorie des graphes, est utilisé pour résoudre les problèmes de détermination du
plus court chemin entre deux noeuds du graphe. L’algorithme consiste étape par étape à calculer la
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distance minimale entre deux noeuds du graphe. On le modifie légèrement pour évaluer am(i) et de
lm(i). L’algorithme suit alors les étapes suivantes :
1. Pour q 6= i, on note di(q) la distance courante entre q et i. On initialise di(q) = +∞. On pose
di(i) = 0.
2. Tous les noeuds de G sont marqués comme non-visités par l’algorithme et i est le noeud courant
que l’on étudie en premier.
3. Soit j le noeud courant, pour tous ses voisins q non-visités, on met à jour leur distance à i par
d(q) = min{d(q)+1, d(q)}. On marque j comme visité. Si j = i, on n’applique pas la mise à jour
précédente à vi.
4. On est sure alors que la distance d(j) est minimale. Le noeud courant devient alors le noeud
non-visité ayant la distance courante à i la plus petite. Ceci nous assure de visiter les noeuds
dans l’ordre croissant de leur distance à i.
5. Puis on recommence les étapes 3 et 4 jusqu’à ce que l’on est parcouru tous les noeuds que l’on
pouvait visiter à partir de i (c’est à dire, qu’à la fin de l’étape 3, pour tous les noeuds q encore
non-marqués, on ait d(q) = +∞) ou que le numéro du nouveau noeud courant j soit inférieur à
i (c’est à dire, qu’il sera inséré avant i lors de la construction d’une conformation de G). Dans le
premier cas, on a lm(i) = +∞ et dans le deuxième cas, am(i) = j et lm(i) = d(j).
Algorithme
A l’aide de la contrainte maximale définie précédemment, la construction de conformations repré-
sentant le graphe G (et donc S) se fait suivant l’algorithme :
1. On insére le premier noeud à une position initiale.
2. Pour l’insertion du iieme noeud (2 ≤ i ≤ n), considérons la contrainte maximale de i caractérisée
par am et lm. Pour une direction-test α de i, on évalue le nombre cα = NRW (~rα, ~ram) (voir annexe
6.8) de chemins idéaux de taille lm entre la position ~rα de la direction-test et la position ~ram de
l’extrêmité finale de la contrainte maximale. Si lm = +∞, on pose par défaut cα = 1.
3. On applique alors la méthode PERM avec échantillonnage préférentiel avec qα = cα exp[−βEn(α)].
En, ne tenant compte que du volume exclu et de la rigidité des parties double-brins (via κ¯).
4. Les étapes 2 et 3 sont répétées jusqu’à ce que tous les noeuds du graphe aient été insérés. On
vérifie alors que la conformation finale est valide, c’est à dire, que deux nucléotides consécutifs
dans la séquence ont bien des positions voisines sur le réseau.
Pour l’estimation de cα, son calcul à l’aide de la formule 6.92 (voir annexe 6.8) peut être assez long
quand lm devient grand et cela ralentit considérablement l’exécution pratique de la méthode de la
contrainte maximale. Pour palier à ce problème, pour des petits chemins (lm ≤ 10), on utilise des
données tabulées calculées avec l’équation 6.92. Pour des plus grands chemins, on approche cα par la
formule asymptotique décrivant la probabilité d’observer un chemin gaussien de taille de lm entre ~rα
et ~rim [176] :
cα ≈ zlm
(
3
2πlm
)3/2
exp
[
− 3
2lmb2
(~rα − ~ram)2
]
(4.84)
La méthode de la contrainte maximale permet donc de dynamiquement biaisé la construction d’une
conformation en considérant à chaque étape la plus forte contrainte imposée par la connectivité du
graphe. Elle fournit un ensemble de conformations, ainsi que leurs poids de Rosenbluth correspondants
qui nous permettent d’estimer l’énergie libre de conformation de la structure secondaire S initiale par
Gconf (S) = −kBT log
[
1
Nessai
Nessai∑
i=1
W (Ci)
]
(4.85)
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Figure 4.13 – (A) Évolution de l’énergie libre d’une boucle auto-évitante en fonction du
nombreNloop de segments qui la compose. (B) Évolution de l’erreur moyenne δG en fonction
du temps de simulation pour la méthode de la contrainte maximale utilisée avec la méthode
PERM avec échantillonnage préférentiel (noir), l’échantillonnage de Rosenbluth (bleu) ou la
méthode PERM classique (rouge) ; et calculée pour une petite épingle à cheveux (N ∼ 10)
(lignes pleines), pour une structure faiblement contrainte (N ∼ 300) (lignes tiretées) et
pour une structure fortement contrainte (N ∼ 80) (lignes pointillés). Pour chaque exemple
étudié, on a tracé la structure secondaire correspondante.
avec Nessai le nombre de fois où l’on a commencé un essai de construction de conformation. Gconf
pourra alors être utilisée pour évaluer la différence d’énergie libre de la structure secondaire considérée
avec l’équation 4.83.
On a développé la méthode de la contrainte maximale en utilisant la méthode PERM avec échan-
tillonnage préférentiel, mais on peut également se servir de l’échantillonnage de Rosenbluth ou de la
méthode PERM classique. De plus, cette méthode, bien qu’appliquée à la génération de conformations
d’ARN, pourrait facilement se généraliser à des potentiels d’interaction plus complexes.
4.4.2.3 Validation et efficacité
On teste la validité de l’algorithme en calculant l’énergie libre d’une boucle auto-évitante, soit
G = − logNSAP (N) où NSAP (N) est le nombre de polygones auto-évitants de taille N . En effet, une
boucle contenant N segments peut être vue comme une structure secondaire particulière d’un séquence
quelconque composée de N + 2 nucléotides par laquelle seules les deux extrêmités sont appariées. La
figure 4.13 A montre que G se met bien sous la forme asymptotique [81, 82]
G = − logNSAP (N) = − log fl −N logµ+ c logN (4.86)
où fl = 0.251 ± 0.001 et µ = 10.037 ± 0.001 sont des constantes qui dépendent du réseau, et c =
1.780± 0.005 = 3ν = 3× 0.593 une constante universelle. On retrouve ici les mêmes valeurs de µ et ν
que celles obtenues dans l’étude des chemins auto-évitants avec la dimérisation et les méthodes PERM
(voir section 4.4.1.5).
Pour justifier l’utilisation de la méthode PERM avec échantillonnage préférentiel dans la méthode de
la contrainte maximale plûtot que l’échantillonnage de Rosenbluth ou la méthode PERM classique, on
étudie l’évolution de l’erreur moyenne δG(t) faite lors du calcul de l’énergie libre en fonction du temps de
simulation t (voir équation 4.80) pour plusieurs structures secondaires. Sur la figure 4.13 B, on observe
que pour des petites structures secondaires simples, les 3 méthodes convergent plus ou moins à la même
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vitesse. Pour des structures secondaires plus grandes mais faiblement contraintes, les deux méthodes
PERM sont équivalentes et sont beaucoup plus performantes que l’échantillonnage de Rosenbluth (plus
d’un ordre de grandeur). L’utilité de se servir de PERM avec échantillonnage préférentiel ne se ressent
que pour des structures fortement contraintes (avec pseudo-noeuds) où l’emploi de la méthode PERM
classique entraîne une perte de diversité conformationnelle.
Pratiquement, la méthode de la contrainte maximale nous permet de calculer l’énergie libre d’un
structure secondaire quelconque pour des tailles de chaînes allant jusqu’à 5000 nucléotides. Typique-
ment, on débute Nessai = 106 fois la construction d’un conformation. Pour une séquence de taille 300
et une structure secondaire faiblement contrainte (comme celle étudiée dans la figure 4.13 B), l’algo-
rithme tourne pendant environ 8 minutes sur un ordinateur 2.4 GHz, environ 6×104 essais aboutissent
à la construction d’une ou plusieurs conformations, générant au total près de 1.2× 106 conformations.
L’erreur statistique finale commise sur l’évaluation de Gconf est alors de l’ordre de 0.003kBT , soit
une erreur relative d’environ 10−5. A Nessai fixé et toujours pour des structures secondaires faible-
ment contraintes, cette erreur statistique augmente avec la taille de la séquence : elle est de l’ordre de
0.2kBT (erreur relative ∼ 10−4) pour N ∼ 1000 et de l’ordre de 0.5kBT (erreur relative ∼ 10−4) pour
N ∼ 4000. Pour des structures fortement contraintes comme celle étudiée dans la figure 4.13 B pour
laquelle N ∼ 80, l’erreur (∼ 0.1kBT soit une erreur relative de ∼ 10−3) est environ une centaine de fois
plus grande que celle qu’on aurait pour une séquence de taille équivalente mais sans pseudo-noeud.

121
Chapitre 5
Résultats
5.1 Validation du modèle pour des structures simples
Les résultats du modèle sur réseau obtenus dans cette section ont été obtenus à l’aide de la méthode
multi-histogramme (voir section 4.3.3).
5.1.1 Dénaturation de petites structures en épingle
Les structures en épingle font partie des structures secondaires les plus simples chez les acides
nucléiques. Elles sont composées d’un double-brin fermé par une boucle (voir figure 3.1 c). Elles in-
terviennent dans de nombreux contextes biologiques comme la régulation de la transcription et de la
réplication, la protection et la stabilisation in vivo des acides nucléiques, la facilitation de la mutagenèse
ou encore l’initiation de contacts tertiaires dans les ribozymes [193, 194, 195, 196]. Elles ont donc été
activement étudiées thermodynamiquement [197, 198] et mécaniquement [25, 199]. Tester notre mo-
dèle sur réseau sur ses structures simples est une étape importante dans la validation de notre approche.
Lors de leur dénaturation, les petites structures en épingle présentent une transition à deux états
entre le complexe apparié et le simple brin dénaturé [162]. La figure 5.1 A compare les températures de
fusion expérimentales pour des structures en épingle à celles calculées à l’aide du modèle sur réseau ou
d’autres programmes qui utilisent le modèle de Turner (RNAfold [86], DINAmelt [88], Kinefold [140]).
Pour estimer l’efficacité de la prédiction, on évalue la déviation standard par rapport aux expériences
via
σTm =
{〈[Tm(sim)− Tm(exp)]2〉}1/2 (5.1)
On trouve σTm = 5.4 K pour le modèle sur réseau, 5.5 K pour RNAfold et 9.3 K pour Kinefold. On
retrouve bien que nos prédictions ont une précision équivalente à celles du modèle de Turner complet
(RNAfold), rien d’étonnant puisque notre paramétrisation est calquée sur ce modèle, en particulier
pour les structures simples. La figure 5.1 B, qui montre la courbe de dénaturation de deux épingles,
souligne l’excellent accord entre les résultats expérimentaux et nos prédictions. Pour justifier notre
approche pour la paramétrisation du modèle sur réseau (section 3.3.3), nous avons également tracer
les résultats pour une paramétrisation naïve qui consisterait à simplement identifier les paramètres sur
réseau et ceux de Turner sans inclure les corrections entropiques dues à l’entropie de conformation des
structures secondaires sur le réseau. Une telle paramétrisation ne permet pas de prédire la transition
à deux-état usuellement observée pour les petites épingles et ses prédictions dévient de plus de 45 K
par rapport aux expériences (σTm = 46.7 K). De plus, cet écart va varier avec le réseau utilisé.
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Figure 5.1 – (A) Températures de fusion calculées Tm(sim) avec le modèle sur réseau
(paramétrisation naïve en bleu et correcte en rouge) ou avec des programmes standard :
RNAfold [86] ou DINAmelt [88] (noir) et Kinefold [140] (vert), en fonction des tempéra-
tures expérimentales Tm(exp) pour 10 épingles ARN [198] (carré) et 8 épingles ADN [197]
(triangles). (B) Probabilités 1−Θ que l’épingle soit ouverte, observée expérimentalement
(lignes pleines) ou prédites par le modèle sur réseau (paramétrisation naïve en pointillé
et correcte en tirets) pour les séquences GGCAUUAGCC (rouge) et GGGAUAUACCC
(noir). Les données expérimentales ont été extraites de Ref.[198] et normalisées avec la
procédure décrite dans la section 6.2 et dans Ref.[17].
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Figure 5.2 – Énergie libre ∆G en fonction de la taille de la boucle Nloop pour trois sortes de
boucles (A : épingle , B : interne et C : multiple) et pour deux versions des paramètres de Turner,
calculée avec le modèle sur réseau (cercles rouges), RNAfold [86] (carrés noirs), Kinefold [140]
(croix vertes) et Vfold [132] (triangles bleus). Les données pour RNAfold et Kinefold ont été
obtenues via leur application web. Les données pour Vfold ont été calculées en ajoutant aux
termes d’empilement (association et fourche) l’énergie de conformation extraite de la figure 3B
de [132].
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5.1.2 Énergies libres de boucles internes et en épingle
Pour valider notre approche, nous comparons également les énergies libres calculées avec le modèle
sur réseau et avec le modèle de Turner pour des structures simples telles que les structures avec une
boucle interne ou en épingle.
Les figures 5.2 A et B montrent l’évolution de la différence d’énergie libre ∆G entre la structure
native et l’état dénaturé à T = 310 K pour des structures avec boucles en épingle (A) ou internes (B),
en fonction de la taille de la boucle. ∆G est calculée avec le modèle sur réseau, RNAfold, Kinefold et
Vfold. On remarque que le modèle sur réseau et le modèle de Turner complet (via RNAfold) donnent
des résultats similaires quelque soit la version des paramètres utilisés (2.3 ou 3.0). Ceci confirme notre
dérivation des paramètres de fourches et de nucléation à partir des paramètres correspondants dans
le modèle de Turner. Kinefold et Vfold, qui continuent à utiliser la vieille version 2.3 [167] des para-
mètres de Turner, donnent également des estimations raisonnables de ∆G. Cependant, notons qu’il
faudrait être vigilant si ces deux modèles voulaient passer à la dernière version 3.0. En effet, dans les
deux modèles, la différence d’énergie libre est donnée par ∆G = ∆Gstack − T∆sloop (voir annexe 6.6)
où l’estimation de l’entropie de conformation ∆sloop (qui inclue la nucléation) est calculée indépen-
damment des paramètres de Turner et de sa jauge, et ∆Gstack contient des paramètres d’empilement
(association, fourche, dangle) qui dépendent de la jauge. Or, dans le modèle de Turner non unifié,
∆sloop = ∆s
T
loop − kBc logNloop avec, dans la version 2.3 (3.0), ∆sTloop = 6kB (0.1kB) pour les boucles
internes et 4kB (6.5kB) pour les boucles en épingle. La substitution de ∆sloop par une contribution
invariante (c’est à dire, ne dépendant pas du modèle de Turner sous-jacent et donc de sa jauge) pour-
rait aboutir à des déviations importantes par rapport aux prédictions de RNAfold. Il est toutefois
"étonnant" que sans tenir compte d’aucune considération sur la jauge, Kinefold et Vfold donnent de
si bons résultats avec la version 2.3.
Une inspection plus attentive des figures 5.2 A et B nous révèle que le modèle sur réseau supporte
clairement l’idée que les grandes boucles internes et en épingle isolées peuvent être décrite par une
relation de Jacobson-Stockmayer (comme supposé par le modèle de Turner) avec c = 1.75 [77]. Les
déviations observées pour les épingles Nloop = 7 et 9 sont dûes à des corrections du modèle de Turner
pour les petites boucles qui ne sont pas prises en compte dans le modèle sur réseau.
5.2 Prédiction de structures complexes
Dans cette partie, nous testons le pouvoir de prédiction du modèle sur réseau sur des structures
plus complexes. À partir d’une séquence donnée et à l’aide de la méthode multi-histogramme (section
4.3.3), le modèle sur réseau est capable de prédire les propriétés thermodynamiques et la structure la
plus stable pour une température quelconque. En particulier, nous comparons nos résultats avec des
données expérimentales sur les structures natives.
5.2.1 Structures avec boucles multiples
Les boucles multiples (c’est à dire connectées à plus de 3 parties en double-brin) sont présentes
dans beaucoup de molécules d’acides nucléiques comme les ARNs de transfert [4], et particulièrement
dans les structures natives de longues séquences où la compléxité des structures secondaires impliquent
la présence d’un grand nombre de sous-structures interconnectées.
5.2.1.1 Énergie libre
Pour les boucles multiples (figure 5.2 C), RNAfold suppose typiquement que ∆G est indépendant
de la taille de la boucle. Ceci n’est pas confirmé par le modèle sur réseau qui prédit que ∆G peut
varier par 3kBT entre Nloop = 9 et Nloop = 30 avec même des déviations plus importantes pour les
petites boucles où l’empilement coaxial entre deux parties double-brins voisines stabilise encore plus le
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Table 5.1 – Pouvoir de prédiction (sensibilité SE/specificité SP ) du modèle sur réseau et d’autres
méthodes standard testée sur deux ARN de transfert à T = 37o C.
Séquence Modèle sur réseau RNAfold [86] Kinefold [140] pknotsRG [200] Nupack [201]
ARNt-phe1 de la levure 1/1 0.95/1 0.9/0.83 0.24/0.24 0.95/0.87
ARNt-ala1 de l’homme 1/0.95 1/1 1/0.84 0.95/0.95 0.95/0.8
système. On peut remarquer également qu’avec la version 2.3 des paramètres de Turner, les résultats
de Kinefold sont assez proches de ceux du modèle sur réseau. Aucune comparaison avec Vfold n’est
possible puisqu’il n’existe pas (encore) de relation Jacobson-Stockmayer paramétrée par Vfold pour les
boucles multiples.
En ce qui concerne la dépendance en la taille de la boucle, on observe une exposant effectif c ∼
2.2 qui est en accord avec les prédictions théoriques sur des chaînes avec des boucles interagissant
stériquement [78, 165]. Pour Kinefold, dans les 3 cas étudiés, on trouve sans surprise que c ∼ 1.5 qui
est l’exposant pour des boucles aléatoires gaussiennes.
Notons que le modèle sur réseau (comme Kinefold) n’utilise pas de paramètre spécial pour ce type
complexe de boucle (comme dans le modèle de Turner). Il donne une prédiction sur ∆G à partir
des paramètres unifiés de boucles (fourches et nucléation) qui ont été paramétrés à l’aide de boucles
simples.
5.2.1.2 Pouvoir de prédiction
On teste la faculté du modèle sur réseau à prédire des structures avec boucles multiples sur deux
séquences d’ARN de transfert. Pour cela, on calcule la sensibilité SE et la spécificité SP de la structure
prédite la plus stable que l’on compare à la structure native expérimentale (voir Table 5.1). SE est
définie comme le quotient entre le nombre de paires de bases correctement prédites et le nombre total
de paires de bases dans la structure native. SP quant à elle est définie comme le quotient entre le
nombre de paires de bases correctement prédites et le nombre total de paires de bases prédites. On voit
que le modèle sur réseau prédit de manière quantitative la structure native de ces deux séquences. Ses
performances sont à peu près équivalentes à celles de RNAfold et sont meilleures que celles des autres
méthodes étudiées.
5.2.1.3 Chemin de repliement à l’équilibre d’un ARN de transfert
Avec le modèle sur réseau, nous ne sommes pas limités à prédire des structures natives mais on a
accès à la thermodynamique du repliement. On étudie ainsi le chemin de repliement à l’équilibre de
l’ARNt-phe1 de la levure. Ce chemin représente l’ensemble des étapes à l’équilibre thermodynamique
pour passer de l’état dénaturé à haute température à l’état natif à température ambiante. Par compa-
raison, le chemin de repliement cinétique (voir section 5.5.2.2) est l’ensemble des étapes hors-équilibre
pour passer de l’état dénaturé à l’état natif à une température donnée. La figure 5.3 illustre ce chemin
de repliement à l’équilibre en montrant la carte des contacts (probabilité pour deux nucléotides d’être
appariés) ainsi que la structure la plus stable à différentes températures. Autour de 37o C (310 K), les
quatre parties double-brins présentes dans la structure native expérimentale sont stables (probabilité
de contact ≥ 0.5) et forment également la structure prédite la plus stable. Au fur et à mesure que
la température augmente, on observe le dépliement de la molécule jusqu’à sa dénaturation totale. Ce
processus peut être décomposé en 4 étapes caractérisées par l’ouverture successive des double-brins
natifs :
1. Autour de 57o C (330 K), le double-brin I s’ouvre en premier. A première vue, ceci pourrait
paraître surprenant puisque c’est le double-brin le plus long (7 bp) donc a priori le plus stable
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Figure 5.3 – Illustration du chemin de repliement à l’équilibre pour l’ARNt-phe1 de la
levure. Pour différentes températures, on trace la carte des contacts et la structure la plus
stable. La carte des contacts représente la probabilité pour deux nucléotides d’être appariés.
La légende des couleurs est donnée en haut de la figure.
et, en plus, il est empilé coaxialement avec le double-brin IV. Mais en fait, si on analyse les
contributions entropiques, on remarque que parallèlement à l’ouverture de I, la boucle multiple
centrale s’ouvre également et ceci permet à la structure de se relaxer d’une importante pénalité
entropique. Si au contraire, c’était un des autres double-brins qui s’était ouvert, cela aurait eu
pour effet d’augmenter la taille de la boucle centrale et donc d’accroître sa pénalité entropique
(voir équation 5.12).
2. Autour de 72o C (345 K), le double-brin IV se dénature, les double-brins II et III étant toujours
stabilisés par empilement coaxial.
3. Autour de 76o C (349 K), le double-brin II s’ouvre alors que les nucléotides du double-brin III
ont toujours une forte probabilité de contact (∼ 0.5).
4. Autour de 82o C (355 K), l’état dénaturé devient la structure majoritaire.
Ainsi, lors du repliement à l’équilibre de l’ARNt, le bras anti-codon (double-brin III) est le premier
formé. Puis viennent le bras T (II), le bras D (IV) et finalement le bras accepteur (I). Malheureuse-
ment aucune expérience existante ne permet de comparer nos prédictions avec le véritable chemin à
l’équilibre.
5.2.2 Structures avec pseudo-noeuds
Les pseudo-noeuds sont des molécules plus complexes. Ils sont présents dans les noyaux catalytiques
des ribozymes, dans les introns et les télomérases auto-épissants, ou encore dans l’initiation du décalage
ribosomal du cadre ouvert de lecture [202, 203, 204, 205, 206]. La présence de paires de bases qui violent
la convention gigogne (pour deux paires de bases quelconques i, j et k, l, on impose i < k < l < j
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Figure 5.4 – Evolution de la capacité calorifique CV (lignes pleines) pour la séquence H-
pseudo-noeud GGCAAACGCGCCAAAGCG calculée avec le modèle sur réseau (rouge)
ou avec le programme RNAheat [86] (noir). Les lignes pointillées représentent la probabi-
lité exp(−β∆G)/Z d’observer les structures secondaires majoritaires : H-pseudo-noeud A
(bleu), épingle B (cyan), épingle C (vert foncé) et pelote aléatoire D (vert clair).
ou i < j < k < l [20]), rend plus difficile la prédiction des structures secondaires par les méthodes
standard puisqu’elle accroît fortement l’espace des configurations à considérer.
5.2.2.1 Transition à plusieurs états
Un exemple classique de pseudo-noeud est le pseudo-noeud de type H (voir figure 5.11). Il est
composé de deux double-brins S1 et S2 (comprenant chacun n1 et n2 paires de bases), de deux boucles
L1 et L2 (comprenant chacune l1 et l2 nucléotides) et d’un lieur L3 (comprenant l3 nucléotides). Les
molécules d’ARN qui forment de telles structures présentent souvent une dénaturation thermique à
plusieurs états [208] entre le H-pseudo-noeud, les deux épingles correspondantes et l’état dénaturé. La
figure 5.4 illustre ce comportement pour une séquence ayant comme structure secondaire stable à basse
température un H-pseudo-noeud. L’évolution de la capacité calorifique présente deux pics relatifs à la
transition H-pseudo-noeud/épingles (autour de T = 324 K) et à la transition épingles/pelote (autour
de T = 340 K). D’ailleurs, on retrouve uniquement cette dernière transition dans les prédictions du
modèle de Turner (via RNAheat [86]) qui ne tient pas compte des pseudo-noeuds. Les comportements
des probabilités d’observer les structures secondaires majoritaires confirment cette dénaturation à
plusieurs étapes et nous renseigne, par exemple, sur quelle épingle est majoritaire (en l’occurrence
l’épingle B) dans l’étape intermédiaire entre 324 et 340 K.
5.2.2.2 Énergie libre
La figure 5.5 montre la dépendance en la taille des boucles de la différence d’énergie libre ∆Gpk
entre la structure H-pseudo-noeud et l’état dénaturé, pour n1 = n2 = 3, l1 = l2 et l3 = 0. Dans la même
figure, nous avons également inclu les prédictions issues d’autres modèles. Pour apprécier le bon accord
général des résultats, rappelons brièvement comment les différentes méthodes étudiées ont déterminé
leurs paramètres décrivant les pseudo-noeuds (voir aussi annexe 6.6). Le modèle de Gultyaev [207],
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pknotsRG [200], Nupack [201] et Vfold [151] utilisent des relations de Jacobson-Stockmayer généralisées
spécialement paramétrées pour les H-pseudo-noeuds. Alors que les trois premières citées ont ajusté
leurs paramètres de manière à correctement prédire des pseudo-noeuds connus expérimentalement
ou phylogénétiquement 1, Vfold prédit ces mêmes paramètres à l’aide d’un modèle microscopique sur
réseau [151]. Kinefold [138, 139, 140] quant à lui fait des prédictions (tout comme le modèle sur réseau)
sur l’entropie de conformation en modélisant les double-brins comme des tiges rigides et les boucles
comme des chaînes gaussiennes, négligeant par ailleurs les interactions de volume exclu. Pour des
boucles de taille l ∼ 10, toutes les méthodes donnent environ des prédictions identiques. Pour des
boucles plus petites, les prédictions du modèle sur réseau concordent avec celles de Nupack, Vfold et
Kinefold et présentent une grande différence avec pknotsRG et le modèle de Gultyaev. Pour des boucles
intermédiaires (l ∼ 10− 20), le modèle sur réseau prédit, en accord avec le modèle de Gultyaev, que le
comportement asymptotique suit une équation de Jacobson-Stockmayer avec un exposant c ≈ 1.8, très
proche de l’exposant des polygones auto-évitants. Cela semble indiquer qu’il n’y a pas d’interaction
stérique significative entre L1 et L2. Comme prévu, Kinefold prédit une dépendance plus faible en la
taille de la boucle avec c = 1.5. Vfold, pknotsRG et Nupack prédisent quant à eux des énergies libres
qui croîssent linéairement avec l.
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Figure 5.5 – Énergie libre ∆Gpk en fonction de la taille l des boucles du H-pseudo-noeud
GGCAlUCGGCCAlCGA calculée avec différents modèles : le modèle sur réseau (ronds
rouges), le modèle de Gultyaev [207] (carrés noirs), Vfold [151] (points bleus), pknotsRG
[200] (triangles cyans), Kinefold [140] (croix vertes) et Nupack [201] (étoiles mauves). L’er-
reur typique sur la détermination de ∆Gpk est de 2kBT et est due principalement à l’in-
certitude sur les paramètres. Les données pour pknotsRG, Kinefold et Nupack ont été
obtenues à l’aide de leur interface web. Celles pour le modèle de Gultyaev et Vfold ont été
calculées suivant les règles décrites respectivement dans Ref.[207] et Ref.[151].
1. La détermination phylogénétique de structures secondaires consiste à supposer que des molécules ayant la même
fonction dans des organismes proches au sens de l’évolution vont avoir des structures similaires. Si par un moyen ex-
périmental quelconque (typiquement par cristallographie ou par RMN) on a accès à la structure d’une molécule, alors,
on aura une prédiction pour la structure de toutes ses molécules équivalentes au sens phylogénétique. Plus la proximité
évolutive sera importante, plus la prédiction sera valable.
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Table 5.2 – Pouvoir de prédiction (sensibilité SE/spécificité SP ) du modèle sur réseau (MR) et d’autres méthodes, testé sur des séquences
tronquées de signaux viraux de décalage du cadre ouvert de lecture [210]. Pour le modèle sur réseau, on donne la différence d’énergie libre ∆G
entre la structure prédite la plus stable et le H-pseudo-noeud natif décrit par n1/l1/n2/l2 (∗ : présence d’un nucléotide non-apparié entre les
deux double-brins, soit l3 = 1 ; pour les autres cas on a l3 = 0)).
Abréviations T (oC) Séquences tronquées n1/l1/n2/l2 SE/SP (MR) ∆G (kBT37o) RNAfold Kinefold Vfold pknotsRG Nupack
BChV 25 G1595− C1620 4/1/4/8∗ 1/1 0 0/0 0.5/ 0.57 1/1 1/1 1/1
BLV 37 G1604− U1630 6/5/3/4 0.67/1 5.5 0.67/1 0.67/1 0.67/0.86 1/1 0.67/1
BWYV 25 C1566−G1591 5/2/4/6 1/1 0 0.56/1 1/1 1/1 1/1 1/1
BYDV-NY-RPV 25 G1706− C1732 5/2/4/7 0.33/0.33 1.9 0/0 0/0 1/1 0/0 1/1
CABYV 25 G1494− C1520 5/2/3/8∗ 0.38/0.38 5.5 0/0 0/0 0/0 1/1 1/1
EIAV 37 G1797− C1831 6/3/4/12 1/1 0 0.5/0.71 1/1 1/1 1/1 0.9/1
FIV 37 G1893− C1927 5/2/6/11 0.82/1 3.6 0.45/1 1/1 1/1 1/1 1/1
MMTVgag/pro 37 G2090− U2123 5/1/8/8∗ 0/0 3.8 0/0 0.92/1 1/1 1/1 0.42/0.5
PEMV 25 U2042− C2069 6/2/4/6 0.9/1 0.3 0.6/1 0.9/1 0.9/1 1/1 0.9/1
PLRV-S 25 G1781−G1806 4/2/4/8 1/1 0 0.5/1 0.5/0.57 1/1 1/1 1/1
PLRV-W 25 G1676−G1701 4/2/3/9∗ 0/0 2.2 0.5/1 0/0 1/0.88 1/1 1/1
SRV1gag/pro 37 G2337− C2373 6/1/6/12 0.83/1 6.8 0/0 1/1 1/1 1/1 1/1
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5.2.2.3 Pouvoir de prédiction
Pour tester le pouvoir de prédiction du modèle sur réseau sur les pseudo-noeuds, on étudie la
structure native de petits pseudo-noeuds connus expérimentalement et qui induisent un décalage du
cadre ouvert de lecture. Le décalage du cadre ouvert de lecture consiste à forcer les ribosomes à
transcrire un autre cadre ouvert de lecture que le cadre habituel et ainsi à produire des protéines
différentes. Ce phénomène est souvent rencontré chez les rétrovirus et peut être engendré par la présence
de pseudo-noeuds en aval du ribosome [206, 209]. On a choisi le même jeu de petites séquences tronquées
de signaux viraux de décalage du cadre ouvert de lecture (pris dans la base de données Pseudobase
[210]) que Vfold. Pour les virus d’animaux, on prédit la structure la plus stable à 37o C et pour les
virus de plantes à 25o C.
La table 5.2 compare les structures prédites et les H-pseudo-noeuds natifs en évaluant la sensibilité
SE et la spécificité SP . De manière générale, on remarque que pknotsRG et Nupack font de meilleures
prédictions que le modèle sur réseau, Kinefold ou Vfold. Cependant, cette comparaison est biaisée car
les séquences étudiées ont été utilisées en partie pour évaluer les paramètres de ces deux modèles. On
note également la moins bonne performance de pknotsRG et Nupack dans la prédiction des structures
multiples (voir table 5.1). En particulier, Nupack prédit un état de plus basse énergie contenant un
pseudo-noeud pour l’ARNt-phe de la levure qui n’est pas observé expérimentalement. De plus, parmi
les méthodes basées sur des modèles physiques (pour décrire l’énergie de conformation), Vfold obtient
de meilleurs résultats que le modèle sur réseau et que Kinefold.
En regardant de plus près les résultats du modèle sur réseau, on voit qu’il prédit parfaitement
4 structures natives (BChV, BWYV, EIAV et PLRV-S) et reproduit quasiment la bonne structure
secondaire pour 3 autres séquences (FIV,PEMV et SRV1gag/pro). Dans ces 7 structures, aucune paire
de bases incorrecte n’est prédite (SP = 1) et quelques paires sont manquantes car elles sont très
contraintes géométriquement sur le modèle sur réseau. Pour les autres séquences, notre approche se
trompe partiellement (BLV, BYDV-NY-RPV et CABYV) ou totalement (MMTVgag/pro et PLRV-W).
Une raison possible pour ces mauvais résultats pourrait être l’omission d’effets stabilisateurs. Pour
CABYV, seuls les modèles utilisant des paramètres spécialement évalués pour bien décrire les pseudo-
noeuds (pknotsRG et Nupack) prédisent correctement la structure secondaire native. De faibles inter-
actions tertiaires (comme les bases triples) négligées dans le modèle sur réseau, Kinefold et de Vfold et
qui seraient incluses de manière effective dans les paramètres de Nupack et pknotsRG, pourraient être
à l’origine de ces mauvais résultats. Pour BLV, quasiment aucun modèle n’arrive à prédire la structure
native. Ce pourrait être dû à l’omission d’interactions tertiaires plus fortes. Pour BYDV-NY-RPV
et PLRV-W, le fait que Vfold marche bien alors que le modèle sur réseau et Kinefold se trompent,
voudrait dire que des ingrédients présents dans Vfold (comme le volume exclu au niveau des fourches
ou la description de la structure 3D de la double-hélice) et absents des deux autres modèles seraient
importants pour la prédiction de la structure native de ces deux séquences.
Une autre raison possible serait la sous-estimation de l’énergie libre pour des petites boucles pseudo-
noeuds à cause des contraintes géométriques imposées par le réseau. Cette explication semble bien fonc-
tionner pour MMTVgag/pro dont la structure secondaire native est un H-pseudo-noeud avec n1 = 5,
n2 = 8, l1 = 1 et l2 = 8. Sur le réseau CFC, construire des conformations décrivant un telle structure
secondaire nécessiterait l’insertion de coudes dans les parties double-brins S1 ou S2. Ces coudes du
double-brin sont des artefacts de la modélisation sur réseau or, ils sont très énergétiquement défavo-
rables, donc cela va empêcher l’acceptation de telles conformations.
La figure 5.6 montre les cartes de contact pour une séquence où le modèle sur réseau prédit la
bonne structure secondaire native (BWYV) et pour une où il se trompe (PLRV-W). Pour BWYV, la
structure native est très largement majoritaire avec une probabilité de contact supérieure à 0.9 pour
presque toutes les paires de bases. Seule la paire de base 9 − 26 est un peu moins stable (probabilité
∼ 0.7). Pour PLRV-W, bien que la structure prédite la plus stable ne soit pas la structure native, les
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Figure 5.6 – Cartes de contacts calculées par le modèle sur réseau pour la séquence BWYV
(A) et PLRV-W (B). Pour BWYV, on a tracé la structure secondaire native qui est aussi
la structure prédite la plus stable ; pour PLRV-W, on a tracé la structure native (b.1) ainsi
que la structure prédite la plus stable (b.2).
paires de bases composant le double-brin S2 de la structure native ont une probabilité de contact non
négligeable (0.5) ainsi que, dans une moindre mesure, ceux de S1 (0.25). Le modèle sur réseau décrit
donc partiellement la structure de cette séquence. D’ailleurs, l’écart entre la structure prédite la plus
stable et la structure native dans les résultats sur réseau est faible (∆G = 2.2kBT ) et est du même
ordre de grandeur que l’incertitude sur les paramètres.
5.3 Impact du volume exclu
Dans le modèle de Turner standard, la différence d’énergie libre entre une structure secondaire S
et l’état dénaturé est calculé en ajoutant à toutes les contributions d’empilement (association, fourche,
dangle,...) la somme sur toutes les boucles des énergies libres de formation de boucle. Chacune est
décrite par une relation de Jacobson-Stockmayer (voir équation 2.11), caractérisée par son exposant c.
Cet exposant quantifie l’intensité des interactions stériques agissant sur la boucle. Le modèle de Turner
néglige donc les possibles interactions stériques entre les différentes sous-structures (boucles et parties
double- et simple-brins) qui composent S et ne tient compte que des intéractions stériques internes
aux sous-structures via un exposant c = 1.76. Einert et collaborateurs [133] ont montré récemment
que changer la valeur de c pour rendre compte de manière effective des interactions entre la boucle
et les sous-structures voisines avait des conséquences non-négligeables sur les prédictions faites par le
modèle de Turner (voir figure 5.7).
Dans cette partie, grâce au modèle sur réseau, nous étudions l’importance de tenir compte com-
plètement des intéractions de volume exclu pour l’étude des molécules d’ARN. Tout d’abord, nous
introduisons le modèle des brins fantômes (section 5.3.1) qui est une version du modèle sur réseau où
l’on néglige (comme dans le modèle de Turner) les interactions stériques entre sous-structures, pour
pouvoir estimer quantitativement les effets de cette approximation. Puis, nous évaluons l’impact du
volume exclu sur le calcul des propriétés thermodynamiques et structurelles des ARN (sections 5.3.2,
5.3.3 et 5.3.4).
Les résultats du modèle sur réseau donnés pour cette partie ont été obtenus en utilisant la méthode
de la contrainte maximale (voir section 4.4.2) pour chaque structure secondaire étudiée.
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Einert et al, PRL, 2008
Figure 5.7 – Capacité calorifique C de l’ARNt-phe de la levure mesurée expérimenta-
lement à [Na+] = 20 mM (triangles) et 150 mM (carrés) ou prédite par une version de
RNAfold développée par Einert et collaborateurs [133] pour différentes valeurs de l’expo-
sant c = 3.0, 2.16, 1.76 et 0 (lignes pleines de gauche à droite). La courbe pointillée a été
obtenue pour c = 3 et une énergie de nucléation nulle. La courbe tiretée a été calculée par
le programme RNAheat [86] qui utilise une équation de Jacobson-Stockmayer généralisée
(équation 2.12) avec b = c = 0 pour décrire les boucles multiples.
5.3.1 Le modèle des brins fantômes
5.3.1.1 Définition
Le modèle des brins fantômes utilise exactement le même type de paramètres (ǫ, γ, σ, λ,...) que le
modèle sur réseau (voir section 3.1.1). La seule différence entre les deux modèles vient dans l’évaluation
de l’entropie de conformation d’une structure secondaire S. Alors que le modèle sur réseau tient compte
complètement des effets de volume exclu en interdisant à deux nucléotides non complémentaires de se
trouver sur le même noeud, le modèle des brins fantômes considère que les sous-structures (les boucles
et les parties double- et simple-brins) qui composent S n’interagissent pas stériquement entre elles.
Seul le volume exclu interne à la sous-structure est envisagé. Ainsi une sous-structure sera "invisible"
(d’où le nom du modèle) pour le reste de la structure. L’entropie de conformation de S se calcule alors
en sommant les différentes entropies de conformation individuelles de chaque sous-structure.
Pour une structure secondaire S sans pseudo-noeud, soit B = {Bi}, D = {Di} et U = {Ui}
l’ensemble des boucles et des parties double- et simple brins de S. On note Ni, li, ni la taille de la
boucle Bi, celle du double-brin Di et celle du simple-brin Ui (en nombre de segments de chaîne). Pour
les parties non-rigides (boucles et simple-brins), l’énergie libre de conformation individuelle vaut celle
du chemin auto-évitant correspondant (fermé ou ouvert) :
Gconf (Bi) = −kBT log [NSAP (Ni)] = −kBT log
[
flµ
NiN−ci
]
(5.2)
Gconf (Ui) = −kBT log [NSAW (ni)] = −kBT log
[
fsµ
ninc
′
i
]
(5.3)
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Pour une partie double-brin Di, il faut tenir compte en plus de la rigidité de la double-hélice, d’où
Gconf (Di) = −kBT log
[∑
ntot
ω(ntot) exp(−βntotκ¯/2)
]
(5.4)
avec ω(ntot) le nombre de conformations sur réseau du double-brin pour lesquelles la contribution
totale des énergies de pliage vaut ntotκ¯/2 (voir section 3.3.5). Pour ntot = 0, Di peut être considérée
comme une tige rigide donc ω(0) = z. Pour ntot = 1, Di est coudée à 60o, ce coude peut se situer
sur toute les li − 1 jonctions entre les segments qui composent Di et dans chaque situation il y 4
possibilités pour un angle de 60o (voir figure 3.7), d’où ω(1) = (li − 1) × z × 4. Pour ntot = 2,
Di a soit un coude de 90o (2 possibilités à chaque fois) soit deux coudes de 60o , donc de même,
ω(2) = (li−1)×z×2+(li−12 )×z×42. Plus généralement, on peut partitioner ntot en trois contributions
a1, a2 et a3 qui représentent respectivement le nombre d’angles élémentaires de 60o, de 90o et de 120o
dans Di, soit a1 + 2a2 + 3a3 = ntot. Alors le nombre de conformations de Di vérifiant cette partition
vaut N (a1, a2, a3) = z × ( li−1a1+a2+a3)× 4a12a24a3 . D’où
ω(ntot) =
∑
partitions {a1,a2,a3}
N (a1, a2, a3) (5.5)
= z ×
⌊ntot/3⌋∑
a3=0
⌊(ntot−3a3)/2⌋∑
a2=0
(
li−1
ntot−a2−2a3
)× 22ntot−3a2−4a3 (5.6)
≈ z × (li−1ntot) 4ntot (5.7)
On obtient alors
Gconf (Di) ≈ −kBT log
[
z
li−1∑
ntot=0
(
li−1
ntot
)
4ntot exp(−βntotκ¯/2)
]
(5.8)
= −kBT {log z + (li − 1) log [1 + 4 exp(−κ¯/2)]} (5.9)
Ainsi l’énergie de conformation de Di est égale à l’énergie de conformation d’une tige rigide sur le
réseau (−kBT log z) plus une correction qui vaut environ −0.014(li − 1)kBT . Cette correction peut
devenir non-négligeable quand li devient grand.
L’énergie libre de conformation totale pour S dans le modèle des brins fantômes vaut alors
Gfantconf (S) =
#B∑
i=1
Gconf (Bi) +
#U∑
i=1
Gconf (Ui) +
#D∑
i=1
Gconf (Di) (5.10)
Avec ceci, on peut paramétrer le modèle des brins fantômes exactement de la même manière que le
modèle sur réseau (voir section 3.3.3) pour qu’il reproduise parfaitement le modèle de Turner pour
des structures simples. On obtient que les paramètres peuvent également être définis comme la somme
du paramètre de Turner correspondant et d’un correction entropique dépendante des constantes du
réseau : dans les équations (3.26-3.32) pour le modèle dur réseau, il faut remplacer les termes z − 1
et z − 2 (qui traduisent le volume exclu à la jonction entre deux sous-structures) par z. La différence
d’énergie libre totale de S est alors calculée avec
∆Gfant(S) = [hfant(S)− Tsfant(S)] +Gfantconf (S) + kBT log Ω0 (5.11)
où Ω0 = fsµNN c
′
est le nombre d’états sur réseau de l’état dénaturé et hfant (sfant) est l’équivalent
de hlatt (slatt) pour le modèle des brins fantômes.
Pour une structure secondaire S donnée, on pourra donc estimer l’importance des interactions
stériques entre sous-structures en évaluant l’écart ∆∆G(S) entre la différence d’énergie libre ∆Gres de
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S calculée avec le modèle sur réseau et celle ∆Gfant calculée avec le modèle des brins fantômes, soit
∆∆G(S) = ∆Gres(S)−∆Gfant(S) = −T (∆srescorr −∆sfantcorr ) +Gresconf (S)−Gfantconf (S). Par définition, le
modèle des brins fantômes représente en fait une généralisation du modèle de Turner. Ainsi, l’ajout de
∆∆G à l’énergie libre donnée par un programme standard type RNAfold ou Mfold va permettre de
corriger l’estimation de ∆G faite par le modèle de Turner en prenant en compte le volume exclu entre
sous-structures.
Pour des structures avec pseudo-noeuds, une généralisation du modèle des brins fantômes est en-
visageable, mais dans ce cas, il est plus difficile de définir clairement des sous-structures dont l’énergie
libre individuelle de conformation est facilement calculable.
5.3.1.2 Calcul pratique de Gfantconf
Considérons une séquence ayant N + 1 nucléotides (soit N segments de chaînes) et une structure
secondaire S modélisée par le vecteur Link (voir section 4.1.1). D’après l’équation 5.10, pour calculer
Gfantconf , il faut donc évaluer le nombre de sous-structures, leur nature et leur taille. Pour cela, on parcoure
itérativement Link suivant l’algorithme suivant
1. Marquer tous les nucléotides comme non-visités et prendre i = 1 comme noeud courant.
2. Si Link(i) 6= 0, on a une sous-structure double-brin : a) marquer i et Link(i) comme visités et
initialiser la taille l de la sous-structure à 0 ; b) tant que [Link(i+ l+1) 6= 0]∧ [Link(i+ l+1) =
Link(i+ l)− 1], marquer i+ l+1 et Link(i+ l+1) comme visités et mettre à jour l (l = l+1) ;
c) on a au final une partie double-brin de taille l.
3. Si Link(i) = 0, on a une sous-structure boucle ou simple-brin : a) marquer i comme visité
et initialiser la taille l de la sous-structure à 0 ; b) prendre j = i comme sous-noeud courant
et initialiser à 1 le nombre n de nucléotides non-appariés consécutifs ; c) tant que [(j + n) ≤
(N + 1)] ∧ {[(Link(j + n) = 0] ∨ [j 6= i − 1]}, marquer j + n comme visité et mettre à jour n
(n = n + 1) ; d) si j + n > N + 1, on a au final une partie simple-brin de taille l + n − 1,sinon,
si Link(j + n) 6= 0, mettre à jour l (l = l + n), j (j = Link(j + n)) et n (n = 1) et reprendre à
l’étape c), sinon (j = i− 1), on a au final une partie boucle de taille l.
4. Parmi les nucléotides encore non-visités par l’algorithme, prendre celui ayant le plus petit numéro
comme noeud courant.
L’étape 3 revient en fait à parcourir continûment la sous-structure formée de nucléotides non-appariés
jusqu’à s’arrêter en bout de chaîne (dans ce cas la sous-structure est une partie simple-brin) ou jusqu’à
être revenu à l’origine de la sous-structure (et dans ce cas, on a une boucle).
5.3.2 Interactions stériques entre deux boucles
Nous étudions d’abord l’impact du volume exclu sur l’exemple simple d’une structure secondaire
en forme d’altère composée de deux boucles B1 et B2 (ayant chacune N1 et N2 segments) connectées
par une partie double-brin D de taille L. Pour plusieurs valeurs de N1, N2 et L, on évalue l’énergie de
conformation de la structure secondaire dans le modèle sur réseau et dans le modèle des brins fantômes.
La figure 5.8 A montre l’évolution de la différence d’énergie libre ∆gloop = ∆Gres −
∑
∆gNN
calculée avec le modèle sur réseau, où
∑
∆gNN représente la somme des contributions d’empilements
du modèle de Turner. On observe, dans tous les cas, une dépendance logarithmique de ∆gloop en la
taille N2 de la forme Cste+ c logN2 avec c qui dépend de N1 et L mais aussi de la gamme de taille N2
que l’on regarde.
Quand la partie double-brin est petite (L = 1), les deux boucles peuvent interagir facilement. Pour
une petite boucle B1 (N1 = 4), lorsque B2 est petite également, on observe un exposant c ≈ 2.1
signature d’une forte interaction stérique entre B1 et B2 ; par contre quand N2 >> N1, l’influence de
B1 devient négligeable et on retrouve le comportement classique d’un chemin fermé auto-évitant avec
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Figure 5.8 – Évolution de la différence d’énergie libre ∆gloop calculée avec le modèle sur
réseau (A) et de l’écart ∆∆G au modèle des brins fantômes (B) pour la structure en forme
d’altère dessinée au centre de A, en fonction de la taille N2 de la boucle B2 pour plusieurs
valeurs des tailles N1 et L de la boucle B1 et la partie double-brin D : (N1, L) = (4, 1)
(bleu), (70, 1) (rouge) et (4, 20) (noir).
c ≈ 1.8. Quand B1 est plus grande (N1 = 70 avec toujours L = 1), on retrouve le comportement en
c ≈ 2.1 quand N2 ∼ N1 indiquant ici une possible loi d’échelle pour c quand N1 et N2 sont du même
ordre dans le cas où D est petit ; l’intensité de l’interaction stérique augmente même quand N2 << N1
(c ≈ 2.5). Pour N2 >> N1, on s’attend également à retrouver une loi asymptotique en c ≈ 1.8.
Quand la partie double-brin devient plus grande (L = 20), si B1 et B2 sont toutes les deux petites,
l’interaction mutuelle des deux boucles va être négligeable. Cependant, on observe dans ce cas, c ≈ 2.1
ce qui signifie qu’il existe, à cette échelle de longueur, une interaction forte entre les boucles et la partie
double-brin. D’ailleurs, on retrouve ici l’exposant calculé théoriquement par Kafri, Mukamel et Peliti
[78] pour une boucle interne dans la limite où la taille de la boucle est petite par rapport à la taille
des deux parties double-brins qui la juxtaposent. Quand N2 >> (N1, L), on retrouve là aussi c ≈ 1.8.
La figure 5.8 B permet de quantifier l’impact des interactions stériques entre sous-structures. On
observe que ∆∆G augmente avec N1 et N2 jusqu’à saturation dans la limite N2 >> (N1, L) où les
deux modèles (sur réseau et des brins fantômes) ont le même comportement asymptotique. Plus la
taille des sous-structures est grande, plus elles vont interagir entre elles et donc plus ∆∆G va être
important. De même, plus l’exposant c dans la gamme de taille considérée est grand, plus ∆∆G va
croître rapidement. L’intensité de ∆∆G, dans les exemples étudiés, est de l’ordre de kBT , ce qui est
largement plus petit que la valeur de l’énergie de nucléation de bulle (−T∆sloop = 9.2kBT ). Ainsi,
même si le volume exclu entre sous-structures modifie les lois d’évolution des énergies de conformation
en fonction des tailles de boucles, en pratique, son effet peut paraître finalement négligeable devant
la différence d’énergie totale. Nous verrons par la suite (section 5.3.4) que sa prise en compte peut
modifier significativement les propriétés prédites pour le repliement de l’ARN.
5.3.3 Evaluation de relations de Jacobson-Stockmayer
Le modèle sur réseau incorpore explicitement les effets de volume exclu. Il peut donc être utilisé
pour paramétrer des relations de Jacobson-Stockmayer ou pour calculer des énergies libres de boucles,
qui pourront par la suite être utilisées dans un programme basé sur le modèle de Turner.
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Figure 5.9 – Énergies libres ∆gloop de boucles multiples en fonction de leurs tailles Nloop
dans le cas de 3 (rouge), 4(bleu) et 5 (noir) connexions, calculées avec le modèle sur réseau.
5.3.3.1 Boucles multiples isolées
Pour une boucle multiple isolée, on a déjà observé dans la figure 5.2 que l’exposant effectif valait c ≈
2.2 dans la gamme de taille de boucle étudiée. A partir de ∆G, en soustrayant toutes les contributions
des parties double-brins, des fourches et des boucles en épingles, on peut remonter à l’énergie libre
d’une boucle multiple ∆gloop. En répétant cette étude de ∆G en fonction de la taille de la boucle pour
des situations avec 4 et 5 connexions (voir figure 5.9), on trouve que ∆gloop vérifient approximativement
l’équation de Jacobson-Stockmayer généralisé
∆ggenJSloop = {7.2(±0.1) + 0.65(±0.02)h+ 2.2 logNloop}kBT (5.12)
= {4.4 + 0.4h+ 1.36 logNloop}kcal/mol à 37oC (5.13)
avec Nloop la taille de la boucle en nombre de segments (et non en nombre de nucléotides appariés)
et h le nombre de parties double-brin connectées. A titre de comparaison, RNAfold utilise ∆ggenJSloop =
{3.4 + 0.4h} kcal/mol. Notons que l’équation 5.12 n’est valide qu’avec le jeu unifié de paramètres
de Turner définis dans la section 3.2 et que pour une boucle multiple "isolée". En effet, il n’est pas
évident qu’une unique valeur asymptotique [78] ou heuristique [133] de l’exposant c décrive fidèlement
une géométrie quelconque pour une boucle multiple. Par exemple, la valeur effective de c devrait
dépendre de la taille relative de la boucle centrale par rapport aux sous-structures qui l’entourent,
avec c qui tendrait vers l’exposant 1.76 des polygones auto-évitants pour des grandes boucles centrales
(comme pour la structure en altère étudiée dans la section 5.3.2). Par contre, si la boucle fait partie
d’une structure secondaire plus complexe, il faudrait tenir compte des interactions stériques avec le
reste de la structure (voir ci-dessous). Cependant, dans une approche à la Turner où l’on suppose que
chaque sous-structure est indépendante (pas d’interaction stérique entre sous-structures), l’équation
5.12 pourrait permettre de mieux décrire localement les boucles multiples.
136 5. Résultats
10 20 30 40 50 60 70
100
200
300
400
500
600
700
800
900
1000
nb
g lo
o
p 
(k B
T)
200 400 600 800 1000
gloop
genJS
 (kBT)Δ
Δ
A B
Figure 5.10 – Énergie libre totale ∆gloop des boucles dans la structure la plus stable
prédite par RNAfold pour des séquences aléatoires de taille 100 nts à 1000 nts, en fonction
du nombre nb de boucle dans la structure (A) ou de l’énergie libre de Jacobson-Stockmayer
généralisée calculée à partir de l’équation 5.14 (B).
5.3.3.2 Boucles dans structures complexes
Dans le paragraphe précédent, on regardait une boucle multiple isolée. Intéressons nous maintenant
à une boucle quelconque appartenant à une struture complexe. Pour ce faire, on génère dans un
premier temps des séquences aléatoires de différentes tailles (100 séquences pour chaque taille avec
N = 100, 200, ..., 1000). Pour chacune, on considère la structure secondaire la plus stable Sm à 37o C
calculée par RNAfold [86] pour laquelle on estime son énergie de conformation grâce à l’algorithme de la
contrainte maximale et on en déduit la différence d’énergie libre totale de boucles ∆gloop (comprenant
la nucléation des boucles et la différence d’entropie de conformation entre Sm et l’état dénaturé).
La figure 5.10 A montre l’évolution de ∆gloop en fonction du nombre nb de boucle dans la structure
secondaire considérée. On remarque bien évidemment que ∆gloop est une fonction quasi-linéaire de
nb (∆gloop ≈ (12.8nb + 3.6)kBT ) à cause en grande partie à la pénalité de nucléation par boucle
(−T∆sloop = 9.2kBT ). Chaque boucle de la structure va donc contribuer à ∆gloop. Si l’on suppose,
comme Turner, que l’énergie libre de boucle est la somme des énergies libres individuelles de chaque
boucle, soit∆gloop =
∑nb
i=1∆gloop(i), on peut modéliser chaque∆gloop(i) par une équation de Jacobson-
Stockmayer généralisée ∆gloop(i) = a+d×h(i)+ c logNloop(i) où h(i) est le nombre de parties double-
brins connectées à la boucle i et Nloop(i) est le nombre de segment présent dans la boucle. On obtient
alors
∆ggenJSloop = {(9.80± 0.07)− (0.58± 0.03)h+ (2.34± 0.01) logNloop} kBT (5.14)
= {6.05− 0.36h+ 1.44 logNloop} kcal/mol à 37oC (5.15)
La fonction gamma incomplète Q de cette modélisation vaut quasiment 1. Rajouter un terme de la
forme b×Nloop dans la modélisation, n’améliore pas de manière significative l’erreur carré moyenne.
La figure 5.10 B montre l’excellent accord entre la modélisation et les données issues des simulations
sur réseau. La relation de Jacobson-Stockmayer généralisée obtenue rend compte ainsi en moyenne de
l’influence de la structure secondaire globale sur l’énergie de boucle locale, et bien sur ne décrit pas
la situation d’une boucle isolée. Par exemple, pour une boucle en épingle à cheveux (h = 1) dans
une structure complexe, l’équation 5.14 donne ∆gloop ≈ (9.2 + 2.34 logNloop)kBT , pour une boucle
isolée, on a ∆gloop ≈ (9.2 + 1.76 logNloop)kBT (voir section 5.1.2). La nucléation est similaire mais
l’exposant c diffère, signature d’un influence forte de la structure globale. Autre exemple, pour une
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Figure 5.11 – Énergie libre ∆gloop d’un H-pseudo-noeud pour différentes tailles des parties
double-brins, des boucles et du lieur, évaluée avec le modèle sur réseau, en fonction du
nombre l2+l3+2 de segments non-appariés consécutifs formant la boucle effective L2+L3 :
n1 = n3 = 3 (points) ou n1 = n2 = 10 (ronds) ; l1 = 2 (bleu), 10 (rouge) et 50 (noir) ;
l3 = 0 (A) et 10 (B).
boucle multiple, les expressions 5.12 et 5.14 diffèrent également, preuve que les deux situations (boucle
isolée et boucle incluse dans une structure complexe) sont bien différentes d’un point de vue de l’énergie
de conformation de la boucle.
L’intérêt d’une telle relation de Jacobson-Stockmayer généralisée (équation 5.14) est de pouvoir
l’incorporer dans un programme du style RNAfold ou Mfold pour l’étude du repliement de longues
séquences où les effets d’interaction de volume exclu entre sous-structures commencent à être impor-
tants.
5.3.3.3 Pseudo-noeuds
De même que pour les boucles multiples, on s’intéresse ici aux énergies des pseudo-noeuds. Afin
d’étudier plus précisément l’influence de la taille des différents éléments d’un pseudo-noeuds, on évalue
l’énergie libre ∆gloop d’un H-pseudo-noeud pour différentes tailles des parties double-brins, des boucles
et du lieur, à l’aide de la méthode de la contrainte maximale (voir section 4.4.2). Cette énergie comprend
la nucléation des deux boucles et la différence d’énergie libre de conformation entre la structure pseudo-
noeud et l’état dénaturé. Ainsi, l’énergie libre totale d’un H-pseudo-noeud sera donnée par la somme de
∆gloop et des énergies d’empilement (association, fourche, dangle, empilement coaxial) dans le modèle
de Turner unifié. La figure 5.11 montre l’évolution de ∆gloop en fonction de la taille (l2 + l3 + 2) de la
boucle effective formée par L2 et L3 pour différentes valeurs de n1, n2, l1, l2 et l3, les tailles respectives
des deux parties double-brins S1 et S2, des deux boucles L1 et L2 et du lieur L3 (voir schéma dans la
figure 5.11 B).
Regardons d’abord le cas où les parties double-brins sont petites (n1 = n2 = 3). On observe alors
que, dans la gamme de tailles de boucles étudiées, ∆gloop suit une loi logarithmique avec un exposant
c qui varie selon la taille de L1, L2 et de L3. Par exemple, pour la situation sans lieur (l3 = 0) et avec
une grande boucle L1 (l1 = 50), dans l’intervalle l2 ∼ 10 − 20, on trouve c ≈ 1.8, signe que L1 et L2
interagissent faiblement. Quand l2 devient de l’ordre de l1, les deux commencent à interagir et c ≈ 2. Si
la taille de L1 est plus petite (l1 = 2) toujours dans le cas sans lieur, on n’observe pas de changement
de comportement et c ≈ 1.8 dans l’intervalle total étudié. La longueur du lieur L3 joue sur la taille
effective des boucles et donc sur les interactions stériques entre parties simple-brins. La présence du
lieur accroît ainsi le volume exclu et les exposants c observés sont plus grands que dans le cas sans
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Figure 5.12 – (A) Correction ∆∆G en fonction de N calculée pour plusieurs séquences
aléatoires de tailles différentes. La ligne rouge représente la modélisation des données par
une droite affine 3.4 × 10−2N − 0.61. (B) Énergie libre moyenne ∆Gm de la structure la
plus stable à 37o C calculée par RNAfold pour des séquences aléatoires de taille N (points
rouges) et cette même énergie libre mais avec la correction des interactions stériques entre
sous-structures (points verts).
lieur.
Intéressons nous maintenant au cas où les parties double-brins sont plus longues (n1 = n2 = 10).
Même si à plus grande échelle, on s’attend à retrouver le comportement décrit précédemment, pour les
tailles de boucles étudiées, on observe un comportement complètement différent. A l1 fixée, on remarque
la décroissance initiale de ∆gloop en fonction de la taille de la boucle effective L2+L3. Pour comprendre
cet effet, prenons le cas plus simple d’une chaîne gaussienne de taille N . La probabilité que sa distance
bout-à-bout vaille r est donnée par la distribution gaussienne P(r) ∝ (1/N)3/2 exp[−3r2/(2Nb2)] [176].
L’énergie libre d’une chaîne dont la distance r est fixée vaut alors −kBT log[P(r)×zN ] avec z le nombre
de voisins accessibles sur réseau. D’où une différence d’énergie libre entre la structure à r fixé et la
structure libre
β∆g = Cste +
3
2
logN +
3r2
2Nb2
(5.16)
∆g se met donc sous la forme d’un somme d’un terme classique qui augmente logarithmiquement avec
N et d’un terme qui décroît avec N mais qui augmente avec r. Retournons au cas du H-pseudo-noeud,
vu que les parties double-brins sont rigides, on peut considérer que les distances bout-à-bout des boucles
effectives L1+L3 et L2+L3 sont plus ou moins fixées avec r ∼ n1b ou n2b. Ainsi, quand n1 et n2 sont
importants, le deuxième terme dans 5.16 devient prépondérant aux petites tailles de boucles (alors
qu’il est négligeable pour des petites parties double-brins) et dicte l’évolution décroissante de ∆gloop.
Augmenter la taille du lieur ou de L1 revient à amoindrir cet effet.
Dans l’optique d’une utilisation de nos résultats dans un algorithme standard de prédiction de struc-
tures secondaires, nous avons tabulé∆gloop pour ni ∈ {2, 3, ..., 10, 11}, l1, l2 ∈ {2, 3, 4, 6, 8, 10, 12, 15, 20,
25, 30, 40, 50} et l3 ∈ {0, 1, 2, 4, 6, 8, 10} (voir fichier deltagloop-Hpk.dat dans le CD annexe).
5.3.4 Impact sur les propriétés thermodynamiques et structurelles du repliement
Dans la section 5.3.2, nous avons étudié l’impact des effets stériques sur un exemple simple où
seulement deux boucles interagissaient. Dans cette partie, nous regardons l’effet de tenir compte rigou-
reusement du volume exclu pour des structures secondaires (sans pseudo-noeud) plus grandes et plus
139
10 20 30 40 50 60 70
5
10
15
20
25
30
35
nb
G
 
(k B
T)
 
 
Δ
Δ
5 10 15 20 25 30 35
5
10
15
20
25
30
35
GgenJS (kBT)ΔΔ
A B
Figure 5.13 – Correction ∆∆G en fonction du nombre de boucles nb dans la structure
secondaire et sa modélisation linéaire (0.47nb − 0.36)kBT (A) et en fonction de l’énergie
libre de Jacobson-Stockmayer généralisé calculée à partir de l’équation 5.19 (B).
complexes.
5.3.4.1 Propriétés de ∆∆G
Pour les mêmes structures secondaires que celles étudiées dans le deuxième paragraphe de la sec-
tion précédente, on évalue ∆∆G la correction énergétique due aux interactions stériques entre sous-
structures. La figure 5.12 A montre que ∆∆G est en moyenne une fonction croissante de la taille N .
En effet, plus N est grand, plus le nombre de sous-structures présentes dans la structure secondaire va
être important et donc plus l’intensité des interactions stériques va être significative. La croissance est
linéaire et ∆∆G suit en moyenne la loi d’évolution
〈∆∆G〉 ≈ {3.4× 10−2N − 0.61} kBT (5.17)
Sur la figure 5.12 B, on représente la valeur moyenne sur toutes les séquences de même taille de l’énergie
libre de Sm en fonction de N avec et sans la correction. On peut remarquer que la prise en compte des
intéractions entre sous-structures augmente l’énergie libre de la structure d’environ 6% en moyenne
quelque soit N . La relation 5.17 entre ∆∆G et N est cependant biaisée par le fait que l’on regarde pour
chaque séquence la structure secondaire la plus stable à 37o C. Pour une autre température, on devrait
avoir une autre relation. Afin de s’affranchir de ce biais, on regarde la valeur de ∆∆G en fonction du
nombre de boucles nb dans une structure secondaire qui est une propriété intrinsèque de la structure
secondaire considérée (et non plus une propriété de N ou de la température). La figure 5.13 A montre
également une évolution linéaire de la correction en fonction de nb. Ce qui conforte l’idée que plus le
nombre de sous-structures est grand et plus ∆∆G sera important. En modélisant les données par une
droite affine on trouve
〈∆∆G〉 ≈ {0.47nb − 0.36} kBT (5.18)
Ainsi, en moyenne, les interactions stériques entre sous-structures reviennent à corriger l’énergie libre
donnée par un modèle standard (Turner ou brins fantômes) d’environ 0.5kBT par boucle.
On peut être plus précis et modéliser la correction stérique par une relation de Jacobson-Stockmayer
généralisée qui dépendrait de la taille de chaque boucle et du nombre de parties double-brins connectées
comme dans le deuxième paragraphe de la section précédente. On trouve par boucle une correction
〈∆∆G〉genJS ≈ {−0.56 + 0.20h+ 0.35 logNloop} kBT (5.19)
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La figure 5.13 B prouve la bonne qualité de la modélisation proposée. Pour une petite boucle en
épingle, la correction restera faible (〈∆∆G〉genJS ≈ 0.1kBT pour Nloop = 4). L’exposant 0.35 du terme
logarithmique est compatible avec les résultats observés pour une structure en altère dans la section
5.3.2 pour laquelle on observait un exposant relatif c ≈ 0.3 pour 〈∆∆G〉 dans l’intervalle 4 − 10 de
tailles de boucles (voir figure 5.8 B). Typiquement pour une boucle interne (h = 2) de taille Nloop ∼ 6,
on trouve 〈∆∆G〉genJS ≈ 0.5kBT , ce qui est environ la correction moyenne par boucle (voir équation
5.18).
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Figure 5.14 – (A) Différence d’énergie libre ∆G à 37o C pour les 200 séquences les plus
stables dans le modèle de Turner et si l’on tient compte de la correction ∆∆G (ligne rouge).
On a tracé les structures secondaires no 14 et 15. (B) Classement des structures secondaires
après correction avec ∆∆G en fonction de leur numéro (classement) initial. (C) Cartes de
contact à 37o C calculées pour les 2500 structures les plus stables avec (haut) ou sans (bas)
∆∆G. (D) Différence entre les deux cartes de contact de (C) et diagramme de la structure
secondaire la plus stable.
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5.3.4.2 Étude pour l’ARN de la particule de reconnaissance du signal humaine
Pour jauger l’impact du volume exclu sur les propriétés thermodynamiques et structurelles du re-
pliement des molécules d’ARN, on peut, pour une séquence donnée et à température fixée, évaluer
∆∆G pour toutes les structures secondaires importantes et regarder comment sont modifiées ces pro-
priétés. On étudie la séquence ARN de la particule de reconnaissance du signal humaine 2 qui est
composée de 288 nucléotides. Pratiquement, à l’aide du programme RNAsubopt [86], on génère les
2500 structures secondaires les plus stables du modèle de Turner et pour chacune de ces structures,
on évalue la correction ∆∆G. La figure 5.14 A montre l’impact du volume exclu sur les 200 premières
structures. On observe un ∆∆G moyen de l’ordre de 7kBT en accord avec les résultats de la figure 5.12
A. Si l’on classe les structures en fonction de leur énergie libre après correction (voir figure 5.14 B),
on remarque que des structures qui avaient des énergies similaires (classement proche) dans le modèle
de Turner peuvent se retrouver assez éloigné (> 2kBT ) si l’on tient compte complètement des inter-
actions stériques. Par exemple, la structure no 14 descend au 589e rang alors que les autres structures
qui avaient une énergie non-corrigée équivalente restent groupées entre la 10e et 20e position. Si l’on
compare la composition des structures secondaires no 14 et 15 (voir figure 5.14 A), on observe que les
deux ont à peu près le même nombre de boucle (22) et la même correction calculée avec l’équation
5.19 (9.9kBT pour la 14 et 9.3kBT pour la 15), donc cela n’explique pas la différence observée entre
ces deux structures. Cependant, si on les regarde plus attentivement, on remarque que la 14 semble
être plus compacte avec des parties double-brin plus courtes. Or on a vu dans la section 5.3.2 que plus
les parties double-brins entre boucles étaient petites et plus elles interagissaient stériquement. Ceci
pourrait expliquer la correction plus importante pour la 14 que pour la 15. Les figures 5.14 C et D
évaluent l’influence du volume exclu sur la probabilité de contact entre deux nucléotides calculée sur
les 2500 structures secondaires considérées. L’impact en moyenne reste limité et les plus grand écarts
en probabilité sont somme toute assez faibles (∼ 0.1).
5.3.4.3 Champ moyen des interactions stériques dans le modèle de Turner
Évaluer l’impact du volume exclu comme précédemment est cependant assez limitée. En effet,
on ne s’intéresse qu’à une petite partie des structures secondaires possibles, et même si on choisit
les plus stables, leur contribution dans l’énergie libre totale est seulement de l’ordre de 10%. Que
se passe-t-il pour les autres structures participant aux 90% restants ? De plus, d’un point de vue
numérique, cela va prendre beaucoup de temps pour calculer les ∆∆G sans toutefois être sûr de bien
décrire l’ensemble thermodynamique. Ainsi, pour étudier l’impact du volume exclu sur une gamme
plus large de taille de séquences de manière plus efficace, on inclut, dans le modèle de Turner, la
correction dûe aux interactions stériques entre sous-structures par un champ moyen. Comme ∆∆G
est en moyenne une fonction linéaire croissante du nombre de boucles rencontrées dans la structure
secondaire (voir équation 5.18), il suffit de rajouter à tous les paramètres de nucléation de boucle de
Turner une correction de 0.5kBT (soit environ 0.3 kcal/mol) et d’utiliser ces nouveaux paramètres dans
des programmes spécialisés tels que RNAfold [86]. On se sert de cette correction plutôt que de celle
donnée par l’équation 5.19 car elle est plus facile à incorporer dans RNAfold, néanmoins, les conclusions
de l’étude réalisée ci-dessous ne devraient pas changer de manière significative si l’on considérait l’autre
correction.
Pour les mêmes séquences aléatoires que celles de la section 5.3.4.1, on évalue l’impact du volume
exclu sur les propriétés thermodynamiques et structurelles à T = 37o C (la température d’étude la
plus couramment utilisée) , à T = 80o C (une température proche de la température de dénaturation
des molécules) et à T = 130o (une température où les molécules sont en grande partie dénaturées)
à l’aide de RNAfold et RNAeval [86]. Pour chaque séquence, chaque température et chaque jeu de
paramètres, on calcule la probabilité Θ qu’un nucléotide soit apparié, l’énergie libre ∆Gtot de l’ensemble
2. La particule de reconnaissance du signal est un complexe protéine-ARN qui, chez les eukaryotes, reconnaît et cible
des protéines spécifiques du réticulum endoplasmique.
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thermodynamique, la structure secondaire Sm la plus stable, ainsi que son énergie libre ∆G(Sm).
Tout d’abord, on trouve qu’à 37o C, la correction moyenne 〈∆∆G〉 = 〈∆Gmoy(Sdefm )−∆Gdef (Sdefm )〉
(où def fait référence aux résultats obtenus avec le jeu de paramètres par défaut et moy à ceux obtenus
avec le jeu modifié) est égale (à 99.7±0.3% près) à celle obtenue avec le traitement complet du modèle
sur réseau (voir équation 5.18). Cela valide donc notre approximation de champ moyen.
On s’intéresse ensuite à l’influence de la correction stérique sur les propriétés thermodynamiques.
La figure 5.15 A illustre la déstabilisation engendrée par le volume exclu entre sous-structures. A 37o
C, elle reste néanmoins assez faible (〈Θmoy − Θdef 〉 ∼ 0.01) et quasiment indépendante de N . A 80o
C, l’impact des effets stériques est nettement plus fort (〈Θmoy − Θdef 〉 ∼ 0.06) car on est proche de
la température de dénaturation et les fluctuations sont donc plus importantes. A 130o C, l’impact
redevient plus faible (〈Θmoy−Θdef 〉 ∼ 0.02) car les structures secondaires majoritaires sont composées
de moins de sous-structures.
La figure 5.15 B représente l’écart moyen entre ∆Gtot calculée avec ou sans la correction stérique.
Comme pour ∆∆G, on observe une croissance linéaire avec N : plus la séquence est grande, plus les
interactions stériques sont importantes. A 37 et 80o C, les corrections sont comparables. A 130o C par
contre, la correction est plus faible mais, si l’on regarde l’écart relatif à la valeur moyenne par défaut
de l’énergie libre (voir encart dans la figure 5.15 B), on observe qu’il est tout de même considérable.
Finalement, on étudie l’influence des interactions entre sous-structures sur la prédiction de la struc-
ture la plus stable. Pour chaque structure aléatoire étudiée, on compare la structure secondaire native
prédite par le jeu de paramètres par défaut et celle prédite par le jeu de paramètres modifié. Pour cela,
on évalue la sensibilité SE et la spécificité SP (voir section 5.2.1) de Smoym par rapport à Sdefm . La
figure 5.16 montre la distribution de probabilité de SE et SP pour les différentes tailles de séquences
considérées à 37o et 80o C (à 130o C, dans tous les cas Sm est l’état dénaturé, donc SE = SP = 1
à chaque fois). A 37o C, pour toutes les tailles étudiées, on observe une assez bonne correspondance
entre Smoym et Sdefm avec près de 80% des séquences qui ont une sensiblité et une spécificité supérieure
à 0.8. Ainsi, en moyenne, pour cette température, les effets de volume exclu sur la prédiction de la
structure la plus stable restent faibles, même si les cas où SE ≤ 0.1 (soit une structure secondaire
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totalement différente) existent (∼ 2 − 3%). A 80o C, la situation est complètement différente. Alors
que pour N . 200 les deux structures sont encore assez proche, pour des tailles plus grandes, la dis-
tribution des sensibilités est centrée autour de 0.5. Ainsi, en moyenne, près de 50% des paires de bases
diffèrent entre Smoym et Sdefm . La distribution des spécificités montre qu’une bonne partie (∼ 40%) des
structures ont une spécificité supérieure à 0.8. Cela indique que les différences observées entre Smoym et
Sdefm sont souvent dûes à une déstabilisation de certaines parties double-brins à cause des interactions
stériques. Cependant, un ensemble non négligeable de séquences (∼ 10 − 20%) exhibe une sensibilité
et une spécificité assez faible (≤ 0.3) ce qui atteste dans ce cas d’une faible correspondance entre Smoym
et Sdefm .
En conclusion, on peut dire que, comparé à l’effet de l’incertitude sur les paramètres (voir section
3.2.6), les effets du volume exclu entre sous-structures restent assez faible en moyenne sur les prédictions
thermodynamiques et structurelles à 37o C. Même s’il existe une probabilité non négligeable que les
prédictions faites par un programme standard (qui ne tient pas compte des interactions stériques
entre sous-structures) soient faussées, surtout pour la structure la plus stable (l’effet sur les propriétés
thermodynamiques comme Θ est moindre). Ces effets deviennent plus fort à des températures proche
de la température de dénaturation où les fluctuations sont importantes. Pour des séquences petites
(N < 100), on peut raisonnablement être sûr que les effets de volume exclu ne perturberont pas trop
les prédictions des programmes standard (RNAfold, Mfold), mais pour des séquences plus grandes, il
faut être à chaque fois très prudent par rapport à leur utilisation directe. Notons également que nous
avons discuté ici d’effet moyen et que certains comportements comme celui observé dans le paragraphe
précédent ne sont pas décrits par la correction moyenne.
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sentées pour ∆Gtc = 0kBT (à gauche) et −10kBT (à droite). (B,C) Carte des distances
(distance moyenne entre deux nucléotides) pour ∆Gtc = 0kBT (B) et −10kBT (C). La
légende des couleurs est donnée au milieu des deux figures (en unité b).
5.4 Interactions tertiaires
Un des avantages du modèle sur réseau par rapport aux approches standard est sa définition tridi-
mensionnelle. Dans cette section, nous étudions l’effet d’interactions tertiaires sur le repliement d’une
molécule d’ARN. En particulier, nous considérons l’action d’un contact tertiaire spécifique (section
5.4.1) ou d’interactions stériques avec l’extérieure (section 5.4.2).
5.4.1 Interactions spécifiques de contact
Le repliement de l’ARN est en partie hiérarchique : sous des conditions typiques (en température et
en concentration en sel), le simple brin se replie d’abord pour former la structure secondaire. Puis, si la
concentration en sel est assez forte, des contacts tertiaires entre les éléments de la structure secondaire
s’établissent et donnent naissance à la structure tertiaire complètement repliée [211, 212]. Les catégories
de contacts tertiaires spécifiques sont nombreuses [213] et la plupart de ces contacts sont fortement
sensibles à la concentration en cations salins (spécialement Mg2+ [211, 214]). Un exemple de contact
tertiaire est l’interaction tetraloop/recepteur tetraloop (T/Tr) présente dans le domaine P4-P6 du
ribozyme groupe I de Tetrahymena [215, 216, 217] (voir figure 5.18 A). Elle connecte la tetraloop L5b
(une boucle en épingle GAAA) et son récepteur J6a/b (une boucle interne UAA/AU).
Pour être le plus général possible, on étudie la séquence modèle
T/Trn = GGCGA3GCCAnGCGUAACGC4GCGAUCGC (5.20)
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Figure 5.18 – (A) Structure secondaire du domaine P4-P6 du ribozyme groupe I de
Tetrahymena tirée de Ref.[215]. (B) Différence d’entropie de conformations ∆S entre les
états compactes et l’ensemble des états en fonction de la taille n du lieur. (Encart) Intensité
∆Gotm de l’interaction T/Tr à la transition de compactification (équivalent à Tm pour la
dénaturation) en fonction de ∆S. (C) Taux Vc/Vnc de compactification des volumes en
fonction de la différence d’entropie ∆S.
où n nous autorise à faire varier la taille du lieur entre la tetraloop et son récepteur (voir figure 5.17 A).
On suppose qu’il y a formation d’un contact T/Tr quand les deux sous-structures sont assez proches
l’une de l’autre. Arbitrairement, on choisit une distance de b entre les barycentres de la tetraloop et
de son récepteur (ce choix n’affecte pas les observations générales que l’on va faire par la suite). Les
simulations ont été réalisées à une température faible (273 K) où la structure secondaire native est
majoritaire en utilisant les mouvements élémentaires décrits dans la section 4.3.2. La figure 5.17 A
montre la compactification globale du complexe au fur et à mesure que l’on augmente l’intensité ∆Gtc
de l’interaction T/Tr. Cette évolution du rayon de giration est caractéristique d’une transition à deux-
états. Les figures 5.17 B et C représentent l’effet de la compactification au niveau des distances entre
nucléotides. Quand l’intéraction tertiaire est nulle, seuls les nucléotides appartenant aux mêmes double-
brins sont en moyenne proches. La distance entre les nucléotides de la tetraloop et du récepteur est
de l’ordre de 5b. Par contre, quand la compactification a lieu, on observe une diminution significative
de cette distance (∼ 2b) et que les parties double-brins vont préférentiellement être parallèle. Ceci
concorde avec les observations expérimentales faites sur le domaine P4-P6 du ribozyme groupe I de
Tetrahymena [215, 216].
Pour chaque taille n du lieur, on estime la fraction r de conformations sur le réseau dont la distance
entre les barycentres de la tetraloop et du récepteur est plus petite que b (c’est à dire, les conformations
qui peuvent être impliquées dans une interaction T/Tr). A l’aide de r, on définit la différence d’entropie
de conformation entre les états compacts et l’ensemble des étatss par ∆S = kB log r. La figure 5.18 B
montre l’évolution décroissante de ∆S en fonction de n. Ainsi, plus le nombre de nucléotides entre la
tetraloop et le récepteur est important, plus la probabilité de former un contact T/Tr est faible. On
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Figure 5.19 – Conformations possibles d’une structure secondaire composée de 900 nts
confinée dans une sphère de rayon 8b équivalent à une densité ρ = 0.3 (A) ou non-confinée
(B).
vérifie également que la valeur de ∆Gtc à la transition de compactification (∆Gotc) est égale à T∆S.
Autrement dit, l’énergie minimale de contact pour avoir la moitié des conformations avec un contact
T/Tr vaut le coût entropique de passer d’une structure quelconque à une structure compacte.
On peut également évaluer la niveau de compactification de la molécule en calculant le quotient
entre le volume moyen Vnc occupé quand ∆Gtc = 0 et le volume moyen Vc occupé quand ∆Gtc est
suffisamment intense pour avoir toutes les conformations compactes. On observe (voir figure 5.18 C)
une importante compactification avec une diminution de près de 50% du volume initial, conformément
aux observations expérimentales faites sur le domaine P4-P6 du ribozyme groupe I de Tetrahymena
[215].
5.4.2 Interactions stériques avec l’extérieur
In vivo, une molécule est rarement isolée et subit des interactions constantes avec l’extérieur. Nous
nous intéressons dans cette partie au cas particulier d’un confinement d’un brin d’ARN dans une
cavité sphérique. Cette situation modélise les simples brins d’ARN viraux présents dans des capsides.
En particulier, on veut estimer la perte d’entropie de conformation due au confinement dans une sphère
de rayon R (voir figure 5.19).
Tout d’abord définissons quelques notions utiles par la suite. Soit une chaîne de taille N , on définit
la densité ρ comme le quotient entre le nombre de nucléotides dans la séquence et le nombre Ns de
noeuds du réseau dans la sphère. Pour le réseau CFC, dans la maille décrite dans la figure 3.7 de
volume 23/2b3, il y a 4 noeud. D’où, dans une sphère de volume (4/3)πR3, on aura
Ns =
8π
3× 21/2
(
R
b
)3
≈ 5.924
(
R
b
)3
noeuds (5.21)
et donc une densité de
ρ ≡ N
Ns
=
N
5.924
(
b
R
)3
(5.22)
Pour estimer la perte d’entropie de conformation, on utilise les mêmes séquences aléatoires et struc-
tures secondaires que dans la section 5.3.3.2. Pour chaque structure secondaire, on évalue son énergie
de conformation à l’aide d’une version légèrement modifiée de l’algorithme de la contrainte maximale,
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pour 11 densités différentes ρ ∈ {10−5, 0.001, 0.01, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.4, 0.5}. Cette variante
consiste à choisir aléatoirement un noeud dans la sphère pour commencer la croissance d’une chaîne
et d’imposer que la conformation reste dans la sphère en fixant un potentiel infini pour une direction-
test sortant de la capside. On soustrait alors aux énergies mesurées les énergies de conformations des
structures secondaires non-contraintes afin d’obtenir ∆∆Gconf (R,S) l’énergie de confinement. La fi-
gure 5.20 illustre l’évolution en fonction de R de ∆∆Gconf moyennée sur les séquences de même taille.
A N fixé, on observe sa décroissance quand R augmente, l’influence des intéractions stériques avec
l’extérieur diminuant rapidement quand la sphère est assez grande. A R fixé, on observe une croissance
de ∆∆Gconf avec N , plus le nombre de nucléotides à confiner est important dans un volume donnée,
plus on doit fournir d’énergie.
Pour deviner de quelle manière cette énergie devrait dépendre de N et de R, faisons un argument
de Flory : 1) l’énergie élastique d’une chaîne gaussienne confinée dans une boîte de dimension typique
R est proportionnelle à N(b/R)2 si le rayon de giration de la chaîne non-confinée est grand devant R
(b
√
N >> R) [176] ; 2) le terme issu du viriel comptant pour les interactions steriques, garde sa forme
classique proportionnelle à vN/R3 où v est le volume exclu d’un segment de chaîne. Soit une énergie
totale de Flory [218]
β∆∆GFloryconf (N,R) = c1N
(
b
R
)2
+ c2N
2
(
b
R
)3
(5.23)
avec c1 un facteur géométrique et c2 ∝ v/b3. En modélisant les données par l’équation 5.23, on trouve
c1 = 1.85±0.09 et c2 = 0.04±0.01, reproduisant de manière assez fidèle le comportement observé avec
le modèle sur réseau (voir figure 5.20).
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Figure 5.20 – Énergie de confinement moyenne en fonction du rayon de la sphère pour
plusieurs tailles de brins d’ARN : N = 100 (bleu), 200 (rouge), 300 (noir), 400 (vert),
500 (cyan), 600 (mauve) et 700 (orange). Les barres d’erreur décrivent les fluctuations
de ∆∆Gconf calculées sur 100 structures différentes de même taille. Les lignes pointillées
représentent la modélisation des données par une énergie de Flory (voir équation 5.23).
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Figure 5.21 – (A) Évolution de l’énergie d’encapsidation par capsomère ∆Gvir/q (noir),
de l’énergie de confinement par capsomère ∆∆Gconf/q (rouge) et de l’énergie d’attraction
par capsomère ∆Gatt/q (bleu) en fonction du nombre q de capsomères, pour le brin d’ARN
du virus CCMV avec Γeffd = 1.68 nm afin d’avoir qopt = 32. (B) Évolution de la valeur
optimale qopt du nombre de capsomères en fonction de Γeffd pour CCMV (noir) et STNV
(rouge). Les lignes pointillées représentent la valeur qopt = 32 (noir) ou 12 (rouge).
Une application directe de cette modélisation est l’étude des virus d’ARN simple-brin. Une capside
virale de rayon interne R est communément modélisée comme l’agencement de q capsomères formées
chacune de 5 ou 6 protéines. Typiquement, une capside a une géométrie icosahédrale et est composée
de 12 pentamères plus 10× (T − 1) hexamères avec T = h2 + k2 + hk = 1, 3, 4, 7, 12, 13, ... (h, k ∈ N).
Par exemple, la capside du virus chlorotique marbré de la cornille (CCMV pour "cowpea chlorotic
mottle virus") contient q = 32 capsomères (T = 3), et celle du virus satellite responsable de la nécrose
du tabac (STNV pour "satellite tobacco necrosis virus") en contient q = 12 (T = 1). Le rayon typique
r0 d’un capsomère est donné par la conservation de la surface interne : qπr20 = 4πR
2, soit la relation
entre R et q :
R =
r0
2
√
q (5.24)
Pour CCMV (N = 3171 nts), R = 14nm et q = 32 , soit r0 ≈ 4.9nm. Pour STNV (N = 1239 nts),
R = 9.2nm et q = 12, soit r0 ≈ 5.3nm.
Soit N la taille de la molécule d’ARN encapsulée, l’énergie libre totale de la chaîne dans le virus
∆Gvir est approximée par la somme de l’énergie libre nécessaire ∆∆Gconf pour confiner le polymère
dans la sphère et de l’énergie d’interaction ∆Gatt attractive entre les parois internes de la capside et
les nucléotides du brin d’ARN [219]. Cette dernière est la résultante des forces écrantées de Coulomb
entre les résidus chargés positivement de la surface interne de la capside et la molécule d’ARN chargée
négativement [220]. La portée d’une telle interaction, notée d, est typiquement la longueur de Debye,
soit d ∼ 1 nm. Pour modéliser ∆Glatt, on effectue également un argument de Flory : le nombre moyen
de nucléotides présents dans la couronne sphérique d’épaisseur d vaut (4πR2d)×(N/R3) ∼ N(d/R). Si
l’on note Γeff la valeur absolue de l’intensité effective des interactions entre la paroi et un nucléotide
(en unité kBT ), on modélise alors l’énergie totale d’interaction par
β∆Gatt = −ΓeffN
(
d
R
)
(5.25)
En remplaçant R par son expression en fonction de q (équation 5.24), on trouve une énergie d’encap-
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sidation par capsomère de
β
∆Gvir
q
= c1
(
2b
r0
)2 N
q2
+ c2
(
2b
r0
)3 N2
q5/2
− Γeff
(
2d
r0
)
N
q3/2
(5.26)
avec c1 et c2 déterminés précédemment et b la constante du réseau.
Pour calculer la valeur de ∆Gvir/q, on a besoin tout d’abord d’estimer une valeur réaliste pour b.
Pour cela, considérons une structure secondaire de taille N . Soit ΘN le nombre de nucléotides appariés
(avec Θ ∼ 0.6 , voir section 3.2.6.2), elle sera alors composée d’environ NΘ/2 segment en double-hélice
et de N(1 − Θ) segment simple-brin. Sachant que le volume d’un segment de paires de bases vaut
environ 1.35 nm3 et si l’on suppose que celui d’un segment simple-brin en vaut la moitié, le volume
total occupé par la molécule sera d’environ (0.7nm3)N (pour Θ = 0.6). Or sur le réseau, segments
double-brin et simple-brin occupent le même volume b3/
√
2, d’où un volume total occupé sur réseau
de 0.5b3N . En égalant les deux, on trouve un taille équivalente de b ∼ 1.1 nm. Cela correspond, pour
les virus CCMV et STNV, à une densité équivalente sur réseau de ρ ∼ 0.3.
La figure 5.21 A montre l’évolution de ∆Gvir/q, ainsi que de ∆∆Gconf/q et ∆Gatt/q, en fonction de
q, pour CCMV. La valeur de q pour laquelle ∆Gvir/q est minimale est fonction de Γeffd et représente
le nombre optimal de capsomères pour la taille de molécule à encapsuler. En dérivant l’équation 5.26,
on trouve
qopt =
( 4c1b2
3r0Γeffd
)
+
√(
4c1b2
3r0Γeffd
)2
+
(
20c2b3
3r20Γeffd
)
N
2 (5.27)
Connaissant la valeur de qopt pour certains virus comme CCMV (32) ou STNV (12), on peut remonter
à la valeur de Γeffd qui correspond à ces minima. On trouve typiquement une valeur de 1.6 nm
(voir figure 5.21 B), en accord en ordre de grandeur avec des estimations issues de la théorie des
polyélectrolytes [220].
5.5 Conclusion
5.5.1 Bilan
Dans cette partie, nous avons introduit un modèle sur réseau semi-quantitatif du repliement de
l’ARN, dont les paramètres ont été systématiquement dérivés à partir de données expérimentales
portant sur des molécules courtes via le modèle de Turner. Comme ce dernier, le modèle inclut des
paramètres locaux dépendants de la séquence pour décrire les énergies libres de formation d’un segment
de paire de bases, d’une fourche,etc. ; mais ne résout pas la structure (hélicale ou dénaturée) interne
des brins au niveau des bases, du squelette sucre-phosphate ou des atomes. Cependant nos résultats
peuvent servir d’entrée à des programmes qui génèrent des conformations atomistiques à partir de
structures secondaires [141, 144].
Le modèle sur réseau et celui de Turner étant définis à la même échelle, les paramètres similaires
sont facilement identifiables. Nous avons montré en détail, quelles étaient les corrections à apporter aux
paramètres de Turner pour tenir compte de l’entropie de conformation des structures secondaires sur le
réseau, en groupant et en énumérant, pour des cas simples, le nombre de microétats (ou de conforma-
tions sur réseau) correspondants (il serait d’ailleurs intéressant d’étendre ce schéma systématique de
paramétrisation à des représentations 3D plus complexes). D’un point de vue pratique, la paramétrisa-
tion et la simulation du modèle sur réseau est grandement facilité par un nombre de simplifications et
d’unifications que nous avons apportées au modèle de Turner sur la base de considérations physiques.
En particulier, nous avons dérivé des paramètres unifiés pour les termes de fourches et de nucléation
de boucles qui sont indépendants de la nature de la boucle (interne, en épingle, etc.). Il est également
possible via une transformation de jauge adéquate de s’affranchir du terme non-local de nucléation.
Ces considérations devraient aussi s’appliquer à des modèles comme Kinefold ou Vfold qui mixent
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paramètres de Turner et entropies de conformations estimées indépendamment. Les paramètres et le
pouvoir de prédiction de ces approches devrait pouvoir évoluer avec la description standard considé-
rée. Des tests simples pour vérifier la cohérence interne de leur paramétrisation seraient d’obtenir des
comportements similaires pour différentes versions des paramètres de Turner et de faire des prédictions
invariantes par transformation de jauge dans le modèle de Turner.
Grâce à sa définition tridimensionnelle, le modèle sur réseau tient compte d’effets génériques im-
portants comme les effets de connectivité et de volume exclu entre tous les éléments d’une structure
secondaire. Ce sont des ingrédients essentiels pour le traitement de structures complexes comme les
pseudo-noeuds ou les boucles multiples. A titre de comparaison, Vfold, bien qu’ayant une meilleure
résolution spatiale de la structure interne et donc décrivant a priori plus précisément ces effets géné-
riques, est limité à un petit nombre croissant d’architectures, et Kinefold tient compte uniquement de
la connectivité (voir annexe 6.6). Après une validation de notre approche sur des exemples simples,
nous avons testé le pouvoir de prédiction du modèle sur réseau sur des structures complexes comme les
ARNs de transferts et les pseudo-noeuds. Alors que les applications spécialisées (Nupack, pknotsRG)
sont légèrement plus performantes sur la prédiction des états natifs de séquences avec pseudo-noeuds,
le modèle sur réseau, tout en fournissant une description systématique et complète, possède une bonne
fiabilité quelque soit le type de structure étudié. Actuellement, la limitation principale pour la prédic-
tion des propriétés thermodynamiques de repliement est le temps de calcul nécessaire pour déterminer
Ω(S) pour des séquences hétérogènes de taille supérieure à 80 nts. Plus la séquence est longue, plus
l’espace des configurations devient important (croissance exponentielle avec N [20, 174]) et plus la
conformation courante a tendance à rester piéger longtemps dans des minima secondaires, le schéma
dynamique utilisé (mouvements de chaînes plus méthode multi-histogramme) n’étant plus adapté à un
échantillonnage efficace de l’espace des configurations. Une solution envisageable est l’utilisation d’un
algorithme cinétique (voir section 5.5.2.2).
En comparaison avec des approches standard comme RNAfold ou Nupack qui utilisent des relations
de Jacobson-Stockmayer généralisées, il n’y a pas, dans le modèle sur réseau, de paramètres libres pour
décrire l’entropie de conformation de la molécule repliée. Au contraire, notre représentation gros-
grain tridimensionnelle nous permet de prédire les contributions génériques (polymériques) à l’énergie
libre non-locale de formation de boucle ∆gloop, pour des structures secondaires arbitraires, et, grâce à
l’algorithme de croissance de chaîne que nous avons développé pour échantillonner les conformations
ayant la même structure secondaire (la méthode de la contrainte maximale), nous pouvons traiter
des séquences jusqu’à environ 5000 nts. De plus, il nous est possible de paramétrer des équations de
Jacobson-Stockmayer utilisables par les approches standard. En particulier, nous avons dérivé une
expression pour ∆gloop qui tient compte, par un champ moyen, des interactions stériques de la boucle
avec l’ensemble des éléments de la structure, alors que classiquement, les méthodes traitant le repliement
au niveau structure secondaire, par manque de données ou de modélisation, ne considèrent que l’effet
des interactions stériques internes à la boucle.
Nous avons également estimé l’importance de tenir compte rigoureusement du volume exclu sur
la prédiction des propriétés de repliement. L’impact général est une déstabilisation de la molécule
car le traitement complet des interactions stériques réduit l’espace accessible à la structure et donc
l’entropie de conformation. A des températures où les structures majoritaires sont fortement repliées
(à 37o C par exemple), l’effet est assez faible en moyenne car c’est l’appariement des nucléotides qui
domine. Cependant il existe une partie non négligeable de séquences dont les prédictions sont fortement
perturbées (notamment pour la structure la plus stable). Quand on s’approche des températures ty-
piques de dénaturation (∼ 80o C), l’effet devient plus important (même pour l’évaluation de propriétés
thermodynamiques globales comme Θ). A titre de comparaison, nous avons étudié la propagation des
incertitudes sur les paramètres de Turner dans les résultats calculés par RNAfold. A 37o C, nous avons
constaté une assez bonne fiabilité des prédictions pour les petites séquences (< 100 nts). Par contre,
pour des séquences plus longues, le niveau d’incertitude est contrasté suivant l’observable considérée :
pour les propriétés thermodynamiques globales (comme Θ), le niveau de confiance est assez bon ; pour
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les propriétés thermodynamiques locales (comme la carte des contacts), il est moyen ; alors que pour
propriétés mettant en jeu un petit nombre de structures (comme la structure la plus stable), il est assez
faible. Cela soulève, comme pour la dénaturation de l’ADN, la question de la fiabilité des méthodes
de prédiction de structures secondaires. Une amélioration de celle-ci passera forcément par un perfec-
tionnement de la paramétrisation des données de Turner. Ainsi, pour l’étude d’une séquence donnée à
l’aide des approches standard, il est préférable d’inclure la correction de volume exclu que nous avons
paramétrée à l’aide du modèle sur réseau et d’effectuer une analyse des erreurs pour estimer la fiabilité
que l’on peut avoir dans les prédictions réalisées.
Enfin, nous avons tiré profit de la définition tridimensionnelle du modèle sur réseau pour étudier
l’impact sur le repliement d’interactions tertiaires comme l’interaction spécifique tetraloop/recepteur
tetraloop ou le confinement dans une sphère. En particulier, nous avons interprété l’énergie libre
moyenne nécessaire pour confiner une structure secondaire par une modélisation de Flory qui nous
a permis de discuté l’énergie d’encapsidation d’une molécule d’ARN dans une capside virale et d’es-
timer l’intensité caractéristique des interactions attractives entre les parois internes de la capside et
l’ARN. Cependant, l’équation 5.23 ne décrit pas les différences observées entre différentes structures
secondaires de même taille. Il serait intéressant de quantifier ces différences par l’intermédiaire d’une
énergie de Flory qui dépendrait des propriétés de la structure secondaire comme le nombre de boucles,
leur taille, la longueur des parties double-brins,etc, dans la même esprit que les relations de Jacobson-
Stockmayer. De telles considérations permettraient de comparer de manière systématique l’énergie de
confinement de séquences virales à celle de séquences aléatoires de même composition [174] et d’étudier
comment la structure secondaire évolue en réponse à un confinement. De plus, au lieu de considérer
le repliement d’une molécule à l’intérieur d’une sphère, on pourrait également étudier l’énergie d’une
molécule entourée de sphères afin de simuler l’environnement encombré d’une cellule.
Une partie de ce travail (présentation du modèle et test du pouvoir de prédiction) a abouti à la
publication d’un article dans Journal of Chemical Physics [221].
5.5.2 Perspectives
5.5.2.1 Interactions non-spécifiques
Une des forces du modèle sur réseau est sa définition au niveau tertiaire qui nous a permis d’étu-
dier l’effet d’interactions tertiaires de contact spécifiques entre éléments d’une même structure ou l’effet
d’interactions stériques avec l’extérieur (voir section 5.4). Un autre type d’interactions tertiaires par-
ticulièrement intéressant est celui des interactions non-spécifiques. Par exemple, la stabilisation des
capsules d’ARN viraux est en partie assurée par des interactions attractives non-spécifiques entre les
nucléotides du brin d’ARN et les protéines formant la capsule, ainsi qu’entre les nucléotides eux-même
[220, 219, 218]. Ou bien, la compactification des structures tertiaires est réalisée en partie par des
interactions ARN-ARN dont l’intensité est pilotée par la concentration en magnésium [211, 222].
Prenons par exemple le cas des interactions non-spécifiques entre nucléotides d’un même brin.
Pour une structure secondaire S fixée, chaque conformation C sur réseau représentant S peut être
caractérisée par son rayon de giration RG(C) et le nombre total de contacts Nc(C) entre nucléotides
occupant des sites voisins sur le réseau. Une approche possible pour étudier l’effet de ces interactions
sur le repliement est de déterminer ΩS(rg, nc) le nombre de conformations C pour lesquelles RG(C) = rg
et Nc(C) = nc. Il sera alors possible d’étudier la compactification de la structure en fonction de l’énergie
ǫc d’interaction par contact en regardant, par exemple, la quantité
〈RG〉S(ǫc) =
∑
(rg ,nc)
rgΩS(rg, nc) exp[−βncǫc]∑
(rg ,nc)
ΩS(rg, nc) exp[−βncǫc] (5.28)
Reste à estimer ΩS(rg, nc). Une première méthode consiste à enregistrer durant une simulation avec la
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méthode de la contrainte maximale pour S l’histogramme
NS(rg, nc) =
∑
{Ci/(RG(Ci)=rg ,Nc(Ci)=nc)}
W (Ci) (5.29)
alors on devrait avoir ΩS ∝ NS . Cependant l’algorithme génère assez peu de conformations compactes
car d’une part leur nombre est faible et d’autre part car ils ont une énergie de pliage totale élevée.
Ainsi la statistique pour les éléments de ΩS correspondant à des faibles rayons de giration et des grands
nombres de contacts sera mauvaise et ne permettra pas de bien décrire la transition de compactification.
Pour améliorer cette statistique, l’idée est de biaiser la construction des conformations avec un poids
proportionnel à l’inverse de ΩS(rg, nc) de manière à obtenir un histogramme NS(rg, nc) plat, afin de
s’assurer que tous les états seront visités avec la même fréquence. Pour les schémas dynamiques, une
méthode puissante pour évaluer une densité d’état en rendant plat un histogramme est l’échantillonnage
multi-canonique [223]. Pour une distribution quelconque π, on a vu dans la section 4.3.1 qu’on pouvait
l’échantillonner en utilisant la règle d’acceptance 4.14 pourvu qu’on ait à notre disposition un moyen
symétrique de passer d’une configuration du système à une autre. L’histogramme Nπ des configurations
visitées résultant sera alors proportionnelle à la densité d’état Ω multipliée par la distribution π. Une
estimation de Ω est alors donnée par Nπ/π. Le principe de la méthode multi-canonique est le suivant :
on commence en prenant la distribution π0 = 1 (ce qui revient à faire de l’échantillonnage simple),
une simulation nous donne accès à Nπ0 . Puis on refait une simulation mais pour une distribution
π1 = π0/Nπ0 qui est l’estimation suite à la première simulation de l’inverse de Ω. Puis on réitère
le processus πn = πn−1/Nπn−1 tant que l’histogramme courant Nπn n’est pas plat. Une fois plat
cela signifie que toutes les configurations ont été visitées à la même fréquence et donc que 1/π vaut
bien Ω. Ainsi cette méthode est un excellent moyen d’évaluer des densités d’état à l’aide de schémas
dynamiques. L’adaptation de cette idée aux schémas statiques PERM a été développée par Bachmann
et Janke [224, 225]. Elle consiste à rajouter un biais proportionnel à l’inverse de Ω lors du choix des
directions de croissance et de modifier le poids en conséquence. Coupler cette méthode avec celle de
la contrainte maximale pour les structures secondaires permettait ainsi d’estimer ΩS et donc d’évaluer
〈RG〉S(ǫc) avec l’équation 5.28 pour estimer l’impact d’une interaction locale non-spécifique sur le
compactification de la molécule.
5.5.2.2 Cinétique de repliement
Dans toute l’étude que nous avons menée dans cette partie, nous avons supposé que le repliement
de l’ARN était décrit à l’équilibre thermodynamique. Cette hypothèse est celle postulée par la plupart
des programmes ou méthodes traitant du repliement et, bien sûr, facilite les calculs et les prédictions
des observables (par rapport à un traitement hors-équilibre). Cependant sa validité dans les processus
de repliement in vivo parait contestable. En effet, d’une part, l’espace des configurations devenant
vite très complexe, même pour des "petites" séquences, la molécule va être piégée dans des minimas
secondaires ; d’autre part, in vivo, la majorité des ARN (comme les pré-ARN messagers au moment de
la transcription) se replient au fur et à mesure de leur création [226]. Etudier la cinétique de repliement
est donc une étape importante dans le compréhension du phénomène de repliement.
Plusieurs approches basées sur le modèle de Turner traitent de la cinétique du repliement de l’ARN
(pour un passage en revue de ces différentes méthodes voir [227]). Principalement, elles décrivent la
cinétique avec une équation maîtresse dans l’espace des structures secondaires (voir annexe 6.11)
d
dt
PS(t) =
∑
S′ 6=S
[
k(S ′ → S)PS′(t)− k(S → S ′)PS(t)
]
(5.30)
où PS(t) est la probabilité d’observer la structure secondaire S au temps t et k(S → S ′) > 0 le taux
de transition entre S et S ′. Généralement k(S → S ′) 6= 0 uniquement si le passage de S à S ′ se fait
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par l’ouverture ou la fermeture d’une (ou d’un petit nombre de) paire de bases. Communément, on les
définit via une équation d’Arrhenius
k(S → S ′) = k0 exp
{−β [∆G∗(S,S ′)−∆G(S)]} (5.31)
où k0 est l’inverse de l’échelle de temps typique du problème, déterminée par comparaison avec l’ex-
périence et ∆G∗(S,S ′) est l’énergie libre de l’état de transition entre S et S ′.
Le modèle sur réseau peut alors être utilisé pour évaluer les énergies de transition, par exemple, en
échantillonnant l’espace des états en couplant les mouvements élémentaires décrits dans la section 4.3.2
à un algorithme de type Wang-Landau [228], ou en estimant ∆G∗(S,S ′) à l’aide de la méthode de la
contrainte maximale. Cependant, ces utilisations du modèle sur réseau, (qui ont un intérêt notamment
pour le calcul des entropies de conformation de structures quelconques, en particulier de celles pour
lesquelles il n’existe pas de relations de Jacobson-Stockmayer, comme les pseudo-noeuds), sont limitées
en pratique à des petites séquences (N < 30− 40 nts).
Pour essayer de repousser cette limite de taille, nous avons développé un algorithme de Monte-Carlo
basé sur la méthode de biais configurationnel [229, 178] qui est une schéma mixte entre l’approche
dynamique et l’approche statique. L’idée consiste à décrire le repliement d’une molécule comme un
processus stochastique où le passage entre deux conformations consécutives se fait par l’ouverture ou
la fermeture d’une paire de bases ou d’un segment de paires de bases : soit Co la conformation courante
représentant la structure secondaire So et soit Wo son poids de Rosenbluth, on génère tout d’abord
aléatoirement une nouvelle structure secondaire Sn en ouvrant ou fermant une paire de base à partir de
So, puis en utilisant le méthode de la contrainte maximale avec l’échantillonnage de Rosenbluth (voir
section 4.4.2), on construit une conformation Cn de poids Wn. La nouvelle conformation est accepter
avec une probabilité (voir annexe 6.11)
acc(Co → Cn) = min
{
1, exp (−β [∆Glatt(Sn)−∆Glatt(So)])×
(
Wn
Wo
)
×
(No
Nn
)}
(5.32)
avec ∆Glatt(S) = hlatt(S) − Tslatt(S) l’énergie libre sur réseau de S et No le nombre de structures
secondaires voisines que l’on peut atteindre directement depuis So.
Reste à valider la méthode en particulier en la comparant à des résultats expérimentaux afin
d’évaluer le temps caractéristique correspondant à un pas de Monte-Carlo. Une fois notre approche
cinétique entérinée nous espérons l’appliquer avec succès à des séquences longues d’ARN pour étudier
l’influence de la vitesse de transcription d’un brin d’ARN sur son repliement, ou l’importance de pièges
cinétiques (minima secondaires) lors du repliement de molécules complexes.
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Conclusion générale
Pour conclure, dans une première partie, nous avons étudié la dénaturation de l’ADN, par l’inter-
médiaire de deux modèles au niveau structure secondaire, le modèle de Poland-Scheraga et celui de
Zimm-Bragg, puis, dans une deuxième partie, nous nous somme intéressé au repliement de l’ARN par
l’intermédiaire d’un modèle gros-grain de la structure tertiaire, le modèle sur réseau. Dans chacun des
cas abordés, de nombreuses perspectives s’offrent à nous afin de poursuivre, d’approfondir ou d’ap-
pliquer les méthodes développées. Ces deux parties ont été l’occasion d’introduire de nombreux outils
théoriques, numériques ou d’analyse que nous avons utilisés pour étudier les prédictions des modèles
considérés.
Lors du développement ou de l’utilisation des approches introduites dans ma thèse, notre idée
directrice était de faire des modèles génériques qui s’appliquent à une grande classe de séquences, et qui
donnent des résultats quantitatifs par comparaison avec l’expérience. En particulier, bien qu’appliquer
soit à l’ADN soit à l’ARN, les différents formalismes utilisés peuvent s’étendre à l’un comme à l’autre.
De plus, dans chaque partie, nous avons toujours pris un soin particulier à discuter des incertitudes
sur les résultats en partie dûes aux erreurs inhérentes à la paramétrisation de ces modèles.
Toutes les approches introduites dans ma thèse modélisent une configuration d’un acide nucléique
comme l’agencement de parties double-brins et de parties dénaturées ou non-appariées (comme les
boucles). La spécificité locale de l’ADN et de l’ARN y est décrite par des interactions de plus proche
voisin (appariement et empilement). Par contre, les interactions non-locales (principalement les énergies
de formation des boucles) sont considérées à des niveaux de modélisation différents. Le modèle sur
réseau, grâce à sa définition tridimensionnelle, tient compte des interactions de volume exclu interne
et externe à une boucle. Le modèle de Poland-Scheraga néglige ou approxime les effets stériques entre
boucles. Alors que le modèle de Zimm-Bragg omet aussi les interactions internes à une boucle.
Pourquoi dès lors utiliser ces deux derniers modèles si on a à notre disposition une approche plus
rigoureuse du volume exclu ? Une réponse pragmatique serait l’accélération significative des temps de
calcul. Quels sont alors les conséquences de telles approximations sur la fiabilité des résultats ? On a vu
que négliger les interactions steriques entre sous-parties pouvaient avoir un impact important sur les
courbes de dénaturation d’un brin d’ARN prédites par le modèle de Turner. Comment justifier dans ce
contexte que le modèle similaire de Poland-Scheraga décrive aussi bien la dénaturation de l’ADN si il ne
tient pas compte rigoureusement du volume exclu ? Une raison possible serait la plus faible importance
des interactions stériques dans un double-brin partiellement dénaturé que dans un simple-brin replié
sur lui-même. En effet, la présence de boucles multiples dans les structures ARN rend ces structures
topologiquement plus compactes et donc sujettes à plus d’interactions de volume exclu. De même, qu’en
est-il pour l’approximation faite dans le modèle de Zimm-Bragg ? Le bon accord entre les prédictions
de ce modèle et ceux du modèle de Poland-Scheraga, montre qu’elle se justifie totalement dans le cadre
de l’étude de longues séquences génomiques, les effets d’hétérogénéité de séquence prédominant sur
la mauvaise estimation de l’entropie de conformation des bulles. Ainsi, même si le modèle sur réseau
reste le modèle le plus complet, les deux autres approches sont justifiées et efficaces dans leur domaine
d’étude respectif.
Pour augmenter encore le degré de modélisation des effets de volume exclu, la prise en compte de
la structure interne des parties double-brins et simple-brins semble être une étape décisive. Une idée
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possible serait d’utiliser le canevas du modèle gros-grain de Vfold et de lui appliquer le formalisme
systématique que nous avons développé pour paramétrer et simuler le modèle sur réseau. Une telle ap-
proche permettrait de traiter plus rigoureusement les interactions stériques et de mieux rendre compte
de la structure tertiaire d’une molécule. Le prix à payer serait bien évidemment une augmentation
sensible du temps de calcul.
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Chapitre 6
Annexes
6.1 Algorithme de Fixman-Freire pour le modèle de Poland-Scheraga
Simplification des relations de récurrence
On simplifie tout d’abord les relations de récurrence 1.13, 1.14 et 1.15 en posant
Z∗f (α) = exp
(
−β
α−1∑
i=1
∆gNN (i, i+ 1)
)
Zf (α) (6.1)
Z∗b (α) = exp
(
−β
N−1∑
i=α
∆gNN (i, i+ 1)
)
Zb(α) (6.2)
Z∗sf (α) = exp
(
−β
α−1∑
i=1
∆gNN (i, i+ 1)
)
Zsf (α) (6.3)
On obtient alors les relations
Z∗f (α+ 1) = e
−β∆gNN (α,α+1)Z∗f (α) + σ0(α)
α−2∑
α′=2
(α− α′)−cZ∗f (α′) + σ1(α) (6.4)
Z∗b (α) = e
−β∆gNN (α,α+1)Z∗b (α+ 1) + σ0(α− 1)eβ∆gNN (α−1,α)
×
N∑
α′=3
(α′ − α− 1)−ce−β∆gNN (α′−1,α′)Z∗b (α′)
+σ2(α)e
β∆gNN (α−1,α) (6.5)
Z∗sf (α) = σ
α−2∑
α′=2
(α− α′)−cZ∗f (α′) + σ¯(α− 1)c
′
eβω1 (6.6)
avec
σ0(α) = σe
−β∆gNN (α,α+1)
σ1(α) = σ¯e
−β∆gNN (α,α+1)+βω1(α− 1)c′
σ2(α) = σ¯e
−β∆gNN (α−1,α)+βωN (N − α)c′
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Approximation de Fixman-Freire
On remplace alors les termes de la forme x−c par
∑I
k=1 ake
−bk x dans les relations de récurrence
précédentes et on introduit de nouvelles variables définies par (1 ≤ i ≤ I)
ebiα eµi(α) ≡
α−2∑
α′=2
ebiα
′
Z∗f (α
′) (6.7)
e−biα eνi(α) ≡
N∑
α′=α
e−biα
′
e−β∆gNN (α
′−1,α′)Z∗b (α
′) (6.8)
Comme on a
Z∗f (α) = e
µi(α) − e−bi eµi(α−1) (6.9)
Z∗b (α) = e
β∆gNN (α−1,α)
[
eνi(α) − e−bi eνi(α+1)
]
(6.10)
Z∗sf (α) = σ
I∑
k=1
ake
−2bkeµk(α−2) + σ¯(α− 1)c′eβω1 (6.11)
Les µi et νi vérifient alors les relations de récurrence
µi(α+ 1) = µi(α) + log(A+B + C +D) (6.12)
νi(α) = νi(α+ 1) + log(A
′ +B′ + C ′ +D′) (6.13)
avec
A = e−bi B = e−β∆gNN (α,α+1)
(
1− e−bi eµi(α−1)−µi(α))
C = σ0(α)
∑I
k=1 ake
−2bkeµk(α−2)−µi(α) D = σ1(α)e
−µi(α)
A′ = e−bi B′ = e−β∆gNN (α−1,α)
(
1− e−bi eνi(α+2)−νi(α+1))
C ′ = σ0(α− 1)
∑I
k=1 ake
−2bkeνk(α+3)−νi(α+1) D′ = σ2(α)e
−νi(α+1)
L’algorithme finale consiste donc à résoudre les relations de récurrence 6.12 et 6.13, d’en déduire les
Z∗f , Z
∗
b et Z
∗
sf grâce aux équations 6.9, 6.10 et 6.11, puis de remonter aux Zf , Zb et Zsf en inversant les
relations 6.1, 6.2 et 6.3, enfin de calculer p(α), Z (équations 1.16 et 1.17) pour finalement en déduire
Θint (Eq.1.18), ∆Gint (Eq.1.19), ∆G0 (Eq.1.8), Θext (Eq.1.10) et Θ (Eq.1.11).
Conditions initiales des récurrences
Pour résoudre les équations 6.12 et 6.13, on définit les conditions initiales des récurrences. Comme
Z∗f (2) = e
−β∆gNN (1,2) (6.14)
Z∗f (3) = e
−β[∆gNN (2,3)+∆gNN (1,2)] + σ¯e−β[∆gNN (2,3)−ω1] (6.15)
Z∗f (4) = e
−β[∆gNN (3,4)+∆gNN (2,3)+∆gNN (1,2)] + σ¯e−β[∆gNN (3,4)+∆gNN (2,3)−ω1]
+σ¯2ζ−1e−β[∆g
0
NN (3,4)−ω1] (6.16)
Z∗b (N) = 1 (6.17)
Z∗b (N − 1) = e−β∆gNN (N−1,N) + σ¯eβωN (6.18)
Z∗b (N − 2) = e−β[∆gNN (N−2,N−1)+∆gNN (N−1,N)] + σ¯e−β[∆gNN (N−2,N−1)−ωN ]
+σ¯2ζ−1eβωN (6.19)
159
Température
Ab
so
rb
a
n
ce
Tm
0
0.5
1
1−
Θ
Température
A(T)
A     (T)
A    (T)pré
post
(a) (b)
Figure 6.1 – (a) Exemple typique de courbe expérimentale d’absorbance en UV A(T )
(ligne noire). Les fonction linéaires pré- et post-transitionnelles Apré et Apost sont tracées
en rouge. (b) Courbe 1−Θ après traitement de la courbe expérimentale.
On trouve
µi(2) = log
[
Z∗f (2)
]
(6.20)
µi(3) = log
[
Z∗f (3) + e
−biZ∗f (2)
]
(6.21)
µi(4) = log
[
Z∗f (4) + e
−biZ∗f (3) + e
−2biZ∗f (2)
]
(6.22)
νi(N) = log
[
Z∗b (N)e
−β∆gNN (N−1,N)
]
(6.23)
νi(N − 1) = log
[
e−β∆gNN (N−2,N−1)Z∗b (N − 1) + e−bie−β∆gNN (N−1,N)Z∗b (N)
]
(6.24)
νi(N − 2) = log
[
e−β∆gNN (N−3,N−2)Z∗b (N − 2) + e−bie−β∆gNN (N−2,N−1)Z∗b (N − 1)
+e−2bie−β∆gNN (N−1,N)Z∗b (N)
]
(6.25)
6.2 Exploitation des courbes expérimentales de dénaturation obte-
nues par absorbance d’UV
Dans cette annexe, nous expliquons la méthode classique [17] pour traiter les courbes expérimentales
d’absorbance en UV afin d’obtenir des données comparables avec la probabilité 1 − Θ qu’une paire
soit ouverte, calculée à partir du modèle de Poland-Scheraga, du modèle de Turner ou du modèle
sur réseau. L’absorbance des UVs est très souvent utilisée pour étudier la dénaturation thermique des
molécules d’acides nucléiques. Cette technique expérimentale est basée sur le principe qu’une paire
fermé a une absorbance beaucoup plus faible qu’une paire ouverte. Elle décrit ainsi la probabilité
1−Θ. La figure 6.1 (a) montre une courbe typique d’évolution de l’absorbance A(T ) des UV par une
solution d’oligomères courts d’ADN en fonction de la température. Dans le régime pré-transitionnelle,
on observe une légère augmentation linéaire de l’absorbance (caractérisée par la fonction Apré) à cause
d’une faible perturbation de l’empilement moyen dans la double-hélice. Après la transition, on observe
également une augmentation linéaire de l’absorbance (caractérisée par Apost) à cause du désempilement
progressif des bases des simples brins [230]. Pour retrouver 1−Θ à partir des données expérimentales,
il faut donc éliminer ces effets linéaires à basses et hautes températures avec (voir figure 6.1 (b))
1−Θ = A(T )−Apré(T )
Apost(T )−Apré(T ) (6.26)
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6.3 Pertinence d’une modélisation
Soit {xi, yi} N données (avec une déviation standard σi) et y(x; a1, ...aM ) leur modélisation qui
dépend des M paramètres {a1, ..., aM} déterminés par exemple grâce à la méthode du chi2 [93]. Quand
le modèle est linéaire par rapport aux paramètres, la probabilité Q pour que le chi2 soit plus grand
qu’une valeur particulière χ2 par chance est donnée par
Q = gammainc(0.5ν, 0.5χ2) =
∫ +∞
χ2/2 e
−ttν/2−1dt∫ +∞
0 e
−ttν/2−1dt
(6.27)
avec ν = N −M le nombre de degré de liberté et
χ2 =
N∑
i=1
(
yi − y(xi; a1, ..., aM )
σi
)2
(6.28)
Il est assez commun (et vérifié en général) de considérer que Q a aussi un sens pour les modèles non
strictement linéaire par rapport aux {aj}.
Quantifier si le modèle choisi permet de décrire fidèlement les données observées peut se faire
par l’intermédiaire de Q : i)si Q est trop petit (< 0.01 − 0.1), la modélisation est probablement
mauvaise ; (ii) par contre, Q proche de 1 est la signature d’une bonne modélisation. Si les barres
d’erreurs expérimentales sont grandes, cela aura pour effet de diminuer χ2 et donc d’augmenter Q.
Ainsi, il est plus facile d’avoir un "bon" modèle qui reproduit bien les observables quand les barres
d’erreurs des données sont importantes.
6.4 Distributions de probabilité dans le cadre de l’analyse thermody-
namique des génomes
Distributions aléatoires des propriétés génomiques le long de la séquence
Pour une distribution aléatoire des paires de bases codantes dans la séquence, le nombre de paires
de bases fermées qui correspondent effectivement à une paire codante vaut
N rV P = Nferm ×
Ncodant
N
= %CDS ×Nferm (6.29)
où Nferm est le nombre total de paires fermées et Ncodant = %CDS ×N = N rV P +N rFN le nombre de
paires codantes. Ainsi
βr =
N rTP
Ncodant
=
Nferm
N
(6.30)
De même,
N rFN = %CDS × (N −Nferm) (6.31)
N rV N = (1−%CDS)× (N −Nferm) (6.32)
N rFP = (1−%CDS)×Nferm (6.33)
soit
αr ≡ N
r
V N
Nnon−codant
= 1− βr (6.34)
τ r ≡ N
r
V P +N
r
V N
N
= %CDS × βr + (1−%CDS)αr (6.35)
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De plus, le système
N = NV P +NFP +NV N +NFN (6.36)
Nferm = NV P +NFP (6.37)
Ncodant = NV P +NFN (6.38)
Nτ = NV N +NV P (6.39)
donne
NV N =
1
2
(Nτ +N −Ncodant −Nferm) (6.40)
NV P =
1
2
(Nτ −N +Ncodant +Nferm) (6.41)
d’où, en remplaçant τ par ∆τ + τ r et en utilisant les équations 6.30-6.41, on trouve
∆α ≡ α− αr = NV N
(1−%CDS)N − α
r =
∆τ
2(1−%CDS) (6.42)
∆β ≡ β − βr = NV P
%CDS ×N − β
r =
∆τ
2%CDS
(6.43)
Chevauchement de deux distributions gaussiennes
Soit deux distributions gaussiennes P1(x) et P2(x) :
Pi(x) =
1
wi
√
2π
exp
[
−(x− xi)
2
2w2i
]
(6.44)
avec xi et wi la valeur moyenne et l’écart-type de la distribution Pi. Le chevauchement entre les deux
distributions est quantifiable par l’intermédiaire de l’intégrale de recouvrement
I =
∫
P1(x)P2(x)dx (6.45)
=
1√
w21 + w
2
2
exp
[
− (x1 − x2)
2
2(w21 + w
2
2)
]
(6.46)
Dans le cadre de l’analyse thermodynamique des génomes, si on pose 1 = cod, 2 = reste et x = Tm,
on reconnaît dans l’expression 6.46 de I (argument de l’exponentielle) le paramètre de chevauchement
OTm = ∆T/
√
w2cod + w
2
reste. Ainsi, plus OTm sera petit et plus le chevauchement I sera important.
Théorème de Bayes
Soit x et y deux variables aléatoires, la probabilité jointe P (x, y) d’avoir x et y se décompose comme
le produit de la probabilité conditionnelle P (y|x) d’avoir y sachant x et de la probabilité a priori P (x)
d’avoir x, soit
P (x, y) = P (y|x)P (x) (6.47)
De même, on a aussi
P (x, y) = P (x|y)P (y) (6.48)
D’où, en égalant les deux équations 6.47 et 6.48, on obtient la relation entre les deux probabilités
conditionnelles, appelée théorème de Bayes :
P (x|y) =
[
P (x)
P (y)
]
P (y|x) (6.49)
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6.5 Dénaturation de l’ADN surenroulé
Modèle de Benham
Dans le modèle de Benham, pour chaque état de la molécule d’ADN, l’invariant topologique α (la
différence en nombre de raccordement) peut être décomposé en trois contributions :
– la dénaturation de no paires de bases relaxe l’hélicité par un facteur −no/A où A = 10.4 bp/tour
est le nombre moyen de paires de bases présents dans un tour de la double-hélice ;
– les régions dénaturées correspondantes peuvent s’enrouler sur elles-mêmes générant un twist
global T ;
– le pliage et l’enroulement des parties double-brins sont compris dans la différence résiduelle
d’enroulement αr.
L’invariance de α impose
α = −no
A
+ T + αr (6.50)
La description des énergies d’association et de dénaturation des paires de bases est fournie par le
modèle de Zimm-Bragg (voir section 2.1), et donc par l’Hamiltonien HZB défini par l’équation 2.2.
Pour les régions dénaturées, la grande flexibilité des simples-brins d’ADN leurs permet de s’entortiller.
L’énergie associée au twist τi (en radian/bp) d’une paire de bases ouvertes i vaut
Htw(θi, τi) = C
2
(1− θi)τ2i (6.51)
avec θi = 0 (1) si i est ouverte (fermée) et C la rigidité de torsion qui vaut environ 3.1kBT [123]. Les
twists individuels τi sont reliés au twist global T par la relation
T =
∑
i
(1− θi) τi
2π
(6.52)
Pour les parties double-brins, il a été trouvé expérimentalement que les déformations superhélicales
induisaient une énergie quadratique en αr
Hr = K
2
α2r =
K
2
(
α+
no
A
− T
)2
(6.53)
avec no =
∑
i(1− θi) le nombre total de paires de bases ouvertes et K ≈ 2220kBT/N [123].
L’Hamiltonien total du système vaut alors
H({θi, τi}) = HZB({θi}) +Hr(no, {τi}) +
N∑
i=1
Htw(θi, τi) (6.54)
et la fonction de partition
Z =
∑
θ1=0,1
...
∑
θN=0,1
∫ +∞
−∞
dτ1...
∫ +∞
−∞
dτN exp [−βH({θi, τi})] (6.55)
=
∑
{θi}
Q(no) exp [−βHZB({θi})] avec (6.56)
Q(no) =
([
2π
βC
]no 4π2C
4π2C +Kno
)1/2
exp
( −2π2βCK
4π2C +Kno
[
α+
no
A
]2)
(6.57)
où le passage entre la première et la deuxième ligne a été obtenu en intégrant sur les τi [124]. A partir
de l’équation 6.56, on définit un Hamiltonien effectif
Heff = HZB +H∗(no) (6.58)
qui ne dépend plus que des θi et où l’on a posé H∗ ≡ −kBT logQ. Ainsi, calculer la valeur moyenne
thermodynamique d’une observable ne dépendant que des θi pour l’Hamiltonien total revient à la
calculer pour Heff .
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Approximation de champ moyen
Pour résoudre le système avec l’Hamiltonien Heff , on fait une approximation de champ moyen
qui nous permettra d’utiliser directement la méthode rapide des matrices de transfert. On développe
H∗(no) autour d’une valeur typique n¯o :
H∗(no) ≈ H∗(n¯o) + (no − n¯o)∂H
∗
∂no
(n¯o) (6.59)
Sous cette approximation, l’Hamiltonien effectif prend la forme typique d’un modèle d’Ising
Heff ({θi}, n¯o) ≈ H∗(n¯o) + (N − n¯o)h+
N∑
i=1
[(∆gNN (i, i+ 1)− 2γ) θiθi+1 + (2γ − h) θi] (6.60)
où h = (∂H∗/∂no)(n¯o) est le champ moyen. Pour une certaine valeur de n¯o, on peut donc estimer, avec
la méthode des matrices de transfert (voir section 2.1.2), 〈no〉 la valeur moyenne thermodynamique
de no correspondant à l’Hamiltonien défini par l’équation 6.60. Pour être auto-consistant, la meilleure
approximation de champ moyen sera obtenue en résolvant
〈no〉(n¯o) = n¯o (6.61)
Résoudre cette dernière équation revient à recherche la racine de la fonction
f(h) = h−
(
∂H∗
∂no
)
(〈no〉(h)) (6.62)
car (∂H∗/∂no)(no) est une fonction monotone de no.
Pour des valeurs fixées de la température et de la différence d’enroulement, la racine de f(h) est
estimée efficacement en couplant la méthode de la bissection à celle de Newton-Raphson [93]. Sachant
que l’évaluation de la fonction f requière un appel à la méthode des matrices de transfert (O(N)),
l’algorithme de recherche de racine que nous avons implémenté requiert typiquement 10-20 évaluations
de f pour obtenir une précision relative de 10−4 sur la racine, pour N ∈ 103 − 106 bp. Une fois la
meilleure valeur de h déterminée, on calcule les propriétés que l’on désire étudier pour le séquence
considérée.
6.6 Descriptions de quelques approches basées sur le modèle de Tur-
ner
Nous décrivons ici les approches auxquelles nous avons comparé le modèle sur réseau dans le chapitre
5 et qui sont basées également sur le modèle de Turner.
RNAfold
RNAfold fait partie du package ViennaRNA développé par Hofacker, Studler, Schuster et colla-
borateurs [231, 86]. Il fournit la structure la plus stable sans pseudo-noeud prédite par le modèle de
Turner classique [85] (voir section 3.1.1) et mesure la carte des contacts, soit la probabilité pour chaque
paire de nucléotides d’être appariée, ainsi que l’énergie libre totale. Par défaut, il utilise la version 3.0
des paramètres de Turner. On présente par la suite le principe des algorithmes utilisés par RNAfold
(j’ai délibérément choisi une version simple où l’énergie des boucles multiples ne dépend pas de la taille
de la boucle, ni du nombre de parties double-brins connectées).
Le calcul de la structure la plus stable est réalisé à l’aide d’un algorithme récursif développé par
Zuker et Stiegler [232]. L’algorithme consiste pour chaque sous-séquence Si,j (formée par les nucléotides
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Figure 6.2 – (A) Description des 3 situations possibles pour les sous-structures de Si,j
avec i et j appariés. (B) Pareil que A mais pour une sous-structure quelconque. Les figures
sont extraites de [232].
compris entre i et j, 1 ≤ i < j ≤ N) à calculer W (i, j) l’énergie minimale parmi toutes les structures
possibles de Si,j et V (i, j) l’énergie minimale parmi les structures possibles de Si,j pour lesquelles i et
j sont appariés. Si i et j ne sont pas complémentaires, V (i, j) = +∞. D’après les 3 situations possibles
pour V (i, j) (voir figure 6.2 A), on a
V (i, j) = min
{
∆Ghp(i, j), min
i<i′<j′<j
[
∆Gint(i, j; i
′, j′) + V (i′, j′)
]
,
min
i+1<i′<j−2
[
W (i+ 1, i′) +W (i′ + 1, j − 1) + ∆gml
]}
(6.63)
avec ∆Ghp(i, j) l’énergie libre de la boucle en épingle fermée en i et j, ∆Gint(i, j; i′, j′) l’énergie libre
du segment de paires, de la boucle interne ou de la boucle latérale compris entre les paires i − j et
i′ − j′ et ∆gml l’énergie libre de nucléation d’une boucle multiple. De même pour W (i, j) (voir figure
6.2 B)
W (i, j) = min
{
W (i+ 1, j),W (i, j − 1), V (i, j), min
i<i′<j−1
[
W (i, i′) +W (i′ + 1, j)
]}
(6.64)
L’énergie minimale pour la séquence entière est alors donnée par W (1, N). Pour retrouver la structure
la plus stable, il suffit à chaque étape du calcul de W et V de garder en mémoire quels termes étaient
le plus petit et de reconstruire ainsi les paires appariés. La complexité de l’algorithme est O(N4) mais
en limitant la taille maximale des boucles, on peut la réduire à O(N3).
Le calcul de la carte des contacts et de l’énergie libre est également fourni par un algorithme
récursif développé par McCaskill [233]. Il consiste à évaluer récursivement la fonction de partition
Q(i, j) calculée sur toutes les structures de Si,j et Qb(i, j) la fonction de partition évaluée uniquement
sur les structures où i et j sont appariés. Si i et j ne sont pas complémentaires, Qb(i, j) = 0. En faisant
le même raisonnement que pour la détermination de la structure la plus stable, on obtient
Qb(i, j) = exp [−β∆Ghp(i, j)] +
∑
i<i′<j′<j
Qb(i′, j′) exp
[−β∆Gint(i, j; i′, j′)]
+
∑
i+1<i′<j−2
Q(i+ 1, i′)Q(i′ + 1, j − 1) exp [−β∆gml] (6.65)
Q(i, j) = Q(i+ 1, j) +Q(i, j − 1) +Qb(i, j) +
∑
i<i′<j−1
Q(i, i′)Q(i′ + 1, j) (6.66)
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A B C
Figure 6.3 – (A) Pseudo-noeud simple formé de deux hélices a−a′ et b−b′ et de 3 parties
intercalées u, v et w qui peuvent avoir une structure interne. (B) Appariement entre deux
boucles en épingle. (C) Interaction entre 3 hélices. Les figures sont issues de [200].
On peut alors en déduire la probabilité P (i, j) pour que i et j soient appariés par la relation de
récurrence
P (i, j) =
Q(1, i− 1)Qb(i, j)Q(j + 1, N)
Q(1, N)
+
∑
i′<i<j<j′
P (i′, j′)
Qb(i, j)
Qb(i′, j′)
{
exp
[−β∆Gint(i′, j′; i, j)]+
exp [−β∆gml]
[
Q(i′ + 1, i− 1) +Q(j + 1, j′ − 1) +Q(i′ + 1, i− 1)Q(j + 1, j′ − 1)]}(6.67)
La compléxité de cet algorithme est aussi en O(N4).
RNAfold ainsi que certains autres programmes du package ViennaRNA sont accessibles sur le web
à l’adresse http ://rna.tbi.univie.ac.at/.
Nupack et pknotsRG
Ces deux algorithmes permettent d’étudier le repliement de l’ARN au niveau structure secondaire
avec la possibilité d’avoir des pseudo-noeuds. Dans les deux cas, seules certaines classes de pseudo-
noeuds sont considérées. Par exemple pour pknotsRG, on se limite aux pseudo-noeuds avec uniquement
deux parties double-brins enchevêtrées (voir figure 6.3 A) où les parties u, v et w peuvent avoir une
structure interne mais ne peuvent pas interagir avec d’autres parties de la structure secondaire totale
(des pseudo-noeuds comme l’appariement entre deux boucles en épingles ou l’interaction à trois hélices
ne sont donc pas pris en compte, voir figure 6.3 B et C). Nupack, développé par Dirks et Pierce [201],
et pknotsRG, développé par Reeder et Giegerich [200], utilisent, comme RNAfold, des algorithmes
récursifs pour traiter le problème du repliement. Ils introduisent, de plus, des relations de Jacobson-
Stockmayer généralisées pour décrire l’énergie libre de formation d’un pseudo-noeud. Les paramètres
de ces relations sont évalués de telle sorte que les algorithmes prédisent la structure native de pseudo-
noeuds connus [210] comme les signaux viraux de décalage du cadre ouvert de lecture. Le reste de
l’énergie d’une structure est décrit par les paramètres de la version 3.0 du modèle de Turner.
Nupack permet en O(N5) de calculer la structure la plus stable et la carte des contacts, alors que
pknotsRG n’évalue que la structure la plus stable en O(N4).
Nupack et pknotsRG sont accessibles sur le web respectivement à http ://www.nupack.org/ et
http ://bibiserv.techfak.uni-bielefeld.de/pknotsrg/.
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A B C
Figure 6.4 – (A) Vecteurs virtuels représentant le squelette d’un nucléotide. (B,C) Confor-
mations possibles sur le réseau du diamant d’une boucle en épingle (B) ou d’une boucle
latérale (C). Les figures sont issues de [132].
Vfold
Vfold est un modèle développé par Cao et Chen [132, 151, 152] qui permet de calculer la structure
la plus stable, la carte des contacts et l’énergie libre totale en se limitant, dans sa version la plus ré-
cente, aux structures standard (sans pseudo-noeud) ou avec H-pseudo-noeuds simples (voir figure 5.11).
L’algorithme consiste, comme les modèles précédents, en une récurrence sur des fonctions partielles en
O(N5).
L’originalité de ce modèle vient de la description de l’énergie d’une structure. Alors que les énergies
locales (comme l’association de segments de paires de bases, les fourches, les dangles, l’empilement
coaxial, le capping) sont fournies pas l’ancienne version 2.3 des paramètres du modèle de Turner [167],
les énergies de conformation des boucles (il n’y a pas de terme pour décrire la nucléation) sont calculées
à l’aide d’une modélisation gros-grain de la structure tertiaire. Pour un type de boucle donné, Cao et
Chen énumèrent le nombre de conformations Ω représentant cette boucle. L’énergie de formation de la
boucle est alors donnée par ∆gloop = −kBT log(Ω/Ω0) avec Ω0 le nombre de conformation d’un simple
brin dénaturé de même taille que la boucle.
La modélisation gros-grain consiste à décrire un nucléotide non apparié par deux vecteurs virtuels
(voir figure 6.4 A). Une boucle est alors représentée par un chemin auto-évitant des vecteurs virtuels
sur le réseau du diamant. Le choix de ce réseau est motivé par ses angles de torsion qui sont les mêmes
que les états rotationnels isomériques gauche+, trans et gauche− des polymères. La jonction entre
les parties double-brins et les boucles est modélisée en représentant la double-hélice sur le réseau du
diamant en prenant les sites du réseau les plus proches des coordonnées atomiques réelles (voir figure
6.4 B et C). Ainsi Ω est calculé en comptant le nombre de chemin auto-évitant sur ce réseau.
Vfold n’est pas accessible en libre service sur le web.
Kinefold
Kinefold est un modèle au niveau structure secondaire développé par Isambert et Siggia [138, 140].
Il ne se restreint pas à certains types de structures comme les modèles précédents et peut a priori décrire
n’importe quelle structure (comme le modèle sur réseau). Comme dans Vfold, les énergies locales sont
données par la version 2.3 des paramètres du modèle de Turner. Pour calculer l’énergie de conformation
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A CB
Figure 6.5 – (A) Modélisation par des tiges rigides (lignes noires) et des chaînes gaus-
siennes (lignes colorées) d’une structure secondaire. (B) Haut : les 8 sous-structures pos-
sibles dont on peut calculer exactement l’entropie de conformation. Bas : représentation
sous forme d’un polymère réticulé où chaque sous-structure est modélisée par un "net" ; les
contraintes entre sous-structures sont représentés par des ressorts gaussiens. (C) Schéma
de la transition entre les structures i et j. Les figures sont issues de [138, 139]
d’une structure (pas de nucléation comme dans Vfold), chaque partie double-brin est modélisée par
une tige rigide de longueur appropriée (2.5Åpar segment de paires) et les régions non-appariés par
une chaîne gaussienne de longueur de Kuhn de 1.5 nm (2.5 bases) (voir figure 6.5 A). L’entropie de
conformation est alors évalué en deux étapes (voir figure 6.5 B) : des sous-structures sont définies pour
lesquelles on peut calculer exactement l’entropie, puis les contraintes entre ces sous-structures sont
traitées globalement comme dans un gel réticulé par une série de n− 1 intégrations algébriques avec n
le nombre de sous-structures.
L’algorithme consiste à faire évoluer cinétiquement une structure à l’aide de mouvements élémen-
taires (ouverture ou fermeture d’une ou plusieurs paires de bases). Chaque mouvement est caractérisé
par son taux de transition k± = ko exp[−β∆G±] (+ pour une formation de paires et − pour une
ouverture) avec ko ≈ 108 s−1 et où ∆G± est la différence d’énergie entre le configuration courante et
l’état de transition et se calcule à l’aide des paramètres locaux et de l’énergie de conformation décrits
ci-dessus (voir figure 6.5C). A chaque étape de l’algorithme, on calcule, pour tous les mouvements
élémentaires possibles, leurs taux de transition et on en choisit un aléatoirement proportionnellement
à son taux de transition. Cette procédure est répétée jusqu’à atteindre l’équilibre thermodynamique.
Kinefold permet ainsi d’estimer la structure la plus stable, le chemin de repliement cinétique de la
molécule et des propriétés thermodynamiques comme la carte des contacts. Il est accessible sur le web
à l’adresse http ://kinefold.curie.fr/.
6.7 Preuve par récurrence d’une propriété topologique des structures
secondaires
On veut prouver que, pour une structure secondaire quelconque comprenant ns brins, nloop boucles
et nstem parties double-brins, on a la propriété topologique
nloop = nstem − (ns − 1) (6.68)
Commençons par traiter le cas ns = 1 et montrons par récurrence sur nstem la propriété 6.68. Pour
ns = 1 et nstem = 0, on vérifie trivialement nloop = 0 = 0 − (1 − 1). Pour ns = 1, on suppose que
nloop = nstem soit vrai pour nstem ≤ n ∈ N et considérons une structure secondaire S quelconque avec
nstem = n + 1. Si toutes les boucles de la structure ne sont connectées qu’à une partie double-brin
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Figure 6.6 – (A) Exemple de décomposition en deux sous-structures a et b de la structure
totale. (B) Transformation d’une structure composée de 3 brins (chacun repéré par une
couleur différente) en une structure avec un seul brin en ajoutant un lieur simple-brin entre
les brins 1 et 2 (mauve) et un autre entre les brins 2 et 3 (cyan).
chacune, on a directement nstem = nloop. Sinon il existe une boucle connectée à au moins deux parties
double-brins. On peut donc décomposer la structure générale en deux sous-structures complémentaires
a et b telles que S = a ∪ b (voir figure 6.6 A) et auxquelles on applique l’hypothèse de récurrence et
qui donne nloop = naloop + n
b
loop = n
a
stem + n
b
stem = nstem.
Intéressons nous maintenant au cas général. Pour une structure secondaire S telle que ns > 1 et
nstem ∈ N, considérons la même structure à laquelle on rajoute des parties simple-brins reliant le brin
1 au brin 2, le brin 2 au brin 3,...,le brin ns − 1 au brin ns (voir figure 6.6 B). Cette structure S∗ est
alors formée d’un seul brin, a la même nombre de parties double-brin et ns − 1 boucles en plus (dues
aux ns − 1 liens que l’on a rajoutés) que la structure initiale. Or, pour un seul brin, on a démontré
ci-dessus que la propriété topologique 6.68 était vérifiée, soit
nstem = n
∗
stem = n
∗
loop = nloop + (ns − 1) (6.69)
6.8 Quelques notions sur les polymères
Négliger les effets stériques pour un polymère semi-rigide
A partir de quelle longueur les interactions stériques ne sont plus négligeables pour un polymère
semi-rigide ? Faisons un argument de Flory pour répondre à la question. Pour un polymère de taille N
semi-rigide défini par NK et lK , le nombre de segments et la longueur de Kuhn (NK lK = Nb, avec b la
distance entre deux monomères), l’énergie de Flory peut approximativement s’écrire comme la somme
d’un terme venant du Viriel et comptant pour les corrections de volume exclu et d’un terme entropique
gaussien [176] :
βFflory ≈ vR3
(
NK
R3
)2
+
3
2
[
R2
(NK l2K)
]
(6.70)
où v est le volume exclu d’un segment de Kuhn et R la taille typique du polymère. Les effets stériques
doivent être pris en compte quand le terme venant du Viriel devient du même ordre de grandeur que
le terme entropique purement gaussien, soit
N3 ∼ R5/(b4lK) (6.71)
Or R2 ≈ NK l2K = NblK , donc le régime gaussien n’est plus valable (et donc on ne peut plus négliger
les effets stériques) à partir de
N∗ ∼ (lK/b)3 (6.72)
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Pour un double-brin d’acide nucléique, lK/b ≈ 300bp [177], soit N∗ ∼ 107 bp. Ainsi, négliger les effets
stériques est donc largement justifié pour les molécules que nous allons étudier (Nmax ∼ 103).
Distance bout-à-bout d’un polymère semi-rigide
Soit un polymère semi-rigide de taille N << N∗, sa distance bout-à-bout carrée moyenne est définie
par
R2e = 〈‖
N∑
i=1
~ri‖2〉 =
∑
i,j
〈~ri · ~rj〉 (6.73)
avec ~ri l’orientation du ieme segment. On a donc besoin d’évaluer les facteurs de corrélation 〈~ri · ~rj〉.
Supposons par exemple i ≤ j, alors la moyenne de ~rj si {~ri, ~ri+1, ..., ~rj−1} sont fixés vaut [176]
〈~rj〉{~ri,~ri+1,...,~rj−1} fixés = 〈cosΨ〉~rj−1 (6.74)
avec Ψ l’angle entre deux segments consécutifs. En multipliant les deux côtés de l’équation précédente
par ~ri et en moyennant sur {~ri, ~ri+1, ..., ~rj−1}, il vient
〈~ri · ~rj〉 = 〈cosΨ〉〈~ri · ~rj−1〉 = b2〈cosΨ〉|j−i| (6.75)
Ce qui donne
R2e = b
2
∑
i,j
〈cosΨ〉|j−i| = b2
N∑
i=1
N−i∑
k=−i+1
〈cosΨ〉k (6.76)
= Nb2
(
1 + 〈cosΨ〉
1− 〈cosΨ〉
)
+ 2〈cosΨ〉
(
1− 〈cosΨ〉N
[1− 〈cosΨ〉]2
)
(6.77)
≈ Nb2
(
1 + 〈cosΨ〉
1− 〈cosΨ〉
)
pour N grand (6.78)
Rayon de giration d’une tige rigide
Soit une tige rigide composée de N monomères repérés par leur position ~ri = (i− 1)~r0, i = 1, ..., N
avec ||~r0|| = b. Par définition, le rayon de giration carré vaut
R2G =
1
N
N∑
i=1
‖~ri − ~rm‖2 (6.79)
avec ~rm = (1/N)
∑
i ~ri la position du barycentre de la chaîne. Donc pour une tige rigide, comme
~rm =
1
N
(
N∑
i=1
(i− 1)
)
~r0 =
N − 1
2
~r0 (6.80)
on obtient
R2G =
(N − 1)(N + 1)
12
b2 ≈ n
2
stem
12
b2 (6.81)
avec nstem = N le nombre de segments dans la tige.
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Nombre de chemins aléatoires idéaux entre deux points fixes dans un réseau CFC
On généralise l’approche développée par Dijkstra, Frenkel et Hansen dans [187] pour un réseau
cubique simple à un réseau CFC. On cherche à calculer le nombre NRW (P1;P2) de chemins aléatoires
idéaux (sans volume, ni interdiction de retour en arrière) de taille N entre deux points P1 et P2 du
réseau définis par leurs coordonnées (i1, j1, k1) et (i2, j2, k2) dans la base des vecteurs générateurs du
réseau CFC (voir figure 3.7). Si on pose
(∆i,∆j,∆k) = (i2 − i1, j2 − j1, k2 − k1) (6.82)
, calculer NRW (P1;P2) est alors équivalent à calculer NRW ((0, 0, 0); (∆i,∆j,∆k)). On note {~v1, ..., ~v12}
les 12 directions possibles sur le réseau CFC que l’on définit dans l’ordre suivant : ~v1 = (1,−1, 0),
~v2 = (−1, 1, 0), ~v3 = (0, 1,−1), ~v4 = (0,−1, 1), ~v5 = (−1, 0, 1), ~v6 = (1, 0,−1), ~v7 = (0,−1, 0),
~v8 = (0, 0,−1), ~v9 = (0, 0, 1), ~v10 = (0, 1, 0), ~v11 = (−1, 0, 0) et ~v12 = (1, 0, 0). Pour un nombre fixe de
pas al dans chacune des directions l, le nombre de chemins aléatoires vaut
NRW (a1, ..., a12) = N !∏12
l=1(al!)
(6.83)
Le 12-uplets (a1, ..., a12) (al ∈ N) devant vérifier le système d’équations
N =
12∑
l=1
al (6.84)
∆i =
12∑
l=1
alv
i
l (6.85)
∆j =
12∑
l=1
alv
j
l (6.86)
∆k =
12∑
l=1
alv
k
l (6.87)
Les relations de fermeture précédentes nous permettent alors d’exprimer a9, ..., a12 en fonction de N ,
∆i, ∆j, ∆k et les {a1, ..., a8} :
a9 = ∆k + a3 − a4 − a5 + a6 + a8 (6.88)
a10 = ∆j + a1 − a2 − a3 + a4 + a7 (6.89)
a11 =
1
2
[N − (∆i+∆j +∆k)− a1 − a2 − a3 − a4 − a5 − a6 − 2a7 − 2a8] (6.90)
a12 =
1
2
[N +∆i−∆j −∆k − 3a1 + a2 − a3 − a4 + a5 − 3a6 − 2a7 − 2a8] (6.91)
et donc
NRW ((0, 0, 0); (∆i,∆j,∆k)) =
∑
(a1,...,a8)/al∈{0,...,N}
NRW (a1, ..., a12) (6.92)
Cette dernière formule permet alors de calculer NRW (P1;P2) en O(N8) opérations.
6.9 Statistique dans les simulations de Monte-Carlo
Erreurs statistiques dans l’évaluation des valeurs moyennes
On cherche à évaluer l’erreur statistique commise lors de l’évaluation de la valeur moyenne d’une
observable A à l’aide de la formule 4.9. On utilise ici les notations définies dans la section 4.2. Pour
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faciliter les calculs, on suppose que A et le poids W sont décorrélés entre eux et que 〈A〉 = 0. Soit
NB le nombre de blocks indépendants dans la suite de micro-états {S1, ..., SN}, on pose W˜ et A˜W la
valeur moyenne de W et de AW dans chaque block. On peut alors réécrire l’équation 4.9
A¯ =
∑
block A˜W∑
block W˜
=
∑
block A˜W
NB〈W˜ 〉
(6.93)
avec 〈W˜ 〉 la valeur moyenne sur tous les blocks de W˜ . D’où
σ2A¯ =
NBσ
2
gAW
N2B〈W˜ 〉2
(6.94)
Les hypothèses faites sur A et W impose
〈A˜W 〉 = NB
N
∑
i
〈AiWi〉 = NB
N
∑
i
〈Ai〉〈Wi〉 = 0 (6.95)
Ainsi
σ2
gAW
= 〈A˜W 2〉 ≤ 〈A˜2W˜ 2〉 = 〈A˜2〉〈W˜ 2〉
≤ 〈A2〉〈W˜ 2〉 = σ2A〈W˜ 2〉 (6.96)
Il y a égalité quand toutes les mesures sont indépendantes entre elles (NB = N). En combinant
l’équation 6.94 et l’inégalité 6.96, on trouve
σ2A¯ ≤
〈W˜ 2〉
NB〈W˜ 〉2
σ2A (6.97)
Combinaison optimale de mesures indépendantes
Supposons que l’on ait plusieurs mesures indépendantes {Ai ± σi} d’une même observable A. On
veut les combiner afin d’avoir une meilleure estimation pour A :
Aest =
∑
i
wiAi (6.98)
avec
∑
iwi = 1 et wi ≥ 0. L’erreur statistique faite sur Aest vaut
σ2 =
∑
i
(∂Aest/∂Ai)
2σ2i =
∑
i
w2i σ
2
i (6.99)
avec σi l’erreur faite sur chaque mesure Ai. Pour trouver la valeur des poids {wi} qui minimise l’erreur
σ, on effectue alors une minimisation sous contrainte de I = σ2 + λ
∑
iwi par rapport aux wi (avec λ
le multiplicateur de Lagrange associé) et on obtient
∂I
∂wi
= 0 =⇒ 2wiσ2i + λ = 0 (6.100)
soit
wi =
1/σ2i∑
j 1/σ
2
j
(6.101)
Ainsi plus une mesure sera précise, plus son poids sera important.
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Distribution statistique des entrées d’un histogramme
Soit un histogramme N (x) obtenu lors d’une simulation de Monte-Carlo où x est une mesure
possible d’une observable X quelconque. Notons px la probabilité d’obtenir x à chaque fois qu’on
mesure X. Après N tot mesures, la probabilité d’avoir observé N (x) fois la valeur x est donnée par la
loi binomiale
Pbin(N (x)) =
(
N tot
N (x)
)
pN (x)x (1− px)N
tot−N (x) (6.102)
Intéressons nous à la valeur moyenne et à l’écart-type de N (x). Par définition
〈N (x)〉 =
N tot∑
N (x)=0
N (x)Pbin(N (x)) (6.103)
σ2N (x) =
 N tot∑
N (x)=0
N (x)2Pbin(N (x))
− 〈N (x)〉2 (6.104)
Or on sait que
n∑
k=0
(nk)u
kvn−k = (u+ v)n ≡ f(u, v) (6.105)
Ainsi
〈N (x)〉 =
(
u
∂f(u, v)
∂u
)
(px, 1− px) = N totpx (6.106)
σ2N (x) =
{[
u
∂
∂u
(
u
∂f
∂u
)]
(px, 1− px)
}
− 〈N (x)〉2 = N totpx(1− px) (6.107)
Soit, si px << 1, σ2N (x) = 〈N (x)〉.
6.10 Lien entre probabilités et poids de Rosenbluth dans la diméri-
sation avec biais
Pour k 6= 0, la probabilité d’avoir construit la conformation C = CA ∪ Ci vaut la probabilité d’avoir
construit la demi-conformation CA multipliée par la probabilité d’avoir générer les Ntrans conformations
à partir de CB multipliée par la probabilité d’en choisir une (Ci) parmi les kl conformations valides soit
P(CA ∪ Ci) = P(CA)× [NtransP(CB)]×
(
1
kl
)
(6.108)
Grâce à la définition du poids de Rosenbluth pour la dimérisation avec biais (équation 4.78) et à la
relation 6.108, on montre facilement par récurrence sur k que pour une conformation C de taille 2kN0,
la probabilité de construire C avec l’algorithme de la dimérisation avec biais vaut
P(C) = P
2k
0
Wk(C) (6.109)
avec P0 = NSAW (N0)/(z(z − 1)N0−1) la probabilité de générer une conformations à l’étape k = 0.
Ainsi, soit Ak le nombre d’appel à la fonction dim(k) dans la dimérisation avec biais,
Ak∑
i=1
Wk(Ci) = Ak
∑
C
P(C)Wk(C) = Ak
∑
C
P2k0 = Ak ×NSAW (2kN0)× P2
k
0 (6.110)
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De même, soit Ci,A et Ci,B les deux demi-conformations utilisées pour construire Ci
Ak∑
i=1
Wk−1(Ci,A)Wk−1(Ci,B) = Ak
∑
CA,CB
P(CA, CB)Wk−1(CA)Wk−1(CB) (6.111)
Or CA et CB sont construites indépendamment l’une de l’autre donc P(CA, CB) = P(CA)P(CB), d’où
Ak∑
i=1
Wk−1(Ci,A)Wk−1(Ci,B) = Ak
∑
CA
P(CA)Wk−1(CA)
×
∑
CB
P(CB)Wk−1(CB)

= Ak
∑
CA
P2k−10
2
= Ak × [NSAW (2k−1N0)]2 × P2k0 (6.112)
Finalement, avec les équations 6.110 et 6.112, on obtient
Pk ≡ NSAW (2
kN0)
[NSAW (2k−1N0)]2 =
∑Ak
i=1Wk(Ci)∑Ak
i=1Wk−1(Ci,A)Wk−1(Ci,B)
(6.113)
6.11 Cinétique du repliement de l’ARN
Etude avec une équation maîtresse
Dans cette annexe, on étudie quelques particularités de l’équation maîtresse 5.30 et les méthodes
pour la résoudre. A l’équilibre, PS doit tendre vers la distribution de Boltzmann PeqS = exp[−β∆G(S)]/Z.
Ainsi on a la balance détaillée
k(S → S ′)× PeqS = k(S ′ → S)× PeqS′ (6.114)
k(S → S ′)
k(S ′ → S) = exp
{−β [∆G(S ′)−∆G(S)]} (6.115)
Plusieurs choix possibles existent pour les taux de transition vérifiant l’équation 6.114. Communément,
on les définit via une équation d’Arrhenius 5.31. Là aussi, il existe plusieurs possibilités pour définir
l’état de transition. Par exemple, Zhang et Chen [234, 235] choisissent ∆G∗(S,S ′) = ∆H(S ′)−T∆S(S)
si l’on passe de S à S ′ en ouvrant une ou plusieurs paires de bases. Cela revient à dire que lors de
la création d’une paire de bases, l’énergie d’activation équivaut à la différence d’entropie entre les
deux structures, alors que lors de l’ouverture d’une paire, c’est la différence d’enthalpie qui est prise
en compte. On considère donc que le facteur limitant dans la formation d’une partie double-brin est
imposé par le changement entropique totale (principalement dominé par la diminution de l’entropie de
conformation).
Une fois choisis les taux de transition, reste à résoudre l’équation 5.30. Sa solution formelle est
~P(t) = exp[tK]~P(0) avec ~P = {PS} et K = {k(S → S ′)}. Si le nombre total de structures secondaires
est faible, une possibilité est de diagonaliser K et ainsi d’avoir accès à ~P(t) pour des temps arbitraires
[235]. Cependant dès que la séquence devient un peu longue, la taille de l’espace des états explose et
la diagonalisation de K devient numériquement délicate à effectuer. La solution couramment utilisée
est d’appliquer l’algorithme de Gillespie [236] à l’équation 5.30 qui permet de simuler des systèmes
d’équations stochastiques.
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Approche avec un biais configurationnel
Afin de dériver l’expression 5.32 de l’acceptance acc(Co → Cn) pour l’algorithme cinétique avec
biais configurationnel que nous avons décrit dans la section 5.5.2.2, reprenons le raisonnement vu pour
l’acceptance dans les schémas dynamiques (section 4.3.1). La balance détaillée impose
π(Co)P(Co → Cn) = π(Cn)P(Cn → Co) (6.116)
avec π(Co) = (1/Z) exp[−β∆Glatt(C)] où∆Glatt(C) = ∆Glatt(S(C))+κtot(C) (voir section 3.3.5), et avec
P(Co → Cn) la probabilité de transition de Co vers Cn qui se décompose en le produit de la probabilité
α de construire un mouvement entre les deux conformations et la probabilité acc de l’accepter (voir
équation 4.12). Contrairement au cas classique, α ici n’est pas symmétrique. En effet α(Co → Cn) est
égale au produit de la probabilité de générer Sn à partir de So et de la probabilité de construire Cn à
Sn fixée, soit
α(Co → Cn) =
(
1
No
)
×
(
exp[−βκtot(Cn)]
Wn
)
(6.117)
où No le nombre de structures secondaires voisines que l’on peut atteindre directement depuis So en
ouvrant ou fermant une paire de bases, et exp[−βκtot(Cn)]/Wn la probabilité de construire Cn (voir
équation 4.67). En combinant les équations 6.116 et 6.117, on obtient
acc(Co → Cn)
acc(Cn → Co) = exp (−β [∆Glatt(Sn)−∆Glatt(So)])×
(
Wn
Wo
)
×
(No
Nn
)
(6.118)
Par défaut, on choisit la solution de Metropolis pour l’acceptance, aboutissant à l’équation 5.32.
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