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In our laboratories, huge amount of data are 
taken automatically from ADCs (analog-to-digital 
converters) into computers, and distributed on the 
LAN (local-area network) and perhaps the Internet. 
The cost of data storage and distribution used to be 
negligible but is now orte of the limiting factors of 
the sizes of viable experiments. If we can compress 
data into 1/4 the original size, say, the effect will be 
tremendous. 
Here we describe a new algorithm for compress-
ing multichannel time-series data from ADCs on 
the fly into a fraction of the original size. 
Our implementation of the algorithm outper-
forms general-purpose data compression tools such 
as LHA and gzip in both speed and compression 
ratio. It will be incorporated into NIFS 's data ac-
quisition system now under development. 
Consider a time-series data stream for a partic-
ular channel consisting of a series of measurement 
values 
XQ,X1,X2, .. : ,Xt-1,Xt,... (1) 
where each Xt is an integer in the range 0 ~ Xt < 
2k for a k-bit ADC (12 ~ k ~ 16 for most of our 
purposes). 
In. compressing such a sequence, we first try to 
predict Xt from past values Xt-1, Xt-2, .•• in such a 
way that the predicted value, it= f(xt-1,Xt-2, .. . ), 
is as near the realized value Xt as possible. Our 
current implementation automatically switches be-
tween the previous value 
Xt = Xt-1 (2) 
and the linearly extrapolated value 
Xt = 2xt-1 -Xt-2 (3) 
as the prediction. Higher;..order predictions tuened 
out to be not effective for most of our data. 
If the prediction is good enough, then the resid-
uals dt = Xt - it are expected to be near zero, and 
there should be no correlations among residuals. 
Our next step is to compress the residuals by an 
entropy coding, such that the more frequently real-
ized (near-zero) values have the shorter codewords. 
Methods that quickly adapt to data are better than 
asymptotically optimal methods, because we want 
to divide the data sequence into short blocks and 
compress each block independently so as to enable 
rando:m access. We adopted the Gaussian residual 
model 
(4) 
. which has only one parameter, the variance cr2, that 
can be estimated from even a short subsequence. 
We currently use eight previous values to estimate 
the variance 
Based on this value, we calculate the probability 
distribution of dt and encode the realized dt by 
Huffinan coding. Most of these steps are performed 
by table lookups. Furthermore, noting that the vari-
ance iis monotonically related to the absolute mean 
s = (ldt-81 + ... + ldt-11) /8 (6) 
we modified the lookup tables to utilize the latter in 
place of the variance a2. This modification tends to 
increase the compressed size only very slightly. 
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