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Abstract 
Many studies on solid-liquid mixing have been dedicated to low density particles at low 
solids concentrations. In the present work, computational fluid dynamics (CFD) simulation 
and experimental methods were employed to study suspension of high density particles 
(nickel) at high solids concentration in water. The work first focused on establishing the 
velocity field in a liquid-only system and then progressed to a solid-liquid system. In the 
liquid-only system, the influence of tank geometry and simulation strategies, including 
turbulence models, on fluid flow pattern and mixing was investigated in a tank stirred by a 
Rushton turbine. The standard k-f. model gave better overall predictions of mean velocity 
fields than the k-ro and RNG k-f. models. The CFD simulation and experimental results 
obtained with the laser Doppler velocimetry (LDV) method showed that mixing time and 
homogenization energy decreased with a decrease in the impeller bottom clearance. It was 
further shown that there is a bottom clearance range in which a draft tube can aid mixing in a 
tank stirred by the Rushton turbine. 
In the solid-liquid system, a hydrofoil impeller was used to investigate the influence of 
simulation strategies, particle properties and hydrodynamic operating conditions on mixing 
features such as the off-bottom solids suspension, cloud height, solids concentration 
distribution and local particle size distribution. The simulation results were compared with 
experimental ones, in which the off-bottom solids suspension was determined visually and an 
optical attenuation technique was employed to determine the cloud height and solids 
concentration distribution. The local particle size distribution (PSD) in the tank was 
measured by a laser diffraction method. A better agreement between the simulation and 
experimental results was obtained with drag models that account for the solids loading or free 
stream turbulence than those that do not. It was shown that the Stokes law applies up to a 
diameter of 150 ~m for the nickel particles. A CFD simulation strategy for studying mixing 
of high density solids is proposed and it is shown that a CFD simulation method can be used 
to develop empirical models that predict mixing features. A CFD simulation approach that 
takes particle size into account gives predictions that are more representative of practical 
applications than the mono-size particle simulation approach. Reactor configurations and 
hydrodynamic parameters that improve mixing were identified. These can also aid optimal 
design of mixing systems. 
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1. Introduction 
Hydrodynamics and mixing efficiency in stirred tanks are important for the design of many 
industrial processes such as precipitation, flotation and biochemical processes. Smith (1990) 
reported that the lack of a fundamental understanding of the processes in stirred vessels leads 
to losses of the order of US$l 0 billion per year due non-optimal energy utilization. The 
economics of a process depends on the performance of a stirred tank with respect to mixing, 
power consumption, and rate of reactions as well as the product quality. Mixing in stirred 
tanks is driven by the impeller generated convective motion at larger scales, by turbulent 
transfer at smaller scales and down to diffusion at molecular scales (Nagata, 1975). 
In a multiphase system, hydrodynamic characteristics influence phase mixing and mass 
transfer, and these affect conversion in a reactor. Detailed information on the effects of the 
hydrodynamics on the performance of an agitated system with high density particles like 
nickel is still required for the design and operation of hydrometallurgical systems. There is a 
need to identify and quantify the operating hydrodynamic parameters that influence the 
quality of mixing, and this can be done by both experimental and simulation methods. The 
relative influence of the hydrodynamic parameters on the mixing performance of a stirred 
tank may vary with the detailed system specifications, which keep changing with time. 
1.1. General introdnction 
Experimental methods have typically been used to study the hydrodynamics in mixing tanks. 
Interpretation of the experimental data can be enhanced if there is an understanding of the 
physics of the flow. In this regard, mathematical models based on experimental data or on 
the fundamental principles of fluid flow have been employed to obtain detailed information 
on the flow field, and this enhances the understanding of the mixing mechanisms involved. 
The level of sophistication of these models ranges from a single linear equation to a complex 
non-linear set of partial differential equations. Computational fluid dynamics (CFD) method, 
which is based on partial differential equations describing fluid flow, has proved to be a 
useful tool for studies of system hydrodynamics, especially, in the last ten years. Un
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1.1.1. Experimental methods 
Measurement of mixing time and circulation time can be used to investigate the macro scale 
mixing performance of a stirred tank resulting from the bulk fluid flow. These mixing 
parameters do not account for spatial variations, which are the characteristic features of 
stirred tanks. Information on these spatial variations can be obtained by high precision 
measurement methods such as the laser Doppler velocimetry (LDV). However, this 
technique is only applicable to a translucent tank and fluid, and not suitable for most 
chemical engineering applications. These technical limitations can therefore preclude the use 
of such a method to study the influence of hydrodynamics on reactor performance in many 
practical applications. 
In solid-liquid systems, it is important to determine the distribution of the solids in the tank in 
accordance with the process requirements. Some processes require that the particles are just 
suspended off the bottom, whilst, in some processes, complete off-bottom solids suspension 
1S necessary. The analysis of these two conditions requires different experimental 
approaches, of which visual method is the simplest. The visual method is subjective but 
more adequate for determining off-bottom solids suspension than for complete suspension. 
To determine solids concentration distribution, a sampling method can be employed. 
However, the implementation of this method involves an interference with the fluid flow, and 
there are many other sources of error. Non-intrusive techniques such as the optical 
attenuation technique (OAT) and particle image velocimetry (PIV) can give more accurate 
data. The non-intrusive techniques are generally costly and their operation may require 
specialized training. Other equipment such the scanning electron-microscopy (SEM), which 
are used to measure particle morphology are equally costly. Due to the high cost of the 
equipment and the technical limitations, simulation techniques such as CFD can be employed 
for the same purpose. 
1.1.2. Simulation methods 
Successful implementation of simulation techniques depends on the computational power al 
well as the robustness of the solution algorithms. In recent years, there has been a growing 
demand for fluid dynamic simulation software due to the rapid development in computational 
technology, which has made CFD an important tool for research and design. It has been 
employed to study hydrodynamics and mixing, much of which has focused on the 
performance of axial and radial pumping impellers. The currently available computational 
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resources cannot simultaneously resolve the turbulence structures at the length scales of both 
industrial reactor and particle. Thus, the models applied in the CFD simulation need to be 
validated with experimental results. The information obtained with a validated model can 
provide some insights into flow homogeneity, and in particular, the existence of dead zones 
in the tank. 
1.2. Motivation and aim 
In a nickel reduction process, hydrogen gas must first dissolve into the bulk liquid and then 
adsorb onto the surface of the seed nickel particles before it can react with the ammoniacal 
nickel sulphate solution. The rate of the reaction, therefore, depends on the available nickel 
surface area (Willis and Essen, 2000). The mass transfer of hydrogen between nickel 
particles and the solution depends on the motion of the solids surface relative to the 
surrounding liquid. There are two ways of introducing hydrogen into the reactor; either 
below the impeller or above the liquid free surface. In both cases, hydrofoil impellers are 
typically employed for the mixing of the phases. In a case where hydrogen is introduced 
above the liquid surface (not directly into the liquid), the influence of the hydrogen on the 
impeller performance is reduced, and in that way, the system operates like a solid-liquid 
phase. This makes the solid-liquid mixing, and specifically, the solids concentration 
distribution, an important aspect of this process. However, there is no information in the 
open literature on the concentration distribution of high density solids in a stirred tank. 
1.2.1. Problem statement 
Compared to the Rushton turbine and pitched blade impellers, hydrofoil impellers have 
complex blade geometry and the flow generated by these impellers in a solid-liquid system is 
not well understood. Thus, there is a need to obtain information on the flow patterns and the 
level of homogeneity generated by the interaction of the impeller blade and the tank geometry 
as well as the fluid properties. In a solid-liquid system, these flow structures influence 
mixing both at reactor scale and at the particle scale. CFD predictions can provide 
information on the axial and radial solids concentration distributions as wen as the particle 
size distribution in the tank. Un
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1.2.2. General objective 
The main objective of the work is to apply a CFD technique to obtain detailed information on 
hydrodynamics of liquid-only and solid-liquids system and to validate the CFD simualtions 
with experimetal measurements. 
1.3. Outline 
This thesis is divided into eight chapters: 
o Chapter 2 deals with the literature review, in which flows generated by different 
impeller assemblies in single and multiphase systems are discussed. Experimental 
and simulation work on mixing and solids suspension that has been reported in 
literature is discussed. 
o Chapter 3 covers the details of the models outlined in Chapter 2. The governing 
CFD simulation equations for single and multiphase turbulent flows, and closure for 
the additional terms in these equations, are defined. 
o Experimental and simulation methods are described in Chapter 4. Methods were 
developed that correlate the typical experimental and simulation approaches to solids 
suspension studies. The LDV and OAT measurement techniques are described. 
o In Chapter 5, results and discussion for the liquid-only system are presented. The 
influence of the discretization schemes, impeller modelling and k-E turbulence model 
parameters on the flow field are investigated. Model parameters that influence fluid 
flow patterns and mixing in a tank stirred by a pitched blade impeller and the 
Rushton turbine are determined. 
o In Chapter 6, the results and discussion on solids suspension with a hydrofoil 
propeller only are presented. The conventional methods of determining the impeller 
speed required to achieve just off-bottom solids suspension and solids cloud height 
are discussed and correlated to the CFD simulation methods. Factors that affect 
solids suspension are investigated. 
o The overall conclusions are drawn in Chapter 7. 
o Chapter 8 is the list of references, after which, the appendices are given. Un
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CHAPTER 2 
2. Literature review 
Hydrodynamic characteristics in a reactor depend on factors such as physical properties of 
the fluid, the operating parameters and the reactor geometry. Often, one of the main design 
objectives is to maximize homogeneity at the minimum possible cost. In crystallization and 
precipitation processes, both solids hold-up and particle size increase with time, and these 
require an increasing amount of energy dissipation if the level of the homogeneity is to be 
maintained. On the one hand, keeping the impeller tip speed constant during the process 
results in an inefficient power utilization and on the other hand, increasing the impeller tip 
speed to keep up with the increasing load requires more complex design specifications and 
operation procedures. All these factors contribute to the process operating costs. The initial 
capital cost depends on the reactor configuration, which influences the fluid flow pattern and, 
consequently the quality of mixing. Therefore, the reactor configuration influences not only 
the initial capital cost but also the operating cost. In this regard, the optimal design and 
operation of a solid-liquid system is a field in which more work is still required. Both 
experimental and simulation approaches can be used determine the optimal design and 
operating condition for a particular application. 
Experimental hydrodynamic methods have traditionally been used to study such systems with 
the focus being either on the influence of reactor configuration and fluid properties on flow 
patterns or on mixing. An investigation into the influence of the reactor geometry and 
impeller type on flow patterns can give an insight into the quality of mixing and power draw. 
The main limitation of experimental methods is the cost involved, especially for 
measurement of turbulent fields. 
In the last two decades, developments in computer technology have resulted in increasing use 
of simulation and modelling methods. There are two major categories of process modelling: 
functional block or empirical and first principle modelling approaches. The functional block 
approach may be referred to as black box modelling. This approach treats the system as a 
black box such that there is no physical or chemical analysis of the process. In developing 
the black box models, an empirical hydrodynamic model is fitted to experimental data, from 
which the model parameters are determined. The fitted parameters may represent chemical 
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or hydrodynamic properties. These empirical models, typically defined by dimensionless 
numbers, do not resolve spatial and temporal variations in the entire domain of a stirred tank. 
In solid-liquid systems, such models can be employed to investigate the off-bottom solids 
suspension by relating the impeller speed to the vessel geometry and, properties of the 
particles and liquid. 
In the first principle approach, models are derived from the fundamental physical and 
chemical laws like mass, heat and energy balances. These can be represented by models 
based on the fundamental principles of fluid flow (such as the Navier-Stokes equation) and 
the models can have a more general application. The solution to these equations can be 
obtained by computational fluid dynamics (CFD) techniques. CFD is a first principle 
simulation model, in which the partial differential equations that describe the fluid flow are 
formulated and discretized in a control volume (for a finite volume method) and solved by 
introducing boundary conditions. The simulation domains are typically muItiphase and 
turbulent flow systems. Flows in a solid-liquid system are affected by turbulent structures 
both at the reactor scale and at the particle scale. At a reactor scale, solids distribution in a 
stirred tank depends on the bulk fluid flow resulting from the interaction between the reactor 
geometry and the impeller generated flow. At the particle scale, the intensity of the free 
stream turbulence generated by the impeller affects the flow field around the particle, and this 
influences the drag force. Further, there is an interaction between particles and eddies at the 
Kolmogoroff length scale. Such small scale mechanisms require microscopic hydrodynamic 
modelling (Torbacke and Ake, 2001), which is highly computationally demanding. 
2.1. Experimental methods 
Flows generated in stirred tanks can be either laminar or turbulent depending on the relative 
ratio of the inertial forces to viscous forces, which is represented by the impeller Reynolds 
number (Re). Many flows encountered in industrial processes are turbulent and the value of 
Re at which a system can be regarded as turbulent varies in the literature. A value of Re > 
104 is generally considered to represent turbulent flow (Tatterson, 1991). The Reynolds 
number does not account for the size or aspect ratio of the tank, which influences the 
distribution of the intensity of the turbulence in the tank. The fluid flow in tank regions 
closer to the wall and liquid surface may be laminar, depending on the ratio of the impeller 
diameter to the diameter of the tank and the tank aspect ratio. 
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2.1.1. Reactor geometry 
Mixing tanks can have a flat or profile-based bottom, and the degree of the bottom curvature 
depends on the intended operation. Flat-bottomed stirred tanks are commonly used for liquid 
systems, while dished or elliptically bottomed tanks are used in solid-liquid or solid-liquid-
gas systems to aid particle suspension. Many studies have been conducted in flat-bottomed 
tanks and with conventional impellers such as the Rushton turbine, pitched blade impeller 
and flat blade paddles (Fajner et aI., 1985; Magelli et aI., 1990; Armenante and Nagamine, 
1998; Murugesan, 2001; Kee and Tan 2002; Derksen, 2003). Relatively few studies have 
been carried out with round or dished-bottomed tanks (Barresi and Baldi, 1987; Cate et aI., 
2001; Sharma and Shaikh, 2003). It is known that round bottomed tanks enhance particle 
suspension by eliminating dead zones at the wall junctions (Sharma and Shaikh, 2003). Dead 
zones or regions of segregation can be found at the wall junctions, especially for the high 
aspect ratio tanks with flat bottoms. The main advantages of the high aspect ratio tanks 
include high volumetric loading and economy of space, and the disadvantages are the 
increased regions of segregation and hydrostatic head. In order to reduce the dead zones in 
high aspect ratio tanks, tank internals such as baffles and draft tubes are used to improve 
mixing. Configurations of the high aspect ratio tanks deviate from the standard ones, in 
which the liquid height (H) is typically the same as the tank diameter (T), for a tank stirred by 
a single impeller. The standard impeller diameter (D) and its clearance from the bottom is 
1/3T (Oldshue, 1983). Differences in the definition of the bottom impeller clearance with 
respect to the tank bottom profile and edge finishing accuracy may cause disparities in 
experimental results. Thus, many results reported in literature are not easily reproducible. 
Bajjles 
Turbulent mixing is typically carried out in baffled tanks. These tanks are usually equipped 
with four equally spaced baffles with the width of the baffle usually being 1112 to 111 0 of the 
tank diameter (Oldshue, 1983). Power consumption increases with the number of baffles, but 
a decrease in the number of baffles results in a poor mixing. Without baffles, swirl and 
central vortex formation may be experienced, which result in low shear rate, even if a high 
shear impeller like the Rushton turbine is used. Baffles change the flow patterns by 
converting part of the circumferential and radial velocity components into the axial velocity 
component. This enhances the axial circulation of the fluid, and at the same time introduces 
loops in the vicinity of the baffles. These loops can be suppressed by an increased upward 
current induced by a draft tube. In solid-liquid systems, wall off-set baffles have been 
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employed to avoid solids deposition at the junction of the baffles and the tank walls. In 
baffled tanks, the radial solids concentration gradient is lower than the axial one (Barresi and 
Baldi, 1987). 
Draft tubes 
The design parameters for a draft tube include the liquid level above the draft tube, bottom 
clearance and the ratio of draft tube diameter to that of the tank. Oldshue (1983) 
recommends that the draft tube bottom clearance should be at least one draft tube diameter. 
Draft tubes enhance the axial mixing and reduce inter-particle collision, (Cate et aI., 200 1) 
which leads to a decrease in particle attrition. The highest flow per power can be obtained by 
this device (Oldshue, 1983), especially if used in a fully baffled tank. A small draft tube 
cross-sectional area results in a high velocity in the draft tube. This leads to an increased 
head loss, which is a function of the square of the fluid velocity in the draft tube (Oldshue, 
1983). 
2.1.2. Impellers 
Impellers are classified either as axial or radial pumping, and the ones that do not fall into 
these two categories are referred to as mixed flow impellers. The axial ones are high flow 
while the radial ones are high shear impellers. The choice of an impeller influences both 
capital and operation cost in mixing processes. One major component of the capital cost is 
the gear drive, which is specified according to the required torque. The subsequent cost of 
operation depends on the power dissipated, and this is determined by the required level of 
homogenization. 
Impeller types 
The Rushton turbine is the most widely used radial pumping impeller, for which the principal 
direction of discharge is normal to the axis of rotation. The impeller is typically made of six 
vertical blades bolted to a support disc and is used in applications that require high shear 
(Oldshue, 1983). It has been extensively studied in both single phase (Oldshue, 1983; Lee 
and Yianneskis, 1998) and multiphase (Murugesan, 200 1; Guillard and Tragardh, 2003) 
systems. It has widely been used for precipitation reactions in which micro-mixing is 
required (Rielly and Marquis, 200 1). Most impeller blades and baffles influence mixing at 
the meso scale. This scale of mixing can be affected by the formation of the vortex behind 
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the impeller blade, as a result of a reduction in pressure. The vortex that forms behind 
impeller blade may be referred to as a meso vortex, which is analogous to the description of 
the mixing at the impeller blade scale (meso mixing), as has been suggested by Ranade and 
van den Akker (1994). 
Axial impellers have traditionally been employed to provide solids suspension (McKee et aI., 
1995; Armenante and Nagamine, 1998; Pattersson and Ake, 1998; Kuzmanic and Ljubicic, 
2001). The axial impellers, which include the pitched blade impeller and marine propeller, 
generate a high circulation flow. This enhances suspension of solid particles in the bulk 
liquid, and therefore increases the surface area of the particles available for mass transfer. 
The marine propeller has been employed for solids suspension by Cate et al. (2001) and 
Biswas et al. (1999). Zauner and Jones (2000) reported that a marine propeller in a draft tube 
can provide a smooth and even flow field throughout the reactor. 
Mixed flow impellers are a later generation impellers, and they include the Lightnin A315 
propeller (Bouaifi and Roustan, 200 I), Chemineer, Maxflot-T and Erato Intermig (Szalai et 
al., 2004), which have all been used for solids suspension (Bujalski et aI., 1999; Kee and Tan, 
2002; Pinelli and Magelli, 2000; Bittorf and Kresta, 2003). The Lightnin A315 propeller is 
used in systems where high circulation and high dispersive mixing are important, such as in 
gas-liquid systems (Baker, 1992; Smith et al., 2001; Lane et a1., 2005) and solid-liquid 
systems (Bujalski et al., 1999). 
Multiple impellers are used in a tank with a high aspect ratio, where a single impeller may not 
generate momentum high enough to overcome the hydrostatic head. The multiple impellers 
could all be Rushton turbines (Fajner et al., 1985; Pinelli and Magelli, 2001; Montante et al., 
2003), pitched blade impellers (Ljungqvist and Rasmuson, 2001; Montante et a1., 2001 b; Sha 
et aI., 2001a and 2001b; Sharma and Shaikh, 2003) or mixed type (Bouaifi and Roustan, 
2001). In systems where the Rushton turbine is one of the impellers used, it is a common 
practice for the lowest impeller to be a Rushton turbine (Gunkel and Weber, 1975; Bujalski et 
aI., 2002). In this type of impeller assembly, the clearance between the respective impellers 
and the clearance from the tank bottom affect their performance. 
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Impeller clearance 
Impeller bottom clearance (C) may be defined as the distance from the bottom of the vessel to 
the centre of the hub, on which a blade (or disc, for the Rushton turbine) is attached. A 
clearance that is less than a third of the diameter of the tank is regarded as low. Most studies 
have been carried out at the standard impeller clearance (one third of the tank diameter). It 
has been shown (Nienow, 1968; Montante et aI., 2001a; Wei et aI., 2001) that the impeller 
clearance does affect the fluid flow pattern. It has been reported that the flow pattern 
generated by the Rushton turbine changes from the typical two loops at a standard clearance 
to a single loop pattern at a low clearance (Montante et al., 1999; Wei et aI., 2001). At the 
same time, the discharge angle changes from the radial to axial direction (Montante et aI. 
1999). For a multiple impeller system, the optimal clearance at which there is minimal 
interference between the flow generated by the upper and lower impellers is equivalent to the 
tank diameter (Pinelli and Magelli, 2001; Bouaifi and Roustan, 2001). 
Impeller performance indicators 
Power number and pumping number are indicative of the circulation velocity and power 
draw, respectively. A retrofitting operation with constant power and impeller speed can be 
carried out to evaluate the relative influence of impeller geometry and pumping 
characteristics on the quality of mixing. It has been found that large impeller diameters are 
better for bulk mixing than large power number, small diameter ones O'Jienow, 1996). 
2.1.3. Mean and turbulent fields 
Mixing in stirred tanks is influenced by both mean velocity and turbulent fields. Detailed 
information on the impeller generated flows can be obtained by measuring the spatial 
variation of the mean velocity and turbulent fields. The variation in pressure levels arising 
from the periodic movement of the blade relative to the baffles leads to the formation of 
turbulent structures such as trailing vortices behind the rotating blades. The upward stream 
of the flow interacts with the free surface, causing a vortex along the shaft. The downward 
stream impinges onto the bottom wall and gets deflected and consequently a vortex is 
formed. These turbulence structures and the bulk fluid pattern in general, have been studied 
for decades using parameters like flow number, mixing time and power number. In 
particular, it has been reported that trailing vortices behind the impeller blades influence the 
pumping capacity of the impellers (Ranade, 1999; Ranade and Despande, 1999; Ranade and 
Tayalia, 2001). Mean flow parameters like the impeller power number, pumping number and 
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mixing time do not give detailed information on the level of turbulent field distribution and 
local pressure or concentration gradients, which affect mass transfer, and consequently 
product quality. 
The mean flow field has been measured by methods like hot wire anemometry (HW A) 
(Ewing et al., 1995); hot film anemometry (HF A) (Burmann and Pleschles, 1986; Bruun, 
1996) electrochemical probes (EP) (Deglon, 1998), laser Doppler velocimetry (LDV) (Wu 
and Patterson, 1989; Ng et al., 1998; Andersson and Rasmuson, 2000) and digital particle 
image velocimetry (DPIV) (Fan et al., 2004). The most accurate results, at a very high cost, 
are obtained with both LDV and DPIV. The Doppler technique works on the principle that 
the Doppler effect is used to determine the velocity by examining the change in light signals 
reflected by the particles in the fluid. The LDV studies have shown that the interaction 
between the upward flow stream and the free surface results in the formation of one vortex at 
the comer where the free surface and the vertical wall meet (Montante et al., 2001a) and the 
other one forms just below the region where the shaft and the free surface meet (Yianneskis 
et al., 1987; Lee and Yianneskis, 1998). Such structures affect mixing quality. 
2.1.4. Mixing and power 
Mixing influences conversion for fast reactions and the efficiency of a mixing process can be 
determined by the power draw and mixing time. A high mixing intensity results in species 
possessing interpenetrating energies that promote macro- and micro transport processes. 
Mixing is caused by a complex interaction of these structures, the fluid bulk flow and 
turbulent and molecular diffusions. The interaction can be represented by two mixing models 
that have been reported by Nienow (1996): bulk flow and turbulent models. The bulk flow 
models have been found to give shorter mixing times than the turbulent flow ones due to the 
fact that the turbulent flow models account for mixing at smaller scales, which the bulk flow 
ones do not. Some previous studies have focused on bulk flow models, using power number 
and mixing time (Nienow, 1997; Jaworski et al., 2000) to study the system homogenization. 
Mixing time can be defined as the time required to achieve a given level of homogenization 
in a tank. The mixing time at different homogenization levels can be determined by 
empirical models (Nienow, 1968; Fasano and Penny, 1991; Jaworski et al., 1996 and 2000). 
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Experimentally, mixing time can be detennined by a conductivity meter (Nienow, 1968; 
Jaworski and Pianko-Oprych, 2002; Bujalski et aI., 1999), pH meter CGuillard and Tragardh, 
2003) and decolourization method (Kuzmanic and Ljubicic, 2001). The mixing time required 
to achieve 90% homogenization (t90), for example, is the time it takes for the fluctuation of 
the response signal to be below 10% of the concentration achieved at the perfect mixing, 
which is adequate for most systems. For the decolourization method, the visual 
detennination of the point at which the colour changes can be very subjective, and this 
compromises the reproducibility of such results. This is compounded by the fact that there is 
no unanimous agreement on the level of homogeneity that the decolourization method gives. 
Kraume and Zehner (2001) took the decolourization point to be equivalent to the 95% 
homogenization level, whilst Bujalski et a1. (2002) reported that decolourization occurs at the 
90% homogenization level obtained by conductivity meter. Many authors do not report the 
level of homogenization that decolourization represents. 
It was earlier reported (Rao and Joshi, 1988) that location of the probe has no influence on 
mixing time. However, more recent studies show that the mixing time depends on the probe 
and injection locations (Otomo et aI., 2003; Guillard and Tragardh, 2003), probe size (Bouaifi 
and Roustan, 2001; Jaworski and Dudczak, 1998) and tracer concentration (Bujalski ct aI., 
1999). Guillard and Tragardh (2003) found that a shorter mixing time could be obtained with 
the top injection as compared to bottom injection. However, even with top injection, Otomo 
et a1. (2003) obtained results which varied with radial location with as much as 100%. It is 
important to consider the power required to achieve a given level of homogenization. 
Homogenization energy, which is a product of mixing time and the corresponding power 
dissipated, has been used to evaluate the efficiency of the mixing (Bouaifi and Roustan, 
2001). In a solid-liquid system, the presence of particles may dampen the turbulence 
intensity and this leads to a decrease in mixing, which is characterised by longer mixing time 
than in a particle-free liquid. Further, the resistance to the blade motion increases with an 
increase in solids loading. Very little has been reported on mixing time in solid-liquid 
systems (Bujalski et aI., 1999; Kraume and Zehner, 2001). 
2.1.5. orr bottom solids suspension and cloud height 
Solids suspension studies focus on three aspects: off-bottom solids suspension (Zwietering, 
1958), solids cloud height (Bittorf and Kresta, 2003) and solids concentration distribution 
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(Barresi and Baldi, 1987). The off-bottom solids suspension has been investigated in tanks 
stirred with single impellers (Zwietering, 1958; Barresi and Baldi, 1987; Armenante and 
Nagamine, 1998; Bujalski, 1999) and with multiple impellers (Montante et al., 2003; PileIli 
and Magelli, 2001; Wu and Pullum, 2001). Different levels of homogeneity may be required 
in a mixing tank, depending on the process, and it is on this basis that the three aspects may 
be studied independently, or in relation to one another. 
Determination of the off-bottom solids suspension 
One criterion that is typically used to investigate off-bottom solids suspension is the critical 
impeller speed (Njs) at which particles do not remain stationary at the bottom of the vessel for 
more than 1 to 2 seconds (Zwietering, 1958). It has been reported (Armenante and 
Nagamine, 1998) that Njs depends on both impeller clearance and the ratio of the impeller 
diameter to that of the vessel (D/T). Sharma and Shaikh (2003) have shown that the response 
of the Njs to a change in the impeller clearance depends on the clearance range, and identified 
three different ranges. At a low clearance, there is a higher efficiency in energy transfer from 
the impeller to the solids, and the ratio of the local energy to the overal1 energy dissipation 
per unit volume is constant. The original form of the Njs correlation as developed by 
Zwietering (1958) has limited application. The modification of this correlation by Sharma 
and Shaikh (2003) enables its wider application to different tank configurations. More 
importantly, empirical constants in the correlations should represent meaningful aspects of 
the reactor configuration and the physics of the flow. 
Cloud height 
More recently, Bittorf and Kresta (2003) developed a model that predicts the solids cloud 
height, which the authors defined as a well-defined interface that appears at the location 
where the downward velocity of the particles is exactly balanced by the upward velocity of 
the fluid at the wall. Bittorf and Kresta (2003) assumed that, once the particles have been 
lifted and prevented from settling, a force must move them away from the bottom and that 
this force depends on the wall jet. Therefore, their model was based on a relation between 
the solids cloud height and the maximum velocity in the wall jet, which is a flow created 
when fluid is blown tangentially along a wall. The determination of the cloud height does not 
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give any indication of the uniformity on the system and more information would still be 
required to determine the solids concentration distribution in the entire volume of the tank. 
2.1.6. Solids axial concentration profile 
Studies on the solids concentration distribution have been constrained by the cost of 
equipment required to obtain such data. Experimental methods have been developed to 
acquire data that is required to develop empirical or semi empirical models (Barresi and 
Baldi, 1987; Magelli et al., 1990). The quality of prediction obtained with these models 
depends on the accuracy of the experimental data. 
Measurement of solids concentration distribution 
Local solids concentration can be measured by a sampling method (Barresi and Baldi, 1987). 
However, this is an intrusive method and the sampling probe may significantly interfere with 
the liquid flow, causing measurement errors. A less intrusive method that is gaining a wide 
application is electrical resistance tomography (ERT) and positron emission tomography 
(McKee et al., 1995; Ma et al., 2001). The ERT method is an imaging technique that can be 
used to map the electrical conductivity distribution that occurs in the system. Typically, the 
ERT method is employed in multiphase systems and the conductivity distribution is as a 
result of the phase distribution. The conductivity distribution is obtained by imaging the 
system by passing current through electrodes, which are equally spaced around the internal 
circumference of the tank containing the mixture to be imaged. The major limitation of the 
ERT method is that the interference with the bulk fluid flow increases as the number of 
measurement nodes increases. The size of the electrodes limits the number (typically 8-16) 
of planes along which measurements can be taken. 
Fajner et al. (1985) developed a very simple non-intrusive optical attenuation technique. This 
method and other methods based on the same principle have been employed to investigate 
solids concentration distribution (Brucato et al., 1998a; Pinelli and Magelli, 2001). In the 
optical method, light is transmitted across the tank by a light emitting diode and received on 
the opposite side of the tank by a silicon photo diode. The amount of light passing through 
the tank depends on the quantity of particles suspended. 
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Empirical models 
The models that account for the concentration distribution are more informative than those 
that model the just off-bottom solids suspension or cloud height. Models based on the Peclet 
number (which is the ratio between convective flow and diffusion) and dimensionless 
standard deviation (cr) of the actual solids concentration profile relative to vertical 
homogeneity have been used (Magelli et al., 1990; Barresi and Baldi, 1987; Pinelli and 
Magelli, 200 I) to predict the axial solids concentration profile. The Pinelli and Magelli 
(2001) model is one dimensional, which is a reasonable approximation for flows in tall 
baffled tanks stirred by multiple impellers. This method lacks universality of application due 
to the three dimensional flow in stirred tanks. Montante et al. (2003) pointed out that cr 
varies with tank configurations, operating conditions and fluid properties, and lacks physical 
significance. 
2.1. 7. Solids suspension theories 
Solid-liquid mixing studies in the literature are based on a number of theories that 
have been put forward to describe particle suspension in stirred tanks. These theories 
relate the forces due to gravity, pressure, viscosity, inertia and turbulent structures. 
Solids suspension theories have been described by Rieger and Ditl (1994): 
• 
• 
Barresi and Baldi's (1987) work is based on the theory that the energy needed to 
suspend the particles from the bottom is proportional to the turbulent vortices; 
Mersmann et al. (1998) and Pinelli et al. (2004) assumed that there is a balance 
between the energy dissipated by the settling particles and the energy dissipated in the 
fluid by the agitator; 
• Molerus and Latzel's (1987a and 1987b) work is based on the assumptions that (a) the 
agitator must overcome the pressure differences caused by the differences in particle 
concentrations in upward and downward flow and (b) there is a balance between the 
force of fluid affecting the particles and the gravitational force reduced in the 
buoyancy; 
• The work by Mersmann et al. (1998) is based on the theories that (a) there is a balance 
between the potential energy necessary to achieve suspension and the kinetic energy 
of the fluid flow being discharged from the agitator and (b) there is a balance between 
the upward fluid velocity and particle settling velocity. 
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It is possible that more than one of these theories may describe solids suspension mechanisms 
in a given system. This is due to the fact that the relative magnitude of the forces responsible 
for solids suspension may change with a flow regime as well as with variations in particle 
properties and loading. 
Mersmann et aI. (1998) presented a theoretical description of solids suspension using the 
Archimedes number and the local fluid fluctuating velocity as the parameters. A relation 
between the fluctuating velocity and the kinetic energy was established and a model was 
developed on the basis of a balance between particle settling energy and kinetic energy 
dissipated by the impeller. This model accounted for both off-bottom lifting and avoidance 
of settling. However, this did not go far enough to account for what happens in the regions 
away from the bottom. 
The just off-bottom suspended solids condition provides sufficient to expose the solid surface 
to the liquid, which is adequate for some industrial processes. Further suspension of the 
solids in such processes may not be cost effective, in terms of power consumption, as it 
results only in small increase in mass transfer from particle to liquid (Zwietering, 1958). 
However, for reactions that are influenced by the solids surface available for mass transfer, 
complete solids suspension is required. 
2.1.8. Scale-up 
Scale-up criteria depend on the impeller performance, flow regime, reactor geometry, phase 
hold-up and physical properties of the phases involved. Also, the scale-up criteria depend on 
whether the flow generated by the impeller is convective mixing or turbulent dispersion. A 
scale-up can be done on the basis of a constant impeller tip speed, which is related to the 
convective flow or specific power, which is in tum related to turbulent dispersion (Montante 
et aI., 2001 b). Scale-up criteria can be given in the form of an equation (Montante et aI., 
2003): 
(2.1) 
where ko is a constant, N is the impeller speed, D is the diameter of the impeller and the 
exponent 'n' depends on the process investigated. Rieger and Ditl (1994) reported that scale-
up with constant impeller tip speed is applicable to particles of 0.7 mm diameter and that, for 
bigger particles, scale-up criteria should be based on the power dissipation per unit mass. 
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Wemersson and Tragardh (1999) employed multiple Rushton turbines in tanks of different 
sizes and concluded that scale-up with constant power was valid for the system. Flat-
bottomed tanks, for example, scale-up with higher value of n compared to round bottomed 
tanks (Chudacek et at, 1985). 
In an earlier work, Montante et a1. (200lb) recommended the impeller tip speed criterion. 
However, in their later work (Montante et aI., 2003), they concluded that the solids 
concentration profile can be scaled with a criterion in between the impeller tip speed and 
constant power per unit mass. It is apparent that all aspects of the hydrodynamics need to be 
considered in order to arrive at an optimal design of a mixing system. This requires a 
significant amount of data both on mean velocity field and turbulent field. Given the 
difficulties with experimental, techniques, the CFD technique is an important tool that can be 
used to obtain such data, once the model has been validated. 
2.2. CFD simulation methods 
The CFD simulation technique comprises grid generating, equation solving and results 
processing modules. It works in such a way that the partial differential Navier-Stokes 
equations are discretized and solved in control volumes (for finite volume method) defining 
the domain. These equations represent the mathematics, physics and, in some cases, the 
chemistry of the system. The main aspects of the simulation strategies involve specifYing 
boundary condition, grid size, discretization scheme, equation solvers, turbulence and 
impeller models. 
2.2.1. Grid generation and boundary conditions 
The primary objective of a simulation and modelling work is to accurately predict the 
performance of the real system and to show a trend in given process. Grid refinement can 
improve the accuracy of the simulation results, and it is desirable to obtain grid independent 
solutions. For engineering design purposes, it is important to refine the grid to the extent that 
the simulation results are quantitatively and qualitatively comparable with experimental ones. 
Any further improvement in accuracy obtained with a finer grid may not deserve the 
additional computational cost required. The main factors to be considered in determining the 
grid size of a stirred vessel include the following: (a) boundary conditions, (b) impeller 
modelling approach, (c) model volume, (d) flow regime (turbulent or laminar), (e) the 
number of phases involved, (f) accuracy of results required and (g) computational resources. 
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All these factors influence the computation time and must be taken into account in order to 
obtain simulation results that agree reasonably with experimental ones. A summary of a 
sample of grid sizes that have been reported in the literature is given in Table 2.1. 
Table 2.1. Grid size and system specifications reported in literature for a whole tank. 
Grid size Tank Re/rpm Impeller Phase(s) 
L models 
Javed et al., 112,480 10/82 600 SM L 
Hartmann et al., 2004 228,09612403 10 2672 SG L 
Bartels et al., 2002 3,984,640* 2.8 Re=0.1-106 MFR L 
Alexopaulos et al., 2002 166,656 4.7 400 SG/MFR L 
Murthy and Jayati, 2002 1,376,000 0.79 Re=1O-480 SG L 
Lane et aI., 2002 175,680 785 180 MFR G,L 
Nere et aI., 2001 N/S 21 105-270 IBe L 
Ranade and Tayalia, 2001 N/S 21 160 Snap Shot L 
Mavros et al., 2001 120,000- 86 600 MFR L 
260,000 
Rielly and Marquis 2001 162,590 13 2165 In-house S,L 
Wei et aI., 2001 201,625 42 150-600 SG S,L 
Ljungqvist and Rasmuson, 208,000 21 360 IBe L,S 
200] 
Montante et aI., 2001a 160,272 19 250 SG,IO L 
Montante et al., 2001 b 190,000 39 1020 SG S,L 
Yoon et aI., 2001 311,040 N/S 50-150 MFR L 
Rousseaux et al., 2001 216,000 2.5 1200-3000 MFR S,L 
Koh et aI., 2000 N/S 38 1200 IBC L,G,S 
Sahu et aI., 1998 and 1999 88,800 98 N/S IBe L 
Ng et aI., 1998 46,016- 0.79 2165 SG L 
240,000 
Schafer et aL, 1998 N/S 98 1200 N/S L 
Harris et al., 1996 73,600 N/S N/S SG L 
Ranade and van den Akker, N/S 21 N/S Snap shot L 
1994 
Luo et aI., 1994 151,200 19 300 SG L 
Luo et 1993 151 19 300 MFR L 
Key 
L - Liquid, S Solid, G-gas, MFR - Multiple Frame of Reference, SG - Sliding Grid, and 10 - Inner 
Outer, IBC Impeller Boundary Condition, N/S Not specified,*-Parallel computers equivalent to 120 
Pentium 4PCs, each with a memory of 1GB. 
Boundary conditions 
The way boundary conditions like the impeller disc, blades, baffles and vessel walls are 
defined determine the required grid size. The blades, disc and baffles may be defined as thin 
surfaces (2D) (Ochieng and Lewis, 2004; Murthy and Jayati, 2002; Montante et aL, 2001a) or 
(3D) surfaces with thickness (Ng et al., 1998; Luo et aI., 1994). In the case of a blade with 
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thickness, some CFD solvers put a limitation on the number of cells that must separate the 
opposite walls defining the blade, and this requires much higher grid resolutions than other 
regions. Similarly, the implementation of the k-r. turbulence model with the standard wall 
function puts a restriction on the minimum wall distance of the first interior grid point 
required in order to obtain accurate predictions of the surface shear stress. A very fine grid 
close to the wall surface may violate this requirement, resulting in poor predictions. In more 
recent versions of the CFD codes, there are wall functions that allow resolution of the 
boundary layer down to the wall. The presence of a draft tube requires special attention with 
regards to grid distribution to account for an additional wall in the domain. 
Model volume 
The model volume is important in determining the grid size due to the fact that the central 
focus of any simulation work, which is the control volume in a given domain, is detennined 
by the grid size and the model volume. By decreasing the cell size, the control volume 
decreases, and this results in an increase in the value of the diffusion conductance at the cell 
face. This causes a decrease in the Peelet number, and enhances better resolution of the 
turbulent field. Murthy and Jayati (2002) employed 1,376,000 cells in a 0.79 litre tank to 
simulate the velocity field for a single phase system. Lane et al. (2002) modelled a more 
complex multiphase system using 175,680 cells in a 785 litre tank. Despite the relatively 
coarse grid used by Lane et al. (2002), possibly due to resource limitations, some important 
insights into multiphase mixing were provided. 
2.2.2. Discretization schemes and equation solvers 
The discretization schemes that are widely used are upwind, power law, higher upwind, 
central differencing, hybrid and quadratic upstream interpolation for convective kinetics 
(QUICK). The upwind scheme is first order accurate, and may be used to initiate a 
simulation. The hybrid effectively becomes upwind if the cell Peclet number is less than 
2; otherwise, the second order central scheme is applied. The hybrid discretization 
scheme is formulated on the basis of the cell Peelet number (Pe), which gives the ratio of 
the convective flow to diffusion. The cell Peelet number depends on the flow and fluid 
properties (Versteeg and Malalasekera, 1995): 
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pu 
Pe rl 
I~\: 
(2.2) 
where L\x is the cell size, p is the fluid density r is the diffusion coefficient, u is the 
velocity. The third order accurate scheme, QUICK, is obviously more computationally 
demanding than the others. Sahu and Joshi (1995) assessed the competitiveness of 
upwind, hybrid and power law schemes, and concluded that power law was the most 
robust of the three schemes. More recently, Aubin et al. (2004) compared upwind, higher 
order upwind and QUICK, and concluded that the best prediction of the circulation 
number was obtained with QUICK, followed, interestingly, by the upwind and not the 
second order upwind scheme as would be expected. 
Solution algorithms 
20 
The pressure and velocity terms in the equation require special attention (coupling) before the 
equations are solved. The coupling algorithm depends on whether the system is in steady or 
unsteady state. For a steady state flow, velocity-pressure coupling is done by algorithms such 
as the semi implicit pressure linked equations (SIMPLE), SIMPLE-revised (SIMPLER), 
SIMPLE-consistent (SIMPLEC) and pressure implicit with splitting operators (PISO). 
Unlike the other schemes, SIMPLEC and PI SO can be used in both steady and unsteady state 
systems. Sahu et al. (1998) employed both SIMPLE and SIMPLER and reported that 
simulation with higher grid sizes (finer grids) could not converge easily with SIMPLE. For a 
transient simulation approach, which is the most appropriate for stirred tanks, SIMPLEC has 
been more widely used (Ljungqvist and Rasmuson, 2001; Brucato et al. 2000; Brucato et al., 
1998b). 
2.2.3. Impeller modelling 
The hydrodynamic modelling of a stirred vessel centers on the way the impeller is modelled. 
Some of the most recent approaches to modelling an impeller are impeller boundary 
condition (IBC) (Brucato et al., 1994), snap shot (Ranade and van den Akker, 1994), sliding 
grid (SG) (Luo et al., 1993), multiple frames of reference (MFR) (Luo et al., 1994) and inner 
outer (10) (Brucato et al., 1998b). The accuracy with which these models predict 
experimental results and the corresponding computational demands forms the basis upon 
which the choice of an approach is made. Most of these approaches (10, SG and MFR) 
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address the key problem of stirred tank modelling, which is the simultaneous meshing of the 
rotating impeller and the stationary baffies. 
The !Be, being a black box approach, requires input of experimentally determined velocity 
and turbulence quantities at the surface swept by the impeller, and it is the least 
computationally demanding approach. Firstly, its major limitation is its dependency on 
experimental data. Therefore, the accuracy of the simulation is influenced by the accuracy of 
the experimental data used at the boundary. Secondly, boundary conditions are tank 
geometry specific. Therefore, data obtained in a given geometry may only be applicable to 
closely similar geometries (Brucato et aI., 1998b). 
With the 10 approach, the vessel is subdivided into two partially overlapping zones, and an 
unmatched boundary is specified between the impeller tip and the baffies. It has been 
reported that the 10 approach gives a poor prediction of experimental results (Harris et aI., 
1996; Brucato et aI., 1998b; Montante et aI., 2001a), and therefore, it is less commonly 
applied in recent years. 
The MFR and SG approaches are similar in the sense that in both cases, the vessel is divided 
into two sub-domains; the inner sub-domain moves with the impeller, while the outer sub-
domain is stationary with the baffies. For the MFR approach, the domain is defined in two 
frames of reference separated by an interface located between the impeller tip and the baffles. 
The interface is located at a distance where the flow is assumed to be cylindrically 
symmetric. The inner sub-domain rotates with the impeller, and in this sub-domain the flow 
is time-independent with respect to the impeller. The outer sub-domain is attached to the 
baffles and the flow in this sub-domain is time-independent with respect to the tank. A 
steady state calculation can be done on the respective sub-domains and a coupling of the two 
separate flows is done at the interface. There is no relative movement of the cells in the 
opposite sides of the interface. The MFR approach is best employed in unbaffled tanks, in 
which there is no interaction between the stationary and the rotating domain. The main 
limitations of the MFR include failure to account for the transient interaction between the 
impeller and the baffles, failure to predict the rate of decay of the local maximum velocity in 
the wall jet (Bhattacharya and Kresta, 2002) and it cannot predict mixing time. In some 
applications, unbaffied tanks have been employed to simplify the numerical complexity 
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involved in modelling the interaction between the baffles and the rotating impeller blades 
(Lamberto et al., 2001; Alexopaulos et al., 2002). 
The SG method is defined in a similar way except that the interface is treated implicitly and 
the meshes in the rotating and stationary frames move relative to each other. The domain 
must include an integer number of baffles and blades to allow periodic boundary conditions 
to be defined in the azimuthal direction. The position of the impeller is updated at every time 
step. A time dependent calculation is applied simultaneously in the two sub-domains and a 
coupling, that allows the grid to slide, is done at the interface. The transient flow fields due 
to the periodic movement of the impeller blades relative to the baffles in a stirred tank can be 
captured by this method. The SG approach enhances computational stability and accuracy by 
resolving the non-linearity at every time step. However, it is more computationally 
demanding than MFR Due to the higher computation demand for SG compared to MFR, the 
SG approach has widely been applied to single phase systems (Ng et al., 1998; Brucato et al., 
1998b; Jaworski et al., 2000; Montante et a1., 2001a), whilst the MFR approach has been 
employed in multiphase systems and single phase systems in which high density grids were 
defined (Mavros et a1., 200 I; Bartels, 2002; Bujalski et al., 2002; Lane et a1., 2002). 
Montante et a1. (2001a) reported that the SG approach produced better results with finer grids 
than the 10 one, such that beyond 160,272 cells, the 10 approach did not produce an 
observable improvement in the accuracy. With advancement in computer technology, the SG 
has in recent years been employed in multiphase systems (Montante et al., 2001 b; Wei et al., 
2001), as seen in Table 2.1. 
2.2.4. Turbulence modelling 
The turbulence models based on the Reynolds averaged Navier-Stokes (RANS) equations fall 
into two categories, namely, eddy-viscosity model and Reynolds-Stress models (RSM). The 
two-equation eddy-viscosity models include the renormalization group (RNG) k-'C, standard 
k-'C (Launder and Spalding, 1974), and k-ro (Wilcox, 2000) models. 
The eddy-viscosity models are based on the assumption that there is an analogy between the 
viscous stress and Reynolds stress, and that the turbulent flow is isotropic (Versteeg and 
Malalasekera, 1995). The major weakness of the models based on the assumption of the 
isotropy of turbulence is that the predictions are less accurate in regions of anisotropic 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
2 23 
turbulence. Aubin et aI. (2004) reported that there was no significant difference between the 
predictions of the velocity field obtained with the k-E and RNG k-E turbulence models. A 
comparison between the RSM and eddy-viscosity models showed that RSM do not give 
better predictions of the turbulent and mean velocity field than the eddy-viscosity ones. 
Recent studies (Hartmann et aL, 2004; Yeoh et aI., 2005) have shown that better prediction of 
mean velocity and turbulent fields can be obtained with the large eddy simulation (LES) 
approach. 
2.2.5. Mixing 
The one major problem with mixing time simulation is the CPU time it requires to reach a 
homogeneous condition. Simulation studies of mixing time have been conducted in a liquid 
phase only (Jaworski et aI., 2000; Guillard and Tragardh, 2003) solid-liquid system (Bujalski 
et aI., 1999). The mixing time obtained by the RANS-based models does not give good 
predictions of the turbulent field, and this is a major limitation of these models, which depend 
on both mean velocity and turbulent field. 
2.2.6. Solids suspension 
In addition to the information that can be obtained by empirical models, the CFD method can 
provide more insights into the mixing features such as the axial and radial solids 
concentration distribution. In the CFD simulation method, the governing equations for a 
multiphase system can be described by the Langrangian or Eulerian method. The Eulerian 
method is sometimes referred to as a two-fluid model, with the fluids being treated as two 
interpenetrating media. The reSUlting turbulence momentum equations can be closed by the 
k-E or other turbulence models. The Lagrangian method, on the other hand, treats one phase 
as continuous (described by the Eulerian equation) and the other as dispersed in a moving 
Lagrangian frame with Newton's second law of motion. 
A summary of the literature review in Table 2.2 shows a general lack of detailed LDV /CFD 
studies on solids concentration distribution. In particular, there is a lack of information on 
the solids concentration distribution for high density particles and on local distribution of 
particle sizes. Similarly, CFD studies on round bottomed tanks and the hydrofoil impeller are 
lacking due to the grid generation difficulties in many commercial software packages. 
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Lagrangian method 
Derksen (2003) employed the large eddy simulation (LES) method and the Lagrangian 
approach for a 3D flow in a dilute system. This approach reveals more details of the flow 
field than the Eulerian approach. In the Lagrangian approach, only the velocity field is 
solved for, which is a valid approximation for low solid hold-up systems. However, as the 
solids loading increases, the resulting flow field depends on the interaction between the two 
phases. This interfacial interaction was not accounted for by the method employed by 
Derksen (2003), and the forces acting on the particles were based on correlations for single 
particles in unbounded flow. 
Eulerian method 
In CFX, the k-e model is employed within the two fluid formulation context (Lopez de 
Bertodano, 1998). In this approach, the flow field is solved for both phases and the 
interaction between the phases is accounted for through the source terms. This approach has 
been employed in many studies reported in the literature (Gosman et aI., 1992; Koh et aI., 
2000; Ljungqvist and Rasmuson, 2001; Lane et aI., 2002). Many researchers employ this 
method to simulate mono-size particles, and therefore, the influence of particle size on the 
solids suspension is not taken into account. Shah et a1. (2001a and 2001b) employed an 
Eulerian based poly-disperse multiphase simulation approach with six solid phases. 
However, very little quantitative information was given on the solids concentration 
distribution. Barrue et a1. (2001) employed the black box impeller modelling approach (IBC) 
to study solids suspension in a high solids volume fraction (20%) system. It has been 
reported that results obtained with the black box approach have limited application to other 
systems (Brucato et aI., 1998b). 
The typical CFD simulation method for investigating solids suspension is that the simulation 
is initiated with particles uniformly distributed in the domain. Such a simulation approach is 
likely to account only for the "avoidance of settling" mechanism and neglect the "bottom 
lifting" one. Both these two mechanisms have been shown by Mersmann et a1. (1998) to be 
important for solids suspension. The simulation results obtained this way may not be easy to 
correlate to the classical methods for investigating solids suspension, such as the Njs 
approach. Kee and Tan (2002) proposed a CFD simulation method to determine Njs in a flat-
Un
iv
rsi
ty 
of 
Ca
pe
 To
wn
2 25 
bottomed tank. In their method, the simulation was initiated with the particles at the bottom 
of the tank. However, the flow was only 2-D and the simulation results were not validated 
experimentally. The flow in a stirred tank is typically turbulent and three-dimensional and, 
therefore, a 2-D approach is a non-representative description of the complex flow in the 
stirred tank. 
2.2.7. Drag and non-drag forces 
Drag is the dominant force in a system where one phase is continuous and the other one is 
dispersed. Non-drag forces, which include the turbulent dispersion, virtual mass, lift force 
the wall lubrication, may be accounted for depending on the fluid flow properties as well as 
particle and fluid physical properties (Lopez de Bertodano, 1998; Lahey and Drew, 2001). 
Drag coefficients and models 
There are different drag models available in CFD commercial packages, and these include the 
Schiller-Naumann, Ihme (cited in AEA T, 2003); Ishii-Zuber (Ishii and Zuber, 1979); 
Gidaspow (Gidaspow, 1994) models. Ljungqvist and Rasmuson (2001) compared the 
performance of the Ishii-Zuber, Ihme and Schiller-Naumann models against experimental 
results and reported that the predictions obtained with the three models were very similar. 
The authors made a further comparison between these built-in models and the Brucato model 
(Brucato et al., 1998a), and again reported that there was no difference in the results. The 
main difference between the Brucato model and the other models is that the Brucato model 
accounts for free stream turbulence. It is can be noted that, except for the Gidaspow and 
Brucato models, the other models were developed for a single particle immersed in a 
unidirectional flow. The fact that Ljungqvist and Rasmuson (2001) did not observe any 
difference in the prediction with those models can be attributet to the dilute systems that these 
authors used, and therefore it may not be an indication that the models give the same 
performance. 
The Brucato model has been employed in both gas-liquid (Lane et aL, 2002) and solid-liquid 
(Ljungqvist and Rasmuson, 2001; Montante et aL, 2001 b) systems. The solid-liquid systems 
in which these authors employed the model were dilute: with solids volume loadings of 5% 
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for the Montante et at (2001b) system and 0.001-0.02% for the Ljungqvist and Rasmuson 
(2001) system. In both systems, the model was reported to give a reasonable prediction of 
the solids concentration distribution. The free stream turbulence is accounted for by the 
Brucato model through the Kolmogoroff length scale. At high Reynolds number, there exists 
a separation of the length scales of the energy-containing eddies and inertial sub-range. 
Kolmogoroff hypothesised that there exists a range of eddy sizes between the largest and the 
smallest scale, for which the cascade process is independent of the statistics of the energy 
containing eddies (Wilcox, 2000). The Kolmogoroff length scale (A.) is a function of the 
kinetic energy dissipation rate. Assuming uniformity of the kinetic energy dissipation rate, 
Brucato et al. (1998a) used the value of power dissipation per unit mass of fluid to compute E. 
This assumption did not account for the spatial variation of the turbulence intensity in a 
stirred tank. Montante et al. (2001 b) employed the Brucato model with A. calculated by the 
same method described by Brucato and co-workers and further computed A. from the CFD 
domain determined local turbulent kinetic energy dissipation rate. They reported that there 
was no difference in the predictions by the two approaches. In principle, the CFD method is 
more representative of the spatial distribution of the turbulence intensity in the tank. 
However, this is only true if E can be calculated accurately, which is not the case for RANS-
based models (Sahu et aI., 1998; Nere et aI., 2001). 
The main distinguishing feature of the Gidaspow model is the fact that it is more suitable for 
higher solids loading than the other drag models available in most CFD packages due to the 
fact that solids volume fraction is accounted for. The performance of this model is yet to be 
assessed against the traditional drag models and the relatively new Brucato model. 
Non-drag forces 
For most of the studies involving dilute systems, the influence of non-drag and solid pressure 
on solids suspension has generally been ignored. However, Ljungqvist and Rasmuson (2001) 
and Sha et al. (2001 a) investigated the influence of lift, virtual mass, and turbulent dispersion 
on slip velocity and observed that there was very little effect of these forces on the slip 
velocity. Ljungqvist and Rasmuson (200 I) studied solids suspension using very small nickel 
particles (75 J.!m diameter) in a dilute system for which the influence of the particles on the 
bulk fluid may not be significant. 
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Table 2.2. Experimental and simulation studies on solids distribution 
Author(s)/Y ear Tank Impeller Concept Response Ppx 1 03 Method 
Bottom Variable kgm·3 
Derksen, 2003 Flat RT Cone. Vol. frae. 1.1 CFO 
distrib. 
Montante et aI., 2003 Flat 6 RTs Cone. distrib Vol. frae 2.4 OAT 
Bittorf and Kresta, Flat PBI, A310 Cloud height Jet Vel. 1.0-2.5 LDV, CFD 
2003 
Sharma and Shaikh, Round PBl4 Off-Bot. Ni"P 1.3-1.6 Visual 
2003 Susp. 
van Waehem and Flat Cone. distrib Vol. frae CFD 
Almstedt, 2003 
Kee and Tan., 2002 Flat Lightnin Off-Bot. Nj"P 2.6 CFD 
A310,R100 Susp. 
Kuzmanie and Flat PBI-U Mixing Njs, Ntm 0.84 CM,Visual 
Ljubieie, 2002 
Barrue et aL, 2001 Flat 3 Propellers Cone. distrib Vol. frae 2.6 CFO, LOV 
Sha et aI., 2001 a Flat PBJ6 Cone. distrib Vol. frae 0.8-1.0 CFO 
Sha et al., 2001b Flat Prop4 Cone. distrib Vol. frae 2.6 CFD 
Ljungqvist and Flat PBI4 Flow field Us lip 8.9 CFD, POV 
Rasmuson, 2001 
Murugesan, 2001 Flat RT Off-Bot. Nj ., P 1-2.6 Visual 
Susp. 
Montante et aI., 2001 b Flat 4PBJ Cone. distrib Vol. frae 2.5 CFD,OAT 
Pinelli and Magelli, Flat Hydrofoil, Mixing Mixing CM, 
2000 A31S C3-phase) time 
Biswas et aL,1999 Flat Marine Piping Mass 2.65 Sampling 
fraction 
Bujalski et al., 1999 Flat A310, A315 Mixing Ntm 2.S CFD,CM 
Armenante and Flat RT,PBI, Off-Bot. Njs> P 2.5 Visual 
Nagamine, 1998 FBT,HE3 Susp. 
McKee et aI., 1995 Flat PBI Cone. distrib Njs 2.4 ERT 
Magelli et aI., 1990 Flat 6 RTs Cone, distrib Vol. frae 0,8-2.4 OAT 
Barresi and Baldi, 1987 Dish PBI Cone. distrib Vol. frae 2.6 Sampling 
Fajner et aI., 1985 Flat 4 RTs Cone. Vol. frae 2.4 OAT 
Key 
CFD - Computational fluid dynamics CM - Conductivity meter 
ERT Electrical resistance tomography LDV Laser Doppler velocimetry 
Ntm Dimensionless mixing time PDV - Phase Doppler velocimetry 
OAT - Optical attenuation technique RT- Rushton turbine 
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CHAPTER 3 
3. Hydrodynamic modelling and simulation 
Hydrodynamic models can be defined by empirical or semi-empirical correlations developed 
on the basis of experimental results. Most of the empirical correlations that are based on bulk 
fluid flow are system specific, and therefore lack universality in their application. However, 
the cost of computation involved is low and the experimental techniques required to validate 
the empirical models are simple. 
CFD simulation models are based on the law governing the conservation of mass and energy 
of fluid flow. The Navier-Stokes (NS) equations, on which the CFD simulation models are 
based, are the fundamental partial differential equations that describe fluid flow according to 
Newton's law of motion. The governing equations involved are scalar transport, continuity 
and momentum equations. These equations are solved simultaneously in a given domain 
with appropriate boundary conditions, source and sink terms. Therefore, the CFD models, 
which are capable of describing any geometry, are correlated to the simple semi-empirical 
models. 
3.1. Empirical hydrodynamic models 
The dimensionless numbers that define empirical hydrodynamic models correlate the forces 
induced by the impellers with the reactor geometry and fluid properties. These models can be 
used to predict the impeller speed required for off-bottom solids suspension, solids cloud 
height and mixing time. Further, these models can represent terms required for closure in the 
goveming equations. 
3.1.1. Dimensionless numbers 
Dimensionless numbers typically give a representation of the relative magnitude of the forces 
acting in a system or relate flow features to system geometry. There are many dimensionless 
numbers but in this work, only the most frequently used ones are discussed. The impeller 
performance characteristics can be represented by dimensionless numbers such as the 
pumping number (NQ), impeller Reynolds number (Re), power number (Np), Froude number 
(Fr), Archimedes number (Ar) and Stokes number (St). 
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Solids suspension depends on the forces associated with the liquid and particle properties, of 
which, drag, buoyancy and gravitational forces are important. The relative magnitude of 
these forces is given by the impeller performance indicators such Fr, Np and NQ. The 
pumping number depends on the impeller and reactor geometries, and for the Rushton turbine 
at the standard bottom clearance, NQ can be calculated as (Tatterson, 1991): 
N Q = O.8( ~) -0.7 (; }~6 (3.1 ) 
where llb is the number of impeller blades, w is the width of the blades and D and Tare 
diameters of impeller and tank, respectively. 
The impeller Reynolds number (Re) gives the ratio between inertial and viscous forces and is 
given by: 
Re 
ND2 (3.2) 
where VL is the fluid kinematic viscosity, N is the impeller rotational speed. 
The power number, which depends on the width and speed of the impeller as well as the fluid 
density, gives an indication of the power dissipated in the system as a result of the impeller 
rotation, and is given by: 
(3.3) 
where P is the power dissipated, PL is the liquid density. The action of the impeller causes a 
liquid surface deformation characterized by the Froude number (Fr), which is the ratio of the 
inertial force to the gravitational force. 
(3.4) 
where g is the acceleration due to gravity. 
In a solid-liquid system, the forces acting on the surface of the particle and the gravitational 
force influence the distribution of the particles. This can be represented by the Archimedes 
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number (Ar), which gives an indication of the relative magnitude of the drag with respect to 
the gravitational force and is expressed as (Mersmann et aI., 1998): 
Ar d~ ( gl1pJ 
vi l PL (3.5) 
where dp is the particle size, Llp is the difference between particle and liquid densities. The 
difference between the solid and liquid densities is one of the parameters that determine the 
particle terminal settling velocity (Ut). The suspension of the particles is influenced by the 
particle terminal settling velocity, which can be obtained by equating the gravitational force to 
the drag forces, and, after rearrangement, Ut is given by: 
V, (3.6) 
where CD is the drag coefficient. For a particle with a low Reynolds number (Rep < 1), the 
terminal settling velocity can be expressed as: 
(3.7) 
where f.l is the liquid molecular viscosity. Equations (3.6) and (3.7) are derived from a 
balance between the force of gravity and drag, without considering the influence of eddies. 
The Stokes number (St), which shows how quickly a particle adjusts its speed to an 
interacting eddy, is given by (Derksen, 2003): 
(3.8) 
Particles will settle at the bottom of the tank if the gravitational force is greater than the sum 
of the upward forces. One of the indicators of the quality of the solids suspension is the 
presence of particles settled at the bottom of the tank. 
3.1.2. Off-bottom solids suspension 
The impeller speed (Njs) at which the just off-bottom solids suspension can be achieved is of 
interest. This critical impeller speed depends on the geometry of the tank and the properties 
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of the solid-liquid mixture. Most of the recent works on the Njs are based on the pioneering 
correlation developed by Zwietering (1958): 
N. = SD -0.85 A 
JS (3.9) 
where A is a coefficient that depends on the particle and liquid properties, and S, which is a 
function of the impeller width and the tank bottom clearance, is given by (Sharma and Saikh, 
2003): 
(3.10) 
where CN is a coefficient that depends on the impeller clearance and type, C is the impeller 
bottom clearance, A is given by (Sharma and Saikh, 2003): 
(3.11) 
where Ws is the percentage mass ratio of the solid to liquid, and is given by: 
W = -_-'--".-'-"---
S PL(l <p.) + P/Ps (3.12) 
where cps is the solids hold-up. 
3.1.3. Wall-jet and cloud height 
The off-bottom solids suspension is enhanced by the mean bulk fluid flow, which can be 
characterized by the wall jet (Bittorf and Kresta, 2003) which is a fluid current resulting from 
the interaction be teen the impeller discharge and the wall baffles. Once the solids have been 
lifted from the bottom, further suspension is enhanced by the upward bulk fluid flow. This 
flow depends on the wall jet decay and the magnitude of the maximum velocity in the jet. 
Bittorf and Kresta (2003) have shown that the wall jet is important for the prediction of the 
solids suspension, and they gave a correlation for the local maximum velocity in the wall jet 
(Urn) as: 
U core 
(3.13) 
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where a and P <Ie constants that are system dependent, x is the axial distance and Ucore is the 
overall maximum velocity in the wall jet. As the liquid height increases, Um decreases, with 
the maximum value being at the impeller tip level. Thus, the maximum value of Um is the 
Ucore. The cloud height, h, is calculated as (Bittorf and Kresta, 2003): 
11= [a 2 ~core )K 
ap,jS 
(3.14) 
where Vtip.js is the tip speed of the impeller blade running at Njs, ex..: and K are constants that may 
be system dependent. These empirical models and the classical experimental methods used to 
study the off-bottom solids suspension (Zwietering, 1958) and cloud height (Bitorff and 
Kresta, 2003) can be correlated to the CFD simulation techniques, and this is described in 
Chapter 4. 
3.1.4. Mixing time 
The time taken to achieve homogeneity in a system, for a given power draw, determines the 
efficiency of a stirred tank. A classical mixing decay model for the macro mixing time (ta) 
has been suggested by Fasano and Penny (1991) as: 
- In( 1 e) (3.15) 1.06N(D /T)217(T / H)05 
where e is the level of homogeneity (0< e <1) and H is the liquid height. For the time 
required to achieve 95% homogeneity (t95), e 0.95. This mixing model, unlike Nienow's 
model (Nienow, 1997), gives various levels of homogeneity and accounts for the liquid 
height. 
The power (P) corresponding to the impeller speed required to achieve a given level of 
homogeneity can be calculated from the respective power numbers as: 
(3.16) 
The power numbers and flows numbers for the Rushton turbine (RT), pitched blade impeller 
(PBI) and the hydrofoil impeller (HI) are given in Table 3.1. 
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Table 3.1. Power numbers for various tank configurations 
Impeller C nb N p Bottom NQ Author 
RT 0.33T 6 5.10 Flat 0.76 Bakker (1992) 
RT 0.15T 6 3.10 Flat Montante et al. (2001a) 
PBI O.33T 4 1.55 Flat 0.81 Bakker (1992) 
HI O.33T 4 1.10 Elliptical 0.98 Present 
The power is obtained from the torque computed from the forces acting on the blades or 
baffles as (Nienow, 1997): 
P = 2JrNM (3.17) 
where M is either a measured or simulated torque. The mean specific kinetic energy 
dissipation rate, Ep, is calculated from the power draw as: 
(3.18) 
where V T is the volume of the tank. The mixing efficiency parameter (homogenization 
energy) can be obtained as (Pinelli and Magelli, 2001): 
(3.19) 
An optimal operating condition is obtained with the minimum value of this parameter (11). In 
equation (3.18), it is assumed that the flow field of the kinetic energy dissipation rate in the 
tank is uniform, and thus the local variations in the tank are not accounted for. The local 
turbulent kinetic energy dissipation rate can be estimated from the laser Doppler velocimetry 
(LDV) measurements of the fluctuating velocities as (Wu and Patterson, 1989): 
(3.20) 
where the constant Ao 0.85, and the turbulent length scale, A, is estimated as A=O.ID, and k 
is the turbulent kinetic energy given by: 
(3.21) 
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where u j, u j, and -;:; k are the mean fluctuating velocity components. At this stage, it is clear 
that expensive experimental techniques are required to obtain the turbulent parameters. The 
most economical way to obtain such information is by using an appropriately validated CFD 
simulation technique. 
3.2. CFD simulation 
Formulation of the governing equations depends on the number of real (thermodynamic) or 
assumed phases defined in the domain. Solid, liquid and gas are the typical thermodynamic 
phases. However, in a liquid-solid system, for example, a specific particle size range can be 
considered as a phase. This method, referred to as poly-disperse multiphase simulation, is 
based on the Eulerian scheme. In this way, a thermodynamically two phase system can be 
represented by three or more phases in a CFD simulation domain. All these assumed phases 
are dispersed and their influence on the continuous phase is through the interface interaction. 
The accuracy of the resolution of a multiphase system depends on how well the flow in the 
bulk continuous (liquid) phase is predicted, due to the fact that the interfacial forces largely 
depend on the bulk phase. 
3.2.1. Governing equation for single phase 
The general form of the Navier-Stokes or transport equation is given by: 
ap¢ 
-+V·(¢pu) \l·(rV·¢)+F at ¢ (3.22) 
where u is the instantaneous velocity vector; ¢ is a general transport property that may 
represent quantities such as the velocity, temperature, turbulent kinetic energy and turbulent 
kinetic energy dissipation rate; r is the diffusivity for the quantity ¢r, p is density of the bulk 
fluid and Fq, represents the body forces. For ¢ = 1, r = 0, and equation (3.22) simplifies to the 
continuity equation: 
+v·(pu)=O 
at (3.23) 
The momentum transport equation, which relates the fluid particle acceleration to the surface 
and body forces, is obtained from equation (3.22) as: 
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apu + V . (pu ® u) = -V . P + V . p[V ·u + (V 'U)T] + Fa 
at 
35 
(3.24) 
where tP is replaced by the velocity components (tP = Ui), p is the pressure, r is replaced by the 
dynamic molecular viscosity (Jl), FB represents body forces including Coriolis, centrifugal and 
gravity. The Coriolis and centrifugal forces are given by (AEAT, 2003): 
Fe =-2pQxU pQx(QxY) (3.25) 
where Q is the rotational speed of the reference frame, Y is the location vector. For 
incompressible flows, the last term in equation (3.25), representing the centrifugal force, may 
be neglected. 
Equation (3.24) represents three momentum equations for the axial (Ui). radial (Uj) and 
tangential (Uk) velocities. The three momentum equations plus one continuity equation need 
to be solved for Ui, Uj. Uk and real pressure, p. The four equations and four unknowns form a 
closed set of equations for which a unique solution can be obtained. Turbulent flows vary 
with time and space; therefore, the fluctuating velocity must be accounted for by introducing 
the mean and fluctuating components of the velocities in the governing equations. 
Reynolds (or time) averaging and Favre averaging methods are typically used to obtain 
averaged forms of the NS equations. The Reynolds Averaged Navier-Stokes (RANS) 
equations are expressed in terms of the mean quantities and the terms arising from the 
averaging procedure. Only the time averaging procedure is described in the present work 
since it is the most commonly used method. The mean scalar quantity is given as: 
1 ;'., 
<D - J tP(t)dt 
t::.t 0 
(3.26) 
This results in the mean velocity being: 
(3.27) 
The variable tP is now written in form of the time averaged quantity «(/J) and the fluctuating 
component (tP'): tP = (/J + tP' and the instantaneous velocity (Ui) is written in terms of the 
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fluctuating velocity (u/) and the time averaged velocity (Ui); Uj = Ui + u/ After the time 
averaging, the continuity equation remains unchanged except that u is replaced by U: 
ap +V.(pU) 0 
at 
The momentum transport equation (3.24) becomes: 
(3.28) 
(3.29) 
Taking ¢ to represent a scalar quantity, such as the volume fraction of a mixing tracer, the 
general transport equation (3.22) becomes: 
~(p<D)+ V· (p<DU)= V· (r<D V· <D)+ V· (p q>'u ,)+ F<D 
at 
3.2.2. Closure for single phase turbuleut flow 
(3.30) 
After the time averaging, the additional terms in the scalar transport equation (scalar flux) and 
those in the momentum equation (Reynolds stress) require closure. The method of obtaining 
the closure forms the basis of turbulence modelling. The classical turbulence models include 
the zero-equation, two equation and Reynolds stress models. The Prandtl mixing length 
model is the most commonly used zero-equation model, and the k-E is the most commonly 
used two-equation model. The Reynolds stress models are not as widely used as the two-
equation models. Among those that are available, the versions developed by Launder et al. 
(1975) are the most widely applied RSM. 
Zero-equation model 
There is no transport equation solved for the turbulent kinetic energy (k) and its dissipation 
rate (E) in the zero-equation model, since III is expressed in terms of mean velocity and 
geometrical length scales by an empirical correlation (Warsi, 1999): 
(3.31) 
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where Co is the dimensionless constant, S is the velocity scale which can be taken as the 
maximum velocity in the domain and I is the length scale of the largest eddies containing the 
kinetic energy of turbulence. The length scale can be approximated by (AEAT, 2003): 
Vli3 
1=_T_ 
7 
where V T is the volume of the fluid domain. 
For the Prandtl mixing length model, /-It. is expressed as (Warsi, 1999): 
(3.32) 
(3.33) 
where 1m is the mixing length scale and away is the mean velocity gradient. These simple 
models can be used to obtain initial values for relatively more complex models such as the 
two equation and Reynolds stress models. 
Two-equation models 
The k-€ (Launder and Spalding, 1974) and k-(J) (Wilcox, 2000) turbulence models are based 
on the eddy-viscosity hypothesis. This hypothesis, which is sometimes referred to as the 
Boussinesq eddy-viscosity approximation, assumes that the principal axes of the Reynolds 
stress tensor are coincident with those of the mean strain rate and that there is an analogue 
between the Reynolds stress and the viscous stress. For incompressible flows, the viscous 
stress is taken to be proportional to the rate of deformation, and is modelled as (Versteeg and 
Malalasekera, 1995; Lapin and Lubbert, 1994): 
(3.34) 
Using the same analogue, the Reynolds stress can be expressed as: 
(3.35) 
where /-It is the turbulent or eddy viscosity, Oij is the Kronecker delta function defined as Oij 0 
for i;tj and Oij =1 for i=j. The last term on the right hand side accounts for the normal stresses 
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for isotropic flows. Scalar fluxes of the transported quantity are linearly related to the mean 
scalar gradient: 
(3.36) 
where r e is the turbulent or eddy diffusivity (r e Jltfcr) and cr is the turbulent Prandtl number 
that can take values in the range of 0.5-0.9, with the default value being 0.9 (Versteeg and 
Malalasekera, 1995). The form that equation (3.35) takes depends on the definition of the 
length and the velocity scales through Jlt, which is defined differently by different eddy-
viscosity based models. 
The two commonly used two-equation turbulence models are k-e and k-()), in which both 
velocity and length scales are solved using two separate transport equations for k and e or the 
turbulence frequency «())). The turbulent velocity scale is obtained from the k transport 
equation and the turbulent length scale is obtained from both k and e transport equations. 
There has been a wide application of the k-e model due to its low computational cost and the 
capability to give reasonable predictions of experimental results in a wide variety of 
geometries. The velocity and length scales are given by (Versteeg and Malalasekera, 1995; 
Wu and Patterson, 1989): 
(3.37) 
and 
e I = m (3.38) 
E 
From equation (3.31): 
(3.39) 
where Cp is a turbulence model constant and [; is the local turbulent kinetic energy dissipation 
rate. The k-e model is defined by replacing ¢ in the general transport equation (3.22) by k and 
e and introducing the relevant generation and sink terms. 
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opk + V ·Uk = V ·i(p + .!:!.L)VkJ + G p& 
at \ a k (3.40) 
and 
(3.41 ) 
where O"s and O"k are Prandtl numbers that connect the diffusivity of k and c: and G is the 
turbulence production term given by: 
G = V 'U(p,[v.u +(V ·U)r]_ ~ 8ij{if) (3.42) 
The empirical parameters used in the standard k-c: model are given in Table 3.2 (Launder and 
Spalding, 1974): 
Table 3.2. Values for the standard k-f,. model parameters 
Parameter 
Value 
ell 
0.09 1.44 1.3 1.0 1.92 
For incompressible turbulent flows, the molecular viscosity and the transient density terms in 
equation (3.28) can be neglected. After substituting equation (3.35) into equation (3.29), the 
set of equations solved for in the k-c: model can be summarised and simplified as: 
a& 
-+y·u& 
at 
au 
-+v.(u®U)= 
at p 
ok (v' J G -+Y·Uk y. -Yk +--6 
m a k P 
where p" is the modified pressure, which is given by: 
2 p+-k 
3 
(3.43) 
(3.44) 
(3.45) 
(3.46) 
(3.47) 
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Reynolds stress models 
In the Reynolds stress models, separate transport equations are solved for the six Reynolds 
components of p.i &i in addition to the transport equation for 8. Compared to the k-8 model, 
five additional transport equations are solved (the transport equation for k is not solved). The 
full Reynolds stress models includes the Baseline (BSL) zonal k-ro based model, the shear 
stress transport (SST) zonal k-ro based model (Menter, 1994) and Launder-Reece-Rodi (LRR) 
Reynold stress models based on the Isotropisation of Production (IP) and Quasi Isotropic (QI) 
assumptions, respectively (Launder et al., 1975). In general, the Reynolds stress models are 
expected to give better predictions than the k-s models in systems where there is swirl. 
However, this is not always the case, despite the fact that they require more computational 
power than the two-equation models (Versteeg and Malalasekera, 1995). The governing 
equations for the Reynolds stress models are very long (Wilcox, 2000), and therefore are not 
described in this work. 
3.2.3. Governing equations for solid-liquid flow 
For mUltiphase systems, the RANS equations are modified with the introduction of phase 
hold-up and interfacial related forces. The continuity and transport equations for momentum, 
k and 8 must be modified to account for the influence of the additional phase(s) on the bulk 
fluid flow. The resulting set of equations can be solved by the Lagrangian particle tracking 
model (Derksen, 2003) or the Eulerian two-fluid model. The Lagrangian method is 
applicable to low phase hold-ups, as the equation of motion is solved for the individual 
particles. The Eulerian method is typically applied to high phase hold-up systems, in which 
the influence of volume fraction on the mixing is important and the two phases are treated as 
two interpenetrating continua. Multiphase flows can be homogeneous or inhomogeneous, 
both of which can be modelled by the Eulerian method, and this is the method described in 
this chapter. For homogeneous flows, the interface transfer rate is very high and therefore 
only one flow field is solved for the two phases. However, for inhomogeneous flow, there is 
a separate solution field for each phase, and the transported quantities interact through the 
interface transfer terms. This interaction between the phases could be one-way or two-way 
coupling. Two-way must be used if the phase hold-up of the dispersed phase is close to that 
of the continuous phase. The nature of the interaction is, therefore, system specific. 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
3 41 
The main assumption on which the Eulerian method is based is that any small volume in the 
domain contains both phases such that the sum of the volume fractions is unity. The 
interaction between the liquid and the solid phases is accounted for through the interfacial 
forces, of which the drag force has the most important influence. Neglecting the terms arising 
from the fluctuations of the hold-up, the general formulation of the continuity equation is 
given by: 
(3.48) 
where q>n is the phase hold-up for phase 'n', p and U are the density and the mean velocity 
vector, respectively; DLs is the turbulent diffusivity, which is specified if the Reynolds 
averaging approach is used, otherwise it is set to zero for the Favre averaged equations. The 
momentum conservation equation for the liquid phase is given by: 
(3.49) 
where FB represents body forces including gravity, Coriolis, and centrifugal force, p is the 
pressure; F, represents the interfacial forces, which include drag (F D)' non-drag forces (F ND) 
and turbulent dispersion force (F TD)' The turbulent dispersion force appears in the momentum 
equation for the Favre averaged equations. Since mass transfer is not accounted for, the 
momentum transfer induced by mass transfer is ignored. The momentum balance for the 
solid phase has an additional term that accounts for the interaction between the particles and 
is given by: 
(3.50) 
where fs is the solids stress, which has been neglected in some commercial CFD codes such 
as CFX5; Ps is the solid pressure that accounts for interaction between the particles, and is 
given by (Gidaspow, 1994): 
(3.51) 
where Go is the reference elasticity modulus, em is the compaction modulus and q>sm is the 
maximum packing parameter. The sum of the volume fraction in each control volume should 
add up to one: 
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1 (3.52) 
3.2.4. Closure for solid-liquid turbulent flow 
The forces representing the interaction between the phases need to be modelled in order to 
obtain closure for the resulting transport equations. The interfacial forces include the drag, 
non-drag and turbulent dispersion forces, of which the drag force is the most dominant. The 
coupling between the two phases is achieved by interphase coupling algorithms such as 
Partial Elimination Algorithm (PEA) and SImultaneous solution of Non-linear Coupled 
Equations (SINCE). Interface coupling is incorporated into the mass balance pressure shared 
correlation step by the interface slip algorithm-coupled (IPSA-C) method. A detailed 
description of these algorithms is given by Karema and Lo (1999). Turbulence induced in the 
liquid phase by the particle can be accounted for through the turbulent viscosity by the model 
proposed by Sato and Sekoguchi (1975): 
(3.53) 
where the constants CLl and c,\,P can be taken as 0.09 and 1.0, respectively (Lane et aI., 2005). 
Dragforce 
For spherical particles, the total drag per unit volume on the liquid phase is given by: 
(3.54) 
where Ur is the relative velocity vector between solid and liquid phases. 
The drag coefficient (CD) can be expressed by different correlations, depending on the system 
(AEA T, 2003) as shown in Table 3.3. 
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Table 3.3. Drag models 
Schiller-Naumannn max 
( \ 
:l: 24 (1 + O. 15 Re 0 .87 ), 0.44 
Re P 
p / 
(3.55) 
Brucato C il (3.56) 
WenYu C /) cp l~'" max [:e4 (1 + 0.15 Re ~"" ), 0.44 I 
p ) 
(3.57) 
Ergun C = 150 ({J,2 f1L + 7/({J,PL"fJ ,I 
D (1 rp s }d; /4 d p (3.58) 
Gidaspow Equation (3.57) for <j?s < 0.2, otherwise Equation (3.58) 
where d U ' Re = -"-' and Rep::::: CPL Rep 
p v 
The Gidaspow model (Gidaspow, 1994) effectively becomes Wen-Yu and Ergun models for 
low (CPs < 0.2) and high (CPs> 0.2) solid hold-ups, respectively. The discontinuity at the 
crossover solids hold-up is taken care of by interpolating between Wen Yu and Ergun over 
the range O. 7<CPL <0.8 (AEAT, 2003). The fluid drag coefficient for a quiescent liquid, CDo, 
can be taken as CD in equation (3.55) and A is the Kolmogoroff length scale (Ie (v3h:)1!4). 
The energy dissipation rate, 8, can be the local turbulent kinetic energy dissipation rate, 
obtained from the CFD simulation, or the mean specific kinetic energy dissipation rate given 
by equation (3.18). 
Non-dragJorees (FND) 
Non-drag forces include the turbulent dispersion (FTD), virtual mass (FVM), lift (F d and wall 
lubrication (Fwd forces. The turbulent dispersion force represents the effect of turbulent 
fluctuations on the effective momentum transfer. The virtual mass force is an inertial force, 
which is caused by the relative acceleration of the phases due to the movement of the particle 
(A EAT, 2003). The lift force denotes the traverse force caused by rotational strain, and the 
wall lubrication force tends to push the dispersed phase away from the walt. There are 
various versions of the non-drag forces and the turbulent dispersion force, and detailed 
descriptions of these forces are given by Lopez de Bertodano, (1998) and Lahey and Drew, 
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(2001). The way the turbulent dispersion force is accounted for depends on the averaging 
approach. For the time averaging approach, the turbulent dispersion force appears in the 
continuity equation as a function of the Schmidt number (Montante et aI., 2001b), and for 
Favre averaging, it appears as a force in the momentum equation (Lopez de Bertodano, 1998; 
Lahey and Drew, 2001; Lane et aI., 2005). Correlations to calculate these forces are given by 
(Antal et aI., 1991; Bums et aI., 2004; ANSYS, 2004; Lopez de Bertodano, 1998): 
(3.59) 
(3.60) 
(3.61) 
FL ({JsPLCLUr(WL +20), (3.62) 
(3,63) F =-p m «U r -(U r n,Jn w »2 max(c +c ~o)n WL L't's d I 2 ' w 
p Ym 
where equations (3.59) and (3.60) are Bums and Lopez de Bertodano FTD models, 
respectively, CTD is the turbulent dispersion coefficient, CMT is momentum transfer coefficient 
for the interface drag force, VtL is the liquid turbulent viscosity, atL is the turbulent Schmidt 
number for volume fraction, Cv~ is the non-dimensional virtual mass coefficient, 0 is the 
speed of the rotating frame of reference, CL is the non-dimensional lift coefficient, mL is the 
rotation of the fluid flow field (m = V'xUt), Cl and C2 are non-dimensional constants, Ym is the 
distance to the nearest wall and nw is the unit normal pointing away from the wall. 
Table 3.4. Default values for non-drag model coefficients 
Force 
Lift 
Virtual mass 
Turbulent dispersion 
Wall lubrication 
CL 
CVM 
CTD 
Coefficient 
0.5 
0,5 
0.1 
Cl= -0.0 C2 = 0.05 
All the governing equations are solved in CFD codes by defining the domain and the 
necessary boundary conditions, discretization schemes and operating conditions. The 
empirical correlations required for the closure are introduced through user defined routines. 
A detailed description of the simulation procedures is given in Chapter 4. 
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CHAPTER 4 
4. Experimental and simulation methods 
Hydrodynamics studies with different impeller types were carried out using CFD simulation 
and LDV experimental techniques. The simulations were run using CFX codes (AEA T, 
2003) for both liquid-only and solid-liquid systems. Preliminary simulation studies were 
carried out with the liquid-only system in a flat-bottomed tank stirred by a pitched blade 
impeller (P33T). This was to investigate the influence of the simulation strategies on the 
prediction of the flow field. For these preliminary simulations, experimental results from the 
literature were used for validation. Subsequently, simulations were carried out in tanks stirred 
by the Rushton turbine and a hydrofoil impeller (Mixtec HA 735), and for these, LDV 
experiments were conducted to obtain the data for validation. The Rushton turbine and the 
hydrofoil impeller were employed in the liquid-only system to investigate the influence of 
impeller clearance and tank geometry on the flow pattern, mixing time and power. For both 
simulation and experimental methods, the liquid was water. 
In the solid-liquid system, a fully baffled Perspex tank with an elliptical bottom and stirred by 
the hydrofoil impeller was employed to investigate the solids mixing features such as the off-
bottom solids suspension, cloud height, solids concentration distribution and local particle 
size distribution in the tank. Methods were developed to correlate the experimental and CFD 
simulation techniques of determining these features. A visual method was used to determine 
the off-bottom solids suspension and an optical attenuation technique (OAT) was used to 
determine the cloud height and solids concentration distribution. Corresponding CFD 
simulation methods were developed to determine the same features. The experiments were 
conducted with nickel solids only while the simulations were carried out with sand, flint glass 
and nickel particles. Table 4.1 shows the impeller tip speed (Vtip=n:ND) and other operating 
parameters such as the impeller bottom clearance (C) and the grid sizes used in different 
configurations. The pitched blade impeller (PBI) was not used with a draft tube (DT) as 
opposed to the Rushton turbine (RT) and the hydrofoil impeller (HI), which were employed 
with and without DT. All impellers used in the present work were of diameter (D) 0.33T. Un
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Table 4.1 System specifications 
Configuration Impeller C V1ip, Cells for full tank Code Phase(s) 
P33T PBI, no DT 0.33T 1.77 160,000 CFX4 L 
Rl5T RT, no DT 0.15T 1.96 345,600 CFX4 L 
R15T-DT RT+DT 0.15T 1.30-3,30 345,600 CFX4 L 
R33T RT, no DT 0.33T 1.96 345,600 CFX4 L 
HI5T-DT HI+DT 0.15T 1.30 1,052,000 CFX5 L 
Hl5T HI, no DT 0.15T 1.96 1,052,000 CFX5 US-L 
4.1. Experimental methods and material properties 
The mean velocity and turbulent fields in a liquid-only system were determined by the LDV 
method. For the solid-liquid system, both particle settling velocity and solids concentration 
distribution were determined by the optical attenuation technique. Sieves were used to divide 
the samples into different sizes, within which the particle size distribution was measured 
using a laser diffraction technique (LDT) (Malvern mastersizer S long bed). The detailed 
morphology of the particles was analysed by the scanning electron-microscopy (SEM). A 
sampling method was employed to determine the solids concentration distribution as well as 
the local particle size distribution in the mixing tank. 
4.1.1. Reactor geometry 
Figure 4.1 shows the fully baffled Perspex tank with a diameter (T) of 0.378 m employed in 
the present work. The four baffles were each 0.1 T wide, the diameter (D) for all impellers 
was 0.33T and the impel1er bottom clearance was in the range of O.lOT to OAOT. The 
impeller clearance was taken as the distance from the bottom of the tank to the middle of the 
impeller blade. The direction of the rotation of the impeller was clockwise, as viewed from 
the top. The liquid height was equal to the diameter of the tank, except when the draft tube 
was used, the height was lAT. The diameter of the draft tube (d) was in the range of OA7T-
0.80T. The Rushton turbine blade width and length were 0.2T and 0.25T, respectively. Both 
the Rushton turbine and hydrofoil impeller were used with or without a draft tube. 
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Figure 4.1. Schematic representation of the Rushton turbine stirred tanle 
(a) side view (b) top view. 
~ 
~ 
~: 
The hydrofoil impeller shown in Figure 4.2, which was employed for mixing in liquid-
only and solid-liquid systems, is a mixed flow type of impeller that resembles the 
Lightnin A315 propeller. 
(a) (b) 
Figure 4.2. Mixtec HA 735 hydrofoil impeller (a) bottom view, (b) side view. 
47 
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4.1.2. LDV measurements 
The LDV measurements were carried out with an impeller speed of 300 rpm for all 
configurations except for the configuration with the draft tube, where it was 200 rpm. The 
speeds correspond to the impeller Reynolds numbers (Re = ND2/vd of 7.81xl04 and 
5.21x104, respectively. The lower speed of 200 rpm for R15T-DT was necessary to avoid 
entrainment of air that was experienced with a speed of 300 rpm, which interfered with LDV 
measurements. The measurements were taken for the three-dimensional mean velocity and 
turbulent fields in a Perspex vessel, which provided a good refractive matching between the 
tank and water for the measurement. The LDV probe was mounted on a robotic arm as 
shown in Figure 4.3 and the measurements of the three velocity components were taken in the 
middle of two baffles (8 00 ). The working vessel was encased in an outer transparent 
trough with a square cross-section, and both filled with tap water to a required depth. No 
seeding was required for the tap water as the naturally existing particles in tap water could 
adequately reflect the Doppler signals. 
Time averaged velocity data was obtained using a time weighted bias correction method. 
The laser source was a spectra Physics 2017 argon-ion laser; the optical transmitter was an 
aerometrics fibre drive and the optical system-focussing unit was an aerometrics optical fibre 
probe. Sampling time was either one minute or timing out if a certain number of data points 
were obtained (either 500, 1000 or 2000). The LDV measurement volume, which is at the 
point of intersection of the two laser beams out of the optical unit, was of 46.7 /lm in 
diameter and 370 !lm in length. The refractive index of water was taken into account in 
determining the position of the measuring volume. The Doppler signals were processed by 
the discrete Fourier transform to obtain the Doppler frequency. The optical axis of the 
velocimeter was consistently perpendicular to the trough walls. The mean and root mean 
square (rms) velocity bias were corrected with the transit time weighting approach and the 
LDV measurements were taken in backscatter mode. 
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2 
3 
1. Motor 
2. Water jacket 
3. Reactor vessel. 11 
4. Shaft 10 
5. Laser probe 
6. Robotic ann 
7. Robot control unit 
8. Laser switch 
9. Laser 
10. Data processor 
11. PC 
Figure 4.3. LDV experimental set-up 
4.1.3. Particle properties 
The properties of these materials and solids loading are given in Table 4.2. It should be noted 
that of the three particles listed in Table 4.2, only nickel was employed for experimental 
studies. The nickel solid loadings by mass were in the range of 0.3-20%, and subsequent 
references to solid loadings are percentages by mass, unless stated otherwise. The nickel 
particle size range was 75-1000 !-lm, within which some specific investigations into the 
effects of particle size on the solids suspension were conducted with three sub-ranges: 150-
300, 300-500 and 500-1000 )..I.m. The LDT method was used to measure the mean particle 
diameters (d50) for the entire particle size range as well as the sub-ranges. For the sub-ranges, 
the mean respective particle diameters, were 230, 400 and 750 !-lm. These sub-ranges are, 
therefore, denoted by Ni230, Ni400 and Ni750, respectively. 
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Table 4.2 Material properties 
Material 
Nickel 
Flint glass 
Sand 
dp, !lm 
75-1000 
750 
750 
density 
8903 
4200 
2500 
Loading, % 
0.3-20 
10 
10 
2.36-271 
223 
153 
50 
-~--.--.------------------------------
4.1.4. Off-bottom solids suspension 
Different mases of solid samples in the size range of 75-1000 /lm were employed to 
determine the respective Njs using the visual method. From these experimental values of 
Njs, the geometry dependent parameters such as CN, in the Zwietering (1958) correlation 
(equations (3.9) and (3.10), were determined. For the particle size range investigated, CN 
was found to be 2.75. This value is comparable to that reported for axial impellers by 
Armenante and Nagamine (1998) as 2.7, and the value was subsequently used to calculate 
Njs, from the Zwietering (1958) correlation for different particle sizes and loadings. 
A special visual method was proposed for the determination of Njs in the elliptically 
bottomed tank using a "maximum bottom radius coverage" concept. This method is 
similar to that proposed by Rieger and Ditl (1994), in which the accumulation of solids at 
the centre of the tank below the impeller and the accumulation at the tank edges were 
investigated. The difference between their method and the present one is that, in the 
present case, the bottom of the tank was elliptical, therefore, only the solids coverage 
below the impeller could be considered. The maximum bottom radius (rm) covered by the 
solids, when the impeller was running at Njs, was determined experimentally, 
A given mass was introduced into the tank and then the impeller speed was increased 
gradually until no particle remained static on the bottom for more than 1-2 s. For this 
condition to be achieved, there was a maximum radius (rm) covered by the particles at the 
bottom, and beyond this radius, the particles on the bottom could not move. The radius 
decreased with an increase in the impeller speed leading to completed off bottom 
suspension as the covered redius diminished. The radius referred to is a maximum (and 
not a minimum), with reference to the possibility of particles movement. Subsequently, 
rm was used to determine the CFD simulated Njs as explained later in section 4.2.5. 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
4 51 
4.1.5. OAT measurements 
The optical attenuation technique works on the principle that the attenuation of light 
passing through slurry depends on the solids concentration on the light path. Light was 
transmitted from an infrared light emitting diode (LED) through the tank to a photodiode 
(PD) on the opposite side of the tank as shown in Figure 4.4. The light beam was about 1 
em from the surface of a centrally located shaft. Light from the infrared spectrum was 
chosen to minimize the interference of ambient light. The LED had a viewing angle of 15 
degrees and a lens was used to focus the light through the tank onto the PD. The 
receiving sensor (PD) operated at the same light frequency. The output signal from the 
receiver was processed by an integrated circuit (IC) unit. 
Data acquisition 
-• 
c:::::l 
@ @ @t------t 
o 
o 
o 
Power supply 
& signal display 
+- Mortar 
Tank 
Vertical movement of 
LED and IC 
t o LED 
~~-- ---I,+----~-"-l"---) , 
Figure 4.4. Schematic diagram of the optical attenuation experimental set-up. 
There is a linear relationship between the light intensity received and the output voltage, 
and therefore, the output voltage was taken as a measure of the light intensity. The output 
of the PD was then passed through a combination of amplification and filtering in the IC. 
There was also a synchronous detection system incorporated, which only sampled the 
signal at the precise time of transmission. Sampling was done at a rate of 100 per second. 
During the inactive transmission period, the output of the receiving device was inverted. 
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What followed was a direct current (DC) component of the signal. A low pass filter 
cleaned up the DC component, which was then fed into an operational amplifier set up in 
voltage following mode. This drives the signal with high impedance. This analogue 
signal was digitally converted at a chosen frequency using a data acquisition board and 
stored in a PC. The light intensity indicated by the signals from the IC was a measure of 
the quantity of particles suspended on the light path. Three samples were taken at a given 
point and the average of these represented the solids concentration on the horizontal plane 
at the point of measurement. Measurements were taken above the curved bottom region 
of the tank up to a point 2 cm from the surface of the liquid at rest. There were a total of 
28 axial data sampling points corresponding to an interval length of two cells in the CFD 
model of the structured grid. The system was calibrated with different particle sizes, and 
the relation between the output voltage from the IC and the solids concentration followed 
a logarithmic function, as shown in Figure 4.5. The output signal (1) was normalized with 
respect to the signal obtained in the particle free liquid (10). The intensity of signals 
passing through the tank for a given solids mass increased with particle size. This is due 
to the fact that the smaller particles have a larger surface area to mass ratio; therefore, for 
a given solid mass, the small particles obstruct more light than the bigger ones. 
Solids concentration distribution 
Solids concentrations up to 500 g (1.33%) loading of Ni230 could be measured within a 
standard deviation error acceptable in this study (about 8%). A higher loading resulted in 
a rapid increase in the measurement error up to 70% for a 1 kg loading. The increase in 
the error was as a result of a rapid increase in attenuation (signals close to zero), for which 
data reproducibility was low. Therefore, the maximum loading for Ni230 was taken as 
1.33%. The correlation for the solids concentration is a Lambert-Beer-type of equation 
(Brucato et al., 1998a), which holds for intensity attenuation of a narrow beam of light 
traversing dilute particle dispersions. The solids concentration (c) is calculated as: 
(4.1) 
where ao is the constant that depends on the path length and particle SIze. In this 
application, the path length was constant. 
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Figure 4.5. Solids concentration calibration curve: (0) Ni230, • Ni400, Logarithmic fit. 
Settling velocity 
The typical visual method of determining a particle settling velocity by observing and 
timing the movement of the particle in a settling column could not be applied in the case 
of small particles (less than 200 11m). A non-visual method was proposed, by which the 
particles were released at the same time and across the entire diameter of the tank. This 
was done by spreading a one particle diameter layer of solids on the surface of a particle 
releasing device. The device was made of a polystyrene slab with a length of T and width 
of 0.1 T and covered with a porous fibre material to allow particle attachment. The 
particles were introduced into the liquid by tilting the device to allow the particles to be 
released into the water uniformly along the diameter coinciding with the beam from the 
LED. The settling velocity (Ut) was determined by equations (4.2) and (4.3). The 
particle releasing device provided an initial uniform distribution of the particles in the 
radial direction, resulting in a modified Dirac delta-like curve response given by the OAT 
in Figure 4.6. The settling velocity was determined with five different loadings for a 
given particle size range. The five different masses (5, 10, 15,20,25 g) of particles were 
introduced into the system in tum and the mean settling time was calculated. The low 
loading (5 g) represented a light packing and the loading of 25 g represented a dense 
packing on the device. The signals were converted to concentration by equation (4.1) and 
the settling time was calculated as; 
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00 f tc(t)dt 
t. =-,,-0 __ _ 
I '" 
(4.2) J c(t)dt 
o 
where c(t) is the solids concentration at time t. Assuming a constant dispersion 
coefficient, along the tank (Brucato et al., 1998a), the settling velocity is calculated as: 
(4.3) 
where tl and It are the time and distance for the transition period, respectively; t2 and h 
are the total time and distance, respectively. It is worth noting that the values of ao in 
equation (4.1) cancel out in equation (4.2). The transition distance (h) was 30 cm while 
the maximum distance (h) was 75 cm. This is comparable to the range used by Brucato et 
al. (1998a), in which 1/-12 was 27 - 43 em). 
2.0 
1.8 
1.3 
1.0 
0.0 1.0 2.0 ti 3.0 4.0 5.0 6.0 7.0 
time, s 
Figure 4.6. Determination of particle settling time: -25 g; - - - 15 g; ----5 g. 
Further tests were conducted by the same method but in a settling column of 1.6 m height 
and 0.14 m diameter. There was a good agreement between the two methods. The mean 
particle settling velocity was therefore used to estimate the sampling velocity. 
4.1.6. Determination of drag coefficient in quiescent liquid 
The optical attenuation technique was employed to measure the particle terminal settling 
velocities in a quiescent fluid as shown in Figure 4.6. The volume fraction for the particle 
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samples injected into the liquid was kept very low (less than 0.1 %), at which the influence 
of the particle-particle interaction on the particle settling velocity was negligible. Further, 
for the range of sample masses used in the present work, there was a negligible influence 
of the mass of solids on VI. There was a 5% error in determining Vh and a similar level 
of error was obtained in a different set-up of a taller (1.6 m) settling column. For the 
numerical simulation approach, a FORTRAN routine was written on the basis of the 
fundamental equation of particle settling velocity and the Schiller-Naumann model. The 
routine was applied to compute both VI and Rep. and subsequently the drag coefficient for 
quiescent liquid (CDo)' 
4.1.7. Sampling method 
Isokinetic sampling is known to improve the accuracy of the sampling method. However, 
to avoid the settling of the particle in the sampling tube, the sampling velocity was set to 3 
times the mean particle settling velocity. Sampling was done using a peristaltic pump 
connected to a vertical sampling tube. The sampling tube diameter was 15 times the 
diameter of the largest particles. On the one hand, a small sampling tube diameter would 
result in an increase in the wall effect, and on the other hand, a large diameter would 
result in a low sampling velocity or a high sampling volume. Since the ratio of the tank 
diameter to that of the particles (dso) was 1500, the wall effect was neglected in 
computing the particle settling velocity. Samples were taken from 7 radial and 16 axial 
points. Each radial location represented a set of axial points, one of which was 20 mm 
from the tank wall (Barresi and Baldi, 1987). Three samples were taken from each point, 
out of which the mean value was obtained. 
4.1.8. LDT and SEM measurement of particle size distribution and morphology 
The samples taken from the mixing tank were analysed using LDT to determine the 
particle size distribution and the mean particle size at each sampling point, and the 
morphology of the particles was analysed using SEM. Detailed information on the flow 
field, including the influence of particle size on the solids concentration distribution, 
which could not be obtained by the OAT, was provided by the CFD simulations. 
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4.2. CFD Simulations 
The simulations were run on two P4, 2 GB memory, 3 GHz PCs using CFX codes 
(AEA T, 2003). Thereafter, all simulations were carried out with geometries described in 
subsection 4.1.1, in whieh the experiments were conducted. For the preliminary studies, 
only structured grid version of the CFX code (CFX4) was used. The unstructured grid 
version of the CFX code (CFX5) was used for the elliptically bottomed tank stirred by the 
hydrofoil impeller. For all the simulation work, the impeller shaft and the gravitational 
force were defined along the x-axis. Although different turbulence models were tested at 
the preliminary stage, the k-e model was employed with both the MFR and SG 
approaches for all subsequent studies. Boundary conditions were the same for both the 
solid-liquid and liquid-only systems. Simulation methods were developed to link the 
typical experimental and theoretical approaches for investigating solids suspension to the 
CFD simulation methods. 
4.2.1. Boundary conditions 
A free surface boundary condition was defined at the liquid surface, where the shear 
stresses were set to zero. The blades, disc (for the Rushton turbine) and baffles were 
defined as thin surfaces, and grids were refined in the wall and impeller regions. On the 
walls, a no-slip condition was specified for the liquid, while free slip was specified for the 
particles. In the SG approach, the inner block rotates while the outer one is stationary, 
and for both MFR and SG, the radial location of the interface was at 0.585T. The bottom 
part of the rotating block was set to rotate in the opposite direction, making it stationary 
with respect to the stationary frame. The interconnectivity between the rotating and 
stationary domain was achieved by the general grid interface (GGJ) algorithm (AEA T, 
2003). 
4.2.2. Solution strategies 
56 
Initial flow fields were obtained with the MFR approach whilst the final results were obtained 
with the SG approach for both single and multiphase simulations. For the CFX4 simulations, 
the hybrid discretization and quadratic upstream interpolation for convective kinetics 
(QUICK) schemes were used for the convective terms. The semi-implicit pressure linked 
equation-consistent (SIMPLEC) algorithm was used to couple the pressure and momentum 
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equations. Equation solvers such as the block Stone and algebraic multi-grid (AEAT, 2003) 
were employed with the quadratic time differencing scheme. In CFX5, the blend factor and 
high resolution discretization schemes were used. The Eulerian multi fluid model was 
employed to obtain the solids concentration field. The Partial Elimination Algorithm (PEA) 
and the SImultaneous solution of Non-linearly-Coupled Equations (SINCE) with the 
Interface Slip Algorithm-Coupled (IPSA-C) were employed for the interface coupling. Most 
of the results, for both the single and two phase systems, were obtained with the standard k-E 
turbulence model and the SG approach. The Gidaspow (1994) drag model was used with the 
default values for the non-drag forces. 
4.2.3. Grid resolution and times steps 
The simulation work was started with CFX4, for which structured grids were used. A half 
section of the tank was modelled with three grid sizes: 53x42x36, 60x48x60 and 64x56x60; 
in the axial, radial and azimuthal directions, respectively. For the later work with CFX5, 
three grid sizes were used to model a quarter of the tank with one impeller blade: 109,000, 
263,000 and 350,000. These grids are hereafter referred to as coarse, base and fine, 
respectively. Unstructured grids were employed for the solid-liquid system. As expected, the 
mesh employed for the unstructured grid was finer than that for the structured grid. This was 
due to the fact that it was possible to refine grids in the wall region without encountering the 
problem associated with wall treatment. In CFX4, there is a limitation that not more than 
10% of the total number of the cells in the domain could be allowed in the region closer to 
the wall, where the dimensionless distance from the wall (y+) is less than 11.2. There is no 
such restriction in CFX5.7, in which either the standard k-E model with a scalable wall 
function or the shear stress transport model with automatic wall function (Menter, 1994) was 
employed. 
4.2.4. Mixing time and homogenization energy 
Mixing time was studied with a passive tracer in the liquid-only system using the CFX4 code. 
The time-dependent local concentration of the tracer was calculated by solving the scalar 
transport equation given in Chapter 3 with the turbulent Prandtl number of 0.9. The tracer 
was injected below the impeller shaft and its concentration was monitored at five points 
distributed radially, tangentially and axially on the stationary frame. The flow field for the 
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mixing time was initiated from a fully developed field obtained with the MFR method and 
then the mixing simulations were run using SG method. The mixing times required for 
different degrees of homogeneity were calculated using the Fasano and Penny (1991) 
correlations given in Chapter 3. Homogenization energy was calculated from the mixing 
time and the mean specific kinetic energy dissipation rate. For the experimental studies, the 
power input (P) was calculated from the Nienow (1997) correlation given in Chapter 3. As 
opposed to the mixing in the single phase system, mixing time was not determined in the 
solid-liquid system due to high computational cost involved. 
4.2.5. Just off-bottom solids suspension 
Solids suspension simulations were initiated with particles settled at the bottom of the tank as 
shown in Figure 4.7. The solution, which was obtained using double precision for all 
variables, was considered converged when all the root mean square residuals fell below 
1.1 x 1 0-4. This was at least three orders of magnitude smaller than that at the beginning of 
time step. Upon the attainment of the level of the set residuals, further checks were carried 
out to ensure that the domain mass imbalances were all below 1.0%, that there was no change 
in impeller blade torque and that the value of the volume fraction of nickel at a specified 
point remained pseudo-constant for more than 10 seconds within the total simulation time. 
The axial solids concentration profiles with solids loading up to 1.3% were compared with 
OAT measurements. 
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Figure 4.7. Initial position of the solid particles. 
Detemination of Njs 
59 
The value of the maximum bottom radius covered (rm), determined experimentally as 
decribed in section 4.1.4 (Figure 4.8), and was an indication of the degree of the solids 
suspension. At rm, less than 2% of the total solids in the tank remained stationary at the 
bottom of the tank for 1-2 s. 
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Figure 4.8. Determination of the maximum bottom radius covered at Njs with 14% Ni750. 
An arc was defined on the simulation domain at rm. The solids concentration (Cjs) at rm 
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when the impeller was running at the experimentally measured Njs, was determined from 
the CFD simulation. This was done by defining monitoring points along the arc at rm. A 
mean value of was obtained with different particle sizes and loadings. The mean value 
of Cjs was subsequently used as a response variable for the determination of Njs. Thus, the 
subsequent predictions ofNjs were based on the attainment of Cjs along the arc. 
4.2.6. Cloud height 
60 
Cloud heights were taken to represent the level of homogeneity in the tank. A cloud height of 
0.9T, therefore, represented a 90% level of homogeneity, and the impeller speed required to 
achieve this was denoted by N90. The curves representing the axial solids concentration 
profile, obtained by the CFD and OAT, showed a point of highest curvature close to the axis 
along the shaft. Above this point, the solids concentration (represented by volume fraction, 
vivo) was low and the variation in the concentration with the radial distance was less than in 
the region below this point. This point of highest curvature was therefore taken to represent 
the cloud height, as illustrated in Figure 4.9. The determination of the cloud height by this 
method involved a single data point, for which the accuracy may be influenced by the 
intensity of turbulence. Data obtained for the axial solids concentration distribution with 
OAT is more statistically representative than the single data point method for the cloud 
height. However, even the OAT does not give any information on the radial concentration 
gradient. A sampling technique is the simplest method to obtain such information, and this 
requires a knowledge of the particle settling velocity, which was obtained as described in 
section 4.1.5. 
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Figure 4.9. Cloud height determination by point of highest curvature method with 14% 
Ni750:(0) OAT,-CFD. 
4.2.7. Solids concentration profile 
61 
The poly-line CFX post-process method was used to obtain the local nickel volume fraction 
from the radial and axial points in the simulation domain. The axial points provided the data 
for the determination of the axial solids concentration distribution and the cloud height. The 
radial solids concentration distribution was predicted but no comparison was made with 
experimental data, since such information cannot be obtained using the OAT. The general 
information on the solids concentration profile was obtained with mono-disperse particles. 
More analyses were done with a system in which three particle sizes were defined in one 
domain, and this approach is referred to as the poly-disperse multi phase simulation. 
4.2.8. Local particle size distribution in the tank 
The poly-disperse multiphase simulation method was employed since the approach 
adequately accounts for the influence of the particle size on the solids concentration 
distribution. Equal masses (1.3 kg) of Ni230, Ni400 and Ni750 were introduced into the 
domain with the quantity of each particle size representing a dispersed phase in the Eulerian 
scheme. One of the three phases was taken as a reference phase and the influence of the 
other phases on the solids distribution of the reference phase was investigated and compared 
with the results of the mono-disperse systems. U
niv
ers
ity
of 
Ca
pe
 To
wn
and simulation methods 62 
4.2.9. Interfacial forces 
The built-in CFX drag models were compared with the Brucato drag model (Brucato et al., 
1998a), which is a function of the Kolmogoroff length scale and drag coefficient for a 
quiescent fluid (COo). The particle settling velocity required as input data for calculating CDo 
was determined by the OAT. A FORTRAN routine, based on the fundamental equation for 
settling velocity and the Schiller-Naumann drag coefficient correlation, was written to 
compute CDo. The interparticle collisions that take place at high solid loadings were 
accounted for by the solid pressure, for which the Gidaspow (1994) solid pressure model was 
used. In the solid pressure model (equation (3.51» is defined by parameters such as the 
reference elasticity modulus (Go) and compaction modulus (cm). The influence of these 
parameters on solids suspension was investigated at a constant maximum packing (<!'sm) of 
0.6. 
The non-drag forces accounted for were turbulent dispersion, virtual mass, lift and wall 
lubrication. For all these forces, the CFX5.7 default coefficient values in Table 3.4 were 
adopted (ANSYS, 2004). The turbulence induced in the liquid phase by the particle was 
accounted for by the Sato enhanced eddy-viscosity model (Sato and Sekoguchi, 1975). 
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5. Results and discussion I: Hydrodynamics of liquid-only system 
In this section, the performance of all the three impellers employed in the present work 
(Rushton turbine, pitched blade impeller, and hydrofoil propeller) was investigated in the 
liquid-only system. It was only for the purpose of investigating the simulation procedures 
that the pitched blade impeller was used. The initial simulation studies focused on 
evaluating the modelling procedures in the CFX code. This was done by first comparing the 
results obtained in the present work with those in the literature. Further investigation into 
the influence of the simulation procedures on the three dimensional flow fields, mixing and 
power consumption was carried out with the Rushton turbine, and a comparison was made 
with the flow generated by the hydorofoil propeller. 
Flow profiles were obtained for the axial (U), radial (V) and the tangential (W) mean 
velocities. A positive value of U, V and W represented a flow in the upward, outward and 
clockwise directions, repectively. Radial profiles for these profiles were obtained for half of 
the tank and a radial distance where r=0 represented the centre of the tanks and r=R was at 
the wall. 
5.1. Preliminary investigation with a pitched blade impeller 
The multiple frames of reference (MFR) method has been employed in this section to 
investigate the influence of turbulence models, discretization schemes and the model k-s 
constants on velocities and turbulent fields. The simulations were carried out in a single 
phase system with only one grid size (80,000 cells) for a domain that represented half of a 
fully baffled tank (P33T). The simulation results were compared with both simulation and 
experimental results reported by Nere et a1. (2001). Nere et a1. (2001) used the impeller 
boundary condition (IBC) with different k-E models parameters and the sliding grid (SG) 
method with the standard k-8. Their simulation results, for which the default model 
constants (CtJ,=0.09, CEl=1.44, C&2=1.92) were used, have been compared with the present 
work. The simulation strategies employed in the present work were the same as those 
specified by Nere et a1. (2001). However, additional turbulence models and discretization 
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schemes were studied in the present approach. Also, the influence of impeller models and 
the k-f. model constants on both mean velocity and turbulent fields was investigated. All 
experimental results and references to the me method are for the work done by Nere et aI. 
(2001), whilst the MFR method refers to the present work. 
5.1.1. Eddy-viscosity turbulence models 
The k-w, ffilndard k-f. md RNG-k-f. models, which are some of the most commonly used 
turbulence models that are based on the isotropic eddy-viscosity approximation were 
studied. Figure 5.1 shows that all these models gave a better prediction of the axial velocity 
component (U) in the region closer to the wall, with less variation in accuracy compared to 
the results obtained in the impeller discharge region. The k- w model gave a better 
prediction than the k- f. model only in the region away from the impller (r > O.7R). Despite 
the k-w model giving the best level of convergence of the residuals, it gave the most severe 
over-predictions. In the impeller tip region (O.2R-OAR) the predictions by the k-w model 
in Figure 5.1 were worse than those obtained with the k-E rrxxlel. The prediction in the 
impeller region is of utmost interest, and is where the best prediction is sought, due to the 
fact that 57% of the total energy input is dissipated below the impeller (Sahu et aI., 1999). 
Even though the k-w model gave a better prediction than the k-f. model in the wall 
regions, its failure to give reasonable predictions in the region of interest makes its 
application less desirable in comparison to the k- c; model. 
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Figure 5.1. Effect of turbulence models on the axial velocity profile: (0) Nere-Experiments, 
--k-w, - - Standard k-E, - '- '- RNG k-8 
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Comparing the standard k-e and RNG-k-e ~ls, there are two issues to consider: the 
turbulence intensity and the presence of swirl and flows with curvatures. There was a better 
prediction of U with the RNG-k-e model in the regions closer to the surface and walL 
Firstly, these are regions of considerable circulation flows arising from the influence of the 
baffles on the flows impinging onto the wall as well as from the interaction between the 
primary circulation loop and the free surface. Secondly, there is low turbulence intensity in 
the upper region of the tank. The axial velocity component in the upper region of the tank 
(Figure 5.1(b» was about ten times less that that in the lower region in Figure 5.1 (a), 
indicating significantly less turbulence intensity. In these regions, the RNG-k-e model 
prediction was the best. This is expected, given the fact that swirls and circulation flows are 
known to be better modelled by the RNG-k-e nudel than by the standard k-E model. The 
standard k-e model is known to give better prediction in regions of (or systems with) high 
Reynolds number flows, such as in the impeller region as shown in Figure 5.1(a). 
Apparently, the general mismatch between experimental and simulation results obtained 
with all these models could be as a result of the limitations imposed by the eddy-viscosity 
assumption. 
5.1.2. Discretization schemes 
A very good convergence of the mass residuals (10-5) was obtained with the first order 
scheme (upwind differencing scheme). However, the results were a gross over-prediction of 
the velocity field by as much as 120%. These results were only used to initialize the 
simulations for further runs with higher order discretization schemes shown in Figure 5.2. 
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Figure 5.2. Effect of discretization scheme on the axial velocity profile: 
(0) Nere-Experiments, -Higher upwind, - - Hybrid, ----- QUICK. 
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1.0 
The higher order discretization schemes employed were the hybrid, higher upwind and 
QUICK. The influence of these schemes on the flow field was investigated in the upper and 
lower regions of the tarue It is shown in Figure 5.2 that there was a marginal influence of 
the discretization schemes on the axial velocity profile. It can be seen in Figure 5.2 that the 
hybrid scheme gave a reasonable prediction in the lower region (Figure 5.2(a)) of the tank. 
In the upper region (Figure S.2(b)), predictions by all the schemes were poor. However, the 
prediction with the hybrid scheme was in general better than the other two schemes. 
It is shown in Figure 5.2 that the predictions in the impeller discharge region, in which the 
Peelet number is higher, are better than in the top region. Due to the high Peelet number in 
the lower region, it is expected that the hybrid scheme effectively becomes the upwind 
scheme. However, it is known that this first-order scheme (upwind) is prone to numerical 
diffusion, especially in high Reynolds flow regions like the impeller discharge region. The 
fact that better predictions were obtained with this scheme in this region suggests that the 
discretization schemes were not the major factors influencing the accuracy of the results. 
The predictions by the higher upwind scheme were better in the impeller region than in the 
upper tank region. The QUICK scheme, which is third order accurate, is the most 
computationally demanding and the simulations in which it was used could not converge 
easily. Even when the residuals finally settled, the level of convergence could not go below 
4.5xlO""'\ which was the worst convergence in comparison to the other two schemes. This 
could be attributed to the lower diagonal dominance (Aubin et al., 2004), which leads to 
unboundedness of the solution. A solution is unbound if it is outside the prescribed 
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boundary conditions. For the maximum downward velocity, the higher upwind scheme 
gave the highest over-estimation. The maximum upward and downward velocity values 
give an indication of the magnitude of the circulation flow. An over-prediction of these 
parameters is indicative of an over-prediction of the circulation flow. The over-prediction of 
these parameters with the QUICK scheme in Figure 5.2 is in agreement with the work of 
Brucato et at. (l998b), in which it was reported that the QUICK scheme over-predicts the 
circulation rate. The maximum upward velocity was over-predicted by all schemes. In 
general, Figure 5.1 and Figure 5.2 show that the best predictions were obtained by the 
standard k-c; model and the hybrid scheme. Therefore, the standard k-c; model and the hybrid 
discretization scheme were subsequently employed to investigate the influence of the 
impeller models on the flow field. 
5.1.3. Impeller modelling and flow field 
The predictions of the flow fields generated by the impellers are influenced by the 
performance characteristics of the impellers and the methods of modelling the impellers. 
The two impeller modelling methods investigated in this section were MFR and IBC. 
Axial velocity (U) 
The predictions of U by the MFR and IBC method were compared throughout the entire 
domain, with profiles at some representative levels in the tank given in Figure 5.3. There 
was a reasonable agreement between the simulation results obtained with both the MFR and 
IBC methods and the experimental ones, for the entire radial length. The MFR method gave 
a better prediction than the IBC method in the upper and lower regions ofthe tank. The IBC 
method gave an over-prediction, especially in the regions of maximum axial velocity. 
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Figure 5.3. Effect of impeller models on the axial velocity profile: -MFR, - - mc, 
(0) Nere-Experiments. 
Radial velocity (V) 
68 
Below the impeller (x 0.21 T), both MFR and mc methods under-predicted the radial 
velocity (Figure 5A) by 80% and 50%, respectively. At this same level, the predictions 
were reasonable in the outer region (r > 0.35R), where there was less than 10% over-
prediction by both methods. It is interesting to note that both methods predicted the 
experimental trend only in the impeller discharge region (for example, x = 0.21 T), and 
elsewhere, the trend was not well predicted. Considering the entire tank, good predictions 
were only obtained in the inner region (r < O.3R), both in the upper and lower regions of the 
tank. There was an over-prediction of V by the mc method in the region away from the 
shaft (r > OAOR), with an opposite prediction of the experimental trend at x = 0.8T. The 
MFR method gave a better prediction of the trend at this level in particular and generally in 
the whole tank. At this level, x 0.8T, there was a significant scatter of the experimental 
data. This can be attributed to the free surface deformation, which may result in transient 
flow structures or small scale secondary circulation loops. 
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Tangential velocity (W) 
The MFR method consistently under-predicted the tangential velocity, in the entire tank as 
shown in Figure 5.5, and both methods generally gave very poor predictions, except in the 
inner region (r < 0.3R). There was an under-prediction of W by both methods in the inner 
region (r < OAR): by 23% and 33% by the IBe and MFR methods, respectively, as shown in 
Figure 5.5(a). At this level (x = 0.2IT) there was an over-prediction by 32% with the MFR 
method and an under-prediction by 46% with the IBe method in the outer region (r> 0.5R). 
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Similar to the V predictions, Figure 5.5(b) shows that the simulation results were the reverse 
of the experimental ones. This can be attributed to the fact that both methods did not 
capture the back circulation in the region closer to the liquid surface. A similar observation 
was reported by Sahu et al. (1999). Nere et al. (2001) attempted many different simulation 
strategies with k-c lut all gave poor qualitative and quantitative predictions of W. As 
opposed to the prediction ofU, the predictions of V and W by both methods were not good. 
This could be due to the influence of the interaction between the baffle and impeller on the 
flow profile. On impacting with the wall, V and Ware deflected by both the wall and 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
Hydrodynamics of liquid-only system 70 
baffles, leading to the formation of circulating flows and swirl, which result in anisotropic 
turbulence. 
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Figure 5.5. Effect of impeller models on the tangential velocity profile: - MFR; - - !BC; 
(0) Nere-Experiments. 
The baffles have a greater influence on Wand V compared to U, and this explains the 
relatively better prediction ofU than both Wand V. Firstly, the poor prediction of V and W 
by both methods can be attributed to the circulating flows, which are not accounted for by 
the k-'G turbulent model. Secondly, baffles act as sinks to the azimuthal flow, and this is 
shown by the low values ofW in the wall region in Figure 5.5. The influence of the baffles 
varies with both radial and azimuthal distances from the junction of baffle and tank walL 
With the !BC method, azimuthally uniform values of the velocity and turbulent parameters 
are imposed on the cylindrical cell layer bounding the impeller swept volume. Therefore, 
the variation of these parameters from the junction of baffle and tank wall is not accounted 
for. Consequently, steep velocity gradients like the one shown in Figure 5.5(c) may not be 
well predicted. Similarly, the MFR method does not account for the interaction between the 
impeller and the baffles. It is of interest therefore to note that, in the region closer to the 
surface, both methods predict an opposite flow direction. 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
5 71 
Turbulent kinetic energy (k) 
A reasonable qualitative prediction of the turbulent kinetic energy was only obtained by both 
models in the region below the impeller (x < 0.21T) (Figure 5.6). The quantitative 
prediction was poor in the entire tank, with the MFR method giving an under-prediction in 
most parts of the tank. The general trend was that the velocity predictions by the IBC 
method were higher than those by the MFR method as shown in Figure 5.6. 
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Figure 5.6. Effect of impeller models on the turbulent kinetic energy profile: 
MFR; - - IBC; (0) Nere-Experiments. 
There was a severe mismatch between experimental and simulation results, with the MFR 
and IBC results deviating from the experimental ones by 54% and 72%, respectively. 
Globally, there were under-predictions by 361 % and 170% with the MRF and IBC methods, 
respectively. In the region eloser to the surface, the flow pattern can be influenced by the 
free surface deformation, which is not well accounted for by these methods. Also, the flow 
in this region is less turbulent (possibly laminar), therefore, the standard values of the 
constants (C&] and Cd in the k-f, model cannot correctly represent the hydrodynamics in this 
region. The situation is further compounded by the fact that, in this region, the Peelet 
number is low; consequently the hybrid discretization scheme effectively becomes the 
central discretization scheme. One of the downsides of the central scheme is its inadequacy 
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in accounting for flow directionality and thus it would not adequately represent the 
stochastic changes of the flow direction in the upper region due to the interaction between 
the free stream and the primal)' circulation loop. 
The results generally show that the MFR model gave better predictions than the IBC model 
and that a given set of the k-8 model constant could not give the same lever of accuracy in 
prediction of the mean velocities in all regions in the tank. 
5.1.4. The k-e model constants 
The simulation results in section 5.1.1 showed that, in general, the standard k-8 model gave a 
better prediction in comparison to the RNG k-8 and k-ffi models. A further investigation 
with the MFR method (Figure 5.7) was therefore focused on the k- model constants (C Il ,CEI 
and CE2) in the upper region of the tank (x 0.8T). Different sets of the k-8 model constants 
were investigated. There was no clear trend (applicable to the entire tank) in the response of 
the flow field to the constants. Therefore, only three sets are reported in Figure 5.7 for the 
upper region of the tank where CIl was always kept constant at its default value of 0.09. 
Only one of the two constants was changed at a time, leaving the other at its default value. 
The sets of the k-e model parameters, for which the results are shown in Figure 5.7, are 
given in Table 5.1. These are the sets of the model constants reported by Sahu et al. (1998) 
to give better predictions than the default settings. The profile obtained with the higher 
value of C;2 in Figure 5.7 shows an improved prediction for all parameters at x 0.80T. 
However, for the lower region (x < OAT), which is not presented here, worse predictions of 
U were obtained in the impeller and wall regions. 
Table 5.1. Set of model constants for the k-8 model. 
Set 
1 
2 
3 
0.09 
0.09 
0.09 
1.44 
1.44 
1.34 
1.92 
2.12 
192 
---------------------
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Figure 5.7. Effect of the k-e model constants on the velocity and turbulent field at, x 0.8T: 
(0) Nere-Experiments; k-r. model, CE2 =: 2.12; - - Standard k-e model; 
----- k-e model, CEI = 1.34 
The regions in which the poorest predictions were obtained with the higher value of CE2 
were the same regions in which U was highest. This confirms that higher values of CE2 
result in poorer prediction in regions of higher turbulence intensity. Further, a given value 
of CE2 could not give the same quality of prediction in the entire radial or axial distance in a 
stirred vessel. A higher value of CEI worsened the prediction of U and k. However, the 
influence of a higher value of Cd on Wand V was not consistent. 
In the k-e model, CEI accounts for the generation of the turbulent kinetic energy dissipation 
rate due to the vortex stretching by turbulence. Conversely, CE2 accounts for the destruction 
of the turbulent kinetic energy dissipation rate due to the tendency of viscosity to smear out 
velocity fluctuations in the modelled form of Reynolds stresses (Sahu et al., 1999). A very 
comprehensive study was done by Sahu et at. (1998) and Sahu et al. (1999), which showed 
that no single set of these constants could apply in all regions of a stirred tank. Predictions 
of the turbulent kinetic energy dissipation rate (E) have been shown to be very poor by many 
researchers (Sahu et aI., 1999; Nere et al., 2001; NG et al., 1998). Therefore, no attempt was 
made in the present work to show the predictions of E in this section. 
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5.2. Flow field and mixing with the Rushton turbine 
In this section, the standard k-f. model the MFR and SG approaches, and hybrid scheme 
were employed to simulate the flow generated by the Rushton turbine in different reactor 
configurations (RI5T, R15T-DT and R33T). The MFR approach was essentially used to 
initiate the flow field for the SG approach. A half section of the tank: was modelled with 
three grid sizes: 53x42x36, 60x48x60 and 64x56x60; in the axial, radial and azimuthal 
directions, respectively. The flow field was determined at different impeller clearances by 
the LDV and CFD simulation techniques, in a tank with and without a draft tube. A 
comparison was made with an earlier work on flow field evolution reported in the literature 
(Montante et al., 2001a). The central focus was on mixing in the region above the impeller 
with the response variable taken as the axial velocity component (U). Some results of the 
other velocity components and turbulent kinetic energy are also reported. The influence of 
fluid flow patterns on mixing and homogenization energy were analysed and quantified. 
From this section onwards, all LDV results were obtained according to the procedure 
described in Chapter 4.1.2. 
5.2.1. Flow field evolution and flow pattern 
The flow field was initiated and developed by the method described by Montante et at 
(200Ia). The initial flow field obtained was compared in Figure 5.8 with the simulation and 
experimental work reported by Montante et al. (200Ia), in which a similar system was 
investigated using the SG approach. Tank configuration and model parameters such as tank 
diameter (0.29 m), impeller tip speed (1.3 ms- I ), impeller clearance (C = 0.15T), grid size 
(53x42x36) and discretization scheme (hybrid) were set to be identical to the 
aforementioned work. 
Transient flow field evolution 
At a clearance of O.IST, there was a change in the flow pattern from double to single loop 
with the development of the flow field. It was observed that, after the transition from the 
double loop to the single loop pattern, the flow field continued to evolve. The loop stretched 
further upwards with an increase in the number of impeller revolutions resulting in an 
increase in the axial velocity in the upper region of the vessel. This phenomenon, indicating 
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an increase in the large scale convective flow in this region, can be compared to the work of 
Campolo et al. (2003), in which it was reported that, for the SG simulation started from a 
still fluid, the turbulent kinetic energy kept changing until 20 impeller revolutions. 
However, in the present work, the stretching of the single loop continued until 54 impeller 
revolutions. The advantage of the vertical stretching loop is that the energy generated by the 
impeller is dissipated not only in the impeller region but also in the bulk fluid. In a baffled 
tank, the influence of the impeller on the flow field in the region closer to the liquid surface 
depends on the magnitude of the axial velocity component. 
The type of flow field evolution referred to in this case is caused by an interaction between 
the macro-scale circulation loops as opposed to the transient (periodic) changes that occur as 
a result of the interaction between the baffles and impeller blades. The axial velocity 
component (U) is one of the most important parameters that can give an indication of the 
flow field evolution resulting from the formation and destruction of the macro scale loops in 
such flows. Figure 5.8 shows radial profiles of U obtained in a fully developed flow field. 
There was a good agreement between the present simulation results and both experimental 
and simulation results of Montante et al. (2001a) at a level just above the impeller (x = 
O.3T). The predictions by Montante et at (2001a) were better than those for the present 
work in the region closer to the impeller. However, in the wall region, the present 
simulation was better. In general, the present work over-predicted U. The cause for the 
slight difference between these two simulation results is not easily apparent. It could be due 
to the possible differences in the solution strategies and problem definition, which are not 
evident from the published work. It is not clear, for example, which equation solvers and 
time differencing scheme were employed. In the present study, block Stone and algebraic 
multi-grid equation solvers and the quadratic time differencing scheme were employed. 
Grid distribution and the level of convergence achieved could also cause the difference. 
Despite the total number of grid points employed in both studies being the same, it is 
possible that the grid distribution in the impeller and wall regions was not the same. 
For a fully developed flow field, the flow pattern would only change if there was a change in 
one or more of the operating parameters. This type of change is not time dependent and is 
simply referred to as flow pattern change. It is apparent that the observation made by 
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Montante et al. (2001a) falls into the "flow pattern change" category, whereas that described 
by Campolo et al. (2003) could be described as flow field evolution. The flow field 
evolution is a transient flow pattern change, which has little or no practical relevance to 
most systems since, in practical applications, the flow field is fully developed after several 
impeller revolutions. However, it is relevant to simulation studies, especially in determining 
the end of a simulation run. Given the computational limitations in simulation methods, 
mixing may be studied with just a few impeller revolutions, therefore, it is important that the 
maximum number of time steps or impeller revolutions give a fully developed flow field. 
Subsequent work focuses on the change in flow pattern as opposed to the flow field 
evolution. 
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Figure 5.8. Comparison of experimental and simulation results for the axial velocity 
profiles: --Present work; - - - Montante et aI., 2001a; (0) Experiments. 
Changes in flow patterns 
Changes in flow patterns resulting from an interaction between the impeller pumping 
characteristics and the tank geometry were investigated with impeller clearances between 
0.10T and 0.40T. Within the clearance range of 0.33T and 0.40T, there was a poorly 
defined flow pattern. The typical double loop flow pattern was obtained at a clearance of 
0.33T, as shown in Figure 5.9. These circulation loops create undesirable regions of 
segregation in a mixing tank, which retard the mixing process. It is therefore necessary to 
reduce the number of these loops. Thus, the lower loop was suppressed by systematically 
decreasing the clearance from 0.33T to 0.15T (Figure 5.15), at which the bottom loop was 
severely suppressed and subsequently eliminated at a clearance less than O.13T. Within the 
clearance range of 0.33T to 0.15T, there was also an increase in U in the region above the 
impeller. However, below the 0.15T clearance, there was a decrease in U in the region 
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above the impeller with a decrease in the clearance. The increase in the axial velocity 
component at a low clearance (C=0.15T) was not at the expense of the radial and/or 
tangential velocity components. This is due to the fact that there are different mechanisms 
that cause flow in the three dimensions. The driving force for the axial velocity component 
is the pressure field associated with blade shape, whilst the other two components are driven 
by the flow of the fluid along the rotating blade due to viscosity and drag (Ibrahim and 
Nienow, 1999). 
For small clearances, the resistance due to the wall effect would result in a decrease in all 
velocity components. It was observed that, at the standard impeller clearance, the angle of 
the impeller discharge stream was slightly more than 90° with respect to the vertical axis. 
The angle increased with an increase in impeller clearance above 0.33T, but decreased with 
a decrease in the clearance. The decrease in the impeller discharge angle resulted in an axial 
impeller generated type of flow pattern, in which the lower loop was either suppressed or 
eliminated altogether. There was no observable change in the discharge angle for clearances 
less than 0.15T. An impeller discharge at a closer range to the tank bottom results in more 
destruction of the momentum of the reflected current by the incident one compared to that at 
the standard clearance. The results therefore indicate that a further decrease in the clearance 
(below O.lST) to eliminate the lower loop would be counter-productive. 
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Figure 5.9. Vector plots of the axial velocity profile in the R33T and R15T configurations. 
The mean axial velocity field was determined in the impeller region and in the region near 
the free surface. There was a better agreement between the simulation results of the axial 
velocity and the LDV measurements in the regions closer to the impeller (x < 0.5T), as 
shown in Figure 5.10. The k-E model is known to give better predictions in highly turbulent 
flows, as typical of the impeller region. A general under-prediction in the regions away 
from the impeller, especially closer to the wall region, is shown in Figure 5.10. A similar 
observation has been reported for both the axial (Sahu et aI., 1998; Nere et aI., 2001) and the 
radial (Montante et al., 2001a) pumping impellers. In the wall region, the damping of the 
wall jet by the bulk fluid results in velocity decay. 
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An over-prediction of the velocity decay could be responsible for the under-prediction of U. 
It has been reported that the wall friction leads to rapid velocity decay due to the influence 
of the inner layer and the shear stress at the wall (Bittorf and Kresta, 2003). The influence 
of the wall friction may be minimal for a relatively small boundary layer, and in that case, 
the effect of wall baffles on the tangential velocity component (W) could be considered. 
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Additionally, the mismatch between the experimental and simulation results in the wall 
region could be attributed to the formation of small circulation loops at the junction of the 
baffles and the wall. The small circulation flows formed at the junction of the baffles and 
the tank wall are not well predicted by the k-E model. It is therefore likely that the mismatch 
in the wall region could be as a result of the errors involved in the implementation of wall 
treatment algorithms (wall functions) and the anisotropic flows caused by the baffles. 
5.2.2. Draft tube induced flow field 
Draft tube diameter and clearance are the key design parameters for a draft tube mixing tank 
and were investigated using simulation and experimental methods. Different draft tube 
diameters were considered, of which the most well defined single circulation pattern was 
obtained in Figure 5.11 with d = 0.7T. The typical design of a draft tube reactor is that the 
draft tube cross-sectional area is equal to that of the annulus. For these two cross-sectional 
areas to be equal, the diameter of the draft tube must be equal to 0.701 T. The CFD vector 
plot result in Figure 5.11 is in agreement with this. A draft tube of this diameter that is 
centrally positioned in the tank can be very conveniently defined on the stationary frame of 
the MFR or SG. For a draft tube diameter smaller than this, the superficial velocity was 
higher in the draft tube than in the annulus, and this resulted in a poor flow pattern, forming 
a double loop in the annulus when the draft tube diameter was less than OAT. The small 
diameter caused a double loop flow pattern similar to that generated by the Rushton turbine 
located at the standard clearance. The other problem associated with a small draft tube 
diameter is that the resulting pressure difference between the annulus and draft tube causes 
more air to be drawn from the surface, especially for an open-top tank. This reduces the 
efficiency of the impeller, which has to overcome the pressure build up in the annulus. 
However, for processes that require surface aeration like nickel reduction by hydrogen 
(Willis and Essen, 2000), a draft tube with a smaller cross sectional area than that of the 
annulus may be used. In that case, the draft tube diameter is expected to depend on a 
number of factors, such as the number of impellers used (if more than one), the performance 
characteristics of the impellers and the required impeller tip speed. Un
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From a simulation point of view, the radial location of the draft tube walls must be carefully 
considered for a model in which the MFR or SG approach is employed. The draft tube wall 
should neither coincide with the interface, between the rotating and stationary frames, nor be 
too close (less than three cells away from the interface) to it. In the SG method, the mesh 
connectivity method is used across the interface between the rotating and stationary blocks, 
and this could be a source of local numerical errors, if the interface is in a region of high 
velocity gradient. For a smaller diameter draft tube, the interface must be located very close 
to the impeller tip in order to define the draft tube on the stationary frame. The impeller tip 
is in a region of high velocity gradient, and locating the interface in a region like that may 
lead to numerical errors due to the resulting turbulent anisotropy, which the k-E turbulence 
model does not take into account. The problem has been minimized in the MFR approach 
by prescribing the optimal radial location of the interface as O.S8ST (Luo et aI., 1994). 
Draft tube clearance was investigated only for C < O.33T. A draft tube clearance less than 
O.IST resulted in a high flow resistance due to the narrow gap created between the bottom 
wall and the edge of the draft tube. The advantage of a small clearance (O.IST) was the 
suppression of the lower loop, hence a reduction in the tendency for dead zones to form 
directly below the shaft. The best flow pattern was obtained with the draft tube clearance at 
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the level of the impeller disc. The effect of a small draft tube clearance from the liquid 
surface on the flow pattern was found to be similar to that of a small draft tube diameter, for 
which a high entrainment of air from the surface occurred. The top clearance was specified 
according to the impeller speed. Gas entrainment from the surface increased with an 
increase in the impeller speed. A large top clearance resulted in short circuiting of the flow. 
The top impeller clearance was therefore maintained in the range of range of 0.14T-0.4T, 
corresponding to impeller speeds of 200-500 rpm. In a baffled tank, the influence of the 
impeller on the flow field in the region closer to the liquid surface depends on the magnitude 
of the axial velocity component. 
In Figure 5.12, the experimental data points are shown as lines for clarity of presentation. 
However, in the subsequent figures, data points are clearly shown. The purpose of the 
dotted line across (at UNtip = 0) is to aid visualization of the region in which there is an 
upward or a downward flow. Experimental results in Figure 5.12 show that the system with 
a draft tube (RI5T -DT) gave the highest axial velocity for the corresponding points in the 
other configurations without a draft tube. The axial variation of the radial profile of U for 
the three configurations (RI5T, R33T and RI5T-DT) in Figure 5.12 shows a zero value ofU 
at r=0.7R, which represents the position of the draft tube wan. In all the three 
configurations, the axial velocities were of comparable magnitude in the region closer to the 
impeller (Figure 5.12(a)-(d). However, the use of the draft tube resulted in more than 100% 
increase in the axial velocity in the regions further from the impeller (Figure S.12(c) and (d» 
in the axial direction. The results show that the axial velocities in R15T were either higher 
or of comparative magnitude to those in R33T. It can be seen in Figure S.l2(d) that, for 
RlST and R33T, there was a negative velocity in the region closer to the wall. This was an 
indication of a small secondary circulation loop in the top region closer to the surface. This 
was not the case with RI5T-DT, in which the draft tube destroyed the loop. 
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Figure S.12. LOV measurements of the axial velocity profile at 300 rpm: 
- --
R33T; ------RlST; RIST-OT. 
Figure 5.13 shows a reasonable agreement between experimental and simulation results for 
the RlST-OT configuration. The prediction trend was similar to that for a system without a 
draft tube, where better predictions were obtained in the impeller region. There was a 
consistent mismatch between the experimental and simulation results in the annulus. Wall 
influence on the flow is expected to be highest in the annulus, and this is likely to result in a 
worse prediction by the k-E model in R15T -DT than RIST. The small circulation loops at 
the tank wall and baffle junctions were suppressed or completely eliminated in RIST-OT 
compared to RIST. In contrast to the wall effect, the elimination of the circulation loops 
should result in a better prediction in the wall region for RI5T-DT than RI5T. An attempt 
to improve the prediction in the annulus by using the shear stress transport (SST) turbulence 
model did not improve the results. Both simulation and experimental results of the axial 
velocity in the annulus were positive up to the last data point closest to the wall. This shows 
that the draft tube reduced or eliminated the loops resulting from the instabilities due to the 
interaction between the single loop (obtained with a low clearance) and the free surface. A 
clearance in the range of O.13T to O.165T gave a single loop flow pattern in R15T-OT. 
Within the clearance range of O.16ST to O.22T, the flow pattern could be either a single or a 
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double loop. However, with the use of the draft tube, a single loop was always obtained up 
to a clearance ofO.22T for the tank used in the present work. 
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Figure 5.13. Radial profiles of the axial velocity for the RI5T-DT configuration: 
- CFD; (0) Experiments. 
The mismatch shown in the annulus for all axial locations in R15T-DT suggests that the 
errors arising from the wall effects dominated over the advantage of eliminating the 
circulation flows. It is evident from the flow pattern shown in Figure 5.9(a) that a draft tube 
will not improve mixing with the Rushton turbine at the standard clearance. The flow 
profile (vector plot) for R15T in Figure 5.9(b) shows an axial impeller type of flow pattern 
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reported by Montante et al. (2001a). This flow pattern in Figure S.9(b) gives an indication 
of the radial point of minimum flow (loop centre) at which a draft tube can be located 
without interfering with the flow. It can be seen that the radial position of the draft tube 
could be in the range of 0.6SR-O.80R. In a fully baffled tank fitted with a draft tube, the 
tangential and radial velocity components are constrained in the rest of the tank regions 
apart from the top and bottom regions of the draft tube. The prediction of these velocity 
components is given, and for the sake of brevity, only a few results are shown in Figure 5.14 
for V, Wand k. 
There was a reasonable prediction of V, with a better prediction being in the impeller region 
than in the middle region as shown in Figure S.14(a) and (b)). For W, the disagreement 
between the simulation and experimental results (Figure S.14(c) and (d» was higher than 
that for V. The turbulent kinetic energy was grossly under-predicted by up to 120% as 
shown in Figure S.14(e) and (f). The causes of the poor prediction of Wand k by the k-E 
model have widely been discussed in literature (Lee and Yianneskis, 1998; Sahu et al., 1999; 
Ng et al., 1998). The experimental values of E can be computed from the measured 
fluctuating velocities (ui') and the approximated turbulent integral length scale (A). 
However, the calculation of A from the autocorrelation of the fluctuating velocity is only 
accurate when the value OfUi' is small in comparison to the mean velocity U (U»ui') (Lee & 
Yianneskis, 1998). This condition is applicable for low Reynolds number flows, which is 
not the case in the present work. The alternative approximation of A from Uj' and impeller 
blade width (or A = 0.1 D, Wu and Patterson, 1989) results in large under-prediction between 
experiments and simulation results as shown by Sahu et al. (1999) and Nere et al. (2001). It 
is unlikely that an accurate assessment of the simulated turbulent quantities against 
experimental ones can be obtained with this method. 
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Figure 5.14. Mean velocities and turbulent profiles in the R15T-DT configuration: (a)-(b) 
Radial velocity; (c )-( d) Tangential velocity and (e )-(f) Turbulent kinetic energy; 
--CFD; (0) Experiments. 
On the one hand, there is an error involved in approximating A and on the other hand, the 
prediction of E by the k-E turbulence model is not accurate, especially in a stirred tank where 
the flow is anisotropic in certain regions. Figure 5.14 (e) and (f) show an under-estimation 
of the turbulent kinetic energy, which is as a result of the isotropic approximation of the 
turbulence by the k-E model. This limitation of the k-E model and the error associated with 
the approximation of A makes it difficult to obtain reasonable comparison of E obtained by 
the two methods. 
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However, the simulation results by the k-E model are acceptable for industrial applications. 
Also, for a given computational cost, there is no other turbulence model in the open 
literature that has been shown to provide results with the same level of accuracy as can be 
obtained with the k-E mode1. This is the reason k-f, model has been used for many years and 
may only be replaced as computational cost reduces with further developments of computer 
technology. 
5.2.3. Mixing time 
A CFD simulation of mixing time was done by solving the scalar transport equation for a 
passive tracer, and for clarity, the response at only four points at different locations is shown 
in Figure 5.15. The legends represent the cell number in the respective coordinates. Thus, 
P-50-1O-4 respresents a point that is 50, 10 and 4 cells in the axial, radial and tangential 
coordinates, respectively. The results in this figure indicate a damped semi-sinusoidal 
response of the tracer concentration at four separate detection points with a varying degree 
that depends on the distance from the impeller, below which the tracer was injected. It is 
shown in Figure 5.15 that the final mixing time (t90) was independent of the point of 
detection. 
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Figure 5.15. Mixing time (a) R33T (b) R15T (c) R15T-DT: Point P-50-10-4 is closest to the 
bottom; P-5-50-15 is closest to the surface and the other two are in the middle of the tank. 
The trend of the tracer concentration variation was different to that expected from the 
idealized mixing decay model, upon which the Fassano and Penny (1991) mixing time 
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correlation is based. From the simulation results, the shortest mixing time was obtained 
with RI5T-DT followed by RI5T, with R33T giving the longest time. Mixing times were 
not affected by the time steps used (2.5 xl0-3 and l.5 xlO-2 s). Figure 5.16 shows the 
snapshots of the tracer concentration taken at a plane mid-way between the baffles at 
different time intervals, in the R15T configuration. Initially, the tracer concentration was set 
to zero in all cells (Figure 5.16(a)), and Figure 5.16(b) shows the concentration after an 
injection time of I s, with complete homogenization (Figure 5. 16(f)) being achieved after 
30 s. The blue colour represents very low «0.0001) tracer concentration and purple is the 
final tracer concentration. 
rlR 
(a) t=0 s 
rlR 
(d) t=4 s 
rlR 
(b) t=1 s 
rlR 
(e) t=8 s 
rlR 
(c) t=2 s 
rlR 
(I) t=30 s 
Figure 5.16. Snap-shots of the tracer concentration variation with mixing time. 
The results in Figure 5.16 indicate that mixing intensity increased from the wall towards the 
centre of the tank and followed the same trend shown by the axial velocity component 
vector plots in Figure 5.11. This shows that U profile is an important indicator of the quality 
of mixing. The high axial velocity in the wall region represents a high fluid circulation, 
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which is more important than the pumping capacity, as has been suggested by Jaworski et 
aI., (1996). This indicates that a deviation from the typical double loop, generated by the 
Rushton turbine, to single a loop flow pattern results in an increase in macro mixing. 
There are three regions of interest in Figure 5.16(d); two of them are regions of low 
concentration (a larger one at the centre and a smaller one at the top right comer) and the 
third small region in the upper left comer next to the shaft. The larger and smaller regions 
of low concentration represent the centres of the larger and smaller loops, respectively. The 
other small region of high concentration next to the shaft could represent the backward flow 
relative to the impeller motion. 
The accurate prediction of the mixing time in a draft tube stirred tank requires careful 
attention due to some model limitations. The top and bottom regions of the draft tube are 
invariably zones of high velocity gradient and consequently high tracer concentration 
excursions. A fine grid is therefore necessary in these regions for a more accurate 
computation of the flow field. Finer grids result in a higher percentage of cells with nodes 
closest to the wall lying in the wall boundary layer restricted by the k~f, model. The isotropic 
approximation of turbulence, on which the k~f, model is based, precludes calculation in the 
near-wall region where anisotropy is known to be highest. The standard wall function is 
valid if the first nodal point adjacent to the wall is within the log-law region of the turbulent 
boundary layer. This ensures that the dimensionless boundary layer length scale (y +) is in 
the range of 30-500. Failure to meet this condition resulted in either a very long simulation 
time or non-convergence of the solution. A possible way out of this would be to use coarser 
grids in the regions on the opposite sides of the draft tube walls. This, too, may result in 
numerical diffusion. An accurate prediction of the mixing time in a system like this is still 
limited by the computational cost. 
In some more recent CFD codes such as CFX5.6, the restrictions on calculations in the wall 
region are more relaxed. However, the work in this section was completed before the 
CFX5.6 code was available. Given the long simulation time required for mixing time 
studies, even with the k-f, model, the application of models like Reynolds Stress Model 
(RSM) and large eddy simulation (LES) with fine grids to calculate mixing time were 
precluded in this work. With the improved computer technology in the recent past, RSM 
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and LES are already being successfully implemented in single phase systems. Employing 
LES or RSM with fine grids improves the resolution of the local velocity gradients, which 
influence the effective diffusivity in turbulent flow. LES methods have been shown to 
improve prediction of the flow field and mixing time predictions (Derksen, 1999; Yeoh et 
aI., 2005) compared to the RANS based models. 
A comparison of both experimental and simulation mixing time results for the present work 
with experimental data reported by Kraume and Zehner (2001) (Table 5.2) shows that there 
is a fair agreement between the present CFD simulation results and the experimental ones 
reported by Kraume and Zehner (2001), as well as with those given by the Fasano and 
Penny (1991) model. Experimental values of mixing times vary greatly in the literature. 
The possible causes for such discrepancies are the probe size (Bouaifi and Roustan, 2001), 
response time of the meter and the injection and detection points. Guillard and Tragardh 
(2003) found that a shorter mixing time could be obtained with the top injection as 
compared with the bottom injection. However, even with the top injection, Otomo et al. 
(2003) obtained results which varied with radial location by as much as 100%. One of the 
possible reasons for the longer mixing time for the present work compared to that of Kraume 
and Zehner (2001) is that, in the present work, the tracer was added at the bottom whilst 
Kraume and Zehner (2001) added the tracer at the top. The bottom injection point was 
chosen due to the fact that it is typical to introduce a feed below the impeller; therefore, the 
introduction of the tracer at this location is more representative of the practical application. 
The position of the probe and the injection pipe with respect to the loop orientation has a 
significant influence on the contact probability between the tracer and the probe. From the 
simulation point of view, the over-prediction of the mixing time can be attributed to the fact 
that the k-E model under-estimates the energy dissipation in the system. 
Table 5.2. Experimental and simulation mixing times for R33T. 
Method m 
Kraume and Zehner (2001) experiments 2.1 0040 7 
Present work, CFD 1.9 0.378 10 
Fasano and 1.9 0.378 6 
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The fact that the R15T configuration gave a shorter mixing time than R33T is indicative of 
less axial mixing in R33T compared to the other two. This could be as a result of some of 
the tracer getting trapped in the lower loop as has been observed by Campolo et al. (2003) 
who used a Lagrangian scheme to study the flow characteristics above and below the 
impeller. The existence of toroidal segregation regions identified by Lamberto et al. (200 I) 
can further explain this phenomenon. For a standard Rushton turbine configuration, 
Campolo et al. (2003) found that particles injected below the impeller could remain 
indefinitely trapped in the lower loop. It has been shown in section 5.2.1 that the lower loop 
was suppressed, almost to non-existence, in the R15T and RI5T-DT configurations, and this 
was responsible for the improved mixing. Campolo et al. (2003) reported that mixing of the 
particles injected into the upper region was enhanced by the interaction of the free surface 
and the whirlpool-type vortex near the shaft (previously observed by Yianneskis et at 
(1987» rotating in the opposite direction with reference to the impeller blade. 
The flow field evolution has an influence on the procedure for determining mixing time. In 
the CFD simulation, the tracer is typically introduced into a fully developed flow field 
obtained after several impeller revolutions. It is important therefore, that, for a consistent 
comparison of experimental and simulation results, the procedure should be the same for 
both the experimental and simulation methods. 
5.2.4. Homogenization energy 
Mixing performance of the Rushton turbine was further evaluated by investigating the 
influence of the mean specific kinetic energy dissipation rate and mean velocity field on 
mixing time and homogenization energy. The mean specific kinetic energy, E, was 
calculated from the power dissipated in the system for which the power numbers obtained 
from the CFD simulation were lower than the experimental values as shown in Table 5.3. 
The equation used to calculate these parameters are given in section 3.1. The highest power 
number, and consequently E, was obtained in the R33T configuration. Some of the energy 
in the 0.33T configuration is lost in the impeller region due to the flow interference between 
the upper and lower circulation loops. This explains the low value of E in comparison to 
that ofR15T and R15T-DT. 
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Energy dissipation 
General information as to how much energy is dissipated per unit mass of liquid is given 
bye, but this does not give any indication as to how well distributed the kinetic energy is in 
the vessel. The local values of k and 1.; can be obtained by CFD simulation. However, the 
gross under-prediction of these parameters does not allow for reasonable quantitative 
computation of the homogenization energy to be obtained. For the evaluation of the 
performance of the different configurations, power was calculated from the torque on the 
baffles, from which inD was obtained. The homogenization energy (11) was therefore 
calculated from ECFD, as opposed to local values of the same parameter. These parameters 
are given in Table 5.3. Configurations R15T and RI5T-DT provide a better distribution of 
the energy compared to R33T, and this explains the shorter mixing time obtained with these 
two configurations. An improved distribution of the dissipated energy increases the 
intensity of the mixing. 
Power dissipation in the R33T configuration was used as the basis upon which comparison 
of the power draw was made. Table 5.3 shows that reduced power consumption (.1.P) of 
19.3% was obtained with RI5T. The corresponding homogenization energy (.1.11) were 
higher (25.9%). Similarly, the power savings obtained in R15T-DT was 33.3%, and this 
corresponds to an improvement of the homogenization energy by 44.4%. There was a 
higher percentage increase in the mixing efficiency compared to that of the power. This is 
due to the simultaneous shorter mixing time and lower power consumption for the lower 
impeller clearance configuration. 
Table 5.3. CFD simulation of mixing time and homogenization energy (11) at N 300 rpm 
R33T 
R15T 
R15T-DT 
10.0 3.0 
9.0 2,4 
8.5 2.0 
11,4 0.27 
9.2 0.22 
7.6 0.18 
2.7 
2.0 
1.5 
.-------------------------
% 
19.3 25.9 
33.3 44.4 Un
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Effect of the mean velocity field 
The change in the flow pattern from single to double loop, which is due to the interaction 
between the impeller discharge stream and the bottom wall, is bound to affect the system 
hydrodynamics and mixing. The cause of the change in flow pattern is still not clear. 
However, it is thought that it could be due to a decrease in pressure difference between the 
front and back of the blades resulting from a reduction in the rate of rotation of the trailing 
vortex system (Ibrahim and Nienow, 1999). The one loop pattern, generated at a lower 
clearance, provides better mixing due to the reduced number of circulation loops, which 
cause long circulation times. 
It has been shown in the previous sections (5.2.1 and 5.2.2) that U, V, Wand k are generally 
under-predicted, resulting in under-prediction of the forces that govern the flow. 
Consequently, the intensity of macro-scale turbulence in the tank is under-predicted. This is 
responsible for the over-prediction of the mixing time and the under-prediction of the 
torques on the wall, and thus power numbers. A practical implication of this is that the 
under-prediction of the turbulence intensity in the tank may lead to over-design of stirred 
tanks. From a design point of view, it is important to consider the feed point in relation to 
the impeller clearance. A higher clearance is important for a feed point in the middle or 
upper part of the vessel, whilst feed introduced below the impeller can be better transported 
by the flow generated by the low clearance impeller. The application of this concept to a 
gas-liquid system, for example, is that, for systems in which surface aeration is important, a 
high impeller clearance would give better mixing. However, a low clearance impeller would 
be best suited for solid suspension. The other possible application is in a dual-impeller and 
draft-tube system in which the lower impeller is a Rushton turbine. There would be a loss in 
energy if the clearance of the lower impeller were O.33T due to the fact that the upper 
impeller would first have to overcome the upward stream generated by the lower impeller 
before the downward fluid motion could be achieved in the draft tube. 
5.2.5. Comparison of velocity profile in flat and elliptically bottomed tanks 
A further comparison was made between the flow generated in the flat and elliptically 
bottomed tanks by the Rushton turbine at a clearance of O.15T. The result of a simulation in 
a tank with the elliptical-bottom in Figure 5.17 shows a slight increase in the axial velocity 
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compared to the flat-bottomed tanks. This could be attributed to the elimination of the 
minor circulation loop at the bottom edge of the tank. These minor loops act as sinks for the 
momentum convective transport. In an elliptically bottomed tank, the downward impeller 
jet is smoothly deflected upwards rather than being partially damped as is the case in the 
flat-bottomed tank. 
0.4 r------------------, 
0.2 
Q. 
~O.O 
::> 
-0.2 
-0.4 
0.0 0.2 
x=0.3T 
-----
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Figure S.17. Comparison of the axial velocity profiles in flat and elliptically bottomed tanks: 
- - Elliptical; --Flat 
5.3. Flow field generated by the hydrofoil impeller (H15T) 
The hydrofoil impeller has been employed in this section to investigate mixing and power in 
the elliptically bottomed tank. The flow generated by the Rushton turbine is the bench-mark 
for many hydrodynamic studies. The hydrofoil impeller, which can be viewed as a hybrid of 
the pitched blade impeller and the Rushton turbine is employed in the pilot scale nickel 
precipitation process, on which this work is based. The hydrodynamic features influencing 
the flow field, mixing time and homogenization energy were investigated. The hydrofoil 
impeller was used at a low clearance (C = O.lST), and the flow generated at 300 rpm was 
compared with that of the Rushton turbine at the same conditions. The standard k-f5. 
turbulence model was employed with three unstructured grid sizes; 108,000, 263,000 and 
3S0,000 cells, in the modelled quarter tank. These grid sizes, hereafter referred to as coarse, 
base and fine respectively, were generated using the CFXS code. Both the MFR and SG 
approaches and a blended advection scheme (ANSYS, 2005) were employed. An initial 
blend factor of 0.75 was used, and this was increased gradually as the simulation progressed 
to a quasi steady state. In order to improve the accuracy and ensure boundedness, the final 
results were obtained with a high-resolution scheme, as opposed to the blend factor of 1. 
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5.3.1. Mean velocity flow field 
It has been shown in section 5.1.3 that the predictions of Wand V were not as good as those 
ofU. Further, there was a wider scatter of the experimental data obtained with the LDV for 
Wand V than U. Similar trends have been reported by Nere et al. (2001) and Sahu et al. 
(1999). Therefore, U was chosen for further investigations (Figure 5.18) into the influence 
of the grid size and impeller model on the flow field. The results for V, Wand k are given 
in Appendix II. The LDV measurements of the velocities in the bottom region of the tank 
showed broadly dispersed data, therefore only the data obtained as from the axial level of 
0.2T are reported in Figure 5.18, in which the results obtained with different impeller 
models and grid sizes are compared. In general, a good agreement between simulation and 
experimental results for the axial velocity profile was obtained in a fully developed single-
phase flow field. A comparison between the results obtained with the MFR and SG methods 
showed a better prediction with the SG method, especially in the impeller region where the 
intensity of turbulence was higher. This indicates that, in this region, the high level of 
turbulence resulting in temporal variations can better be accounted for by the fully predictive 
SG approach than the MFR one. 
The predictions in Figure 5.18 are better than those in the previous sections (5.1 and 5.2), 
especially in the wall region. The improved prediction in the wall region could be attributed 
to the scalable wall function employed in CFX5, as opposed to the standard wall function 
that was used in the case of CFX4, in the previous sections. The prediction obtained by 
different grid sizes and different impeller modelling methods showed a marginal difference 
in most regions of the tank. The major difference can be seen in Figure 5.18(g) and (h), 
which shows that the direction of the upward current changed from the axial to radial and 
circumferential flow at approximately x 0.8T. The turning point of this current was not 
well predicted by all methods shown in Figure 5.18. The flow in this region is influenced by 
the interaction between the free surface and the wall. Therefore, the prediction of the flow 
in this region depends on the treatment of the wall, free surface and the circulation flows. 
There was no apparent sensitivity of the simulation results in this region to the grid 
resolution in the range of the grid resolutions tested. The coarse grids gave an over-
prediction ofU with the MFR and SG methods. On the basis of the physics of the flow, in a 
given cell, a coarse grid captures fewer macro scale turbulent structures than a fine grid. 
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Figure 5.18. Axial velocity profile with different grid sizes and impeller models: 
- - Coarse-SG; -----Coarse-MFR; -- Base-SG; (0) Experiment 
These structures act as momentum sinks, and the fact that a coarse grid captures less of these 
could explain the over-prediction obtained with the coarse grid. From the numerical point of 
view, an increase in the cell size results in an increase in the cell Peelet number (Pe), which 
is the ratio of the convective flow to diffusion. An increase in the cell size has the same 
effect as an increase in velocity, which results in an increase in Pe. This may result in an 
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over-prediction of the mean flow obtained with the coarse grid in Figure 5.18. Also, by 
decreasing the cell size, the control volume decreases, and this results in an increase in the 
value of the diffusion conductance at the cell face, leading to a decrease in the cell Peelet 
number. This favours most discretizatization schemes, especially those, in which 
transportiveness (flow directionality) is not well accounted for. 
There was a mismatch between experimental and simulation results at a radial distance of 
about 0.6T with the coarse grid but not the fine one. It should be noted that the interface 
between the stationary and the rotating frames was located at 0.585T. Therefore, the 
prediction results are indicative of the sensitivity of the interface to the grid resolution. The 
interface was at the cylindrical plane on which the interaction between the impeller and the 
baffle is minimum (Luo et aI., 1994). However, a finer grid is expected to improve the 
accuracy of the results interpolated across the interface. 
Grid resolution 
In this work, the grid resolution was constrained by the available computational power to the 
three grid sizes tested. The sensitivity to the grid resolution was higher in the impeller 
region than in the wall region, with the results obtained with the base and fine grids being 
almost indistinguishable in the wall region (r > 0.8R). Despite the difference between the 
prediction with the base grid and with the fine grid in the impeller region, it has been seen in 
Figure 5.18 that the prediction with the base grid was good in this region. A grid resolution 
study shown in Figure 5.19 gave a difference of about 8% between the coarse and base grid. 
However, the difference between the base and fine grid at x O.3T, as shown in Figure 5.19, 
was marginal (less than 2%). Considering that the CPU time difference between the base 
grid and the fine grid was more than 18% (for a difference in simulation results of 2%), it 
was found to be more economical to adopt the base grid for further investigations. The 
subsequent simulations were therefore carried out with the base grid (corresponding to 
1,052,000 cells in the full tank), with a maximum cell size of 0.5 cm. 
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Figure 5.19. Grid independence evaluation with SG at x = 0.3T: --Fine; ----- Base; 
- - - Coarse. 
Axial velocity profile 
In section 5.2, it was shown that a low impeller clearance enhances mixing in a Rushton 
turbine stirred tanle Figure 5.20 shows that, for the fully developed flow field at the low 
clearance, there was only one primary circulation loop. 
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Figure 5.20. Fringe and vector plots of the axial velocity profile in the R15T configuration. 
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The secondary circulation loop that is typically found below the impellers at the standard 
clearance was completely suppressed due to the low impeller clearance and the tank bottom 
curvature used. The upward stream covered more than 90% of the liquid height, and this 
was indicative of a well mixed system with high circulation flow. Figure 5.20(a) shows the 
radial and azimuthal distributions ofU, which appear to be confined to the wall as shown in 
Figure 5.20(b). This distribution could not be visualized in Figure 5.20(b) due to the fact 
that the plane on which the vector plots were obtained was located in the middle of two 
baffles. The top most and bottom most planes of the fringe plots in Figure 5.20(a) are at an 
axial distance of x = O.95T and x = O.2T, respectively. Closer to the baffles (near the 
junction of the baffles and the tank wall), there was a wider spread of U, which was as a 
result of the partial conversion of W into U by the baffles. In Figure 5.21, the profiles for U 
(right side plane) and k (left side plane) show a high axial velocity and turbulent kinetic 
energy in the impeller discharge region and along the wall. 
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0.01 
-0.84 
-1 .56 
Figure 5.21. Flow field for the turbulent kinetic energy (left) and the axial velocity 
component (right). 
The high axial velocity along the wall represents the wall jet, which decayed only minimally 
up to a height of x = O.85T. Beyond this point, there was a rapid decay marked by the inner 
edge of the primary loop being at x = O.9T, above which the flow was dominated by the 
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radial and tangential velocity components. The fringe plot for the turbulent kinetic energy in 
Figure 5.21 shows one region of high k, which was between x = 0.3T and x = 0.6T and 
another one around the impeller tip. The latter is a region of maximum for all the 
components of the fluctuating velocity, as shown later. 
5.3.2. Turbulent field 
The mismatch between the experimental and simulation results of the turbulence field can be 
attributed to the isotropic assumption in the k-€ mxleI. It can be seen from the LDV 
measurements at three axial positions in Figure 5.22 that the three fluctuating velocity 
components are not the same in the entire tank volume. Further, all the fluctuating velocity 
components were highest in the impeller tip region, which is in agreement with the fringe 
plot for k in Figure 5.21. The turbulent kinetic energy dissipation rate was calculated from 
the experimentally determined velocity fluctuations by equation (3.20). A comparison 
between these results with the CFD ones obtained with the k-e model showed a severe 
disagreement in the entire tank as shown in Figure 5.23. This disagreement has been 
explained in section 5.2.2 and in the literature (Nere et aI., 2001; Sahu et aI., 1999 and 
1998). 
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Figure 5.22. LDV radial profile of the fluctuating velocities: (0) u'; (e) v' and ([J) w'. 
5.4. Comparison of the mixing with H15T and RI5T. 
A comparison between the experimental results of the flows generated by H 1ST and R15T 
show that the most significant differences in the magnitude of the flows generated by the 
two impellers were in the wall and impeller regions. A line has been drawn at U 0 in 
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Figure 5.24(g) and (h) to aid visualization of the direction of U in this region. It is shown 
that U tends to zero in the wall region, which is as a result of a change in the flow direction 
in the upper wall region. The axial point at which this change takes place depends on how 
far the wall jet penetrates into the bulk fluid, which is in tum influenced by the rate of the jet 
decay. It can be seen in Figure 5.24(g) and (h) that, for R15T, the axial velocity was 
positive in this region, which is an indication of a higher perfonnance of R 15T in generating 
axial flow in comparison to RIST. 
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Figure 5.23. Radial profile of the turbulent kinetic energy dissipation rate: 
(0) Experiments,--CFD. 
5.4.1. Flow field 
Figure 5.24 shows that RlST generated a higher axial velocity than R15T, and the 
differences were more significant both in the impeller and wall regions. The maximum 
impeller and wall jet velocities were calculated for both RlST and RIST. The impeller jet 
was taken as the maximum downward velocity in the impeller discharge region (r < 0.45R), 
and for the wall jet, this was taken as the maximum velocity in the wall region (r> O.60R). 
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The impeller jet velocity obtained with H15T was 21% higher than that obtained with R15T, 
and for the wall jet velocity. the same parameter was 51 % higher with H 15T. This indicates 
that, compared to H15T, a greater amount of the momentum generated by R15T was lost (or 
more energy was dissipated) in the lower region. 
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Figure 5.24. LOV measurement of the axial velocity profiles for R15T and H15T: 
(e) R15T; (0) H15T. 
This shows that R15T may provide a better intensive mixing in the bottom region whilst 
H 15T would provide a better overall macro mixing. Rielly and Marquies (2001) reported 
that the Rushton turbine provides better mixing in precipitation processes, in which micro-
mixing is required. The velocities generated by both impellers were comparable in the 
middle of the tank radial distance. For systems in which reactions take place, a high 
circulation flow generated by H 15T causes a distribution of the concentration gradient of the 
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reacting species, which is one of the driving forces for the rate of many chemical reactions. 
Even at a low clearance, R15T may not perform as well as H15T in systems that require 
high circulation, which leads to high macro mixing. 
5.4.2. Mixing time 
Mixing time required to achieve 90% homogenization was determined for both R15T and 
H15T, with the vertical dotted lines in Figure 5.25 showing the corresponding times at 
which this level of homogenization was achieved. The mixing simulation was initialized 
from a fully developed flow field obtained with the SG method, and all other mixing 
simulation strategies are as described in section 5.2. It is shown in Figure 5.25 that the 
hydrofoil impeller provided a shorter macro mixing time than the Rushton turbine (RI5T): 
both being at an impeller clearance of 0.15T. Without the draft tube (DT), the mixing 
simulation results showed that it took 6.5 sand 6.0 s to achieve 90% homogenization in 
R15T and H15T configurations, respectively, whereas with the draft tube, the time was 
shorter: 5.0 s for R15T-DT and 4.3 s for H15T-DT. This indicates that a faster macro 
mixing can be achieved with HlST. This is consistent with the flow profiles in Figure S.24, 
in which it was shown that the hydrofoil impeller generated a higher circulation flow than 
the Rushton turbine. Also, the flow numbers for these impellers were calculated as 0.78 for 
the RI5T and 0.8 for RIST, which shows a comparative pumping capacity of these 
impellers at this clearance. 
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Figure 5.2S. Comparison of mixing time with the Rushton turbine and hydrofoil impeller 
without and with DT: --without DT;- - with DT. 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
5 105 
5.4.3. Homogenization energy simulation 
Mixing efficiency was further evaluated by calculating the homogenization energy from the 
dimensionless mean kinetic energy dissipation rate, eCFD. The torque on the wall baffles 
was used to calculate power, and this was in turn used to compute eCFD and the power 
numbers (Np) in Table 5.4. The power number predictions obtained with this method were 
much closer to the experimental results than those obtained from the local simulation values 
of the turbulent kinetic energy dissipation rate. The power number for R15T was found to 
be 2.4 in the previous section but was 3.4, by the method employed in this section, against 
the experimental value of 3.8 (Montante et al., 1999). This represents a marked 
improvement (42%) in the simulation results, which can be attributed to a more refined grid 
and improved wall treatment in this case. However, the power numbers for R15T were still 
under-predicted by 14%. The under-prediction of the power number was due to the under-
prediction of the torque, which is calculated from the azimuthal momentum component. An 
accurate computation of this momentum depends on W, which has been shown to be poorly 
predicted by the k-e model. 
It is apparent that eCFD for R15T was higher than that for H15T, which is due to the higher 
power number obtained with RI5T. However, most of this energy was dissipated in the 
lower region of the tank as suggested by the results in Figure 5.24. The power numbers for 
the system with the draft tube were lower than those without. This is due to the fact that the 
draft tube enhances circulation, leading to a reduction in the azimuthal momentum, which is 
responsible for the torque on the baffles. The use of the draft tube resulted in a reduction in 
the homogenization energy by 19.2% and 17.7% for R15T and H15T, respectively. In a 
flow generated by H15T, there are relatively less circulation loops to be suppressed by a 
draft tube as compared to a flow generated by HI5T. This could explain the slightly higher 
reduction of the homogenization energy in the flow generated by R15T compared to that for 
H15T. 
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Table 5.4 Mixing time and homogenization energy at 300 rpm. 
Configuration Nt90 NE ECFD, ~ ECFD, % 
R1ST 32.S 3.40 0.09 
RlST-DT 2S.0 2.75 0.07 19.2 
HlST 30.0 1.11 0.03 
H15T-DT 21.S 0.92 0.05 17.7 
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CHAPTER 6 
~--------------------------
6. Results and discussion II: Hydrodynamics of a solid-liquid system 
It has been shown in section 5.4 that better mixing efficiency can be obtained at a clearance 
lower than the standard and that a more homogeneous mixing can be obtained with the 
hydrofoil impeller as compared to Rushton turbine. In this section, only the hydrofoil 
impeller (H 1ST) has been employed in a tank without a draft tube to investigate the off-
bottom solids suspension and concentration distribution using both experimental and 
simulation methods. 
The CFX5 code has been employed with the Eulerian approach, initially with the coarse, 
base and fine grids. The MFR approach was used to initialize the flow field and the final 
solution was obtained with the SG approach. The Gidaspow drag model was employed with 
the default values of the non-drag forces. The turbulence induced in the liquid phase by the 
particles was accounted for by the Sato model (Sato and Sekoguchi, 1975). The difference 
between the simulation results obtained with the base and fine grids was in the same order of 
magnitude as the single phase. The marginal difference in the results for these grids relative 
to the significant increase in the CPU time did not warrant the use of the fine grid. The 
subsequent simulations were therefore carried out with the base grid (corresponding to 
263,000 in a quarter tank or 1,052,000 cells in the full tank), with maximum cell size of 
0.5 cm. A good convergence «10-4) of the RMS residuals for the solids liquid system could 
generally be achieved with time steps of 2 x 10-3 s, and with maximum coefficient loops of 
at least 12. Gamwo et at. (2003) used a 2-D simulation of a three-phase system for which 
the grid size was given as 1.8 x 20 cm and a time step of 10-5 s. The present 3-D case, with 
a maximum cell size of 0.5 cm and minimum time step of 8.0xl 0-4 s, may be regarded as a 
larger time step with finer grid simulation, in comparison to that of Gamwo et aL (2003). 
The time steps were increased gradually up to a maximum of 8 x 10-2 s, when it was evident 
that a fully developed flow field had been attained. At the end of a simulation, the total 
mass of the solids in the domain was computed and compared with the quantity that was 
originally introduced into the domain, and it was found that the total mass remained the 
same. Further, it was ensured that the torque on the wall baffle was constant and the mass 
imbalance in all sub-domains was less than 1 %. 
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The LDV method was used to validate the velocity field simulation results for the liquid-
only system, after which, particles were introduced into the simulated system. The poly-
disperse multiphase simulation approach was used to investigate the influence of the particle 
size distribution on the solids concentration distribution. 
6.1. Solid-liquid mixing characteristics 
Solids suspension depends on particle and fluid properties as well as the operating 
conditions such as the impeller speed. Dimensionless numbers can be used to give an 
indication of the response of the particles to the fluid flow. The response is characterized by 
mixing features such as off-bottom solids suspension and cloud height. These features 
determined the quality of mixing, which is constrained by power dissipated in the system. 
Some of the dimensionless numbers have been computed in this section and the CFD 
simulation methods have been developed to determine Njs and cloud height. 
6.1.1. Dimensionless numbers 
The particle Reynolds numbers (Rep) shown in Table 6.1 were calculated from the 
experimental values of the particle terminal settling velocities (Ut) in a quiescent fluid. For 
the particle size range investigated, the Reynolds number was outside the range covered by 
the Stokes law (Rep < 1). 
Table 6.1. Particle flow properties and energy consumption for 5.1 % (2 kg) solids loading. 
75 
100 
300 
400 
500 
750 
1000 
Ar 
41 
98 
781 
6236 
12205 
41193 
97642 
16 
18 
30 
40 
49 
62 
74 
w 
The SEM pictures in Figure 6.1 show that, in general, the particles were spherical, with a 
few irregularities shapes. The Archimedes number (Ar) for most particles was more than 
100, indicating that, for such particles (dp > 100 llm), the gravitational force dominated over 
the drag force (Mersmann et aI., 1998). 
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For a given density, smaller particles will have lower values of Ar, which means that the 
drag force will be more important, and the terminal velocity, which depends on the 
gravitational force, will have less influence on the flow field. It has been reported 
(Mersmann et aI., 1998) that homogeneity cannot be obtained if the gravitational force 
dominates significantly over the drag force, a condition indicated by Ar > 102. 
(a) (b) 
Figure 6.1. Nickel particles SEM pictures: (a) Magnification=80x, (b) Magnification=200x. 
6.1.2. Solid-velocity field 
With the base grid, 40 days of CPU time was required to obtain a fully developed flow field. 
The discretization scheme with a blend factor of 1 showed some non-physical phenomena, 
where the highest solids concentration was in the liquid surface region. The variation of the 
solids concentration distribution with time is shown in Figure 6.2; from the initial condition 
(Figure 6.2(a)) up to the quasi steady state that was reached after 40 s (Figure 6.2(d)). There 
were voids behind the impeller blades, which represent the trailing vortices. In front of the 
blades there were small regions of high solids concentration. 
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Figure 6.2. Fringe plots of the solids concentration profile for 1.3% Ni230. 
6.1.3. Just off-bottom solids suspension 
The simulation was initiated with particles settled at the bottom of the tank as shown in 
Figure 6.2(a) and the influence of the impeller clearance on the off-bottom solids suspension 
was investigated. The CFD simulation flow profiles showed that the angle of discharge 
(with reference to the vertical) increased with an increase in the clearance, and this explains 
the increased solids accumulation below the impeller with an increase in the impeller 
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clearance. As the clearance decreased, nickel particles moved from the bottom centre of the 
tank to the wall before being suspended by the wall jet. These results are not shown for the 
sake of brevity. A low clearance translates into a short path between the impeller blade tip 
and the tank bottom, and the turbulence decays along this path. A shorter path leads to the 
particles at the bottom experiencing both the effect of the turbulent dispersion and bulk flow 
mixing. This results in better mixing with a low clearance impeller. The 0.15T clearance 
was therefore adopted for further studies. This clearance is in the range (C < 0.17T) where 
the ratio of the local energy to the energy dissipated per unit mass of liquid is constant 
(Sharma and Shaikh, 2003). At this clearance, the quantity of the particles that settled below 
the shaft decreased with an increase in the impeller speed. 
The maximum radius covered (rm) was determined experimentally according to the method 
described in Chapter 4. For all the particle sizes studied, the rm was found to be 0.25R for 
Ni230, Ni400 and Ni500 (Figure 6.3 (a», and if the particles bottom coverage exceeded this 
radius, no particle motion was observable. The CFD simulations were run at the 
experimentally determined Njs with different particle sizes and loadings. The volume 
fraction at this radius, for different solid loadings at a constant particle size, and for different 
particle sizes at a constant loading, is given in Figure 6.3 (b). The data points shown in the 
figure represent snapshots of the concentration taken at rm, and this concentration fluctuated 
with the passage of the impeller blades even after a pseudo steady state had been reached. 
The mean value for the volume fraction (Vjs) for different particle sizes was found to be 004. 
This was the volume fraction at the maximum radius when the system was operating at Njs. 
The subsequent Njs values were obtained by starting with the solids settled at the bottom and 
increasing the impeller speed gradually until the volume fraction at the monitoring points 
defined at rm stabilised at 004. 
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Figure 6.3. Detennination of the maximum bottom radius covered at different loadings: 
(-) 6%, (0) 10%, (e) 20%. 
1000 
The CFD simulation under-predicted Njs especially for the larger particles (dp > 150 ~m), as 
shown in Figure 6.4. This is in agreement with Kee and Tan (2002), who attributed this 
disparity to the assumption that the particles were spherical. The SEM analysis in Figure 6.1 
shows that there were some particles with irregular shapes, resulting from either particle 
aggregation or breakage, and that the surface roughness increased with the particle size. The 
increase in the surface roughness could cause a decrease in the particle bulk density and a 
decrease in drag. An increase in surface roughness may result in an increase or a decrease in 
Co, depending on the intensity of turbulence, which influences the relative magnitude of 
fonn and skin drags. Skin drag is caused by the flow resistance due to the boundary layer. 
Starting from a smooth surface, turbulence increases with an increase in surface roughness, 
and this leads to the boundary layer detachment point being pushed to the back of the 
particle in motion. This is a situation that is commonly encountered in free fall. In such a 
situation, a point is reached where a further increase in roughness results in an increase in 
CD due to the resistance offered by the rough surface and an increase in the fonn drag. The 
fonn drag is caused by the pressure difference between the front and back side of the 
particle. This may result in an increase in Co. However, Brucato et al. (l998a) reported that 
surface roughness did not influence CD for the range of particles (2500 kgm-3 silica and 
glass) they investigated. 
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The rm method provided a direct link between the experimental method, suggested by Rieger 
and Ditl (1994) for determining the Njs and a CFD simulation method. The error involved in 
the visual determination of the Njs increased with a decrease in particle size, and this agrees 
with Ibrahim and Nienow's (1999) experimental investigation. For the larger particles (dp > 
300 11m), both the Zwietering correlation and CFD simulations under-predicted Njs. The 
deviation from the experimental results for the Zwietering correlation and CFD simulation 
were 4% and 6%, respectively. It is evident that, in general, there was a better agreement 
between experimental results and those obtained with the Zwietering correlation. However, 
the CFD predictions were better than the latter for the smaller particles (dp < 150 11m). 
Solids off-bottom lifting could be influenced by the velocity in the boundary layer. The fact 
that there was a reasonable prediction of Njs despite the boundary layer not being resolved 
shows that the influence of the boundary layer was not significant in this study. The 
determination of Njs by the CFD simulation method involves a tedious procedure that may 
only be employed in systems with small particles for which the Zwietering correlation does 
not give satisfactory results. 
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Figure 6.4. Variation ofNjs with particle size at 20% Ni230 loading: 
- CFD, (0) Experiments; - - - Zwietering. 
6.1.4. Cloud height 
800 
The cloud height was identified by a point of highest curvature on the curve representing the 
variation of volume fraction with axial distance as described in Chapter 4. Both the OAT 
measurement and CFD simulation did not show the point of highest curvature for low solids 
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loadings (less than 2.0%), indicating complete solids suspension. The fact that no cloud 
height could be visualised with such a low loading is indicative of the relation between the 
point of highest curvature and the cloud height. Cloud heights determined by the visual 
method, despite being less precise, were consistent with those determined by both CFD and 
OAT. Rieger and Ditl (1994) evaluated different methods for determining the cloud height 
and concluded that the visual method is the best of all direct methods. 
The cloud height of 0.9T was taken to represent 90% homogenization. The impeller speed 
(Njs) required to achieve just off-bottom solids suspension was more than that required for 
90% homogenization (N90), as shown in Figure 6.5. This is contrary to the expectation and 
can be attributed to factors such as the elliptical tank bottom and particle size difference. A 
significant quantity of the solids could well be suspended while some particles still remained 
stationary on the elliptical bottom for more than 1-2 s, leading to Njs being greater than N90. 
Also, smaller particles are easily suspended to form a cloud at a speed insufficient to lift 
larger particles. The average difference between Njs and N90 was higher (about Njs=I.5N90) 
at lower loadings «6%). However, the gap narrowed with an increase in the solids loading, 
especially for Ni400, giving a minimum difference (Njs=1.15N9o) with 12% loading. The 
increase in the impeller speed with solids loading was as a result of an overall increase in the 
solids potential energy in the system, which had to be balanced by a higher liquid kinetic 
energy. Both Njs and N90 for Ni400 were higher than those for Ni230, which was due to the 
higher terminal velocity of Ni400. The fact that the gap between Njs and N90 was narrower 
for Ni400 than for Ni230 can be attributed to the higher inertial force of the larger particles. 
The solids suspension is achieved as a result of the kinetic energy possessed by the particles, 
and the loss in particle kinetic energy resulting from collisions of the larger particles is more 
than the corresponding value for the smaller particles. As the solids loading increases, the 
chances of collisions increase, reSUlting in more kinetic energy of the particles being 
transformed into potential energy. This requires an increase in liquid kinetic energy to 
maintain the balance, and this energy must be provided by an increased impeller speed, as 
shown in Figure 6.5b. Also, the decrease in the gradient of the Njs curves can be attributed 
to the increased loss in the kinetic energy due to an increase in the rate of collision. Un
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Figure 6.5. Effect of solids loading on Njs and N90: (0) Njs experiments; Njs model; 
(.) N90 experiments. 
There was a rapid increase in the cloud height (h) with an increase in the impeller speed, as 
shown in Figure 6.6, and the increase was less steep above 500 rpm. More than 90% 
homogenization was obtained at 700 rpm with particle loading up to 14%. The empirical 
correlation for the cloud height (equation (3.14)) was fitted to the data obtained by LDV 
measurement and CFD simulation methods in order to obtain the empirical constants, and 
Figure 6.6. Variation of the experimentally determined cloud height with impeller speed for 
Ni230; (.) 5.1%; (-) 9.8%; (0) 14.0%. 
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The values of the two empirical constants in equation (6.1) are lower (2.7 and 0.6 for a.2 and 
K, respectively) than those given by the Bittorf and Kresta (2003) correlation in equation 
(3.14) as 3.5 and 0.87 for a.2 and K, respectively. This represents a scaling-down of the 
cloud height by equation (6.1). This can be attributed to the fact that the density of the 
particles employed in the Bittorf and Kresta's work was lower (2550 kg/m3) than in this 
work (8903 kgm-3). Once the particles have been lifted from the bottom, the suspension 
height decreases with an increase in the particle settling velocity. The scale-down of the 
cloud height by equation (6.1) as compared to equation (3.14) is therefore expected for the 
present system with high density particles. For a given Ucore , there is an increase in wall 
decay with an increase in particle density. Consequently, the height at which the balance 
between the particle settling energy and the energy dissipated by the impeller (Mersmann et 
aI., 1998) is reached is reduced. This view is supported by the fact that, for the liquid-only 
system, the empirical constants obtained in the present system were the same as those 
reported by Bittorf and Kresta (2003) in different systems. In Figure 6.7, the decrease in 
cloud height with an increase in the solids loading, at the corresponding Njs, was 
approximately linear. 
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Figure 6.7. Variation of the cloud height with Ni230 loading at 500 rpm: 
(0) Experiments; - CFD; - - - Equation (6.1). 
The CFD prediction of the cloud height was in very good agreement with the experimental 
results up to 10% solids loading. There are many factors that could be responsible for the 
mismatch obtained at higher loadings, some of which can be attributed to the empirical 
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constants used in the formulation of the governing equations. Some of these constants, like 
those in the k-E turbulence model, were determined in simple systems (Versteeg and 
Malalasekera, 1995) and may not be valid for systems with high solids loadings, for which 
the physics become more complex. Similarly, the drag models, non drag forces and solids 
pressure depend on a complex interaction of the reactor geometry and the scale of the 
turbulent eddies resulting from the effect of the solids loadings. In the RANS-based 
turbulence models, the influence of large eddies and macro-instabilities are not accounted 
for. 
6.1.5. Power draw 
Power consumption increased exponentially with the particle loading. All the three solids 
loadings considered in Figure 6.8 show the well known dependence of power on N3• The 
power increased with NU and the value of a varied with solids loading; N2.97, N2.98 and N311 
for 3%, 10% and 14%, respectively. The values of a generally agreed with the well known 
value (3.0). However, there was an increase in a by about 4.5% when the loading was 
increased from 3% to 14% loading. As a test case, the power prediction by the CFD 
simulation was computed, under the same conditions, from the torque on the baffles as 
0.56 kW (for 10% loading), which is lower than the 0.66kW obtained experimentally. The 
under-prediction of the power is consistent with that of the Njs, which has been attributed to 
the particle shape. Even in the absence of solids, the CFD simulation has been shown 
(Ciofalo et al., 1996; Ochieng and Lewis, 2004) to under-predict power. The power 
consumed per unit mass and the levels of homogeneity achieved are both influenced by the 
hydrodynamic forces governing the flow. The relative influence of these forces on the solid 
suspension can be accounted for by the Archimedes number (Ar) (Barresi and Baldi, 1987). 
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Figure 6.8. Variation of the CFD simulation power draw with impeller speed and particle 
loading for Ni230: (0) 3%; (e) 10%; (t.\) 14%. 
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The high value of Ar (> 100) was an indication that, in the present system, the gravitational 
force dominated over the drag force in accordance with the findings of Mersmann et al. 
(1998). These authors reported that, in such a system, it is not possible to achieve complete 
homogeneity, and both radial and axial concentration gradients exist. It is therefore 
important to obtain detailed information on the local solid solids concentration distribution, 
both in the radial and axial directions. 
6.2. Solids concentration distribution 
The influence of solids loading, particle size, simulation procedures and density on the mean 
velocity field, solids concentration distribution and slip velocity were investigated. The 
resulting mixing phenomena were explained using the solids suspension theories. Radial and 
axial solids concentration distributions were affected by the impeller speed, solids loading 
and particle size. Prediction of the solids suspension depends on the drag models, some of 
which have been investigated in this section. 
6.2.1. Liquid axial velocity profile 
The introduction of the solids into the system resulted in a decrease in the axial velocity 
component as shown in Figure 6.9. The greatest decrease for 0.54% and 1.33% loadings 
was in the wall region, where the decreases were 18%, and 50%, respectively. The decrease 
in the axial velocity in the wall region can be attributed to the interaction between the 
particles and the wall jet, which influences the axial solids distribution. Mersmann et at. 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
6 119 
(1998) reported that a 0.1 % solids volume fraction had a negligible influence on the liquid 
velocity flow field. However, in the present case, solids loading as low as 0.54% 
(equivalent to 0.06% volume fraction) had an influence on the liquid axial velocity, as 
shown in Figure 6.9. This can be attributed to the high density of the nickel particles used in 
the present study. The balance of forces of a particle and equal volume of liquid depends on 
both particle size and density. It is therefore apparent that the conclusion reported by 
Mersman and co-workers may be valid only for particles of the same density as the ones 
they used. 
0.4 r--------------...., 
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Figure 6.9. Effect of the solids loading on the axial velocity at x = OAT, N=300 rpm for 
Ni230: - 0%; - - - 0.54%; ---1.33%. 
6.2.2. Solids axial concentration with low solids loading (up to 1.33%) 
Figure 6.10 shows that, for a dilute system of 0.1 kg loading (0.3%) of Ni230, complete 
homogeneity was achieved with an impeller speed at Njs (360 rpm), with a mean deviation 
of the simulation results from the OAT ones of 0.7%. This is a very good prediction. The 
concentration profile obtained in this dilute system showed a negligible axial solids 
concentration gradient, which is consistent with Montante et al. (2001 b), who used similar 
experimental and simulation methods. 
Un
ive
rsi
ty 
f C
ap
e T
ow
n
120 
1.0 
0.8 o~ 
to.6 
) 
(Q 
;.< ~ 0.4 
( 
0.2 c 
\ 0 
0.0 
0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 
vivo 
Figure 6.10. Axial concentration profile for 0.3% Ni230 at 360 rpm: 
(0) Experiments; - CFD. 
It is also important to note that, in the present work, the value of the drag coefficient (CD) 
experimentally obtained in a still fluid, using the method described in section 4.1.6, was 2A, 
which is of comparable magnitude to that (2.7) obtained by Montante et al. (200 1 b). It is 
expected that, in this work, the CD would be smaller than the one obtained by Montante and 
co-workers given the higher density of the particles used in the present case. A more 
detailed investigation on CD is presented in section 6.3.1. 
At an increased solids loading of 1.33% Ni230, a steeper axial solids concentration gradient 
was obtained with the impeller speed at Njs. The mean deviation of the simulation results 
from the experimental ones were found to be 4.6% (Figure 6.11a) for Ni230 and 5.3% for 
Ni400 (Figure 6.11 b). The most conspicuous feature in this figure is the occurrence of a 
maximum solids concentration, which was at x = O.ST and x = OAT for Ni230 and Ni400, 
respectively. 
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Figure 6.11. Axial concentration profile with 1.33% loading ofNi230 and Ni400: 
(0) Experiments; - CFD. 
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Figure 6.11 shows that an increase in the solids loading (mean concentration) and particle 
size results in an increase in the axial concentration gradient. For Ni230, the CFD 
simulation under-predicted the solids concentration in the entire tank volume. Similarly, for 
Ni400, under-prediction is observed in the lower 60% of the tank. This can be attributed to 
the influence of large eddies and macro-instabilities on the solids suspension. These 
turbulent structures do exist in reality and they affect mixing (Montes et aI., 1997). 
However, they are not accounted for by the k-E model employed in the present case. 
Furthermore, the turbulent kinetic energy (k) is known to be under-predicted by the k-E 
model. Since the solids suspension increases with an increase in k (Caulet et aI., 1996), the 
under-prediction of the volume fraction in Figure 6.11 is due to the under-prediction of k. 
'Ibis is compounded with other model limitations in accounting for factors such as particle-
particle and particle-wall interactions. 
The influence of the turbulent dispersion force on the solids concentration distribution was 
investigated with low solids loading. In an cases in Figure 6.10 and Figure 6.11, the 
accuracy of the final solids suspension simulations were not influenced by the value of the 
turbulent dispersion force, and this is in agreement with Montante et aI. (2001 b). However, 
when this force was set (in the solver), the CPU time required to achieve the pseudo steady 
state (homogeneous suspension) was shortened by 20%. For higher solids loadings (> 2%), 
the root mean square (RMS) residuals could not go below 10-4 if the turbulent dispersion 
force was not set. 
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A test case simulation with particles initially distributed uniformly in the domain and with 
different turbulent Schmidt numbers (implicitly changed through a user modifiable turbulent 
coefficient) showed neither a change in the CPU time nor the accuracy of the final results for 
low (1 %) solids loading. This indicates that, in such a simulation set up, and with such a 
low solids loading, the influence of the turbulent dispersion force on the solids suspension is 
negligible. It is therefore apparent that, for low solids loadings, bulk fluid flow dominates 
over turbulent structures. A system like this can be scaled up on the basis of the impeller tip 
speed, which is in agreement with Montante et al. (2003). 
However, the situation becomes more complex with increasing solids loading, as the 
suspension depends on whether the turbulent structures disperse the solids or the solids 
damp these structures. Whichever one of these two factors dominates depends on the 
intensity of the turbulence in relation to the damping effect of the solids on the fluctuating 
velocity, which defines the turbulent kinetic energy. In the range of operation in the present 
work, with a low impeller clearance (C O.l5T), the results suggest that, for operations that 
require just off-bottom suspension, or for high solids loading, k is important. Mersmann et 
al. (1998) reported that the fluctuating velocity (u'), on which k depends, is necessary 
everywhere in the vessel for solids suspension, especially at the bottom of the tank, where 
particles tend to settle. In the region very close to the bottom, both mean and fluctuating 
velocities are zero, with the minimum value of u being just outside the boundary layer. 
According to Mersmann et al. (1998) the off-bottom lifting of particles is given by u·4, and 
also depends on the minimum fluctuation velocity (U'min). There is a decrease in u with an 
increase in distance away from the blade tip. Therefore, a decrease in the impeller clearance 
results in an increase in the value of U'min available for solids lifting. Despite the fact that the 
boundary layer was not resolved in the present case, the influence of the dispersion force 
through u' could still influence off-bottom solids suspension in the region outside the 
boundary layer. 
The impeller clearance used in the present work falls within the range (C < 0.17T), in which 
Sharma and Sheikh (2003) reported that the ratio of local energy to the energy dissipated per 
unit volume is constant. A possible application of this concept is that, for such systems, 
scale-up may be done on the basis of power per unit volume, which is proportional to the 
turbulent kinetic energy. 
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6.2.3. Effect of solids loading 
The influence of the solids loading was investigated in Figure 6.12, with 5%, 10% and 18% 
solid loadings. The OAT data was not available for such high loadings due to the fact that 
the slurry could no longer allow light through. The impeller speed was constant throughout 
at Njs for the 10% solids loading. The deviation of vIvo from unity increased with an 
increase in solids loading. One of the solids suspension theories is based on a balance 
between the potential energy of the particles and the liquid kinetic energy (Mersmann et aI., 
1998). On the basis of this theory, an increase in the solids loading results in an increase in 
the total potential energy in the tank. Therefore, the axial level at which the balance 
between the potential energy and the kinetic energy takes place decreases with an increase in 
the loading, as shown in Figure 6.12. This observation is expected if the particles in the 
simulation domain are mono-disperse. This theory is based on a global power balance in the 
system, which does not account for the spatial variations in solids concentration and particle 
size. It is a common practice to simulate mono-disperse particles. However, in reality, 
particle size distributions are more often encountered. It is therefore necessary to consider 
the influence of the particle size on the solids suspension. 
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Figure 6.12. Effect of solids loading on the axial concentration profile ofNi230: 
5%; ------ 10%; - - - 18%. 
6.2.4. Particle size effect 
124 
4 
4 
The mono- and poly-disperse multiphase simulation approaches were employed with three 
particle sizes to investigate the influence of the particle size on solids concentration 
distribution. The mono- and poly-disperse systems are denoted by SI and SII. respectively. 
The axial and radial solids concentration distributions were determined experimentally as 
described in Chapter 4. 
MOllo-disperse particles 
The axial solids concentration profiles were determined at eight radial locations in the tank 
with three particle sizes. However, only results for the central location (r = 0.5R) are 
reported. A 10% loading of three mono-disperse particle sizes (Ni230, Ni400 and Ni750) 
were simulated separately at 250 rpm, 574 rpm and 700 rpm (Figure 6.13). The impeller 
speeds were chosen such that the 250 rpm was below N90 for all the particle sizes, 574 rpm 
was the Njs for the Ni230 and 700 rpm was above Njs for all the sizes at the loading 
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considered. At 250 rpm, the solids distribution was such that a very high proportion of the 
particles remained at the bottom of the tank, as this velocity was far below Njs. A reasonable 
suspension was achieved with an impeller speed of 574 rpm, reaching a cloud height of 
O.92T, 0.66T and 0.50T for Ni230, Ni400 and Ni750, respectively. The nonnalized volume 
fraction (vivo) for all sizes deviated from unity for the greater part of the tank with an 
impeller speed of 574 rpm. An increase in the impeller speed from 574 rpm to 700 rpm, 
resulted in an increase in the axial level of the maximum solids concentration from 0.3T to 
0.8T for the Ni400 case. At 700 rpm, there was a high homogeneity indicated by a very 
small (less than 8%) deviation of vivo from unity for all the three particle sizes. However, 
there was a well defined region of high concentration in the upper 20% of the tank. 
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Figure 6.13. Variation of the axial solids volume fraction with impeller speed and particle 
size for 10% loading at r =0.5R; - 250 rpm; - - - 574 rpm; ------ 700 rpm 
The axial location of the point of maximum concentration decreased as the particle size 
increased; being at 0.88T, 0.8T and 0.74T for Ni230, Ni400 and Ni750, respectively. The 
disparity in the point of maximum concentration can be explained by the mechanisms that 
cause solids suspension. The potential energy of all the particle sizes in Figure 6,13 was the 
same (same mass), therefore, the theory that postulates that the solids suspension results 
from a balance between the suspension potential energy and kinetic energy cannot explain 
this disparity. Instead, the alternative theory by Mersmann et al. (1998) based on the 
assumption that the particles are suspended when there is a balance between the fluid 
upward velocity and particle settling velocity appears to be more applicable. Similarly, the 
disparity can be explained by the theory based on a balance between the energy dissipated 
by the settling particles and the energy dissipated in the fluid by the agitator (Mersmann et 
al., 1998, Pinelli et al., 2004). It is known that the axial velocity component decreases up 
with an increase in the axial distance from the impeller. For the bigger particles with a 
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higher settling velocity, this balance was achieved at a level lower than that for the smaller 
particles. This shifted the axial level of the maximum concentration downwards as shown in 
Figure 6.13. 
Poly-disperse particles 
In this section, masses of the solids loaded into the system are given for clarity of the 
presentation The same mass of 4 kg (10%) of the three nickel particle size ranges shown in 
Figure 6.13 was simulated in a single domain in Figure 6.14 and Figure 6.15 to determine 
the influence of the particle size on the solids concentration distribution. 
(a) Ni750 (b) Ni400 (c) Ni230 
0.25 -
0.20 -
0.15 -
0.10 -
0.05 _ 
Figure 6.14. Fringe plots of the solids concentration profiles for Ni230, Ni400, Ni750, SII 
10% loading, 700 rpm. 
Equal masses (1.33 kg) of Ni230, Ni400 and Ni750 were introduced into the domain; the 
quantity of each particle size representing a dispersed phase in the Eulerian scheme. The 
high concentration ofNi750 near the wall in the upper tank region in Figure 6. 14(a) can be 
attributed to the circumferential flow and centrifugal force. A similar observation was made 
by Derksen (2003) with a Lagrangian simulation approach. In this region, the 
circumferential flow is constrained by the baffles and the liquid flow rate is relatively low. 
The solids collide with the baffles and, after losing their momentum, the liquid momentum 
cannot carry them through, especially the bigger ones with higher settling velocities. It is 
expected that the particles would lose momentum at this point and, instead of continuing 
with their initial trajectory, they tend to settle. However, some of the particles may be 
trapped in a small secondary circulation loop resulting from the wall separation, and thus 
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remain suspended at this point. This could explain the accumulation of Ni750 in the far 
right upper region of Figure 6. 14(a). This region was just above the point at which the 
circulation loop separated from the vertical wall. 
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Figure 6.15. Effect of particle size on the axial solids suspension at 10% loading, 700 rpm: 
- Ni230; - - - Ni400; ------ Ni750 
8 
The axial flow profiles at all radial locations in Figure 6.15 show that the largest particles 
were the least suspended, and the cloud heights shifted downwards with an increase in 
particle size. The cloud heights for Ni230, Ni400 and Ni750 were O.78T, 0.68T and 0.52T, 
respectively. The concentration ofNi230 was higher than the mean concentration up to 70% 
of the liquid height. However, for Ni400 and Ni750, there was no specific pattern in this 
regard. 
The radial solids concentration profiles in Figure 6.16 show a steeper gradient closer to the 
axis and tank wall. In the upper quarter of the tank, there was an increase in the solids 
concentration with an increase in distance from the tank centre. The typical accumulation of 
solids in the bottom edge of the tank was not observed since the elliptical-bottom enhanced 
the suspension of the particles by the impel1er discharge stream. The region closer to the 
shaft is the impeller inlet stream, in which the turbulence intensity is low. Turbulence in a 
stirred tank decays with an increase in distance from the impeller and the high concentration 
in the middle region further confirmed that solids concentration gradient increases with a 
decrease in the turbulence intensity, especially in the absence of small secondary circulating 
loops. The region of high concentration in the middle or upper region can be easily 
eliminated by a multiple impeller system (Montante et al., 200 1 b). 
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Figure 6.16. Variation of the radial solids concentration distribution with particle size with 
10% totalloading of 1.33 kg each at 700 rpm: Ni230; ------ Ni400; - - - Ni750. 
For a well mixed tank, the radial concentration gradient should be negligible. The increased 
solids concentration in the wall region is responsible for the decrease in the axial velocity 
component shown in Figure 6.9. 
Mono- and poly-disperse particles 
The profiles of the mono-disperse particles (Figure 6.13) were superimposed onto those 
obtained with the poly-disperse particles in Figure 6.15 in order to determine the influence 
of particle size on the concentration distribution of a particular reference phase. For clarity, 
concentration profiles for Ni230 and Ni750 only are presented in Figure 6.18, and the 
systems represented in Figure 6.13 and Figure 6.15 are denoted by Sl and SII, respectively. 
The link between the two systems can be obtained by assuming that for Sf, a 10% mono-
disperse particle size loading of, for example, Ni230 is comprised of three phases of Ni230, 
with the mass of each phase being 1.33 kg. A reference phase can be taken for this case as 
1.33 kg of Ni230, meaning that the other two secondary phases are identical to the reference 
phase. By taking the same 1.33 kg Ni230 in the system of poly-disperse particles, SIl, the 
secondary phases become Ni750 and Ni400 (1.33 kg each). The influence of the bigger 
particles on the suspension of the smaller particles can then be determined. The mean 
concentration of each phase was computed and used to normalize the concentration of the 
respective phase. 
Taking the smaller particles as the reference phase in S" Figure 6.17 shows a higher axial 
solids suspension of Ni230 in the presence of the same size 'neighbours', S" than in the 
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presence of the bigger 'neighbours', Su. This shows that the bigger particles inhibit the 
movement of the smaller particles. In the event of a smaller particle colliding with a bigger 
one, the smaller particle loses the most momentum, which increases its settling tendency. 
Considering a mass of 1.33 kg of the bigger particles (Ni750 in Sn) as the reference phase, 
Figure 6.17 shows a lower solids axial suspension of Ni750 mono-disperse particles than in 
the presence of Ni230 and Ni400. This can be attributed to the fact that, in the presence of 
the smaller particles, the net loss of momentum by the bigger particles is less compared to 
the case of larger interacting particles. 
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Figure 6.17. Variation of the axial solids suspension with mean particle size for mono-
disperse (S,) and poly-disperse (SII) systems:--- Ni230 S,; - - - Ni230 SII;----- Ni750 S,; 
-·_·-Ni750 SII 
However, for systems with high solids loading or small particles, caution needs to be 
exercised since the suspension viscosity may change, resulting in a modified hydrodynamic 
field. The higher concentration of Ni750 at the bottom in S, was due to the higher 
percentage of particles with higher settling velocities in the system of mono-disperse 
particles (S,) than in that of the poly-disperse particles (SII). In general, there was a lower 
axial solids suspension of Ni750 in the presence of the bigger secondary phases 
(1.33 kg+ 1.33 kg of Ni750, compared to 1.33 kg of Ni230 + 1.33 kg of Ni400). This 
observation is consistent with the observation made for Ni230 as a reference phase in SIlo 
This shows that the mono-disperse simulation approach alone cannot be relied upon to 
predict the solids concentration distribution in a system with a wide range of particle sizes. 
It is apparent that the suspension theory based on a balance between the potential energy and 
liquid kinetic energy cannot explain the profile. Both S, and S" had the same potential 
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energy (mass), therefore, if the theory based on the potential energy is to be applied in this 
case, then the same profile would be expected for both Sj and SII. However, this was not the 
case. The suspension theory that is based on the assumption of a balance between the 
particle settling velocity and upward fluid velocity is therefore more applicable. 
Local particle size distribution 
A further investigation into the spatial variation of the local mean particle size was carried 
out by taking samples along the radial direction, and measuring the mean particle size using 
the laser diffraction method. The mean size (d50) of the sample (which was in the range of 
150-1000 )lm) introduced into the tank was 430 )lm, as obtained by the laser diffraction 
analysis. Figure 6.18 shows that, in the lower and upper regions of the tank, the mean 
particle size increased with an increase in the distance from the centre of the tank. At the 
centre of the tank (x=0.5T), the local mean particle size in Figure 6.19 deviated from the 
global mean by about 3% compared to the lower and the upper regions of the tank where the 
deviation was more than 10%. 
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Figure 6.18. Variation of the mean particle size with radial and axial distances for 18% 
solids loading and particle size of 150-1000 )lm. 
The diameter of the particles in the middle of the tank was approximately equal to the global 
mean diameter, d5o. This indicates that, in comparing the mono-disperse simulation and 
experimental results, the size of the particles in the middle of the tank are the same as the 
simulated size. 
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6.2.5. Particle density effect 
The density of nickel particles is very high compared to that of water, and the requirement 
that a complete suspension be achieved in order to maximize the surface area available for 
crystal growth poses a great challenge. Therefore, the nickel solids concentration 
distribution was compared with that of flint glass and sand. Table 6.2 shows the 
experimentally determined terminal settling velocity and other hydrodynamic parameters for 
the three different particles. The maximum Stokes number (St), which is the ratio of the 
Stokesian particle relaxation time to the time required for one impeller revolution (Derksen, 
2003), was 0.76. The difference between the Ar for nickel and sand of the same size was 
more than one order of magnitude. 
A comparison between the concentration profiles for the three particles is presented in 
Figure 6.19, where the nickel concentration profile is shown to deviate from the profile of 
the other particles. The difference in the concentration profiles of sand and glass was about 
6% whereas that for the nickel deviated from the two others by up to 20% in most regions in 
the tank. Again, particles with higher densities accumulated more in the bottom region than 
the low density ones. 
Table 6.2. Hydrodynamic properties for nickel, sand and flint glass. 
Particle <\',!UD density, kgm,3 U ,I I,m Re2 Fr St Ar 
Nickel 75-1000 8903 0.037-0.35 2.36-271.7 0.67-1.89 0.0025-0.76 41-97643 
Flint glass 750 4200 0.182 136 0.746 0.268 16689 
Sand 750 2500 0.111 83.5 0.378 0.191 7831 
The region about the mid radial distance from the tank centre (Figure 6. 19(b-d) is of special 
interest due to the fact that there was a higher concentration of nickel than sand and glass in 
this region, whilst it is expected that the nickel particles, being the most dense, would be the 
least suspended. It is important to note that this phenomenon is similar to what was 
observed with the larger particles in the last section. Un
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Figure 6.19. Variation of the axial solids concentration distribution with particle density for, 
I 0% loading of 750 "",,m particles, at 700 rpm: --Sand; - - - Glass; ------ Nickel. 
This (as in the case of the larger particles) can again be attributed to the higher inertial force 
that the nickel particles have, in comparison to the sand and glass particles. In this region, 
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the liquid current caused by the wall jet suddenly changes direction, from upward flow to 
downward flow. The particles with a higher inertial force are expected to continue with the 
initial trajectory long after the liquid and smaller particles have changed course to 
downwards motion. The change of direction of the upward movement for the larger or 
heavier particles is eventually expected to take place in the region closer to the centre of the 
tank than in the case of the lighter or smaller particles. Therefore, this could lead to a higher 
concentration of the larger or heavier particles in this region. 
It can be seen in Figure 6.19 that the difference between the concentration profile of nickel 
and that of the other two particles increased with an increase in the radial distance. This can 
be attributed to the fact that, closer to the wall, there is change in fluid flow direction and the 
response of the particles to this change depends on the particle density. Nickel particles, 
which have the highest density, are expected to have the slowest response. 
6.2.6. Slip velocity simulation 
The slip velocities were calculated from the CFD simulation of the particle and fluid local 
velocities. There was an increase in the slip velocity with an increase in particle size, and 
the trend remained the same throughout the tank as shown in Figure 6.20. The slip velocity 
(Vr) was lowest in the middle of the tank (x = 0.5T) and highest in the impeller region. The 
high Vr in the impeller region was due to the high fluid velocity relative to that of the solids 
in the impel1er stream. 
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Figure 6.20. Variation of the slip velocity with the axial distance for 10% loading: 
Ni230, - - - Ni400, ------ Ni750. 
As a result, the particles in the impeller region lag behind the liquid, similarly, those in the 
upward stream in the region closer to the surface also lag behind the liquid, whilst, for the 
downward stream, particles lead the fluid. This was shown by the local value of the 
difference between particle and liquid velocities (UL-Up). The high value of Vr in the 
regions closer to the surface and tank wall can be attributed to the particle inertial forces. 
This is consistent with the previous observations, in which it has been seen that larger 
particles with higher inertia accumulated more in these regions. Figure 6.20 shows, as 
expected, the highest slip velocity for Ni750 and the lowest slip velocity for Ni230. The 
difference between the slip velocities of the two sizes was greatest in the impeller region. 
The CFD and LDV studies show that the greatest influence of the solids on the velocity field 
is in the wall region. The axial solids concentration distribution increases with both particle 
size and particle size distribution, and the influence of the turbulent dispersion force and 
solid pressure increases with an increase in the solids loading. The poly-disperse multiphase 
simulation strategy is more representative of the practical situations and can account for the 
influence of the particle size distribution on solids suspension. The application of the solid 
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suspension theories depends on the simulation strategy and the physical properties of the 
particles. For low solids loading, the solids suspension is governed by the bulk fluid flow 
and the influence of non-drag forces, whilst the turbulent dispersion force is negligible. 
Such a system may be scaled up on the basis of the impeller tip speed. However, for high 
solids loading, turbulence intensity influences the solids suspension and the scale-up may be 
based on power dissipated per unit volume. However, a further investigation with a high 
density solids suspension in different tank sizes is still required. 
6.3. Drag models and solid pressure 
Flow in most solid-liquid mixing tanks is dominated by the drag force, which is represented 
by the drag coefficient (Co). Solids suspension in the previous sections was investigated 
using the Gidaspow (1994) drag model, which is one of the built-in CFX drag models. In 
this section, the Schiller-Naumann model, which is a built-in CFX drag coefficient, and an 
externally introduced model (Brucato et a1., 1998a) have been compared with the Gidaspow 
(1994) model. These drag models are hereafter referred to as the Gidaspow model, Schiller-
Naumann model and Brucato model. The models available in the CFX code do not account 
for the influence of free stream turbulence on solids suspension, which was investigated 
using the Brucato model. The implementation of the Brucato model requires the 
Kolmogoroff length scale and the drag coefficient for a quiescent liquid as input parameters. 
The terminal settling velocity (Ut ) required to compute the particle Reynolds number (Rep) 
and, consequently, the drag coefficient, was obtained by either experimental or numerical 
methods. 
6.3.1. Drag coefficient in quiescent liquid 
The particle terminal settling velocity and drag coefficient in a quiescent were determined 
fluid according to the method described in Chapter 4. A very good agreement was obtained 
between the simulation and experimental results, as shown in Figure 6.21. 
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Figure 6.21. Variation of the particle settling velocity with particle size: 
(0) Experiments, --Schiller-Naumann model, ------ Stokes models. 
Both experimental and simulation results showed a linear relation between Vt and the mean 
particle diameter, dso. The predicted linear relationship shown in Figure 6.21 is in 
agreement with the findings of Brucato et aI. (1 998a). As expected, the settling velocity 
values obtained with the Stokes law agreed with the experimental result only for the smaller 
particles (dp < 100 f-lm) with low Rep. Stokes law under-estimated the drag coefficient for 
flows with high Rep (> 1), and this resulted in the over-estimation of V t• Figure 6.21 shows 
clearly that the model based on the Stokes law could not be used to calculate the terminal 
velocity for the wide range of nickel particles used in the present work. The Stokes model 
results departed from the experimental ones at a point where the ratio of the particle 
diameter to the Kolmogorofflength scale (dpfA) was about 5. This corresponds to a particle 
diameter of 150 /-lm, with the value of the Stokes number (St), calculated from the Njs, of 
0.012. For the particles outside the range covered by the Stokes law, St was about two 
orders of magnitude higher than within the range, and the St values for all particles were less 
than unity. Given that St shows how a particle adjusts its speed to an interacting eddy (Lane 
et aI., 2005), a wide variation in St indicates a wide range of the particles' response to 
turbulence intensity. 
The Vt obtained experimentally was used to calculate the Rep required for the computation 
of Coo, both of which are shown in Figure 6.22 and Figure 6.23. The typical qualitative 
response of the drag coefficient to particle size is shown in Figure 6.22, and it can be seen 
that there is a steeper gradient of Coo for particle sizes within the Stokes law region (dp<150 
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/lm). An opposite trend is shown in the same figure for Rep, in which there is a steeper 
gradient for the larger particles. 
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Figure 6.22. Variation ofCDo and Rep with particle size; (e) Rep, (0) COo. 
Further information on the relation between the drag coefficient and Rep was sought, and it 
is shown in Figure 6.23 that the value of the drag coefficient fell just below unity for Rep of 
140, corresponding to the particle size of 500 /lm. The response variables (CDo and Rep) in 
Figure 6.21 to Figure 6.23, which were for a quiescent fluid, are solely dependent on the 
properties of the particles. However, in a stirred tank, the drag coefficient needs to be 
modified to account for the mean and turbulent flow structures as well as for inter-particle 
interaction. 
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6.3.2. Comparison of drag models 
In Table 6.3, the Kolmogoroff length scale (A) was calculated from the mean kinetic energy 
dissipation rate per unit volume (cp). Power was calculated for the experimentally 
determined Njs. The Stokes number (St) was calculated by the correlation adopted by 
Derksen (2003) as defined in Chapter 3. It is shown in Table 6.3 that an increase in particle 
size by an order of magnitude resulted in a less than 40% increase in Njs. In contrast, the 
increase in the ratio dp/A was in the same order of magnitude as the increase in particle size, 
within the same particle size range. The ratio dp/A accounts for the particle-eddy interaction, 
and for the particle sizes for which the ratio dp/A is less than 5, there is a negligible 
interaction between the energy dissipating eddies and particles (Pinelli and Magelli, 2001). 
Consequently, the drag coefficient is not affected by turbulence and therefore, for such 
particle sizes, a constant drag coefficient may be used. Conversely, a value of the ratio dplA 
greater than 10 indicates that the interaction between the energy dissipating eddies and the 
particles results in changes in settling velocity and drag coefficient (Brucato et aI., 1998a). 
Table 6.3. Variation of flow parameters with mean particle size for 1.3% solids loading. 
dso, !IDl Njs, rpm 
2 -3 11>, m s AX 10-6, m <VA St X 10
3 
75 363 0.245 41.2 1.82 2.12 
100 385 0.292 39.5 2.53 4.00 
200 442 0.442 35.6 5.62 18.4 
300 479 0.564 33.5 8.96 44.8 
400 508 0.670 32.1 12.5 84.4 
500 531 0.766 31.0 16.1 138 
750 576 0.977 29.2 25.7 336 
1000 610 1.161 28.0 35.8 633 
In Figure 6.24, the solids concentration distribution determined using this model was 
compared with those obtained with the Gidaspow and Schiller-Naumann models. The 
prediction by the Gidaspow and Schiller-Naumann models were similar in most parts of the 
tank, with deviations from the experimental results being 9.4%, 8.5%, and 7.0% for 
Gidaspow, Schiller-Naumann and Brucato models, respectively. At low solids hold up 
(CPs < 0.2), the Gidaspow model effectively becomes the Wen-Yu model. The differences 
between the Wen-Yu and Schiller-Naumann models are the liquid hold up correction term 
(cpL-1.65) and the volume fraction modified particle Reynolds number (Rep' cpsRep) in the 
latter, as shown in Chapter 3. In a system with low solids loading or in regions where the 
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solids hold up is low, (jJL tends to 1 and, consequently, the Wen-Yu and Schiller-Naumann 
models become identical. This is shown by the smaller difference (0.9%) between the 
predictions obtained with Gidaspow and the Schiller-Naumann models compared to that 
(1.5%) between the Schiller-Naumann and Brucato models. 
There was almost an identical prediction of the solids concentration distribution in the upper 
region of the tank (x > 0.5% T), for all the three models. In the impeller discharge region, 
the best prediction was obtained with the Brucato model. With an increasing distance 
towards the liquid surface, there are two aspects to consider: firstly, there is an increasing 
dominance of the molecular viscosity over the turbulent viscosity; secondly, the particle 
volume fraction decreases. The turbulent viscosity is an important parameter for the 
formulation of turbulence theories and models, and it is a point of departure for many 
turbulence models. Particles in regions away from the impeller experience relatively less 
influence of the turbulent viscosity. In the upper region of the tank, both turbulent viscosity 
and volume fraction are low. The spatial variation of turbulence levels and solids 
concentration needs to be accounted for by the drag correlations, and this influences the 
quality of prediction. 
Mixing due to turbulent eddies or turbulent dispersion, which is highest in the impeller 
discharge region, is not accounted for by both the Gidaspow and Schiller-Naumann models. 
The better prediction with the Brucato model in the impeller region can therefore be 
attributed to the fact that the latter accounts for the influence of the eddy dissipation on 
solids suspension through the Kolmogoroff length scale. This is consistent with the earlier 
results (section 6.2), which showed that there was an influence of the turbulent dispersion 
force in systems or regions of high concentration gradient. In the upper region, the fact that 
the results were almost identical can be attributed to the relatively low level of turbulence 
and concentration in the region. Therefore, mixing in this region was dominated by the bulk 
circulation and convective mixing over the turbulent mixing. 
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Figure 6.24. Effect of drag models on the solids concentration distribution of 1.3% loading 
ofNi750 at Njs: Schiller-Naumann; - - - Gidaspow; -----Brucato; (0) Experiments. 
The fact that the Brucato model gave the best prediction is indicative of the influence of the 
free stream turbulence on the solids concentration distribution. It is worth noting that the 
ratio, dp/A., for the particles investigated in Figure 6.24 was found to be 26, and the Brucato 
model gave the best overall prediction. It has been mentioned earlier that for dp/A. > 10, the 
interaction between energy dissipating eddies and particles become important for the solids 
concentration distribution. 
For all these simulations, the effect of the free stream turbulence, macro-instabilities and 
larger eddies were not directly accounted for. Generally, with low solid loadings, the results 
obtained with the three models were of comparable magnitude, and agreed very well with 
experimental results. The fact that the prediction obtained with the Brucato model was only 
marginally better than the other two could suggest that mixing in the system investigated 
was dominated by the mean fluid flow. This is in agreement with the observations made by 
Montante et al. (2001 b). 
An attempt was made to compare the performance of the Brucato and Gidaspow models at a 
high solids loading. This was done using the method of off-bottom solids suspension 
described in section 6.1, due to the fact that the optical method could not be applied at the 
high solids loading. The prediction of the solids concentration distribution trend by the 
Brucato model in Figure 6.25 was different from that obtained with the Gidaspow model. 
For larger particles (dr/A. > 10), the Brucato model gave a marginally better prediction than 
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the Gidaspow model. This is in agreement with the findings of Magelli et al. (1990) and 
Brucato et ai. (1998a) that, for such particles, the free stream turbulence influences solids 
suspension. The trend obtained by both models did not reveal clearly which of the two was 
better since there was a higher mismatch between the experimental and simulation results 
obtained with the Brucato model for smaller particles. This may not be an indication that 
both models were equally good. Instead it may be indicative of the limitation of the current 
commercial codes in predicting solids suspension in high solids loading systems. At the 
tank bottom, there is a complex interaction of many factors in the boundary layer, which 
influence the solids off-bottom suspension. Firstly, the value of the energy dissipation rate 
in the boundary layer may deviate significantly from f>p. Secondly, the flow near the wall is 
largely anisotropic, therefore it is expected that there would be errors in computing flow 
variables using a k-f> model-based approach. Thirdly, there is a considerable error in 
obtaining solid liquid data such as Coo, a fact that has been acknowledged in the literature 
(Brucato et aI., 1998a). 
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Figure 6.25. Variation ofNjs with particle size and drag models: 
- - - Gidaspow; ------ Brucato. 
1000 
Particle off-bottom suspension depends on the velocity and the scale of turbulence in the 
boundary layer (Mersmann et aI., 1998; Rieger and Ditt, 1994). In this regard, the grid size 
used in the present work was not fine enough for an effective evaluation of this kind. A 
better evaluation of the models could be made from experimental and simulation results of 
the solids concentration distribution for high solids loading. From the present work, a firm 
conclusion cannot be drawn on the basis of the present data as to the performance of the two 
models. 
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6.3.3. Determination of energy dissipation rate for the Brucato model 
The results in Figure 6.24 show that the Brucato model gave the best prediction of the solids 
concentration distribution for the low solids loading system. Therefore, the methods of 
computing the Kolmogoroff length scale (A) were further investigated. In the previous 
approach, the value of t:p was independent of the simulation values of the energy dissipation 
rate, since t:p was calculated from experimental data. The results obtained with this method 
were compared with those obtained by the simulated turbulent kinetic energy dissipation 
rate (t:CFD). This parameter (A) was firstly obtained from the CFD simulation of the local 
turbulent kinetic energy dissipation rate. The results of the solids concentration distribution 
obtained with £CFD were indistinguishable from those of Schiller-Naumann model. This is 
due to the fact that these values represent a gross under-prediction of the turbulent kinetic 
energy dissipation rate, as shown in section 5.3. This under-prediction of the turbulent 
kinetic energy dissipation rate resulted in an over-prediction of A, leading to a small value of 
the free stream turbulence correction term in the Brucato model. Consequently, the Brucato 
model effectively becomes the Schiller-Naumann model. The simulated torque on the 
baffles was therefore used to calculate £CFD, for which the results are shown in Figure 6.26. 
It can be seen that there was a small difference between the two predictions obtained with A 
calculated from Sp and that from ECFD. The two results obtained by the two methods were 
good, with an overall better prediction being obtained with t:p. The higher deviation from 
the experimental results obtained with SCFD could be attributed to the under-prediction of the 
torque, as has been shown in section 6.3, which results in small values of £CFD in comparison 
to £p. Again, the model would effectively become the Schiller-Naumann model, which has 
earlier been shown in Figure 6.24 to give the highest deviation from the experimental 
results. There was an insignificant difference between the deviation obtained with £p in the 
upper and lower regions of the tank. As for the ECFD case, a smaller deviation was obtained 
in the lower half of the tank. In both methods in Figure 6.26, it was assumed that the 
turbulence level in the tank was homogeneous. Un
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Figure 6.26. Effect of the kinetic energy dissipation rate on solids concentration distribution 
for 1.3% loading ofNi750 at Njs: -- ECFD; - - - Ep; (0) Experiments. 
This certainly is an over-simplification of the real situation as shown in sections 5.2 and 5.3 
that the turbulent field varies in time and space. Given that eCFD was smaller than ep, it was 
expected that ECFD would be a greater under-estimation of the turbulence level than ep in the 
impeller region. This could explain the higher mismatch between experimental results and 
the simulation ones obtained with ECFD in the same region compared to those obtained with 
Sp. The fact that both methods gave reasonable prediction of the experimental results 
despite the assumption that the turbulence is homogeneous is another indication that mixing 
in low solid loading systems was dominated by the mean velocity field. 
6.3.4. Solid pressure 
Particle-particle interaction was accounted for by the solid pressure, which is a function of 
elasticity modulus (Go), maximum solids volume fraction (<Psrn) and compaction modulus 
(crn). The influence of these parameters on the solids concentration distribution was 
investigated with 20% solids loading of Ni230. The default values for Go and «>srn are 1 Pa, 
and 0.6 respectively; and Crn can take values in the range of 20-600 (AEAT, 2003). A 
parameter sensitivity analysis was carried out on the solid pressure term by varying Crn 
between 10 and 700 while keeping the default values of Go and <Psrn. The solids 
concentration distributions obtained with different values of Crn within this range were 
identical, suggesting that, within this range and in low solids loading systems investigated, 
the value of the compaction modulus did not influence the solids concentration distribution. 
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It is generally understood that the isotropic turbulence assumption, on which the k-r. model 
is based, does not accurately represent the physics of a turbulent flow in a stirred tank. 
However, it has been shown in the literature that, for many practical applications, the 
predictions obtained with this model agree reasonably with experimental results. The results 
obtained in the present work suggest that, for flows in single or dilute systems, the quality of 
the mixing is dominated by the mean fluid flow and for such flows, the k-r. model is still the 
most economical approach. 
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CHAPTER 7 
-------
7. Conclusions 
Conclusions have been drawn from the investigations carried out in both the liquid-only 
system and the solid-liquid system. Preliminary and mixing studies were carried out in the 
liquid-only system. The preliminary studies focused on the influence of the simulation 
strategies on the flow field. For the mixing studies, the effect of reactor geometry and 
impeller type on the mean velocity and turbulent fields were investigated. It was shown 
that the CFD simulation approach can be used to obtain detailed information on the mean 
velocity and turbulence fields, which are important for multiphase mixing. In the solid-
liquid system, mixing features such as the off-bottom solids suspension, cloud height and 
solids concentration distribution were determined by both experimental and simulation 
methods. 
7.1. Preliminary investigation with a pitched blade impeller 
The influence of simulation strategies such turbulence models, impeller models, 
discretization schemes and the k-E model constants on the velocity and turbulent fields were 
investigated. The k-E turbulence model gave the best overall prediction in comparison to 
the RNG-k-E and k-(j) turbulence models. In spite of the k-E turbulence model giving better 
predictions than the other two, there was still a severe mismatch between the simulation and 
experimental results for the turbulence field. This can be attributed to the assumption that 
turbulence is isotropic, which is not the case as was shown by the LDV results. The 
prediction obtained by the k-E model could be improved by changing the model constants in 
the transport equation for the turbulent energy dissipation rate. However, a given set of 
these constants did not give the same quality of prediction in the entire domain. 
It is shown that the multiple frames of reference (MFR) method gives a better prediction of 
velocity and turbulent field than the impeller boundary condition (IBC) method, and there 
was a better prediction of the axial velocity component compared to the radial and 
tangential velocity components by both methods. Three discretization schemes investigated 
had a marginal influence on the flow field prediction, and the hybrid scheme gave 
predictions as good as or better than the third-order upwind scheme (QUICK). This shows 
that a higher-order scheme does not necessarily give better predictions for the systems 
investigated. 
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7.2. Flow field and mixing with the Rushton turbine 
A hydrodynamic investigation into the interaction between reactor geometry and impeller 
pumping characteristics was carried out in a tank with and without a draft tube and stirred 
by the Rushton turbine. It was shown that the transient simulation method, sliding grid 
(SG), gives better predictions of the velocity field than the steady state method, MFR. CFD 
simulations revealed formation of circulation loops and dead zones resulting from the 
influence of the system geometry. It was shown that, at a low impeller clearance, the 
Rushton turbine generates a flow field that evolved from the typical two loops to a single 
loop flow pattern, which is similar to that of an axial impeller. The single loop widened 
with time, leading to an increase in the axial velocity component and this improved mixing. 
The resulting flow pattern enabled a draft tube to be used in a Rushton turbine stirred tank 
to enhance mixing in the regions away from the impeller. 
The CFD simulations over-predicted mixing time but under-predicted power number. This 
can be attributed to the under-prediction of the turbulence intensity by the k-r. model, which 
is based on the Reynolds averaged Navier-Stokes equations. With the use of the draft tube, 
energy saving and improved mixing efficiency was achieved as a result of the suppression 
or elimination of the dead zones. CFD simulation results showed that the best radial 
location for the draft tube is in the range of 65% to 80% of the diameter of the tank. 
7.3. Flow field and mixing with a hydrofoil impeller 
Flow field and homogenization energy were studied in an elliptically bottomed tank stirred 
by a hydrofoil impeller. The SG method, which accounts for the temporal variations in the 
mixing tank, gave a better prediction of the velocity field than the MFR method. The 
simulation results of the flow field agreed reasonably well with the LDV measurements in 
most regions of the tank. However, the turbulent kinetic energy dissipation rate was not 
well predicted. Further, the flow resulting from the interaction between the free surface and 
the wall was not well predicted, and the prediction results were insensitive to the grid 
resolution over the range of grid sizes used. 
A comparison was made between the flow fields generated by the Ruston turbine and the 
hydrofoil impeller. It was shown that at a low impeller clearance, the flow pattern obtained 
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with the hydrofoil impeller was comparable to that obtained with the Rushton turbine. 
However, the axial velocity obtained with the hydrofoil impeller was higher than that of the 
Rushton turbine in the impeller and wall regions. The use of a draft tube with the Rushton 
turbine and hydrofoil impeller resulted in a reduction in the homogenization energy by 
19.2% and 17.7%, respectively. This shows that a reduction in the operating cost can be 
achieved with the use of a draft tube. 
7.4. Just off-bottom solids suspension and cloud height 
CFD simulations initiated with the particles at the bottom of the tank were a better 
representation of the practical applications, and the prediction of the off-bottom solids 
suspension obtained by this method agreed with experimental results. A CFD simulation 
method developed to predict the impeller speed (Njs) required to achieve the just off-bottom 
suspension gave results that agreed reasonably with experimental ones, especially with 
Stokesian particles, for which the typical Njs correlations fail to give consistent results 
It was found that the impeller speed required for the cloud height to reach 90% of the liquid 
height was less than Njs . This can be attributed to the high density (8903 kg m-3) of the 
nickel particles. The CFD simulation method and correlation developed to predict cloud 
height gave results that agreed with measurements obtained with an optical attenuation 
technique (OAT). This shows that CFD simulations can be used to develop empirical 
models that predict mixing features and this can enable improvements in the performance of 
solid-liquid systems to be made. In general, the CFD predictions of the off-bottom solids 
suspension and cloud height were better for smaller (dp < 150 ""m) particles than the bigger 
ones. 
7.S. Solids concentration distribution 
The CFD and LDV studies showed that the greatest influence of the solids on the velocity 
field was in the wall region. No radial solids concentration gradient was observed with 
mono-disperse solids loading up to 0.3%, and in comparison to other regions of the tank, a 
better prediction was obtained in the middle of the tank. This can be attributed to the fact 
that in the middle region, the experimental mean particle size is the same as the simulated 
size. This was confirmed by measuring the local mean particle size in the tank using the 
laser diffraction technique. Regions of inhomogeneity in the tank were identified and these 
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depended on the particle size. The axial concentration distribution decreased with an 
increase in both particle size and solids loading. The influence of the turbulent dispersion 
force and solid pressure on the solids suspension increased with an increase in the solids 
loading and solids concentration gradient. The poly-disperse multiphase simulation results 
show that, for a given solids loading, the larger particles inhibit the suspension of the 
smaller ones. A difference in the concentration distribution pattern was obtained with 
nickel, flint glass and sand particles. 
Results suggest that solids suspension theories and scale-up rules are influenced by the 
operating conditions. The solids suspension theory based on a balance between the 
potential energy of the particle and the liquid kinetic energy is more applicable to mono-
disperse particles than to the poly-disperse ones. For low solids loading (less than 1 %), the 
solids suspension is governed by the bulk fluid flow, and the influence of drag forces, and 
the turbulent dispersion force are negligible. Further investigation using different tank sizes 
and high precision equipment for measuring solids concentration distribution is still 
required in this regard 
7.6. Drag models 
It was found that the Stokes law applied to the nickel particles up to a diameter of 150 !-tm. 
For the size range of the particles investigated, a high Archimedes number obtained was 
indicative of the importance of the free stream turbulence on solids suspension. Thus, a 
better agreement between the simulation and experimental results of the solids 
concentration distribution was obtained with the drag models that account for the free 
stream turbulence or solids loading. For the low solid loadings, the Brucato model, which 
accounts for the free stream turbulence, gave the best prediction. In a high (20%) solids 
loading system, the Gidaspow model, which accounts for solids loading, gave a better 
prediction than the Brucato model using the particles within the Stokes law region. The 
predictions of the Brucato model based on the Kolmogoroff length scale calculated using 
the mean kinetic energy dissipation rate were better than those obtained from the local 
turbulent kinetic energy dissipation rate. The solids suspension was not affected by the 
value of the compaction modulus (cm) in the range of 10-700. 
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7.7. General concluding statement 
It is shown that the k-e model gives a better overall prediction of the mean velocity field 
than the k-(f) and RNG k-e models and the quality of the prediction is not improved in all 
cases if a higher order discretization scheme is used. Mixing efficiency in a Rushton 
turbine stirred tank can be improved with a draft tube. The use of a draft tube results in a 
higher reduction in energy demand in a Rushton turbine stirred tank than in the hydrofoil 
impeller stirred tank. CFD simulation methods can be used to develop correlations based 
on detailed information on the flow field. Solids concentration field and solids suspension 
theories depend on factors such as solids loading and particle size. A CFD simulation 
approach that takes particle size into account gives predictions that are more representative 
of practical applications than the mono-size particle simulation approach. The 
concentration profile for the nickel solids deviates significantly from those of sand and glass 
showing the importance of the effect of particle density on the concentration distribution. 
Drag models that account for the solid volume fraction and free stream turbulence give 
reasonable predictions of the solids suspension. The under-prediction of the turbulence 
intensity by the k-e model can lead to an over-design of a stirred tank. This fact needs to be 
taken into account if simulation results obtained in the same way are to be used for the 
purpose of designing a stirred tank. The k-e model constants need to be obtained for mixing 
systems. 
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LDV for tanks with and without a draft tube stirred by the Rushton turbine or the 
hydrofoil impeller 
LDV data for the Rushton turbine (C=O.33T) 
Table A 1. Axial velocity in the R33T configuration. 
v/x----> 0.351 0.426 0.501 0.576 0.651 0.712 0.787 0.862 0.937 
0.069 -0.01546 -0.01595 -0.01396 -0.00873 -0.01643 -0.02066 -0.01001 -0.01450 -0.01001 
0.115 -0.01281 -0.02603 -0.04703 -0.08183 -0.02413 -0.09553 -0.01019 -0.09526 -0.07075 
0.162 0.00000 0.00000 -0.16757 -0.21034 -0.11113 -0.14336 -0.06191 -0.07365 -005034 
0.208 -0.11700 0.00000 -0.08774 -0.09164 -0.16460 -0.05094 -0.06836 -0.06753 -0.03495 
0.255 -0.16000 0.00000 -0.15297 -0.17082 -0.16208 -0.11549 -0.07305 -0.06302 -004448 
0.302 -0.18358 0.00000 -0.16423 ·0.09528 -0.10527 -0.09629 -0.09444 -0.04208 -002849 
~05928 0.00000 -0 13706 -0.13312 -0.10777 -0.09430 -0.06786 -0.06662 ·0.03500 
: .17122 0.00000 -0.1 1364 -O.ll 894 -0.09061 -0.06022 -0.06686 -0.03558 -0.03510 
• 0.441 -0.19430 -0.23490 -O.l~ -0.10466 -0.06340 -0.07813 -0.04777 -0.03667 -0.02775 
0.488 -0.19546 -0.17348 -0.09 -0.10848 -0.05948 -0.05868 -0.05737 -0.02515 -0.01678 
0.534 -0.09066 -0.13556 -0.11640 -0.07713 -0.06372 -0.07264 -0.03863 -0.01582 -0.01056: 
0.581 -0.08544 -0.11224 -0.10254 -0.08644 -0.06779 -0.05631 -0.02820 -0.01758 -0.00934 
0.627 -0.06587 -0.09004 -0.06853 -008583 -0.05352 -0.06404 -0.06564 0.00196 -0.01428 
0.674 -0.06664 -0.06518 -0.06953 -0.05595 -0.07434 -0.03985 -0.03119 0.01559 0.02916 
0.721 -0.04070 -0,04230 -0.02358 -0.04460 -0.01832 -0.02945 -0.01563 0.01219 -0.00067 
0.767 -0.00348 0.01391 0.05018 0,00555 -0,01466 0.01030 -0,01110 0,00022 -0.02355 
0.814 0.03983 0.03710 0.10296 0.05817 0.06872 0.01094 0,02884 ·0.01854 ·002268 
0.860 0.12486 0.10843 0.12981 0,15346 0.09420 0.07729 0.00776 0.04774 -0.02721 
0.907 0,19700 0.17430 020675 0.14861 0.14739 0.07059 0.09519 0.01401 -0.05112 
0.954 0.24404 0.21929 0.23284 0.21351 o 15563 0.13722 0.07987 -0.07143 -003202 
A2 
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Table A 2. Radial velocity in the R33T configuration 
iy/x----> 0.277 0.351 0.426 0.501 0.576 0.651 0.712 0.787 0.862 0.937 
0.069 0 -0.0155 -0.0159 -0.014 -0.0087 -0.0164 -0.0207 -0.01 -0.0145 -0.01 
0.115 -0.0139 ·0.0128 -0.026 -0,047 -0.08 I 8 -0.0241 -0.0955 -0.0102 -0.0953 -0.Q708 
0.162 -0.05 0 0 -0.1676 -0.2103 -0. 1111 -0.1434 -0.06\9 -0.0736 -0,0503 
0.208 0 0.117 0 -0.0877 -0.09\6 -0.1646 -0.0509 -0.0684 -0.0675 -0.0349 
0.255 -0.1006 0 0 -0.153 -0.1708 -0.1621 -0.1155 -0,073 -0.063 -0,0445 
0.302 -0.1245 -0.1836 0 -0.1642 -0.0953 -0.1053 -0.0963 -0.0944 -0.0421 -0.0285 
0.348 -0.173 -0.0593 0 -0.1371 -0.1331 -0.1078 -0.0943 -0.0679 -0.0666 -0.035 
0.395 -0.1848 -0.1712 0 -0.1136 -0.1189 -0.0906 -0,0602 -0.0669 -0.0356 -0.0351 
0.441 -0.1804 -0.1943 -0.2349 -0.1259 -0.1047 -0.0634 -0.0781 -0.0478 -0.0367 -0.0278 
0.488 -0.1474 -0.1955 -0.1735 -0.0959 -0.1085 -0.0595 -0.0587 -0.0574 -0.0252 -0.0168 
! 0.534 -0.1249 -0.0907 -0.1356 -0.1164 -0.0771 -0.0637 -0.0726 -0.0386 -0.0158 -0.0106 
0.581 -0.138 -0.0854 -0.1122 -0.1025 -0.0864 -0.0678 -0.0563 -0.0282 -0.0176 -0.0093 
0.627 -0.0974 -0.0659 -0.09 -0.0685 -0.0858 -0.0535 -0.064 -0.0656 0.00196 -0.0143 
0.674 -0.0746 -0.0666 -0.0652 -0.0695 -0.056 -0.0743 -0.0398 -0.0312 0.01559 0,02916 
0.721 -0.047 -0.0407 -0.0423 -0.0236 -0.0446 -0.0183 -0.0295 -0.0156 0.01219 -0.0007 
0.767 -0.0217 -0.0035 0.01391 0.05018 0.00555 -0.0147 0.0103 -0.0111 0.00022 -0.0235 
0.814 0.04062 0.03983 0.0371 0.10296 0.05817 0.06872 0.01094 0.02884 -0.0185 -0.0227 
0.860 0.10814 0.12486 0.10843 0.12981 0.15346 0.0942 0.07729 0.00776 0.04774 -0.0272 
0.907 0.19307 0.197 0.1743 0.20675 0.14861 0.14739 0.07059 0.09519 0.01401 -0.0511 
0.954 0.24949 0.24404 0.21929 0.23284 0.21351 0.15563 0.13722 0.07987 -0.0714 -0.032 
Table A 3. Tangential velocity in the R33T configuration 
Iy/x----> 0.277 0.351 0.426 0.501 0.576 0.651 0.712 0.787 0.862 0.937 
0.069 0.03516 0.04531 0.04384 0.02869 0.0451 0.04806 0.04015 0.04976 0.03011 0.03837 
0.115 0.06876 0.05068 0.0832 0.04697 0.12194 0.14367 0.22223 0.05486 0.15188 0.19704 
0.162 0.05967 0.21471 0.19067 0.12688 0.16148 0.1696 0.19572 0.09988 O. 17582 0.16006 
0.208 0.36769 0.35586 0.1486 0.12392 0.14204 0.15482 0.18654 0.1282 0.17337 0.14749 
0.255 0.2943 0.33182 0.14596 0.18071 0.1408 0.17921 0.13277 0.13221 0.11581 0.17854 
0.302 0.33672 0.21514 0.14545 0.14777 0.15551 0.16787 0.15936 0.12803 0.15099 0.10844 
0.348 0.48727 0.18137 0.13752 0.15533 0.52832 0.26601 0.44705 0.16121 0.16721 0.11861 
0.395 0.43982 0.13944 0.16425 0.15825 0.15738 0.167 0.38813 0.16568 0.14664 0.11927 
0.441 0.46024 0.12658 0.14133 0.15142 0.45024 0.25711 0.17078 0.15337 0.13729 0.12439 
0.488 0.59313 0.13466 0.14812 0.16996 0.17821 0.23255 0.15513 0.21839 0.14199 0.12661 
0.534 0.51784 0.13335 0.17564 0.17401 0.21686 0.15805 0.17496 0.16129 0.15612 0.14712 
I 0.581 0.43332 0.2438J 0.15007 0.16941 0.16418 0.18712 0.16067 0.24815 0.16896 0.37668 
I 0.627 0.33381 0.12789 0.18312 0.20105 0.17239 0.17599 0.17086 0.18184 0.15022 0.12189 
0.674 0.27993 0.\5019 0.16707 0.1693 0.18257 0.18304 0.18167 0.17006 0.15035 0.12459 
0.721 0.22279 0.15477 0.17002 0.17371 0.178 0.21427 0.44257 I 0.16413 0.14373 0.12422 
0.767 0.20081 0.16366 0.15564 0.17677 0.17014 0.24626 0.15244 0.15175 0.13786 0.13496 
0.814 0.17409 0.16813 0.17477 0.15735 0.38728 0.16934 0.18343 0.38112 0.1271 0.11514 
0.860 0.26923 0.18061 0.21669 0.1785 0.15745 0.17295 0.37892 0.14584 0.12072 0.10032 
0.907 0.18979 0.16993 0.16514 0.1413 0.14685 0.14578 0.14892 0.14262 0.12324 0.12638 
0.954 0.17323 0.15383 0.13322 0.15799 0.1538 0.14659 0.12893 0.12937 0.0696 0.04445 
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Table A 4. Turbulent kinetic energy in the R33T configuration 
y/x----> 0.277 0.351 0.426 0.501 0.576 0.651 0.712 0.787 0.862 0.937 
0.069 0.0042 0.00376 0.00656 0.00811 0.0061 0.02386 0.02729 0.01266 0.00645 0.00796 
I 0.115 0.00725 0.0071 0.00603 0.02467 0.00993 0.01104 0.0254 0.31467 0.00967 0.02673 
0.162 0.00801 0.00267 0.00277 0.00714 0.04805 0.10301 0.0571 0.1293 0.0166 0.02117 
0.208 0.03602 0.01024 0.64948 0.16667 0.18916 0.03436 0.34612 0.03126 0.0295 0.04524 
0.255 0.04353 0.02054 0.00826 0.14097 0.02602 0.05165 0.06743 0.02781 0.05786 0.01967 
0.302 0.08331 0.22894 0.00876 0.07012 0.08831 0.06101 0.00996 0.04785 Om088 0.03662 
0.348 0.14484 0.04704 0.22812 0.09839 0.01434 0.04238 0.05657 0.0186 0.04196 0.03214 
0.395 0.17153 0.03466 0.011 0.06786 0.0273 0.07506 0.04234 0.02729 0.02462 0.01453 
I 0.441 0.16786 0.00945 0.06121 0.07447 0.08649 0.06638 0.05402 0.04754 0.04188 0.02657 
! 0.488 0.1183 0.02638 0.06867 0.06215 0.02439 0.10035 0.07575 0.05178 0.01218 0.02428 
0.534 0.06117 0.03214 0.14124 0.02718 0.08703 0.09866 0.01537 0.05069 0.00863 0.01143 
0.581 0.29108 0.0404 0.00967 0.02547 0.03699 129496 0.00854 0.00931 0.02638 0.03042 
0.627 0.03595 0.00535 0.00666 0.0289 0.03735 0.02919 0.03369 0.05672 129496 0.02358 
0.674 0.02244 0.01507 0.00724 0.04879 0.03251 0.05107 0.03177 0.04352 0.02663 0.02254 
0.721 0.01767 0.00555 0.00878 0.01025 0.04235 0.05162 0.01271 0.02614 0.02134 0.00428 
0.767 0.02204 0.01905 0.00793 0.01987 0.03204 0.0286 0.03601 0.02279 0.02815 0.01492 
0.814 0.03052 0.01214 0.01745 0.04401 0.022 0.02992 0.03654 0.01041 0.02413 0.01829 
0.860 0.02086 0.01145 0.01673 0.01711 0.01414 0.022 0.04485 0.02487 0.01075 0.0115 
0.907 0.01204 0.01758 0.0164 0.00983 0.04484 0.01189 0.02249 0.03247 0.02515 0.Q3055 
0.954 0.00975 0.00806 0.02731 0.01462 0.07919 0.07003 0.0281 0.00923 0.0139 0.00566 
LDV data for the Rushton turbine (C=O.15T) 
Table A 5. Axial velocity in the R15T configuration 
y/x----> 0.351 0.426 0.501 0.576 0.651 0.712 0.787 0.862 0.937 
0.069 -0.00586 -0.00696 -0.00169 -0.00328 -0.00620 -0.00444 -0.00382 -0.00471 -0.00465 
0.115 -0.09988 -0.16064 -0.17152 -0.15067 -0.13210 -0.10188 -0.11075 -0.07962 -0.05172 
0.162 -0.15765 -0.17395 -0.16469 -015219 -0.14960 -0.10285 ·0.10086 ·0.07646 -0.04516 
0.208 ·0.17000 -0.16738 -0.14906 -0.14021 -0.14483 -0.10791 -0.09006 -0.06069 -0.03322 
0.255 -0.15793 -0.15429 -0.17176 -0.14212 -0.13862 -0.11149 -0.08145 -0.05409 -0.02890 
0.302 -0.15854 -0.16708 -0.14957 -0.13910 -0.11914 -0.10063 -0.08525 -0.04353 -0.02733 
0.348 -0.16146 -0.15562 -0.14849 -0.13611 -0.11418 -0.10288 -0.06080 -005103 -0.01857 
0.395 -0.13984 -0.14560 -0.14600 -0.13946 -0.09701 -0.1 0 130 -0.09082 -0.03641 -0.01309 
0.441 -0.13466 -0.12971 -0.14496 -0.12549 -0.12089 -0.10498 ·0.07557 -0.04402 -0.02877 
0.488 -0.12921 -0.11571 -0.13411 -0.11343 -0.11815 -0.09413 ·0.07063 ·0.05938 -0.02882 
0.534 -0.12398 ·0.11963 ·0.10090 -0.12524 -0.10079 -0.08184 -0.06575 -0.01052 0.01009 
0.581 -0.11583 -0.10135 -0.11153 -0.11099 -0.09529 -0.08516 -0.07338 -003630 -0.03220 
0.627 -0.10257 ·0.08894 ·0.08823 -0.09011 -0.07979 -0.08444 -0.04920 -0.02923 -0.00657 
0.674 -0.07287 -0.07637 -0.07927 -0.07592 -0.06\00 -0.07394 -0.04648 -0.01515 0.00157 
0.721 -0.05423 -0.05245 -0.05527 -0.04766 -0.02752 -0.04208 -0.01386 -0.03400 -0.02385 
0.767 -0.03419 -0.01630 -0.01510 0,01028 -0.01449 -0.00571 -0.00710 0.00831 0.01111 
0.814 0.02157 0,04057 0.05171 0.08744 0.04668 0.04648 0.04554 0.01894 0.01210 
0.860 0.09379 0.09399 0.12762 0.10055 0.07776 0.11204 0.09197 0.03994 0.00195 
0.907 0.19662 0.19684 0.18139 0.19045 0.18451 0.15571 0.12377 0.06317 -0.00743 
0.954 0.30007 0.27202 0.28197 0.26130 0,20711 0,13706 0.10403 0.00503 -0.03063 
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Table A 6. Tangential velocity in the R15T configuration 
y/x---> 0.277 0.351 0.426 0.501 0.576 0.651 0.712 0.787 0.862 0.937 
0.069 0.19489 0.19625 0.19522 0.19485 0.19444 0.19582 0.19456 0.19156 0.19085 0.19134 
0.115 0.14212 0.12557 0.16413 0.18068 0.07114 0.08590 0.09096 0.11543 0.07840 0.09960 
0.162 0.0525 I 0.06180 0.0636 I 0.05197 0.05860 0.07326 0.0611 0.08643 0.07096 0.08897 
0.208 0.07158 0.06682 0.06556 0.07728 0.07000 0.08206 0.0886 9608 0.09080 0.10014 
0.255 0.06501 0.05951 0.06558 0.0701 I 0.08053 0.08609 0.0897 .08513 0.09039 0.11133 
0.302 0.07412 0.08147 0.06929 0.08800 0.09356 0.08587 0.0961 .08895 0.08710 0.10447 
0.348 0.08037 0.07659 0.09104 0.09878 0.10261 0.10511 0.10792 0.10066 0.08056 0.10400 
0.395 0.08397 0.08850 0.08564 0.09952 0.11126 0.11022 0.09838 0.09614 0.09026 0.10460 
0.441 0.08197 0.10031 0.11241 0.lll78 0.12477 0.11287 0.09984 0.09088 0.08094 0.08944 
0.488 0.09439 0.10710 0.10974 0.12848 0.13301 0.11745 0.11165 0.09656 0.07405 0.08960 
0.534 0.10071 0.10057 0.11630 0.11300 0.12758 0.12424 0.10128 0.08067 0.07880 0.06080 
0.581 0.09985 0.10050 0.12042 0.12322 0.12547 0.11350 0.10329 0.06867 0.06909 0.06612 
0.628 0.09656 0.10622 0.11269 0.12247 0.11889 0.11012 0.09300 0.08008 0.05915 1 0.05693 
0.674 0.10141 0.09174 0.11184 0.1118\ 0.10815 0.10002 0.09866 0.08133 0.06164 0.05400 
0.721 0.09207 0.09200 0.09579 0.11402 0.10268 0.10654 0.09540 0.08342 0.05908 0.05073 
0.767 0.09709 0.09312 0.07641 0.08779 0.08264 0.10054 0.08414 0.08181 0.05667 0.04676 
0.814 009419 0.09875 0.11088 0.10586 0.08170 0.09175 0.09173 0.07954 0.05907 0.04665 
0.860 0.10695 0.12368 0.12145 0.09684 0.09567 0.08990 0.09921 0.07583 0.05461 0.04515 
0.907 0.12231 0.12440 0.12740 0.12212 0.12220 0.10292 0.10297 0.07295 0.06549 0.04234 
0.953 0.14114 0.13619 0.13215 0.13092 0.11953 0.11376 0.09680 0.06015 0.03807 0.04909 
Table A 7. Turbulent kinetic energy in the R15T configuration 
y/x----> 0.277 0.351 0.426 0.501 0.576 0.6511 0.712 0.787 0.862 0.937 
0.069 0.03861 ~0.03701 0.02632 0.02759 0.01 0.01986 0.01037 0.0123610.00295 
0.115 0.04785 O. 0.05550 0.03649 0.04235 0.01474 0.02984 0.01603 0.034491 0.03124 
0.162 0.03009 0.04078 0.04591 0.05837 O. 0.06297 0.02593 0.01984 0.0 
0.208 0.01413 0.03445 0.04007 0.03343 0.04038 0.03475 0.03399 0.02217 0.0 1 
0.255 0.04012 0.05194 0.03998 0.03578 0.05057 0.04326 0.03100 0.03233 0.0387 2211 
0.302 0.04360 0.02242 0.03310 0.03404 0.03606 0.01970 0.02319 0.02293 0.01436 0.02508 
0.348 0.0\917 0.01884 0.02874 0.Q1703 0.02920 0.04098 0.05014 0.02592 0.03929 0.02010 
i 0.395 0.02011 0.00795 0.02004 0.02713 0.02779 0.03894 0.02956 0.02700 0.01703 0.02063 
i 0.441 0.02238 0.01586 0.03268 0.01552 0.02194 0.02853 0.02735 0.03205 0.03462 0.01640 
l 0.488 0.02387 0.01188 0.02676 0.02436 0.03805 0.04367 0.03253 0.01398 0.02916 0.04409 
0.534 0.01216 0.01279 0.02805 0.03779 0.03387 0.01581 0.04410 0.02164 0.01917 0.02004 
0.581 0.01149 0.00962 0.01341 0.03301 0.01861 0.01867 0.01337 0.01708 0.02298 0.00939 
0.627 0.01777 0.00953 0.01682 0.01911 0.01819 0.02364 0.01394 0.02329 0.02360 0.01000 
! 0.674 0.01073 0.01493 0.01517 0.01457 0.02396 0.02186 0.01328 0.02811 0.02235 0.00986 
0.72] 0.00654 0.00726 0.01740 0.00968 0.05901 0.01248 0.01785 0.02001 0.03262 0.00622 
0.767 0.01948 0.00833 0.01870 0.01913 0.02222 0.0377] 0.02798 0.02974 0.03670 0.01653 
0.814 0.01846 0.00978 0.04850 0.03661 0.04218 0.02957 0.07900 0.03747 0.02286 0.00869 
0.860 0.02123 0.00799 0.01455 0.02801 0.01949 0.01613 0.00924 0.02180 0.00562 0.00466 
0.907 0.02914 0.04630 0.03496 0.04153 0.04753 0.04723 0.011'Q 0.02139 0.01285 0.00477 
0.954 0.06196 0.05356 0.D3092 0.02526 0.01783 0.01635 0.02145 0.00980 0.00928 0.00236 Un
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LD V data for the Rushton turbine in a tank with draft tube (C=O.J5T). H= J.4T. Vtip= 1. 3ms-/ 
Table A 8. Axial velocity in the R15T-DT configuration 
:ylx--> 0.277 0.351 0.426 0.501 0.516 0.651 0.112 0.187 0.862 0.931 l.012 1.087 1.162 1.282 
I 0.069 0.0000 -0.0163 -0.0132 -0.0029 -0.0061 -0.0094 -0.0043 -0.0062 -0.0156 -0.0087 -0.0257 -0.0120 -0.0107 -0.0169 
0.115 -00292 -0.0279 -0.1614 -0.2165 -0.2198 -0.1584 -0.1858 -0.2752 -0.2441 -0.2826 -0.1533 -0.2754 -0.2718 -0.1499 
0.162 -0.0179 -0.2278 -0.1776 -0.1713 -0.1800 -0.1637 -0.2985 -0.2584 -0.1892 -0.2597 -0.1736 -0.2654 -0.2349 -0.1645 
0.208 -0.2245 -0.2269 -0.1905 -0.2170 -0.2320 -0.2250 -0.2492 -0.2706 -0.2714 -0.2438 -0.2413 -0.2071 676 
0.255 -0.2027 -0.1945 -0.2375 -0.2147 -0.2230 -0.2098 -0.2311 -0.1997 -0.2705 -0.2381 
-0.2666,-0.2112 -0.2469 -0.1405 
0.302 -00870 -0.2347 -0.2033 -0.2047 -0.2689 -0.2262 -0.2111 -0.2233 -0.1886 -0.1996 -0.2045 88 -0.2864 -0.1211 
0.348 -0.1494 -0.2019 -0.1761 -0.2141 -0.1868 -0.2115 -0.1999 -0.1887 -0.1622 -0.2160 -0.17 . 16 -0.2325 -0.1390 
0.395 -0.2348 -0.2002 -01918 -0.1979 -0.2000 -0.1836 -0.1792 -0.1956 -0.1751 -0.1600 -0.1659 -0.1333 -0.1512 -0.1582 
0.441 -0.3325 -0.1827 -0.1853 -0.1874 -0.2002 -0.1771 -0.2138 -0.1826 -0.1744 -0.1587 -0.1250 -0.0568 -0.0240 -0.1131 
0.488 -0.0965 -0.1528 -0.0970 -0.0727 -0.0512 -0.0973 -0.1072 -0.0147 -0.1098 -0.0370 -0.0399 -0.0503 0.0200 -0.0869 
0.534 -0.0447 -0.0700 -0.0644 -0.0098 -0.02% -0.0153 -0.0426 -O.OI4~ 0.0041 -0.0154 0054~~ 
0.581 -0.10]8 -0.1139 -0.1156 -0.0729 -0.0538 -0.0279 -0.0072 -0.0214 0.QI16 0.0638 0.0787 
0.627 -0.\096 -0.0774 -0.0739 -0.0933 -0.0560 -0.0302 -0.0117 -0.0063 0.0265 O.OSO I 0.0560 0.0737 0.0763 0.0469 
0.674 -0.0699 -0.0778 -0.0902 -00%1 -O.OS27 -0.0572 -0.0183 -0.0075 0.0240 0.0510 0.0523 0.0718 0.0861 0.0184 
0.721 -0.0501 -0.0567 -0.1015 -0.0747 -0.0788 -00294 -00289 -0.0029 0.0225 0.0366 0.0688 0.0704 0.0714 0.0191 
0.767 -0.0333 -0.0255 -0.0796 -0.0458 -0.0570 -0.0409 -0.0234 0.0009 0.0283 0.0479 0.0665 O.070S 0.0592 0.0266 
0.814 00067 -0.0070 0.0034 0.0129 -0.0028 0.0200 0.0110 0.0245 0.0000 0.0509 0.0633 0.0619 0.0411 0.0147! 
0.860 0.0659 0.0905 0.0881 0.OS71 0.1004 00700 0.1112 0.0585 0.0674 0.0763 0.0537 0.0577 0.0508 0.0006 
0.907 0.1529 0.1646 0.1936 0.1999 0.1809 0.1477 0.1377 0.1016 0.0977 0.0683 0.0664 0.0534 0.0454 -0.0134 
0.954 0.2870 0.2994 0.2730 0.2286 0.2020 0.1846 0.1642 0.0930 00793 0.0581 0.0343 0.0293 0.0420 -0.0374 
Table A 9. Radial velocity in the R15T-DT configuration 
v/x--> 0.2765 0.3514 0.4262 0.5010 0.5760 0.6508 0.7124 0.7873 0.8621 0.9370 1.0119 1.0868 1.1617 1.2817 
0.0688 0.0188 0.0070 0.0050 0.0108 0.0069 0.0193 0.0155 0.0205 0.0151 0.0131 0.0145 0.0103 0.0119 -0.0167 
0.1153 0.0246 0.0049 ·0.0013 0.0083 0.0063 0.0130 0.0108 0.0181 0.0081 0.0208 0.0224 -0.0105 0.0017 ·0.0251 
0.1619 0.0074 -0.0075 0.0058 om08 0.0050 -0.0001 -0.0066 0.DI18 0.0236 0.0203 0.0217 -0.0012 -0.0087 -0.0634 
0.2084 0.0005 0.0111 0.0019 0.0062 -0.0009 0.0134 0.0159 0.0078 0.0310 0.0300 -0.0007 -0.0199 -0.0494 -0.0975 
0.2551 0.0063 0.0069 -0.0082 0.0152 0.0087 0.0056 0.0222 0.0195 0.0089 0.0339 0.0091 0.0043 -0.0519 -0.1040 
i 0.3015 -0.0056 0.0025 0.0016 0.0000 -0.0013 0.0070 0.0135 0.0000 0.0176 0.0313 0.0128 0.0190 0.0000 -0.1236 
0.3481 -0.0113 0.0093 -0.0043 0.0025 0.0008 -~~0.0025 0.0103 0.0136 0.0280 0.0200 0.0144 0.0000 -0.1201 
0.3947 0.0011 -0.0026 -0.01 12 -0.0066 -0.0120 O. -0.0046 0.0057 0.0110 0.0116 0.0099 0.0215 0.0000 -0.1589 
: 0.4412 -0.0091 -0.0095 -0.0093 0.0036 -0.0073 -0.0074 -0.0095 -0.0076 -0.0004 -0.0016 -0.0061 -0.0243 -0.0123 -0.1582 
0.4878 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 -0.0848 
! 0.5344 -0.0057 -0.0066 -0.0115 -0.0114 -0.0048 0.004~~-0.0061 -0.0033 -0.0057 -0.0082 -0.0075 -0.0171 -0.1030 
i 0.5809 -0.0046 -0.0240 0.0000 0.0000 0.0000 0.0000 0000 0.0000 0.0000 0.0000 0.0000 0.0000 
0.6275 -0.0010 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
I 0.6741 0.0025 -0.0160 0.0000 -0.0145 -0.0140 -0.0032 -0.0121 -0.0019 -0.0008 -0.0092 0.0000 0.0000 0.0000 0.0000 
• 0.7206 0.0061 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
0.7672 0.0109 -0.0033 0.0000 -0.0139 -0.0150 -0.0356 -0.0217 -0.0248 0.0077 -0.0098 -0.0140 -0.0049 -0.0005 -0.0321 
0.8138 -0.0031 ·0.0085 -0.0176 -0.0129 -0.0282 -0.0254 -0.0216 -0.0318 -0.0047 -0.0014 -0.0060 -0.0051 -0.0158 -0.0050 
0.8603 -0.0022 -0.0130 -0.0237 -0.0344 ·0.0319 -0.0347 -0.0289 -0.0327 -0.0252 0.0064 -0.0069 -0.0075 -0.0090 -0.0284 
0.9069 0.0137 -0.0180 -0.0226 -0.0178 -0.0167 1-0.0292 -0.0267 -0.0140 -0.0240 -0.0081 -0.0125 -0.0084 -0.0089 -0.0165 
0.9534 -0.0061 ·0.0197 -0.0364 -0.0185 -0.0204 -0.0131 -O.OISI -0.0179 -0.0205 -0.0157 0.0030 -0.0252 -0.0117 -0.0240 
( 
Un
ive
rsi
ty
of 
Ca
pe
 To
wn
A7 
Table A 10. Tangential velocity in the R15T -DT configuration 
y/x----> 0.2765 0.3514 0.4262 0.5010 0~0.6508 0.7124 0.7873 0.8621 0.9370 1.0119 1.0868 1.1617 1.2817 
0.0688 0.1963 0.1931 0.1936 0.1916 O. 0.1927 0.1914 0.1909 0.1918 0.1909 0.1877 0.1856 0.1837 0.1813 
0.1153 0.1378 0.1347 0.1868 0.1630 0.1466 0.1605 0.1565 0.1579 0.0851 0.0972 0.1047 0.1013 0.0905 0.0947 
0.1620 0.0371 0.0563 0.0557 0.0709 0.0643 10.0724 0.0747 0.0805 0.0791 0.0834 0.0852 0.0898 0.0965 0.0896 
0.2085 0.0494 0.0543 0.0555 0.0665 0.0580 0.0725 0.0728 0.0731 0.0789 0.0830 0.0811 0.0841 0.1197 0.0945 
0.2551 0.0709 0.0356 0.0438 0.0535 0.0628 0.0671 0.0758 -0.0668 0.0765 0.0840 0.0807 0.0894 0.0989 0.0732 
0.3017 0.0526 0.0579 0.0628 ~ 0.0653 0.0673 0.0679 0.0895 0.0762 0.0765 0.0966 0.0902 0.0605 0.0517 0.3481 0.0637 0.0623 0.0665 0.0690 00736 0.0639 0.0776 0.0667 0.0713 0.0441 0.0571 0.0737 0.0651 
10.3946 0.0677 0.0754 0.0805 0.0227 0.0742 0.0693 0.0807 0.0821 0.0781 0.0657 00801 0.0560 0.0583 0.0428 
0.4414 0.0837 0.0795 0.0806 0.0902 0.0779 0.0871 0.0690 0.0864 0.0910 0.0000 0.0896 0.0846 0.0741 0.0365 
i 0.4877 0.0240 0.0480 -0.0152 -0.0160 0.0320 0.0870 0.0432 0.0037 -0.0120 0.0000 -0.0060 0.0560 0.0152 0.0460 
.0.5344 -0.0060 -~~ 0.0071 -0.0175 -0.0120 0.0000 -0.0069 -0.0053 -0.0167 -0.0144 0.0373 0.0000 0.0575 0.0839 0.5811 0.0284 0.0938 0.1283 0.1290 0.1145 0.1224 0.0720 0.0960 0.0774 0.0960 0.0000 0.0808 0.0680 
0.6274 0.0564 0.0595 0.0905 0.1202 0.1126 0.1 \33 0.1176 0.1147 0.0942 0.1063 0.0933 0.0360 0.0766 0.0526 
: 0.6740 0.0602 0.0505 0.0807 0.0958 0.0880 0.0989 0.0880 0.0820 0.0938 0.0918 00797 0.0768 0.0662 0.0468 
·0.7206 0.0614 0.0656 0.0627 0.0646 0.0626 0.0753 0.0619 0.0603 0.0788 0.0793 0.0788 0.0703 0.0583 0.0337 
0.7672 0.0781 0.0829 0.0653 0.0601 0.0549 0.0573 0.0580 0.0448 0.0595 0.0696 0.0540 0.0652 0.0505 0.0303 
0.8138 0.0995 0.0930 0.0868 0.0729 0.0602 0.0497 0.0526 0.0337 0.0371 0.0468 0.0412 0.0377 0.0328 0.0339 
0.8602 0.1036 0.1130 0.0962 0.0918 0.0769 0.0767 0.0602 0.0549 0.0460 0.0405 0.0450 0.0451 0.0417 0.0355 
0.9069 0.1273 0.1333 0.1312 0.1382 0.1186 0.0808 0.0822 0.0625 0.0539 0.0482 0.0285 0.0197 0.0232 0.0229 
0.9535 0.1464 0.1393 0.1412 0.1191 0.1121 0.0999 0.0519 0.0427 -0.0048 0.0960 0.0232 0.0147 0.0349 0.0254 
Table A 11. Turbulent kinetic energy R15T -DT configuration 
ly/x----> 0.277 0.351 0.426 0.501 0.576 0.651 0.712 0.787 0.862 0.937 
0.069 0.01197 0.04739 0.00497 0.00267 0.00553 0.00319 0.0028 0.00264 0.00595 0.00386 
. 0.115 0.02446 0.12578 0.00882 0.04723 0.00912 0.13062 0.24~~94 0.00453 0.05224 
0.162 0.05602 114957 0.13852 0.13633 0.25764 0.139 . 177 0.22462 0.39982 0.208 0.09234 0.05 0.14734 0.09138 0.04203 0.12994 0.0512 0.13088 0.05296 0.15512 0.255 0.00406 i 0.158 .09249 0.13794 0.15664 0.10206 0.03344 0.59361 0.13427 0.12131 0.302 0.00866 0.06555 0.08124 I 0.13521 0.103E: 0.16274 0.14105 0.03289 0.14813 0.11244 0.348 0.17591 0.09921 5668 • 0.05256 0.1205 0.129 0.07381 0.11969 0.23991 0.09633 0.395 0.06274 0.17483 0.08322 0.22339 0.20634 0.02553 0.01544 O. .13014 0.06302 
i 0.441 0.24446 I 0.08243 0.02527 0.07088 0.12286 0.09393 0.11339 00064521 0004168 0.03712 
• 
0.488 0.00832 0.04032 0.00537 0.02632 0.02062 0.02083 0.01266 0.093 .02498 0.00408 
! 0.534 0.00707 0.026 00331 0.01652 0.05049 0.00366 0.00401 0.01 .00411 0.00376 
0.581 0.0172 0.01924 0.02182 10.01868 0.02083 0.23575 0.10096 0.00937 0.00614 0.00538 
0.627 0.05559 0.00663 0.095571 0.03437 0.04947 0.28141 0.01127 0.29206 0.00718 0.0061 
I 0.674 0.02358 0.04684 0.06792 0.0385 0.00928 0.01919 0.0673 0.04689 0.00917 0.00581 
0.721 0.01016 0.03019 0.03415 0.06144 0.06765 0.07316 0.03189 0.02741 o.~~ 0.00993 
0.767 0.01251 0.01317 0.04787 0.02734 0.0744 0.04193 0.02993 0.02761 0.05 0.00959 
0.814 0.01381 0.01318 0.01084 0.01527 0.02595 0.01709 0.01701 0.06252 0.04208 0.00897 
0.860 0.01296 0.01123 o~; 00568 0.02981 0.0243 0.01327 0.01491 0.02 0.0474 0.907 0.0853 0.01123 0.01 0.04954 0.01221 0.02494 0.01306 0.01445 0.00896 0.01111 
0.954 0.01147 0.01475 0.04752 0.10196 0.08638 0.11372 0.07941 0.06739 0.00687 0.01665 Un
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LD V data for the hydrofoil impeller 
Table A 12. Axial velocity in the H15T configuration. 
y/x----> 0.277 0.351 0.426 0.501 0.576 0.651 0.712 0.787 0.862 0.937 
0.069 -0.0115 -0.073 -0.0897 -0.0191 -0.0455 -0.0319 -0.0729 -0.0234 -0.0145 -0.0447 
0.115 -0.1945 -0.1947 -0.192 -0.1878 -0.1527 -0.1162 -0.133 -0.0875 -0.0601 -0.0672 
0.162 -0,2257 -0.174 -0.1541 -0,1649 -0.1355 -0.1262 -0.1149 -0,0875 -0.0522 -0.0531 
0.208 -0.2105 -0.1863 -0.1789 -0.1662 -0.1437 -0.1216 -0.117 -0.0868 -0.0695 -0.0641 
0.255 0 -0.139 -0.1765 -0,1629 -0.1381 -0.1371 -0.1065 -0,0692 -0.0614 -0.0487 
0.302 -0,1818 -0.1744 -0.1767 -0.1701 -0.1388 -0.1298 -0.1194 -0.0735 -0.059 -0.0466 
i 0.348 -0.1881 -0.175 -0.1699 -0.1452 -0.1381 -0.1356 -0.0859 -0.065 -0.0569 -0,028 
0.395 -0.1746 -0.1444 -0.1729 -0.1727 -0.1516 -0.1189 -0.0879 -0.0591 -0.0508 -0.0372 
0.441 -0.1347 -0.1588 -0.1313 -0.1214 -0.1435 -0.116 -0.0955 -0.0603 -0.0474 -0.0294 
0.488 -0.1319 -0.1173 -0.1258 -0.1416 -0.1588 -0.0936 -0,0892 -0.06 -0.0324 -0.0533 
0.534 -0.1009 -0.1428 -0.146 -0.1167 -0.1434 -0.0757 -0.0777 -0.0611 -0.0464 0.00089 
0.581 -0.0654 -0.1065 -0.1403 -0.1263 -0.1037 -0.1093 -0.0552 -0.0365 -0.0282 -0.0101 
0.627 -0.0635 -0,1078 -0.1117 -0.1248 -0,0843 -0.0736 -0.0339 -0.0168 -0,0099 -0.0158 
0.674 -0.0561 -0.0878 -0.1056 -0.0558 -0.0729 -0.0312 -0.0246 -0.0115 -0.0309 0.01996 
0.721 -0.0504 -0.0527 -0.0521 -0.0537 -0.026 -0.0327 0.02596 0.024 0.00087 0.00321 
0.767 -3E-05 -0.015 -0.0107 0.00363 0.02435 0.02628 0.04277 0.00738 0.00058 0.0128 
0.814 0.01681 0.03914 0.07479 0.07482 0.06455 0.04456 0.06571 0.08223 0.01248~ 
0.860 0.0899 0.11772 0.11124 0.13841 0.14007 0.13668 0.1268 0,05223 -0.005 0.00853 
0.907 0.18914 0.21724 0.23184 0.21471 0.19581 0.12006 0.13296 0.09843 -0.0034 0.0182 
0.954 0.31269 0.31747 0,235 0.26373 0.25456 0.14223 0.08079 0.13901 0.00746 0.06389 
Table A 13. Radial velocity in the H 15T configuration. 
!y/x----> 0.277 0.351 0.426 0.501 0.576 0.651 0.712 0.787 0.862 0.937 
I 0.069 0.0200 0.0120 0.0117 0.0084 0.0005 0.0058 0.00]3 -0.0001 0.0000 -0.0100 
0.115 0.0097 0.0043 0.0009 -0.0012 -0.0073 -0.0073 -0.0462 -0.0130 0.0000 -0.0081 
0.162 0.0095 0.0087 -0.0014 -0.0045 -0.0117 -0.0198 -0.0152 0.0000 0.0000 -o.~ 
0.208 -0.0043 -0.0068 -0.0079 -0.0030 -0.0244 -0.0193 -0.0134 -0.0174 0.0000 -0.030 
! 0.255 -0.0226 -0.0078 -0.0\38 -0.0160 -0.0148 -0.0258 -0.0336 -0.0176 0.0000 -0.0329 
0.302 -0.0257 -0,0029 -0.0142 0.0122 -0.0268 -0.0131 -0.0249 0.0000 -0,0206 -0.0321 
0.348 -0.0242 0.0031 -0.0059 0.0000 -0.0157 -0.0229 -0.0180 -0.0171 -0.0202 -0.0355 
0.395 -0.0125 -0.0130 -0.0023 0.0016 -0.0342 -0.0294 -0.0227 -0.0207 -0.0318 -0.0268 
0.441 -0.0029 0,0098 -0.0116 -0.0029 -0.0294 -0.0202 -0.0425 ·0.0332 ·0.0290 -0.0257 
0.488 0.0000 0.0042 -0.0017 0.0000 ·0.0225 -0.0471 -0.0408 -0.0440 -0.0383 -0.0195 
0.534 0.0000 0.0017 0.0091 0.0000 -0.0262 0,0000 -0.0485 -0.0444 -0.0282 -0.0398 
0.581 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
0.627 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 -0.0377 -0.0216 -0.0318 
0.674 0.01 IO 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0,0000 
0.721 0.0101 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0,0000 0.0000 0.0000 
0.767 0.0144 -0.0047 0.0000 -0.0377 -0.0464 -0.0741 -0.0687 0.0000 -0.0444 -0.0292 
0.814 -0.0012 -0.0143 -0.0238 -0.0436 -0.0575 -0,0655 -0.0486 0.0000 -0.0315 -0.0198 
~ 0.0036 -0.0340 -0.0228 -0.0471 -0.0584 -0.0520 -0.0483 0.0000 -0.0213 -0.0033 0.0000 -0.0304 -0.0348 -0.0465 -0.0406 -0,0404 -0.0291 0.0000 -0.0105 -0,0070 
0.954 -0.0164 -0.0350 -0.0080 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0,0000: 
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Table A 14. Tangential velocity in the H15T configuration 
ylx----> 0.277 0.351 0.426 0.501 0.576~12 0.787 0.862 0.937 
0.069 0.184 0.18773 0.002 0.17938 0.17986 .18196 0.17951 0.16962 0.17403 
0.115 0.09955 0.15367 0.02644 0.02833 0.01348 0.01132 0.02859 0.02974 0.01134 0.00029 
0.162 0.00737 0.01236 -0.0094 0.01885 0.02677 0.00395 0.00814 0.00664 0.00786 0.02195 
0.208 0.01684 0.00124 0.00128 4.8E-05 0.02072 -0.0055 -0.0073 0.01399 0.01354 0.03261 
0.255 0.01609 0.00316 0.00103 0.01204 0.00458 0.00874 0.00173 -0.004 -0.0029 0.00277 
0.302 0.02534 0.02264 0.01835 0.01888 -0.0088 0.01191 0.0125 0.00827 0.02087 0.01165 
0.348 0.02963 0.0284 0.03688 0.01522 0.01252 0.01606 0.00668 0.00798 0.00428 0.01694 
0.395 0.04849 0.03832 oomr 0.04091 0.036221 0.01559 0.02316 0.0179 0.00383 0.441 0.04556 0.04665 0.046 765 0.04104 0.01849 0.02165 o.Olffi 0.00631 0.00513 0.488 0.05978 0.06029 0.066 6965 0.0451 0.05774 0.02756 0.03 0.01527 0.03034 
0.534 0.06442 0.0689 0.07 . 6933 0.05285 0.03792 0.05696 0.03431 0.00277 0.00356 
0.581 0.0721 0.07542 0.08696 0.0742 0.07237 0.06029 0.04515 0.06011 0.04186 0.02058 
0.627 0.07116 0.07737 0.09265 0.07909 0.06198 0.07407 0.04358 0.04575 0.03024 0.02157 
0.674 0.07412 0.0766 0.0797 0.07976 0.068 0.06057 0.06572 0.04218 0.0276 0.01888 
0.721 0.05705 0.07074 0.0826~~8 0.08341 0.04641 0.07248 0.01414
1 
0.01848 0.02654 
0.767 0.0586 0.0442 0.07074 193 0.06721 ~0.03135 0.032 0.03731 0.03309 
0.814 0.07212 0.053 0.05648 0.05897 0.0666 0.04929 0.03 0.04975 0.04269 
0.860 0.06513 0.047 0.06237 0.05629 0.04147 0.01514 0.04786 0.02 0.01847 0 
0.907 0.0609 0.05747 0.04726 0.06514 0.05103 0.04748 0.14371 0.04107 0.03202 0 
0.954 0.03498 0.05014 0.05363 0.05303 -0.2141 0 0.02802 0.02166 0 0 
Table A 15. Turbulent kinetic energy in the H15T configuration. 
Radial Normalized k values at respective axial distance (x) kN .. 2 
r/x----> 0.277 0.35] 0.426 0.501 0.576 0.651 0.712 0.787 0.862 0.937 
0.069 0.01056 0.04874 0.02032 0.01892 0.01591 0.05538 0.00455 0.00429 0.03213 0.00341 
0.04054 0.07389 0.06071 0.02148 0.06154 0.07807 0.12269 0.04487 0.12318 0.01866 
0.01441 0.07237 0.05081 0.00743 0.07466 0.02506 
0.03716 
0.04727 
0.02894 
0.03278 
0.06873 0.02878 0.05725 0.02821 0.01221 
0.08426 0.04979 0.02213 0.01811 0.01952 0.02553 
0.03384 0.05104 0.01904 0.03618 0.01047 0.04754 
0.03026 0.06445 0.02632 
0.02342 0.05297 
0.04163 0.04l39 
0.07378 0.02139 0.03998 0.01948 0.02745 0.04644 
0.14372 0.04331 0.06713 0.02961 0.04916 0.05428 
0.767 0.03427 0.03205 0.01844 0.04458 0.04406 0.04646 0.01789 
0.814 0.04066 0.0302 0.04001 0.01466 0.02659 0.031 
0.860 0.04172 0.02709 0.02039 0.00842 
0.0172 0.01827 0.01984 0.00559 
0.00506 0.01171 0.03639 0.03 0.00759 
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Tangential velocity component 
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Figure A2. Velocity profile for the tangential velocity: (0) LDV, CFD 
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Figure A3. Velocity profile for the radial velocity: (0) LDV, CFD 
Turbulent kinetic energy and kinetic energy dissipation rate 
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Figure A4. Turbulent kinetic energy profile: (0) LDV, CFD 
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Figure A5. Axial velocity profile variation with turbulence models: 
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Figure A6. Effect of solids on the velocity field: (0) Experiments, --No solids, 
- - 2.3 kg, Nicke1150-1000 11m 
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Table A 16. Particle properties and flow dependent parameters 
d~, micron dso, micron U,-SN,cmis C'D-SN Re-SN U,-St,cm/s U,-exp, cm/s Re~-Exp C'D-Exp 
53-75 64 1.53 27.99 0.980 1.957 3.686 2.36 12.9 
75-106 89 2.76 12.23 2.518 3.785 5.014 4.46 7.63 
106-150 128 4.63 6.105 5.935 7.830 6.080 7.78 4.98 
150-300 230 9.70 2.411 22.72 25.280 9.850 22.7 2.41 
300-425 363 16.20 1.414 58.79 62.969 14.500 52.6 1.50 
425-600 514 22.70 1.019 116.4 126.25 19.000 97.7 1.10 
600- 1000 784 32.00 0.748 240.0 293.73 34.650 272 0.71 
Table A 17. Particle flow properties, power and dimensionless numbers. 
dp. I!m Njs, rps N90 , rpm Ar P,watt hl0-6 d/ I. Fr St x 1 
75 435 41 16 0.42 36 2.1 0.67 2.5 
100 461 180 98 18 0.50 34 2.9 0.75 4.8 
200 542 230 781 30 0.81 31 6.5 1.04 23 
300 596 347 2636 40 1.09 28 10.6 1.26 56 
400 608 353 6249 42 1.15 28 14.3 1.31 101 
500 636 360 12205 49 1.31 27 18.5 1.43 165 
750 694 430 41193 62 1.68 25 29.4 1.68 403 
1000 730 461 97642 74 1.99 24 41.0 1.89 758 
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Figure A 7. Axial solids concentration profile with 1.3%Ni230 using sampling method: 
(0) OAT, --CFD, (.) Sampling at 22 mm from the wall, L1 mean of radial points. 
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Sample routine 
~~~~-~---,-~--~~~--~~--~---~-,-~------~.~---~-,~-~-.-~.----~I 
I This program computes the terminal settling velocity and drag coefficient I 
I according to the Schiller Naumann drag model. I 
I Written by Ochieng Aoyi, 22 November 2003 I 
PROGRAM SETTLING VELOCITY 
INTEGER I 
PRINT *,' UT DIF' 
PRINT *, ,--------------------------, 
UTO = 0.1 
DP = 513E-6 
PRINT *,'PLEASE TYPE IN THE PARTICLE DIAMETER IN M' 
READ *,DP 
PRINT *, 'PLEASE TYPE IN THE UT INITIAL GUESS' 
READ *, UTO 
EPS=O.OOOOI 
DO 1 1=1,100 
PRINT * ,'BEGINING UTO IS , UTO 
UT = UTO+O.OOOI 
RE = UT*DP/1.0E-6 
VAR 0.15*RE**0.687 
CD = (24/RE)*(1.0+V AR) 
UTI (4*DP/CD)*(9.81 *7803/3000) 
UT = UTI **0.5 
DIF =UTO-UT 
PRINT *, I,UT, DIF 
IF(ABS(DIF). LT. EPS)THEN 
GOT02 
ELSE 
UTO=UT+O.OOOOI 
END IF 
I CONTINUE 
2 PRINT *," 
PRINT *,'TERMINAL VELOCITY IS " UT 
PRINT *,' , 
PRINT *,'FOR NICKEL PARTICLE OF DIAMETER =', DP 
PRINT *," 
PRINT *,'REYNOLD NUMBER IS RE=', RE 
PRINT *," 
PRINT * ,'DRAG COEFFICIET, CD= " CD 
WRITE(* ,34) I,UT,DP,RE,CD 
34 FORMAT(1X,I,2X,lX,'UT =',F8.4,3X,'DP =',F8.6/,IX,'RE =', 
& F8.4,3X,'CD =',FS.4/) 
END 
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