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GROWTH IN FINITE SIMPLE GROUPS OF LIE TYPE
LA´SZLO´ PYBER AND ENDRE SZABO´
Abstract. We prove that if L is a finite simple group of Lie type
and A a set of generators of L, then A grows i.e |A3| > |A|1+ε where
ε depends only on the Lie rank of L, or A3 = L. This implies that
for a family of simple groups L of Lie type the diameter of any
Cayley graph is polylogarithmic in |L|. We also obtain some new
families of expanders.
We also prove the following partial extension. Let G be a sub-
group of GL(n, p), p a prime, and S a symmetric set of generators
of G satisfying |S3| ≤ K|S| for some K. Then G has two normal
subgroups H ≥ P such that H/P is soluble, P is contained in S6
and S is covered by Kc cosets of H where c depends on n. We ob-
tain results of similar flavour for sets generating infinite subgroups
of GL(n,F), F an arbitrary field.
1. Introduction
The diameter, diam(X), of an undirected graph X = (V,E) is the
largest distance between two of its vertices.
Given a subset A of the vertex set V the expansion of A, c(A), is
defined to be the ratio |σ(A)|/|A| where σ(A) is the set of vertices at
distance 1 from A. A graph is a C-expander for some C > 0 if for all
sets A with |A| < |V |/2 we have c(A) ≥ C. A family of graphs is an
expander family if all of its members are C-expanders for some fixed
positive constant C.
Let G be a finite group and S a symmetric (i.e. inverse-closed) set of
generators of G. The Cayley graph Γ(G, S) is the graph whose vertices
are the elements of G and which has an edge from x to y if and only if
x = sy for some s ∈ S. Then the diameter of Γ is the smallest number
d such that Sd = G.
The following classical conjecture is due to Babai [5]
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Conjecture 1 (Babai). For every non-abelian finite simple group L
and every symmetric generating set S of L we have diam
(
Γ(L, S)
) ≤
C
(
log |L|)c where c and C are absolute constants.
In a spectacular breakthrough Helfgott [29] proved that the conjec-
ture holds for the family of groups L = PSL(2, p), p a prime. In recent
major work [30] he proved the conjecture for the groups L = PSL(3, p),
p a prime. Dinai [18] and Varju´ [59] have extended Helfgott’s original
result to the groups PSL(2, q), q a prime power.
We prove the following.
Theorem 2. Let L be a finite simple group of Lie type of rank r. For
every symmetric set S of generators of L we have
diam
(
Γ(L, S)
)
<
(
log |L|)c(r)
where the constant c(r) depends only on r.
This settles Babai’s conjecture for any family of simple groups of Lie
type of bounded rank.
A key result of Helfgott [29] shows that generating sets of SL(2, p)
grow rapidly under multiplication. His bound on diameters is an im-
mediate consequence.
Theorem 3 (Helfgott). Let L = SL(2, p) and A a generating set of L.
Let δ be a constant, 0 < δ < 1.
a) Assume that |A| < |L|1−δ. Then
|A3| ≫ |A|1+ε
where ε and the implied constant depend only on δ
b) Assume that |A| > |L|1−δ. Then Ak = L where k depends only on
δ.
It was observed in [50] that a result of Gowers [26] implies that b)
holds for an arbitrary simple group of Lie type L with k = 3 for some
δ(r) which depends only on the Lie rank r of L (see [4] for a more
detailed discussion). Hence to complete the proof of our theorem on
diameters it remains to prove an analogue of the (rather more difficult)
part a) as was done by Helfgott for the groups SL(3, p) in [30].
We prove the following.
Theorem 4. Let L be a finite simple group of Lie type of rank r and
A a generating set of L. Then either A3 = L or
|A3| ≫ |A|1+ε
where ε and the implied constant depend only on r.
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We also give some examples which show that in the above result the
dependence of ε on r is necessary. In particular we construct generating
sets A of SL(n, 3) of size 2n−1 + 4 with |A3| < 100|A| for n ≥ 3.
Theorem 4 was first announced in [53]. The same day similar results
were announced by Breuillard, Green and Tao [11] for finite Chevalley
groups. It is noted in [11] that their methods are likely to extend to
all simple groups of Lie type, but this has not yet been checked. On
the other hand in [11] various interesting results for complex matrix
groups were also announced.
Somewhat earlier Gill and Helfgott [24] had shown that small gen-
erating sets (of size at most pn+1−δ for some δ > 0) in SL(n, p) grow.
Helfgott’s work [29] has been the starting point and inspiration of
much recent work by Bourgain, Gamburd, Sarnak and others. Let
S = {g1, g2, . . . , gk} be a symmetric subset of SL(n,Z) and Λ = 〈S〉
the subgroup generated by S. Assume that Λ is Zariski dense in
SL(n). According to the theorem of Matthews-Vaserstein-Weisfeiler
[48] there is some integer m0 such that πm(Λ) = SL(n,Z/mZ) assum-
ing (m,m0) = 1. Here πm denotes reduction mod m.
It was conjectured in [47], [9] that the Cayley graphs Γ
(
SL(n,Z/mZ), πm(S)
)
form an expander family, with expansion constant bounded below by a
constant c = c(S). This was verified in [6], [7], [9] in many cases when
n = 2 and in [8] for n > 2 and moduli of the form pd where d → ∞
and p is a sufficiently large prime.
In [8] Bourgain and Gamburd also prove the following
Theorem 5 (Bourgain, Gamburd). Assume that the analogue of Helf-
gott’s theorem on growth holds for SL(n, p), p a prime. Let S be a
symmetric finite subset of SL(n,Z) generating a subgroup Λ which is
Zariski dense in SL(n). Then the family of Cayley graphs Γ(SL(n, p), πp(S))
forms an expander family as p → ∞. The expansion coefficients are
bounded below by a positive number c(S) > 0.
By Theorem 4 the condition of this theorem is satisfied hence the
above conjecture is proved for prime moduli.
For n = 2 Bourgain, Gamburd and Sarnak [9] proved that the con-
jecture holds for square free moduli. This result was used in [9] as a
building block in a combinatorial sieve method for primes and almost
primes on orbits of various subgroups of GL(2,Z) as they act on Zm
(for m ≥ 2).
Recently, extending Theorem 5 P. Varju´ [59] has shown that if the
analogue of Helfgott’s theorem holds for SL(n, p), p a prime, then
the above conjecture holds for square free moduli and Zariski dense
subgroups of SL(n). Hence our results constitute a major step towards
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obtaining a generalisation to Zariski dense subgroups of SL(n,Z) and
to other arithmetic groups.1
Simple groups of Lie type can be treated as subgroups of simple
algebraic groups. In fact, instead of concentrating on simple groups,
we work in the framework of arbitrary linear algebraic groups over
algebraically closed fields. We set up a machinery which can be used
to obtain various results on growth of subsets in linear groups. In
particular, we prove the following extension of Theorem 4, valid for
finite groups obtained from connected linear groups over Fp, which
produces growth within certain normal subgroups (for the terminology
see Definition 66).
Theorem 6. Let G be a connected linear algebraic group over Fp and
σ : G→ G a Frobenius map. Let Gσ denote the subgroup of the fixpoints
of σ and 1 ∈ S ⊆ Gσ a symmetric generating set. Then for all 1 > ε >
0 there is an integer M = Mmain
(
dim(G), ε
)
and a real K depending on
ε and the numerical invariants of G (notably dim(G), deg(G), mult(G)
and inv(G), see Definition 28) with the following property. If Z(G) is
finite and
K ≤ |S| ≤ |Gσ|1−ε
then there is a connected closed normal subgroup H ⊳ G such that
degH ≤ K, dim(H) > 0 and
|SM ∩H| ≥ |S|(1+δ) dim(H)/ dim(G)
where δ = ε
128 dim(G)3
.
Consider the groups Gσ for simply connected simple algebraic groups
G. Central extensions of all but finitely many simple groups of Lie
type are obtained in this way (see [57]) and the centres Z(Gσ) have
bounded order. Hence Theorem 6 implies Theorem 4 for both twisted
and untwisted simple groups of Lie type in a unified way.
The proof of Theorem 6 relies basically on two properties of the
finite groups Gσ. First, if Gσ is large enough then CG(Gσ) = Z(G).
Second, if a σ-invariant connected closed subgroup of G is normalised
by Gσ then it is in fact normal in G. In this generality Theorem 6
depends on Hrushovski’s twisted Lang-Weil estimates [31]. In the proof
of Theorem 4 this can be avoided (see Remark 71). Hence the constants
in this theorem are explicitly computable.
1Finally the conjecture has very recently been proved by Bourgain and Varju´
[13].
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We believe that Theorem 6 and the general results concerning alge-
braic groups involved in its proof will have many applications to inves-
tigating growth in linear groups. Here we first prove (using Theorem 6)
the following partial extension of Theorem 4:
Theorem 7. Let S be a symmetric subset of GL(n, p) satisfying |S3| ≤
K|S| for some K ≥ 1. Then GL(n, p) has two subgroups H ≥ P , both
normalised by S, such that P is perfect, H/P is soluble, P is contained
in S6 and S is covered by Kc(n) cosets of H where c(n) depends on n.
Understanding the structure of symmetric subsets S of GL(n, p) (or
more generally of GL(n, q), q a prime-power) satisfying |S|3 ≤ K|S| is
mentioned by Breuillard, Green and Tao as a difficult open problem in
[11].
Subgroups of GL(n, p) generated by elements of order p were investi-
gated in detail by Nori [49] and Hrushovski-Pillay [33]. As a byproduct
of the proof of Theorem 7 we obtain the following.
Theorem 8. Let P ≤ GL(n, p), p a prime, be a perfect subgroup which
is generated by its elements of order p. Let S be a symmetric set of
generators of P . Then
diam
(
Γ(P, S)
) ≤ ( log |P |)M(n)
where the constant M(n) depends only on n.
Theorem 8 is a surprising extension of the fact (included in Theo-
rem 2) that simple subgroups of GL(n, p) (n bounded) have polyloga-
rithmic diameter.
Combining Theorem 8 with results of Aldous [1] and Babai [2] we
immediately obtain the following corollary.
Corollary 9. Let Γ = Γ(P, S) be a Cayley graph as in Theorem 8.
Then Γ is a C-expander with some
C ≥ 1
1 +
(
log |P |)M(n) .
Equivalently, if A is a subset of P of size at most |P |/2, then we have
|A · S| ≥ (1 + C)|A| .
For a very recent unexpected application in arithmetic geometry of
the above corollary see [40].
To indicate the generality of our methods we derive the following
consequence.
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Theorem 10. Let F be an arbitrary field and S ⊆ GL(n,F) a finite
symmetric subset such that
∣∣S3∣∣ ≤ K|S| for some K ≥ 3
2
. Then there
are normal subgroups H ≤ Γ of 〈S〉 and a bound m depending only on
n such that Γ ⊆ S6H, the subset S can be covered by Km cosets of Γ,
H is soluble, and the quotient group Γ/H is the product of finite simple
groups of Lie type of the same characteristic as F. (In particular, in
characteristic 0 we have Γ = H.) Moreover, the Lie rank of the simple
factors appearing in Γ/H is bounded by n, and the number of factors
is also at most n.
This theorem may be viewed as a common generalisation of Theo-
rem 4 above and a result of Hrushovski [32] obtained by model-theoretic
tools. It would be most interesting to obtain a result that would also
imply Theorem 7.
The first result of this type was obtained by Elekes and Kira´ly [20]. In
characteristic 0 the above theorem was first proved by Breuillard, Green
and Tao [12]. Actually in that case they have a stronger conclusion:
one can even require Γ = H to be nilpotent.
In earlier versions of our paper, for subsets of linear groups over infi-
nite fields we only proved general results on growth. While writing the
final version of this paper, we realised that Theorem 10 is a relatively
easy consequence of these results.
We are particularly indebted to Martin Liebeck who proved Propo-
sition 72 for us. We also thank Nick Gill, Bob Guralnick, Gergely
Harcos, Andrei Jaikin-Zapirain, Attila Maro´ti, Nikolay Nikolov, Tama´s
Szamuely for various remarks on earlier drafts of this paper.
1.1. Methods. The proofs of Helfgott combine group theoretic argu-
ments with some algebraic geometry, Lie theory and tools from additive
combinatorics such as the sum-product theorem of Bourgain, Katz, Tao
[10]. Our argument relies on a deeper understanding of the algebraic
group theory behind his proofs and an extra trick, but not on additive
combinatorics.
We prove various results which say that if L is a “nice” subgroup
of an algebraic group G generated by a set A then A grows in some
sense. These were motivated by earlier results of Helfgott [29], [30] and
Hrushovski-Pillay [33].
To illustrate our strategy we outline the proof of Theorem 4 in the
simplest case, when A generates L = SL(n, q), q a prime-power. As-
sume that “A does not grow” i.e. |AAA| is not much larger than |A|.
Using an “escape from subvarieties” argument it is shown in [30] that
if T is a maximal torus in L then |T ∩ A| is not much larger than
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|A|1/(n+1) . This is natural to expect for dimensional reasons since
dim(T )/ dim(L) = (n− 1)/(n2 − 1) = 1/(n+ 1).
We use a rather more powerful escape argument. The first part of our
paper is devoted to establishing the necessary tools in great generality
(in particular Theorem 49).
Now T is equal to L∩ T¯ where T¯ is a maximal torus of the algebraic
group SL(n, Fq). Let Tr denote the set of regular semisimple elements
in T . Note that T \Tr is contained in a subvariety V ( T¯ of dimension
n− 2. By the above mentioned escape argument ∣∣(T \ Tr) ∩ A∣∣ is not
much larger than
|A|dim(V )/ dim(L) = |A|1/(n+1)−1/(n2−1) .
By [30] or by our escape argument A does contain regular semisimple
elements. If a is such an element then consider the map SL(n) →
SL(n), g → g−1ag. The image of this map is contained in a subvariety
of dimension n2 − 1 − (n − 1) since dim (CSL(n)(a)) = n − 1. By
the escape argument we obtain that for the conjugacy class cl(a) of
a in L,
∣∣cl(a) ∩ A−1aA∣∣ is not much larger than |A|(n2−n)/(n2−1). Now∣∣cl(a)∩A−1aA∣∣ is at least the number of cosets of the centraliser CL(a)
which contain elements of A . It follows that
∣∣AA−1 ∩ CL(a)∣∣ is not
much smaller than |A|1/(n+1). Of course CL(a) is just the (unique)
maximal torus containing a.
Let us say that A covers a maximal torus T if
∣∣T ∩ A∣∣ contains
a regular semisimple element. We obtain the following fundamental
dichotomy (see Lemma 60):
Assume that a generating set A does not grow
i) If A does not cover a maximal torus T then
∣∣T ∩ A∣∣ is not much
larger than |A|1/(n+1)−1/(n2−1).
ii) If A covers T then
∣∣T ∩AA−1∣∣ is not much smaller than |A|1/(n+1).
In this latter case in fact
∣∣Tr ∩ AA−1∣∣ is not much smaller than
|A|1/(n+1).
It is well known that if A doesn’t grow then B = AA−1 doesn’t grow
either hence the above dichotomy applies to B.
Let us first assume that B covers a maximal torus T but does not
cover a conjugate T ′ = g−1Tg of T for some element g of L . Since
A generates L we have such a pair of conjugate tori where g is in
fact an element of A. Consider those cosets of T ′ which intersect A.
Each of the, say, t cosets contains at most |B ∩ T ′| elements of A
i.e. not much more than |B|1/(n+1)−1/(n2−1) which in turn is not much
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more than |A|1/(n+1)−1/(n2−1). Therefore |A| is not much larger than
t|A|1/(n+1)−1/(n2−1).
On the other hand A
(
A−1(BB−1)A
)
has at least t
∣∣T ∩ BB−1∣∣ ele-
ments which is not much smaller than t|A|1/(n+1). Therefore A(A−1(AA−2A)A)
is not much smaller than |A|1+1/(n2−1) which contradicts the assumption
that A does not grow.
We obtain that B covers all conjugates of some maximal torus T .
Now the conjugates of the set Tr are pairwise disjoint (e.g. since two
regular semisimple elements commute exactly if they are in the same
maximal torus). The number of these tori is |L : NL(T )| > c(n)|L : T |
for some constant which depends only on n. Each of them contains
not much less than |B|1/(n+1) regular semisimple elements of BB−1.
Altogether we see that |A| is not much smaller than qn2−n|A|1/(n+1)
and finally that |A| is not much less than |L|. In this case by [50] we
have AAA = L.
The proof of Theorem 6 follows a similar strategy. However there
is an essential difference; maximal tori have to be replaced by a more
general class of subgroups called CCC-subgroups (see Definition 57).
These subgroups were in fact designed to make the argument work in
not necessarily simple (or semisimple) algebraic groups. In Sections 8, 9
and 10 we establish the basic properties of these subgroups and justify
that they indeed play the role of maximal tori in general algebraic
groups. The proof of Theorem 6 is completed in Section 13.
In [49] Nori showed that if p is sufficiently large in terms of n, there
is a correspondence between subgroups of GL(n, p) generated by ele-
ments of order p and a certain class of closed subgroups of GL(n, Fp).
Note that the bounds in [49] are ineffective. Using this correspondence
Theorem 7 is proved for perfect p-generated groups by a short induc-
tion argument based on a slight extension of Theorem 6. The general
case can be reduced to this by applying various known results on finite
linear groups.
Theorem 10 follows by combining some of the ingredients of the proof
of Theorem 7 in a rather more direct way.
Examples given in Section 14 show that in Theorem 4 we must have
ε(r) = O(1/r). We believe that this is the right order of magnitude.
2. notation
Throughout this paper F denotes an arbitrary algebraically closed
field. For a prime number p we denote by Fp and Fp the finite field
with p elements and its algebraic closure. Similarly, Fq denotes the
finite field with q elements, where q is a prime power. The letters N
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and ∆ will always be used for an upper bound for dimensions and
degrees respectively, K is used for a lower bound on the size of certain
finite sets. When we study growth, M will denote the length of the
products we allow. In several lemmas we use a parameter ε, it is the
error-margin we allow in the exponents when we count elements in
certain subsets.
3. dimension and degree
We use affine algebraic geometry i.e. all occurring sets will be subsets
of some affine space F
m
for some integer m > 0, and we define all of
them via m-variate polynomials whose coefficients belong to F . Below
we make this more precise.
Definition 11. A subset Z ⊆ Fm is Zariski closed, or simply closed,
if it can be defined as the common zero set of some m-variate polyno-
mials. This defines a topology on F
m
, each subset of F
m
inherits this
topology, called the Zariski topology. This is the only topology that
we use in this paper, so we omit the adjective Zariski. The comple-
ments of closed subsets are called open, The intersection of a closed
and an open subset is called locally closed. If we do not use explicitly
the ambient affine space then locally closed subsets are called algebraic
sets and closed subsets are called affine algebraic sets. (Note, that our
definition of algebraic set is rather restrictive.) For an arbitrary subset
X ⊆ Fm we denote by X the closure of X .
Note, that algebraic sets are always equipped (by definition) with
an ambient affine space, even if it is not explicitely given. This is one
reason for choosing the name “algebraic set” instead of “variety”.
Definition 12. An algebraic set X is called irreducible if it has the
following property. Whenever X is contained in the union of finitely
many closed subsets, it must be contained in one of them.
Definition 13. LetX be an algebraic set. Then there are finitely many
closed subsets Xi ⊆ X which are irreducible, and maximal among the
irreducible closed subsets of X . Then X =
⋃
iXi is the irreducible
decomposition of X and these Xi are called the irreducible components
of X .
Definition 14. Let Z ⊆ Fm be an algebraic set. We consider chains
Z0 ( Z1 ( · · · ( Zn where the Zi are nonempty, irreducible closed
subsets of Z. The largest possible length n of such a chain is called the
dimension of Z, denoted by dim(Z).
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Definition 15. Let X ⊆ Fm be an algebraic set. An affine subspace
of F
m
is a translate of a linear subspace. If X is irreducible then we
consider all affine subspaces L ⊆ Fm such that dim(X) + dim(L) = m
and X ∩ L is finite. The degree of X is the largest possible number of
intersection points:
deg(X) = max
L
|X ∩ L| .
In general, the degree of X is defined as the sum of the degrees of its
irreducible components.
Remark 16. Let X be an algebraic set. Then dim(X) = 0 iff X is finite.
A finite subset X ⊂ Fm is always closed, and satisfies deg(X) = |X|.
Definition 17. Let X ⊆ Fm and Y ⊆ F n be algebraic sets. A
function f : X → Y is called a morphism if it is the restriction to X of
a map φ : F
m → F n whose n coordinates are m-variate polynomials.
Then the graph of f , denoted by Γf ⊆ X × Y ⊆ Fm+n, is locally
closed. We define the degree of f to be deg(f) = deg(Γf).
Remark 18. Algebraic sets form a category with the above notion of
morphism. Isomorphic algebraic sets have equal dimensions and iso-
morphisms respect the irreducible decomposition. In contrast, the de-
grees of isomorphic algebraic sets may not be be equal.
In the present paper we work mainly in the category of algebraic
sets and morphisms. To obtain explicit bounds we need to estimate
the degrees of all appearing objects. If one is satisfied with existence
results only then one can avoid all these calculations by simply noticing
that all of our constructions can be done simultaneously in families of
algebraic sets. (Such proofs a priori do not give explicit constants, but
with careful examination, in principle they can be made explicit.) In
fact this technique is really used e.g. in the proof of Proposition 80.
The following fact is standard:
Fact 19. Let X, Y ⊆ Fm be locally closed sets.
(a) The dimension and the degree of X are equal to the dimension
and the degree of its closure X.
(b) Any closed subset of X has dimension at most dim(X).
(c) The irreducible components Xi ≤ X satisfy
dim(Xi) ≤ dim(X) = max
j
(
dim(Xj)
)
,
deg(Xi) ≤ deg(X) =
∑
j
deg(Xj) .
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It follows that there are at most deg(X) components and at least
one of them has the same dimension dim(Xi) = dim(X).
(d) The sets X ∩Y , X ∪Y , X \Y and X ×Y are also locally closed
with the following bounds:
dim(X ∪ Y ) = max ( dim(X), dim(Y ))
deg(X ∪ Y ) ≤ deg(X) + deg(Y )
dim(X ∩ Y ) ≤ min ( dim(X), dim(Y ))
deg(X ∩ Y ) ≤ deg(X) deg(Y )
dim(X \ Y ) ≤ dim(X)
dim(X × Y ) = dim(X) + dim(Y )
deg(X × Y ) = deg(X) deg(Y )
Note that we cannot estimate deg(X \ Y ) in this generality.
(e) Suppose that X is irreducible. Then each nonempty open subset
U ⊂ X is dense in X with dim(X \ U) < dim(X) (and we do
not bound the degree of X \ U).
(f) The direct product of irreducible algebraic sets is again irreducible.
(g) If X is the common zero locus of degree d polynomials, then
it is the common zero locus of at most (d + 1)m of them, and
deg(X) ≤ dm. On the other hand, a closed set X is the common
zero locus of polynomials of degree at most deg(X).
Most of this Fact is proved in [27, Chapters I.1 and II.3]. The bound
on deg(X ∩ Y ) is (an appropriate version of) Be´zout’s theorem (see
[23]) and (g) follows from [39, Section I.3].
We also need the following:
Fact 20. Let X and Y be affine algebraic sets and f : X → Y a mor-
phism. We define several (open, closed or locally closed) subsets of X
and Y . Their dimension is at most dim(X), and we bound their de-
grees from above. We define the function Φ(d) = (d+2)(d+1)
dim(X)+deg(f)2d
and the constant D = Φ
(
Φ
(
. . .Φ
(
deg(f)
))
. . .
)dim(X)+deg(f)
where the
function Φ is iterated dim(X) + deg(f)− 1 times.
(a) There is a partition of f(X) into at most D locally closed subsets
Yi of degree at most D such that the closure of each Yi is the union
of partition classes and either f−1(Yi) = ∅ or dim
(
f−1(y)
)
=
dim(X)− dim(Yi) for all y ∈ Yi.
(b) We have deg
(
f(X)
) ≤ deg(f). The image f(X) contains a
dense open subset of f(X). If X is irreducible then so is f(X).
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(c) For each y ∈ f(X) the fibre f−1(y) ⊆ X is closed with deg (f−1(y)) ≤
deg(f). For each closed set T ⊆ Y the subset f−1(T ) is also
closed and its degree is at most deg(T ) deg(f).
(d) The degree of the closed complement f(X) \ f(X) is at most D2.
(e) Suppose that X is irreducible. For each t ∈ X we have
dim
(
f−1
(
f(t)
)) ≥ dim(X)− dim (f(X)) .
Those t ∈ X where equality holds form an open dense subset
Xmin ⊆ X and deg
(
X \Xmin
) ≤ D2 deg(f).
(f) Let S ⊆ X be a closed subset that is the intersection of X and a
closed set of degree d. Then the degree of the restricted morphism
f
∣∣
S
is at most d · deg(f), hence deg (f(S)) ≤ d · deg(f) (see
(b)). If S is an irreducible component of X then there are better
bounds: deg
(
f
∣∣
S
) ≤ deg(f) and deg (f(S)) ≤ deg(f).
Parts (b), (c) and (f) as well as the fact that Xmin of (e) is open
and dense follows easily using [27, Chapters I.1 and II.3] and Fact 19.
Moreover, the closed complement considered in (d) is the union of a
number of the locally closed subsets of (a), hence its degree bound
follows immediately from (a). Similarly, the subset discussed in (e) is
the inverse image of the union of a number of the locally closed subsets
of (a), hence its degree is bounded by (a) and (c). So the only thing
that remains to be proved is (a).
Sketch of the proof of (a). Let F
m ⊇ X and F n ⊇ Y be the ambient
affine spaces, Γf ⊆ Fm × F n the graph of f , and π : Fm × F n → F n
the linear projection to the second factor. Then Γf is isomorphic to
X , hence it is enough to find an analogous partition of π(Γf) = f(X)
with respect to π and Γf ( with the same bound D defined in terms of
deg(f) and dim(X)).
Let L denote the linear span of Γf and set π˜ = π
∣∣
L
. In general, for
each variety V of degree at least 2, [27, Ex.I.7.7] constructs a cone con-
taining V whose dimension is dim(V ) + 1, and whose degree is strictly
smaller that deg(V ). By iterating this cone-construction we arrive, in
at most dim(V )−1 steps, at a variety of degree 1. By [27, Ex.I.7.6] this
iterated cone is a linear subspace, i.e. the original V is contained in a
linear subspace of dimension at most dim(V )+deg(V )−1. In particu-
lar, we have dim(L) ≤ dim(Γf)+deg(Γf )−1 = dim(X)+deg(f)−1. We
need to find a partition of π˜(Γf) = f(X) as in (a) with respect to π˜ and
Γf (with the same bound D). We factor π˜ into dim(L)−dim
(
π˜(L)
) ≤
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dim(X) + deg(f)− 1 consecutive linear projections π˜j , each with one-
dimensional fibres. Our strategy is the following. First we partition
π˜1(Γf ) via the next Claim 21. Then for each partition class C ⊆ π˜1(Γf)
we apply again Claim 21, and partition the closed image π˜2(C) We ob-
tain various partitions on partially overlapping subsets of π˜2
(
π˜1(Γf )
)
.
Let us consider the common refinement of them, it is a partition of
π˜2
(
π˜1(Γf)
)
into locally closed sets. We iterate this procedure, and ob-
tain partitions of π˜j ◦ · · · ◦ π˜1(Γf) for each j. (Note that k in these
applications of Claim 21 is always at most dim(X) + deg(f) − 2.) In
the last step we obtain a partition of π˜(Γf) = f(X) as required. 
Claim 21. Let Z ⊆ F k be a locally closed set and Γ be the common
zero locus inside F × Z of some polynomials of degree at most d.
(a) Then Z has a partition into at most (d + 2)(d+1)
k+2−1 locally
closed subsets Zi and there are corresponding (k+1)-variate poly-
nomials Pi of degree at most d
(d+1)k+12d such that
Γ ∩ (F × Zi) = {(t, z) ∈ F × Zi ∣∣∣Pi(t, z) = 0}
for all i, and the closures Zi are defined via equations of degree
at most d(d+1)
k+12d plus the equations of Z.
(b) Those points z ∈ Zi for which Γ∩
(
F × {z}) has any prescribed
number of points (it can be 0, 1, . . . d or ∞) form a locally closed
subset that is defined (inside Z) via equations of degree at most
d(d+1)
k+12d , and the total number of these subsets is at most
(d+ 2)(d+1)
k+2
.
(c) Moreover, one may require both partitions to have the following
additional property: the closure in Z of each partition class is
the union of partition classes.
Sketch of proof. The upper bounds and part (c) follow immediately
from our construction, we leave them to the reader. Γ can be defined as
the common zero locus inside F ×Z of at most (d+1)k+1 polynomials
of degree at most d (see Fact 19.(g)). We prove (a) via induction
on the number of defining polynomials. If Γ = F × Z then there
is nothing to prove. Otherwise let g be one of the nonzero defining
polynomials of Γ and Γ′ ⊆ F × Z the common zero locus of the other
defining polynomials. Applying the induction hypothesis to Γ′ gives
us a partition
⋃
j Z
′
j = Z and corresponding polynomials P
′
j . Our goal
is to refine this partition, i.e. find partitions Z ′j =
⋃
i Z
′
ji and find
appropriate polynomials P ′ji. We shall find the Z
′
ji one by one with the
following algorithm.
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The portion of Γ that lies inside F × Z ′j is defined by the equations
P ′j(t, z) = g(t, z) = 0 (besides the equations and inequalities defining
Z ′j). We consider g and P
′
j as polynomials in the variable t whose
coefficients are polynomial functions of the parameter z. Note that
g and P ′j as well as all the polynomials P
′
ji we construct below have
t-degrees at most d. Our plan is to find the gcd of g and P ′j with
respect to the variable t for all values of z simultaneously. In order to
do so we try to run Euclid’s algorithm simultaneously for all z. There
are two obstacles we have to overcome. First, for different values of z
the algorithm needs a different number of steps to complete. Second,
to do a polynomial division uniformly for several values of z we have
to make sure that the degree of the divisor do not vary with z (i.e.
we can talk about the leading coefficient). So before each polynomial
division we construct also a partition of Z ′j, always refining the partition
obtained in the previous step, so that the upcoming division can be
done uniformly for values z lying in the same partition class.
To begin with, let Z ′j0 and Z
′
j1 denote the loci of those z ∈ Z ′j where
all coefficients of g or P ′j respectively vanish. We set P
′
j0 = P
′
j and
P ′j1 = g. Similarly, for each pair of integers 0 ≤ a, b ≤ d we consider
the locus of those z ∈ Z ′j where the t-degrees of g and P ′j are just a
and b. This is a partition of Z ′j into locally closed subsets, each defined
via the vanishing or non-vanishing of a number of coefficients. For
parameter values z lying in Z ′j0 or Z
′
j1 the algorithm stops right away
with gcd equal to P ′j0 or P
′
j1. On the other hand, for any other partition
class Z˜ ⊆ Z ′j we can do the first polynomial division uniformly for all
z ∈ Z˜.
During the algorithm we do similar subdivisions again and again.
Suppose that we completed a number of polynomial divisions and con-
structed the partition corresponding to the last completed division. Let
Z˜ be a class of that partition and suppose that the algorithm is still
running for z ∈ Z˜ and g˜ and r˜ are the divisor and the remainder of the
last completed polynomial division for all values z ∈ Z˜. We consider
the locus of those z ∈ Z˜ where all coefficients of r˜ vanish (here g˜ does
not vanishes). This will be our next Z ′ji (whatever i follows now). For
z ∈ Z ′ji Euclid’s algorithm stops at this stage, and we set P ′ji = g˜,
the gcd we obtain. As before, we partition Z˜ \ Z ′ji according to the
t-degree of r˜ (here the t-degree of g˜ is unimportant). Then we can do
the polynomial division g˜ : r˜ uniformly for values z lying in the same
partition class. This way we obtain our new remainders (one for each
partition class), and Euclid’s algorithm continues.
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It is clear that for each z ∈ Z ′j the gcd is found in at most deg(g)+1 ≤
d + 1 steps, hence we obtain the promised partition Z ′j = ∪iZ ′ji. The
induction step is complete.
Part (b) follows from part (a). Indeed, the portion of Γ that lies
inside F × Zi is defined by the equation Pi(t, z) = 0 (besides the
equations of Zi). For each z ∈ Zi the number of points in Γ∩
(
F ×{z})
is either ∞ (in case all t-coefficients of Pi are zero at z), or equal to
the t-degree of the polynomial Pi(t, z) (which is at most d). The locus
of those z which correspond to a given degree can be defined via the
vanishing or nonvanishing of a number of t-coefficients of Pi(t, z). This
proves the claim. 
4. Concentration in general
Let α ⊆ Fm be a finite subset. An essential part of our general
strategy is to find closed sets X which contain a large number of ele-
ments of α compared to their dimension. To measure the relative size
of α ∩X we introduce the following:
Definition 22. For each subset X ⊆ Fm with dim(X) > 0 we define
the concentration of α in X as follows:
µ(α,X) =
log |α ∩X|
dim(X)
For simplicity, here and everywhere in this paper, log stands for the
natural logarithm. When α ∩X = ∅, we set µ(α,X) = −∞.
In this section we first show that the concentration in a closed set X
does not decrease too much when we take an appropriate irreducible
closed subset.
Proposition 23. Let X ⊆ Y ⊆ Fm be closed sets of positive dimen-
sion. Then for all finite sets α ⊆ β ⊂ Fm with α ∩X 6= ∅ we have:
(1) 0 ≤ µ(α,X) ≤ µ(β,X) ≤ dim(Y )
dim(X)
· µ(β, Y )
and for all integers n > 0 the n-fold direct products satisfy
(2) µ
(∏nα,∏nX) = µ(α,X) .
Proof. Clear from the definition. 
Lemma 24. Let Z ⊆ Fm be a closed set with dim(Z) > 0 and α ⊆ Fm
a finite subset with |α ∩ Z| > deg(Z). Then there is an irreducible
component Z ′ ⊆ Z such that dim(Z ′) > 0 and
(3) µ(α, Z ′) ≥ µ(α, Z)− log ( deg(Z)) .
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Proof. Since Z has at most deg(Z) irreducible components (see Fact 19.(c))
there is a component Z ′ ⊆ Z with
(4)
∣∣α ∩ Z ′∣∣ ≥ |α ∩ Z|
deg(Z)
> 1 .
In particular we have dim(Z ′) > 0. We take the logarithm of inequal-
ity (4), divide the two sides by dim(Z ′) and rewrite it in terms of
concentrations. Using dim(Z ′) ≤ dim(Z) we obtain
µ(α, Z ′) ≥ dim(Z)
dim(Z ′)
µ(α, Z)− log
(
deg(Z)
)
dim(Z ′)
≥
≥ µ(α, Z)− log ( deg(Z))
as required. 
The proof of Lemma 24 involves a choice. For proving Theorem 6 it
will be important to use constructions that are uniquely determined.
To this end we order the finite set α, and use this order to make the
choices unique. Of course, α-valued sequences and subsets of α can be
ordered lexicographically.
In the rest of the paper we state several existence results. However, in
the proofs we typically use explicit constructions. When we write that
our construction of a subset (or a tuple of elements, etc.) is uniquely
determined, we understand that the result of the construction depends
uniquely on the input data (which usually involves an ordered set α).
Lemma 25. For all N > 0 and ∆ > 0 there are reals B = Birr(N,∆) ≥
0 and K = Kirr(N,∆) ≥ 0 with the following property.
Let Z ⊆ Fm be a closed set and α ⊆ Fm an ordered finite subset.
Suppose that 0 < dim(Z) ≤ N , deg(Z) ≤ ∆ and |α ∩ Z| ≥ K. Then
there is an irreducible closed subset Z ′ ⊆ Z such that dim(Z ′) > 0,
deg(Z ′) ≤ B and
µ(α, Z ′) ≥ µ(α, Z)− log(B) .
Moreover, our construction of Z ′ is uniquely determined.
Proof. Let B = ∆(N+1)
N
and set K > ∆2N(N+1)
N
. Then
(5) µ(α, Z) ≥ log(K)
N
> log
(
∆2(N+1)
N )
.
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We build by induction a sequence Z = Z0 ⊃ Z1 ⊃ Z2 ⊃ · · · ⊃ ZI of
closed subsets such that
(6)
0 < dim(Zi+1) < dim(Zi) ,
deg(Zi+1) ≤ deg(Zi)N+1 ≤ ∆(N+1)i+1 ,
µ(α, Zi) ≥ µ(α, Z)− log
(
∆i(N+1)
i−1)
.
for all 0 ≤ i < I. Since the dimensions are strictly decreasing, such a
sequence has length I+1 ≤ N . Suppose Zi is already constructed. If it
is irreducible, we stop the induction and set Z ′ = Zi, the lemma holds
in this case. Otherwise, it follows from (5) and (6) that |α ∩ Zi| >
∆(N+1)
N
> deg(Zi) and we may apply Lemma 24. So there is an
irreducible component Z ′i ⊆ Zi such that dim(Z ′i) > 0 and
(7) µ(α, Z ′i) ≥ µ(α, Zi)−log
(
deg(Zi)
) ≥ µ(α, Z)−log (∆(i+1)(N+1)i) .
Of course, there are possibly many choices for Z ′i, we choose one in
such a way that the subset αi = α ∩ Z ′i is lexicographically minimal
among the possible intersections. Note that αi is uniquely determined,
but Z ′i may not be. Then µ(αi, Z
′
i) = µ(α, Z
′
i) and using (5) and (7)
we obtain |αi| > deg(Zi)N+1. If Z ′i is the only irreducible component
containing αi then it is uniquely determined. We stop the induction
and set Z ′ = Z ′i, the lemma holds in this case.
Otherwise let T1, T2, . . . denote those irreducible components of Zi
which contain αi and let Zi+1 =
⋂j Tj be their intersection, this is
again uniquely determined. Clearly dim(Zi+1) < dim(Zi) and we shall
prove that
deg(Zi+1) ≤ deg(Zi)N+1 .
In fact it is more convenient to prove a slightly stronger statement: for
each closed subset W ⊆ Zi we have
(8) deg(W ∩ Zi+1) ≤ deg(W ) · deg(Zi)dim(W ) .
We prove (8) by induction on dim(W ), it obviously holds for dim(W ) =
0. Assume for a moment that W is irreducible. If it is contained in
all Tj then W ∩ Zi+1 = W and (8) holds. On the other hand, if say
W 6⊆ T1 then W ′ = W ∩ T1 has smaller dimension, hence satisfies the
analogue of (8). But deg(W ′) ≤ deg(W ) deg(T1) ≤ deg(W ) deg(Zi), so
we have
deg(W ∩ Zi+1) = deg(W ′ ∩ Zi+1) ≤
≤ deg(W ′) deg(Zi)dim(W )−1 ≤ deg(W ) deg(Zi)dim(W ) .
as we promised. In order to complete the induction step for a reducible
W we simply add up the analogous inequalities for each component of
W .
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Then dim(Zi+1) > 0 by Remark 16. Now we have
µ(α, Zi+1) = µ(αi, Zi+1) > µ(αi, Z
′
i) = µ(α, Z
′
i) ,
hence Zi+1 satisfies (6). As we noted earlier, the induction must stop
in at most N steps, which proves the lemma. 
Next we show that the concentration in a closed set X does not
decrease too much when we map X somewhere by a “nice” morphism.
Lemma 26. Let Z ⊆ Fm be an irreducible closed set, α ⊂ Fm an
ordered nonempty finite set and f : Z → F l a morphism such that
dim(Z) > dim
(
f(Z)
)
> 0
and
dim
(
Z
)
= dim
(
f(Z)
)
+ dim
(
f−1(t)
)
for all t ∈ f(α ∩ Z). Then there is a fibre S = f−1(s), s ∈ f(α ∩ Z)
such that for each value (negative, positive or 0) of the parameter ε one
has
(9)
{
either µ
(
f(α ∩ Z), f(Z)) ≥ µ(α, Z)− ε dim(S)
or µ
(
α, S
) ≥ µ(α, Z) + ε dim (f(Z))
Moreover, our construction of S is uniquely determined.
Note that if all nonempty fibres of f have the same dimension, then
the condition dim
(
Z
)
= dim
(
f(Z)
)
+ dim
(
f−1(t)
)
is satisfied (see
Fact 20.(e)). Note also that S is a closed set with deg(S) ≤ deg(f) by
Fact 20.(c).
Proof. Let us consider those fibres f−1(t) where the number of points∣∣α ∩ f−1(t)∣∣ is maximal, and let S = f−1(s) be the one among them
for which the subset α ∩ S ⊆ α is lexicographically minimal. Then by
assumption we have
0 < dim(S) = dim(Z)− dim (f(Z)) < dim(Z) .
We have ∣∣α ∩ Z∣∣ = ∑
t∈f(α∩Z)
∣∣α ∩ f−1(t)∣∣ ,
hence ∣∣α ∩ Z∣∣ ≤ ∣∣f(α ∩ Z)∣∣ · ∣∣α ∩ S∣∣
We take the logarithm of our inequality and rewrite it in terms of
concentrations:
µ(α, Z) · dim(Z) ≤ µ(f(α ∩ Z), f(Z)) · dim(f(Z)) + µ(α, S) · dim(S)
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We divide both sides by dim(Z) and we introduce two extra terms
involving ε on the right hand side which cancel each other:
µ(α, Z) ≤
[
µ
(
f(α∩Z),f(Z)
)
+εdim(S)
]
dim(f(Z))
dim(Z)
+
[
µ
(
α,S
)
−εdim
(
f(Z)
)] dim(S)
dim(Z)
On the right hand side we see a weighted arithmetic mean of the two
expressions in square brackets. We can certainly bound it it from above
with the larger of them, which justifies our statement. 
The following extension of Lemma 26 is our basic tool for transport-
ing large concentration from one subset to another. The idea is that if
the transport fails than we get an even larger concentration somewhere
inside the first subset.
Lemma 27 (Transport). For all∆ > 0 there is a real B = Btransport(∆) ≥
0 with the following property. Let X be an affine algebraic set, Z ⊆ X
a closed subset and f : X → Fm be a morphism with deg(Z) ≤ ∆,
deg(f) ≤ ∆ and dim (f(Z)) > 0. Suppose that Z is irreducible. Then
for all ordered finite subsets α ⊆ X and all ε ≥ 0 either
(10) µ
(
f(α), f(Z)
) ≥ µ(α, Z)− log(B)− ε · dim(Z)
or there is a closed subset S ⊂ Z such that deg(S) ≤ B,
0 < dim(S) < dim(Z) and
(11) µ(α, S) ≥ µ(α, Z)− log(B) + ε .
Moreover, our construction of S is uniquely determined.
Note, that the condition dim
(
f(Z)
)
> 0 implies that dim(Z) > 0,
hence the concentrations appearing in the lemma are defined.
Proof. To simplify notation we replace α with α∩Z, X with Z, ∆ with
∆2 (see Fact 20.(f)) and f with its restriction to Z, then α ⊆ Z. If
α = ∅ then (10) holds automatically since the right hand side is −∞.
So we assume α 6= ∅. This implies that f(α) 6= ∅, hence the left hand
side of (10) is non-negative. If µ(α, Z) ≤ log(B) then inequality (10)
obviously holds since the right hand side is nonpositive. So we assume
µ(α, Z) > log(B) which implies
∣∣α∣∣ > B.
First we prove a special case:
(12) If dim
(
f−1(t)
)
= dim(Z) − dim (f(Z)) for all t ∈ f(α)
then the lemma is true with any B ≥ 1 + ∆.
If dim(Z) > dim
(
f(Z)
)
then we apply Lemma 26 with parameter ε.
We get a fibre S = f−1(s) satisfying (9). Since ε ≥ 0, we may replace
ε dim(f(Z)) with ε and ε dim(S) with ε dim(Z), hence either (10) or
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(11) holds for any B ≥ 1. By Fact 20.(c) S = f−1(s) is closed and
deg(S) ≤ ∆, hence (12) is proved in this case.
On the other hand, if dim(Z) = dim
(
f(Z)
)
(and we are still in the
special case of (12)), then all points of α are contained in finite fibres of
f , and the number of points in each finite fibre is at most deg(f) ≤ ∆
(see Fact 20.(c)). Hence
µ
(
f(α), f(Z)
)
=
log
∣∣f(α)∣∣
dim
(
f(Z)
) ≥ log
(∣∣α∣∣/∆)
dim(Z)
≥ µ(α, Z)− log(∆) ,
and therefore (10) holds for any B ≥ ∆. The special case (12) is proved.
Next we prove the lemma in full generality. We define the following
subset:
α′ =
{
z ∈ α
∣∣∣ dim (f−1(f(z))) = dim(Z)− dim (f(Z))} .
First we deal with the case |α′| ≥ ∣∣α∣∣/2. We have
µ(α′, Z) =
log
∣∣α′∣∣
dim(Z)
≥ log
∣∣α∣∣− log(2)
dim(Z)
≥ µ(α, Z)− log(2) .
We apply the special case (12) of the lemma to α′ and Z. We obtain
that either
µ
(
f(α), f(Z)
) ≥ µ(f(α′), f(Z)) ≥
≥ µ(α′, Z)− log(1 + ∆)− ε · dim(Z) ≥
≥ µ(α, Z)− log(2 + 2∆)− ε · dim(Z) ,
or there is a closed subset S ⊂ Z such that deg(S) ≤ 1 + ∆, 0 <
dim(S) < dim(Z) and
µ(α, S) ≥ µ(α′, S) ≥ µ(α′, Z)− log(1 + ∆) + ε ≥
≥ µ(α, Z)− log(2 + 2∆) + ε .
The lemma holds in this case with any B ≥ 2 + 2∆.
In the remaining case we have
∣∣α′∣∣ < ∣∣α∣∣/2. Setting
S =
{
z ∈ Z
∣∣∣ dim (f−1(f(z))) > dim(Z)− dim (f(Z))}
we have
∣∣α ∩ S∣∣ > 1
2
∣∣α∣∣.
The irreducibility of Z implies (see Fact 20.(e) and Fact 19.(e)) that
S is a closed subset of Z and dim(S) < dim(Z), deg(S) ≤ ∆′ with a
certain bound ∆′ = ∆′
(
dim(Z),∆
)
. We set
B = Btransport(∆) = max
(
2 + 2∆, 2∆′
)
.
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Then the set S has at least |α ∩ S| > |α|/2 ≥ B/2 ≥ ∆′ points, hence
dim(S) > 0 (see Remark 16). Therefore µ(α, S) is defined and we can
write:
µ(α, S) =
log |α ∩ S|
dim(S)
≥ log |α| − log(2)
dim(S)
≥
≥ dim(Z)
dim(S)
µ(α, Z)− log(2) ≥ µ(α, Z)− log(B) + µ(α, Z)
dim(S)
.
We compare now the last term to ε. If ε ≤ µ(α,Z)
dim(S)
then inequality (11)
holds. On the other hand, for ε > µ(α,Z)
dim(S)
≥ µ(α,Z)
dim(Z)
the inequality (10)
holds, since its right hand side becomes negative. We proved the lemma
in all cases. 
5. Closed sets in groups
Definition 28. A linear algebraic group is a closed subgroup G ≤
GL(n, F ). We use this matrix realisation of G to calculate degrees of
closed subsets. We shall denote by mult(G) and inv(G) the degrees of
the morphisms (g, h)→ gh and g → g−1.
As usual, Z(G), [G,G] and G0 denote the centre, the commutator
subgroup and the unit component of G, and for any subset A ⊆ G
we denote by 〈A〉, NG(A) and CG(A) the generated subgroup, the nor-
maliser and the centraliser of A. The subgroup CG(A)0 is usually called
the connected centraliser of A. We shall often use products of several
elements and subsets in the usual sense. In order to distinguish from
this kind of product, the m-fold direct product of a subset α ⊆ G is
denoted by
∏mα ⊆∏mG.
Definition 29. Let α ⊆ GL(n, F ) be an ordered finite subset. This
ordering extends to an ordering of the subgroup 〈α〉 (hence to αi for
all i) in a natural way. We shall use this extension without further
reference.
Remark 30. We measure the complexity of a closed subset X ⊆ Fm
with two numerical invariants: dim(X) and deg(X). In contrast, we
measure the complexity of a closed subgroup G ≤ GL(n, F ) with four
numerical invariants: dim(G), deg(G), mult(G) and inv(G). In order to
reduce the number of variables to two, say N and ∆, we shall consider
groups G with dim(G) ≤ N , deg(G) ≤ ∆, mult(G) ≤ ∆ and inv(G) ≤
∆.
It can be tiresome to bound all four numerical invariants ofG. By the
following proposition in most cases it is enough to bound only dim(G)
and deg(G).
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Proposition 31. Let G be a linear algebraic group and H ≤ G a closed
subgroup. Then mult(H) ≤ deg(H)2 ·mult(G) and inv(H) ≤ deg(H) ·
inv(G). In particular, if G = GL(n, F ) then we have mult(H) ≤
deg(H)2 · 2n2 and inv(H) ≤ deg(H) · (n + 1)n2.
Proof. Follows immediately from Fact 20.(f) and Fact 19.(d). 
Fact 32. Let G be a linear algebraic group. Suppose that f :
∏mG→∏nG is a morphism for some integers m,n > 0 whose n coordinates
are all defined to be product expressions (evaluated in the group G) of
length at most k of some fixed group elements, the m variables and their
inverses. Then deg
(
f(G)
) ≤ deg(f) ≤ inv(G)lmult(G)n(k−1) where
l ≤ nk denotes the total number of times inverted variables occur in
the n expressions (see Fact 20.(b)). If the product expressions do not
contain the inverse of the variables then of course the bound does not
depend on inv(G).
Definition 33. Let G be a linear algebraic group. For all m > 0 and
for each sequence g = (g1, g2, . . . , gm), gi ∈ G we define the morphism
τg :
∏mG→ G ,
τg(a1, . . . , am) = (g
−1
1 a1g1)(g
−1
2 a2g2) . . . (g
−1
m amgm) ,
Remark 34. Let G be a linear algebraic group and g = (g1, g2, . . . , gm)
any sequence. Suppose that dim(G) ≤ N , deg(G) ≤ ∆ and mult(G) ≤
∆ for certain values N and ∆. According to Fact 32 there is a common
upper bound on the degrees:
deg
(
τg
) ≤ ∆τ(m,N,∆) .
In fact, it is easy to see that conjugation by gi is a linear transformation
hence deg(τg) ≤ mult(G)m−1 ≤ ∆m−1.
Fact 35. Let G be a connected linear algebraic group and A,B ⊆ G
arbitrary subsets. Then
AB ⊆ A B ⊆ AB .
We give a short proof, see also [34, page 56]. Let us consider the
multiplication map f : G × G → G. If AB = f(A × B) satisfies a
polynomial equation p = 0 then p
(
f(A× B)) = 0, i.e. the polynomial
p
(
f( )
)
vanishes on A × B. But then it must vanish on its closure
A×B = A× B, hence p vanishes on f(A× B) = A B. 
Closed subgroups of an algebraic group can be very complicated. In
contrast, centraliser subgroups are defined by linear equations, and nor-
malisers of a closed subset X can be defined in terms of the equations
of X . This proves that
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Fact 36. Let G be a linear algebraic group.
(a) The centraliser CG(X) of any subset X ⊆ G is closed and its numer-
ical invariants are bounded: deg
(CG(X)) ≤ deg(G), mult (CG(X)) ≤
mult(G) and inv
(CG(X)) ≤ inv(G). If X is closed then its nor-
maliser NG(X) is also closed and its numerical invariants are also
bounded: deg
(NG(X)) ≤ deg(G) deg(X)dim(G), mult (NG(X)) ≤
mult(G) deg(X)dim(G) and inv
(NG(X)) ≤ inv(G) deg(X)dim(G).
(b) Cosets of a closed subgroup H ≤ G are also closed, they all have
the same degree. Therefore∣∣G : G0∣∣ = deg(G)
deg(G0)
≤ deg(G) .
Later we plan to apply the Transport Lemma 27 to various mor-
phisms of the form τg. In the rest of this section we construct the
appropriate sequences g.
The following proposition gives a morphism which maps a direct
power of a given closed subset Y onto a closed subgroup H . It should
be considered folklore, see e.g. [34, Proposition on page 55] for a similar
statement. Nevertheless, for the sake of completeness, we include a
proof.
Proposition 37. Let Y ⊆ GL(n, F ) be an irreducible closed subset of
positive dimension and 1 ∈ α ⊂ GL(n, F ) an ordered finite subset. Let
H ≤ GL(n, F ) denote the smallest closed subgroup which is normalised
by α and contains Y . Suppose that dim(H) ≤ m. Then there is a
sequence g = (g1, g2, . . . , g2m) of elements gi ∈ αm−1 such that
H = τg
(∏2m(Y −1Y )) = (g−11 Y −1Y g1)(g−12 Y −1Y g2) . . . (g−12mY −1Y g2m) .
Moreover, our construction of g is uniquely determined, H is connected
and there is a universal bound deg(H) ≤ δ(m, deg(Y −1Y )).
Remark 38. In applications the dimension of H may not be known,
but if G ≤ GL(n, F ) is any closed subgroup normalised by α which
contains Y then one may set m = dim(G) and one may also use the
bound
deg(Y −1Y ) ≤ inv(G) ·mult(G) · deg(Y )2
(see Fact 19.(d) and Fact 20.(f)).
Proof. We set g1 = 1. We will define gi ∈ αi−1 by induction and
consider the product sets
Zi = (g
−1
1 Y
−1Y g1)(g
−1
2 Y
−1Y g2) . . . (g
−1
i Y
−1Y gi) ⊆ H .
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Suppose that g1, g2, . . . , gi are already defined. We set gi+1 ∈ αi to be
the first element such that
dim
(
Zi
)
< dim
(
Zi · (g−1i+1Y −1Y gi+1)
)
,
if there is any. Since the dimension of Zi is strictly increasing, eventu-
ally we must arrive to an index i ≤ m so that gi+1 does not exist. But
then for all g ∈ αi the closed subsets
Zi ⊆ Zi · (g−1Y −1Y g)
are irreducible (see Fact 20.(b)) of the same dimension, hence they are
equal. This implies that Zi
2 ⊆ Zi and g−1Zig ⊆ Zi for all g ∈ α, hence
Zi is a closed connected subgroup normalised by α i.e. Zi = H . By
Fact 20.(b) the product Zi contains a dense open subset of H , hence
H = Z2i by [34, Lemma on page 54]. Setting gi+j = gj for 1 ≤ j ≤ i
and g2i+1 = . . . g2m = 1 we obtain our statement. 
Lemma 39. Let G ≤ GL(n, F ) be a closed subgroup, Z ⊆ G × G
an irreducible closed set and (a, b) ∈ Z. Suppose that τ(1,1)(Z) has
dimension 0 i.e. it is a finite set. Then there is an irreducible closed
subset A ⊆ G such that
(13) Z =
{
(ah, h−1b)
∣∣∣ h ∈ A}
and {
c ∈ GL(n, F )
∣∣∣ dim(τ(c,1)(Z)) = 0} = CGL(n, F )(A) .
Note that in the proof we define A explicitly (hence uniquely), but
we do not use this fact later.
Remark 40. Equation (13) implies immediately that dim(A) = dim(Z)
and 1 ∈ A.
Proof. By assumption τ(1,1)(Z) is finite and its closure is irreducible (see
Fact 20.(b)), hence it is the single point ab ∈ G. Let pr1 : G×G→ G
denote the projection on the first factor. We set
A = a−1 pr1(Z) .
We shall prove later, that it is in fact closed. Anyway, A is irreducible
(see Fact 20.(b)) and by definition 1 = a−1a ∈ A. Then each point of Z
has the form (ah, β) with some h ∈ A and β ∈ G, and for all h ∈ A there
must exist at least one such point. But then ab = τ(1,1)(ah, β) = ahβ
hence β = h−1b. This proves equation (13). The set Z is closed, hence
A is closed by equation (13). Now
τ(c,1)(Z) =
{
c−1(ah)c(h−1b)
∣∣∣ h ∈ A} = c−1a{hch−1 ∣∣∣ h ∈ A}b
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for all c ∈ GL(n, F ). This has dimension 0 iff the set {hch−1∣∣h ∈ A}
is finite. But A is irreducible, hence its closed image
{
hch−1
∣∣h ∈ A} is
also irreducible (see Fact 20.(b)), so it is finite iff it is a single point (see
Fact 16) i.e. iff hch−1 is independent of h ∈ A. But 1 ∈ A, hence this
last condition is equivalent to hch−1 = c for all h ∈ A, which simply
means that c commutes with all h ∈ A. This proves the lemma. 
The following corollary constructs a morphism τg which maps a given
closed subset Z of some direct power of G onto a subset of G of positive
dimension.
Corollary 41. Let G ≤ GL(n, F ) be a linear algebraic group and
let 1 ∈ α ⊂ G be an ordered finite subset whose centraliser CG(α)
is finite. Then for each integer m ≥ 0 and each irreducible closed
subset Z ⊂ ∏mG of dimension dim(Z) > 0 there is a sequence g =
(g1, g2, . . . , gm) ∈
∏mα such that the closed image τg(Z) has positive
dimension. Moreover, our construction of g is uniquely determined.
Proof. We shall prove the theorem by induction on m. For m = 1 the
statement is obvious. So let m ≥ 2 and we assume that the corollary
holds whenever the number of factors is smaller than m. We define
several morphisms. For all g ∈ G let
σg :
∏mG→∏m−1G , σg(a1, . . . , am) = (g−1a1ga2, a3, . . . , am)
and let
π :
∏mG→∏m−2G , π(a1, . . . , am) = (a3, a4, . . . , am) ,
ρ :
∏m−1G→ ∏m−2G , ρ(a2, . . . , am) = (a3, a4, . . . , am) .
For m = 2 we use the convention that
∏0G is a single point. Note,
that these morphisms manipulate only the first two coordinates. In
particular
ρ
(
σg(x)
)
= π(x) for all x ∈∏mG .
Our goal is to find an element g ∈ α such that
(14) dim
(
σg(Z)
)
> 0 .
Then we choose the smallest such g (in the order of α) and use the
induction hypotheses for σg(Z) ⊆
∏m−1G. This proves the corollary
for Z as well.
We distinguish two cases. Suppose first that for all z ∈ ∏m−2G
the subset Z ∩ π−1(z) is finite (i.e. 0 dimensional). Then dim(Z) =
dim
(
π(Z)
)
is positive (see Fact 20.(e)). But
dim(Z) ≥ dim (σg(Z)) ≥ dim(ρ(σg(Z))) = dim (π(Z))
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hence all these dimensions are equal. Hence (14) is achieved, the corol-
lary holds in this case.
Suppose next that there is a point z ∈ ∏m−2G such that Z ∩ π−1(z)
has an irreducible component Z ′ with positive dimension. For simplic-
ity we shall identify the subset π−1(z) =
∏2G×{z} ⊂ ∏mG with∏2G
and also ρ−1(z) = G × {z} ⊂ ∏m−1G with G. With these identifica-
tions we have
σg(x) = τ(g,1)(x) for all x ∈
∏2G and all g ∈ α .
If σ1(Z ′) = τ(1,1)(Z ′) has positive dimension then (14) holds with g = 1
since dim
(
σ1(Z)
) ≥ dim (σ1(Z ′)). Otherwise we apply Lemma 39
to our Z ′ and get an infinite subset A ≤ G. By assumption α does
not centralise A, hence there is an element g ∈ α which does not
commute with A, i.e. g /∈ CG(A) · 1. Now τ(g,1)(Z ′) = σg(Z ′) has
positive dimension. But then the potentially larger set σg(Z) ⊇ σg(Z ′)
has positive dimension as well. In all cases we proved (14), hence the
corollary holds. 
6. spreading large concentration in a group
In this section we establish our main technical tool, the Spreading
Theorem. Roughly speaking it says the following. Let α be a finite sub-
set in a connected linear algebraic group G such that CG(α) is finite. If
G has a closed subset X in which α has much larger concentration than
in G then we can find a connected closed subgroup H ≤ G normalised
by α in which a small power of α has similarly large concentration.
(When G is the simple algebraic group used to define a finite group of
Lie type L and α generates L then H turns out to be G itself.)
Definition 42. A finite set α ⊂ GL(n, F ) is called symmetric if α =
α−1.
We need the following basic facts.
Proposition 43. Let α ⊂ GL(n, F ) be a symmetric subset and hH a
coset of a closed subgroup H ≤ GL(n, F ). If hH ∩ α 6= ∅ then
µ(α2, hH) ≥ µ(α,H) , µ(α2, H) ≥ µ(α, hH) .

In the rest of this paper we restrict our attention to connected linear
algebraic groups. It is not a serious restriction in the light of the
following:
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Corollary 44. Let G ≤ GL(n, F ) be a closed subgroup and 1 ∈ α ⊂
GL(n, F ) a finite symmetric subset. Then
µ(α,G0) ≤ µ(α,G) ≤ µ(α2, G0) + log ( deg(G)) .
Proof. It follows from Fact 36.(b) and Proposition 43. 
Definition 45. A spreading system α|G consists of a connected closed
subgroup G ≤ GL(n, F ), an ordered finite symmetric subset 1 ∈ α ⊂
GL(n, F ) normalising G such that µ(α,G) ≥ 0 and CG(α) is finite.
We say that α|G is (N,∆, K)-bounded for some integer N > 0 and
reals ∆ > 0, K > 0 if
dim(G) ≤ N, deg(G) ≤ ∆, mult(G) ≤ ∆, inv(G) ≤ ∆, ∣∣α∩G∣∣ ≥ K.
We say that α|G is (ε,M, δ)-spreading for some reals ε > 0, δ > 0
and integer M > 0, if there is a connected closed subgroup H ≤ G
normalised by α such that dim(H) > 0 and
deg(H) ≤ δ , µ(αM , H) ≥ (1 + ε) · µ(α,G) .
Note, that mult(H) and inv(H) are also bounded in terms of δ and
∆ by Proposition 31. We call such an H a subgroup of spreading, or
sometimes subgroup of (ε,M, δ)-spreading.
Remark 46. Note that the assumption µ(α,G) ≥ 0 is equivalent to
dim(G) > 0 and α ∩G 6= ∅.
Suppose that for some m ≥ 0 we find a closed subset Z ⊆ ∏mG in
which
∏mα has large concentration. We use the following lemma to
find a closed subset of G in which the concentration of a small power
of α is almost as large.
Lemma 47 (Back to G). For all parameters N > 0 and ∆ > 0 there
are reals B = Bb(N,∆) > 0 and K = Kb(N,∆) ≥ 0 with the following
property.
Let α|G be a spreading system with dim(G) ≤ N , deg(G) ≤ ∆ and
mult(G) ≤ ∆. Then for all closed subsets Z ⊂∏mG with 0 < m ≤ N ,
dim(Z) > 0, deg(Z) ≤ ∆ and ∣∣∏mα ∩ Z∣∣ ≥ K there is a closed subset
Y ⊆ G such that dim(Y ) > 0, deg(Y ) ≤ B and
µ
(
α3N , Y
) ≥ µ(∏mα, Z)− log(B) .
Moreover, our construction of Y is uniquely determined.
Proof. There is nothing to prove for m = 1 , so we assume m ≥ 2.
We prove the lemma by induction on dim(Z). This is possible, since
dim(Z) ≤ N2, so the induction has at most N2 steps. We assume that
the lemma holds in dimensions smaller than dim(Z) with some bounds
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B′
(
N,∆, dim(Z)
)
and K ′
(
N,∆, dim(Z)
)
. By Lemma 25 if K is large
enough then there is a (uniquely determined) positive dimensional ir-
reducible closed set Z ′ ⊆ Z of degree deg(Z ′) ≤ Birr(N2,∆) with large
concentration:
µ
(∏mα, Z ′) ≥ µ(∏mα, Z)− log (Birr(N2,∆)) .
This implies immediately that∣∣∣∏mα ∩ Z ′∣∣∣ ≥ |∏mα ∩ Z|dim(Z′)/dim(Z)
Birr(N2,∆)dim(Z
′)
≥ K
1/N2
Birr(N2,∆)N
2 .
By the above it is enough to complete the induction step for Z ′, so
from now on we assume that Z is irreducible. Corollary 41 gives us
a (uniquely determined) sequence g = (g1, g2, . . . , gm) ∈
∏mα such
that τg(Z) has positive dimension. Recall from Remark 34 the bound
∆τ (N,N,∆) ≥ deg
(
τg). Let
∆˜ = max
(
∆,∆τ (N,N,∆)
)
.
We use Lemma 27 for the two closed sets Z ⊆ X = ∏mG, the
morphism f = τg, the finite set
∏mα (denoted by α in Lemma 27)
and ε = 0. We note that τg
(∏mα) ⊆ α3N . There are two possible
outcomes. In case of Lemma 27.(10) the closed subset T = τg(Z) ⊆ G
satisfies dim(T ) > 0,
µ
(∏mα, Z)− log (Btransport(∆˜)) ≤ µ(τg(∏mα), T ) ≤ µ(α3N , T )
and by Fact 20.(b) there is an upper bound deg(T ) ≤ D depending
only on N and ∆. Hence the lemma holds now with Y = T and
any B ≥ max (Btransport(∆˜), D). In case of Lemma 27.(11) we have a
closed subset S ⊆ Z ⊆ ∏mG with 0 < dim(S) < dim(Z), deg(S) ≤
Btransport(∆˜) and
µ
(∏mα, S) ≥ µ(∏mα, Z)− log (Btransport(∆˜)) .
This implies immediately that∣∣∣∏mα ∩ S∣∣∣ ≥ |∏mα ∩ Z|dim(S)/dim(Z)
Btransport(∆˜)dim(S)
≥ K
1/N2
Btransport(∆˜)N
2
that is, we can make
∏mα ∩ S sufficiently large by choosing K large
enough. We set B′′ = B′
(
N,Btransport(∆˜), dim(Z)
)
and apply the in-
duction hypothesis to this S. This gives us a closed set Y ⊆ G such
that dim(Y ) > 0, deg(Y ) ≤ B′′ and
µ
(
α3N , Y
) ≥ µ(∏mα, S)− log(B′′) ≥
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≥ µ(∏mα, Z)− log (Btransport(∆˜)B′′) ,
the lemma holds again with the bound B = Btransport(∆˜)B
′′. The
induction step is complete now, the lemma holds in dimension dim(Z).

We are now ready to prove the Spreading Theorem. Let us first give
an outline of the proof which avoids technicalities. Suppose that α has
“large” concentration in a subset X ⊆ G. We would like to “spread”
this large concentration as much as possible, i.e. we are looking for
a small power αM having large concentration in a subgroup H (more
precisely, we need a subgroup of spreading H).
We start with T0 = X and proceed with a simple induction. Proposi-
tion 37 gives us a surjective morphism τg which maps Z =
∏2 dim(G)(X−1×
X) (the direct product of 2 dim(G) copies of the direct product (X−1×
X)) onto a subgroup H ≤ G. The concentration of the product set∏4 dim(G)α is large in Z, and we try to transport it via τg into H . Note,
that our τg maps
∏4 dim(G)α into a small power αm. According to the
Transport Lemma 27 we either succeed and therefore H is a subgroup
of spreading, or find a subset S ⊆ Z with significantly larger concen-
tration. This S lives in the direct product
∏4 dim(G)G, but Lemma 47
brings it back to G, i.e. we find a subset T1 ⊆ G such that a small
power αm1 has significantly larger concentration in T1 than α had in
T0 (see Lemma 48).
We repeat this process several times. Either at some point we quit
the induction with a subgroup of spreading H or we obtain a sequence
of subsets T0, T1, . . . with a quickly growing sequence of concentra-
tions µ(αmi, Ti). If we let the concentration grow sufficiently large i.e.
µ(αm, Ti) ≥ dim(G)µ(α,X) for some i then already in Ti there are
enough elements to force large concentration in G. Therefore we ei-
ther quit the induction with a subgroup of spreading, or in a bounded
number of steps we conclude that µ(αmi, G) is large i.e. G itself is a
subgroup of spreading.
Lemma 48 (Try to Spread). For all parameters N > 0 and ∆ > 0
there is an integer Mt = Mt(N), and there are reals Bt = Bt(N,∆) > 0
and K = Kt(N,∆) ≥ 0 with the following property.
Let α|G be a spreading system with dim(G) ≤ N , deg(G) ≤ ∆, mult(G) ≤
∆ and inv(G) ≤ ∆. Then for all closed subsets Y ⊂ G with dim(Y ) >
0, deg(Y ) ≤ ∆ and |α ∩ Y | ≥ K and all values
κ ≥ log(Bt)
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at least one of the following holds:
Either there is a connected closed subgroup H ≤ G normalised by α
such that dim(H) > 0, deg(H) ≤ Bt and
(15) µ
(
αMt, H
) ≥ µ(α, Y )− κ ,
or there is a closed set T ⊆ G such that deg(T ) ≤ Bt, dim(T ) > 0 and
(16) µ
(
αMt , T
) ≥ µ(α, Y ) + κ
8N2
.
Moreover, our constructions of H and T are uniquely determined.
Proof. Using Lemma 25 as in the proof of Lemma 47, we may assume
that Y is irreducible. Let us recall from Lemma 27, Lemma 47, Re-
mark 34 and Proposition 37 the functions Btransport, Bb, ∆τ and δ. We
define the following parameters:
m = N
∆1 = max
(
∆6m,∆τ (4m,N,∆)
)
Btransport = Btransport(∆1)
∆2 = max(∆, Btransport)
Bb = Bb(4m,∆2)
ε = κ
8mN
+ log(Btransport) + log(Bb)
Mt = max(4m
2, 12N)
Bt = max
(
δ(N,∆), B
8m(N+1)
transport · B8m(N+1)b
)
We apply Proposition 37. to the subset Y , this gives us a sequence g =
(g1, g2, . . . , g2m) ∈
∏2mαm−1 and a connected closed subgroup H ≤ G
normalised by α such that dim(H) > 0, deg(H) ≤ δ(N,∆) ≤ Bt and
τg
(∏2mY −1Y ) = H .
We apply Lemma 27 with parameters ∆1 and ε to the subsets X =∏4mG and Z =∏2m(Y −1×Y ), the morphism f = τ(g1,g1,g2,g2,...,g2m,g2m),
the finite set
∏4mαm−1 (denoted by α in Lemma 27). We need to
check that all requirements are satisfied. By assumption dim(Y ) > 0
and hence dim(H) = dim
(
f(Z)
)
> 0. Since Y is irreducible, Z is
also irreducible (see Fact 19.(f)) with deg(Z) = deg(Y )4m inv(G)2m ≤
∆6m (see Fact 19.(d) and Fact 20.(f)) and deg(f) ≤ ∆τ (4m,N,∆).
Therefore the prerequisites of Lemma 27 are satisfied, hence one of the
inequalities 27.(10) or 27.(11) is valid with the logarithmic term equal
to log(Btransport). Moreover, µ
(∏4mα, Z) = µ(α, Y ) and
f
(∏4mα) ⊆ α4m2 ⊆ αMt .
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In case of 27.(10) we have
µ
(
αMt, H
) ≥ µ(α4m2 , f(Z)) ≥ µ(f(∏4mα), f(Z)) ≥
≥ µ(∏4mα, Z)− log(Btransport)− ε · dim(Z) ≥
≥ µ(α, Y )− log(Btransport)−
−
( κ
8mN
+ log(Btransport) + log(Bb)
)
·N · 4m ≥
≥ µ(α, Y )− κ
2
− 4m(N + 1)
(
log(Btransport) + log(Bb)
)
≥
≥ µ(α, Y )− κ
2
− log(Bt)
2
≥ µ(α, Y )− κ
which is exactly inequality (15).
In case of 27.(11) we have a closed subset S ⊆∏4mG with dim(S) >
0, deg(S) ≤ Btransport such that
µ
(∏4mα, S) ≥ µ(∏4mα, Z)− log(Btransport) + ε =
= µ
(
α, Y
)− log(Btransport) + ( κ
8mN
+ log(Btransport) + log(Bb)
)
=
≥ µ(α, Y )+ ( κ
8N2
+ log(Bb)
)
.
In particular if K = Kt(N,∆) is large enough then∣∣∏4mα ∩ S∣∣ ≥ ∣∣α ∩ Y ∣∣dim(S)/ dim(Y ) ≥ Kb(4m,∆2) .
We apply Lemma 47 with the parameters 4N and ∆2 (which are de-
noted there by N and ∆) to the set S ⊆ ∏4mG (which is denoted
there by Z). Then in the inequalities we have to use Bb = Bb(4m,∆2).
Lemma 47 gives us a subset T ⊆ G (denoted there by Y ) with dim(T ) >
0, deg(T ) ≤ Bb and
µ(α12N , T ) ≥ µ(∏4mα, S)− log(Bb) ≥
≥ µ(α, Y )+ ( κ
8N2
+ log(Bb)
)
− log(Bb) = µ
(
α, Y
)
+
κ
8N2
which implies inequality (16). The lemma is proved in all cases. 
Theorem 49 (Spreading Theorem). For all parameters N > 0, ∆ > 0
and 1
3
≥ ε > 0 there is an integer M = Mspreading(N, ε) and a real
K = Kspreading(N,∆, ε) with the following property.
Let α|G be an (N,∆, K)-bounded spreading system and X a closed
subset in
∏mG for some 0 < m ≤ N . If deg(X) ≤ ∆, dim(X) > 0
and
µ (
∏mα,X) ≥ (1 + 3ε) · µ(α,G)
then α|G is (ε,M,K)-spreading. Moreover, our construction of the
subgroup of spreading is uniquely determined.
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Proof. Using Lemma 47 we can easily reduce the theorem to the special
case of m = 1, so we assume X ⊆ G. Let us recall from Lemma 48
the functions Mt and Bt. By induction on i ≥ 0 we shall define the
following numbers:
∆0 = ∆ , ∆i = max
(
∆i−1, Bt(N,∆i−1)
)
, Mi = Mt(N)
i .
Let I = I(N, ε) be the smallest positive integer such that
(17)
(
1 +
ε
4N2
)I
≥ N .
We set M = MI and
K = max
(
∆
N/ε
I , Kt(N,∆0)
N , Kt(N,∆1)
N , . . . , Kt(N,∆i−1)
N
)
.
Let α|G be an (N,∆, K)-bounded spreading system and X ⊆ G a
closed subset satisfying the conditions of the theorem. Then
µ(α,X) > µ(α,G) ≥ log(K)
N
.
By induction on i we build a series of closed subsets Ti ⊆ G such that
(18)


dim(Ti) > 0 , deg(Ti) ≤ ∆i ,
µ
(
αMi, Ti
) ≥ (1 + ε
4N2
)i
· µ(α,X) ≥ logK
N
.
We run the induction until we either prove Theorem 49 or build the set
TI . We start the induction with T0 = X , this certainly satisfies (18)
with i = 0. In the i-th step of the induction we assume that Ti−1 is
already constructed and i ≤ I.
We apply the Lemma 48 with parameters N and ∆i−1 to the closed
subset Y = Ti−1 and to the finite set α
Mi−1 and
κ = ε ·
(
1 +
ε
4N2
)i−1
· µ(α,X) .
We need to check that κ ≥ ε · µ(α,X) ≥ ε
N
· log(K) ≥ log(∆I) ≥
log(∆i) ≥ log
(
Bt(N,∆i−1)
)
and
∣∣αMi−1∩Ti−1∣∣ ≥ exp (µ(αMi−1, Ti−1)) ≥
K1/N ≥ Kt(N,∆i−1). Note that(
αMi−1
)Mt(N)
= αMi ⊆ αM .
There are two cases. If inequality 48.(16) holds with a subset T then
µ
(
αMi, T
) ≥ µ(αMi−1, Ti−1) + κ
4N2
≥(
1 +
ε
4N2
)i−1
· µ(α,X) + ε
4N2
(
1 +
ε
4N2
)i−1
· µ(α,X) =
=
(
1 +
ε
4N2
)i
· µ(α,X)
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and deg(T ) ≤ Bt(N,∆i−1) ≤ ∆i hence Ti = T satisfies the condi-
tion (18). On the other hand, if inequality 48.(15) holds with an appro-
priate subgroup H then we find that deg(H) ≤ Bt(N,∆i−1) ≤ ∆i ≤ K
and
µ
(
αM , H
) ≥ µ(αMi, H) ≥ µ(αMi−1, Ti−1)− κ ≥
≥
(
1 +
ε
4N2
)i−1
· µ(α,X)− ε ·
(
1 +
ε
4N2
)i−1
· µ(α,X) ≥
≥ (1− ε) · µ(α,X) ≥ (1− ε)(1 + 3ε)µ(α,G) ≥ (1 + ε)µ(α,G) .
The theorem holds in this case and we stop the induction.
Finally we consider the case when the induction does not stop dur-
ing the first I steps and we build TI . Using the first inequality from
Proposition 23 and inequalities (18) and (17) we obtain that
µ(αM , G) ≥ dim(TI )
dim(G)
· µ(αM , TI) ≥
≥ 1
N
· (1 + ε
4N2
)I · µ(α,X) ≥ µ(α,X) ≥ (1 + 3ε)µ(α,G) .
That is, α|G is (ε,M,K)-spreading with H = G. The theorem holds
in this case too. 
7. Variations on spreading
The following useful lemma shows that growth in a subgroup of G
implies growth in G itself. See [30] for similar results.
Lemma 50. Let A ≤ G ≤ GL(n, F ) be closed subgroups and
1 ∈ α ⊂ GL(n, F ) a finite subset. Then for all integers k > 0 one has
µ
(
αk+1, G
) ≥ µ(α,G)+ dim(A)
dim(G)
[
µ
(
αk, A
)− µ(α−1α,A)]
or equivalently ∣∣αk+1∩G∣∣∣∣α∩G∣∣ ≥
∣∣αk∩A∣∣∣∣α−1α∩A∣∣ .
Proof. The two inequalities are clearly equivalent, we shall prove the
latter form. We shall look at the multiplication map
(α ∩G)× (αk ∩ A) φ−→ (α ∩G) · (αk ∩ A) ⊆ (αk+1 ∩G)
On the left hand side we have |α ∩G| · ∣∣αk ∩A∣∣ elements, on the right
hand side there are
∣∣αk+1∩G∣∣ elements. Therefore it is enough to prove
that ∣∣φ−1(g)∣∣ ≤ ∣∣α−1α ∩ A∣∣ for all g ∈ αk+1 ∩G
and this follows from the calculation below:
φ−1(g) ⊆ {(a, a−1g) ∣∣ a ∈ α, a−1g ∈ A} ⊆ {(a, a−1g) ∣∣ a ∈ α ∩ gA} ,
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hence∣∣φ−1(g)∣∣ ≤ ∣∣α ∩ gA∣∣ ≤ ∣∣(α ∩ gA)−1(α ∩ gA)∣∣ ≤ ∣∣α−1α ∩A∣∣ .

The following result is closely related to the “escape from subvari-
eties” type results in [29] and [30].
Lemma 51 (Escape Lemma). For all parameters N > 0, ∆ > 0
and 1
7N2
≥ ε > 0 there is an integer M = Mescape(N, ε) and a real
K = Kescape(N,∆, ε) with the following property.
Let α|G be an (N,∆, K)-bounded spreading system and X ( Y two
closed subsets in
∏mG for some 1 ≤ m ≤ N . Suppose that dim(Y ) > 0,
Y is irreducible, deg(X) ≤ ∆ and
µ (
∏mα, Y ) ≥ (1− ε) · µ(α,G) ,
µ
(∏mα, Y \X) ≤ (1− 2ε) · µ(α,G) .
Then α|G is (ε,M,K)-spreading. Moreover, our construction of the
subgroup of spreading is uniquely determined.
Proof. We set M = Mescape(N, ε) =Mspreading(N, ε) and
K = Kescape(N,∆, ε) = max
(
Kspreading(N,∆, ε), 2
N/ε, (2∆+1)N/(1−ε)
)
.
Then µ(α,G) ≥ log(K)
N
≥ log(2)
ε
and
log
( |∏mα ∩ Y |
|∏mα ∩ (Y \X)|
)
= dim(Y )
(
µ
(∏mα, Y )− µ(∏mα, Y \X)) ≥
≥ dim(Y ) · ε · µ(α,G) ≥ log(2) .
Therefore |∏mα ∩X| ≥ 1
2
|∏mα ∩ Y | ≥ 1
2
|α∩G|(1−ε) dim(Y )/dim(G) > ∆,
hence dim(X) > 0 and
µ (
∏mα,X) ≥ dim(Y )
dim(X)
µ (
∏mα, Y )− log(2) ≥
≥
(
1 + 1
dim(X)
)
(1−ε)·µ(α,G)−log(2) ≥ (1+7ε)(1−ε)·µ(α,G)−log(2) ≥
≥ (1 + 5ε) · µ(α,G)− ε · µ(α,G) > (1 + 3ε) · µ(α,G) .
Then α|G is (ε,M,K)-spreading by the Spreading Theorem 49. 
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8. Centralisers
If G is a simple algebraic group then a maximal torus T can be
obtained as the connected centraliser of a (regular semisimple) element.
Using this it follows that if an appropriate subset α ⊂ G does not grow
then the concentration of a small power of α in T is at least µ(α,G).
We first generalise this extremely useful result. Then we define CCC-
subgroups and establish some of their basic properties.
Recall from Fact 36 that the degree of any centraliser subgroup is at
most deg(G).
Lemma 52 (Centraliser Lemma). For all parameters N > 0, ∆ > 0
and 1 ≥ ε > 0 there is an integer M = Mc(N, ε) and a real K =
Kc(N,∆, ε) with the following property.
Let α|G be an (N,∆, K)-bounded spreading system and C = CG(b1, b2, . . . , bm)
the centraliser of m ≤ N elements bi ∈ α ∩ G. If 0 < dim(C) then
either
µ
(
αM , C0
) ≥ (1− ε · 8N) · µ(α,G)
or α|G is (ε,M,K)-spreading. Moreover, in the latter case our con-
struction of the subgroup of spreading is uniquely determined.
Proof. We setM =Mc(N, ε) = max
(
4, 3Mspreading(N, ε)
)
, ∆˜ = max(∆,∆3m)
and
K = Kc(N,∆, ε) = max
(
∆1/ε , ∆ ·Kspreading
(
N, ∆˜, ε
))
.
Note that dim(C0) = dim(C) > 0 and
∣∣C : C0∣∣ ≤ ∆ by Fact 36.(b).
Combining this with Proposition 43 we obtain that for some h ∈ C
µ
(
αM , C0
) ≥ µ(αM/2, hC0) ≥ µ(αM/2, C)− log (∆) .
Since K >
(
∆
)1/ε
we have
µ(α,G) > 1
dim(G)
log(K) ≥ 1
ε·dim(G) log
(
∆
) ≥ 1
ε·N log
(
∆
)
.
By the above inequalities it is enough to prove that either α|G is
(ε,M,K)-spreading or
(19) µ
(
αM/2, C
) ≥ (1− ε · 7N) · µ(α,G) .
If dim(C) = dim(G) then G = C and there is nothing to prove. So we
assume dim(C) < dim(G) and apply Lemma 26 to the subsets Z = G
and α and to the function
f : G→∏mG , f(g) = ( g−1b1g, g−1b2g, . . . g−1bmg ) ∈∏mG
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with the parameter ε′ = −7ε µ(α,G)
dim(C)
. The fibres of f are just the right
cosets of the subgroup C, which have equal dimension, hence we obtain
a coset S = Ca that satisfies inequality (9): either
µ(α,G) ≤ µ(α,Ca) + 7ε µ(α,G)
dim(C)
(
dim(G)− dim(C)) ≤
≤ µ(α,Ca) + ε · 7 dim(G) · µ(α,G) ≤ µ(α2, C)+ ε · 7N · µ(α,G)
(see Proposition 43) and the inequality (19) holds in this case, or else
µ(α,G) ≤ µ(f(α ∩G), f(G))− 7ε·µ(α,G)
dim(C)
dim(C) =
= µ
(
f(α ∩G), f(G))− 7ε · µ(α,G) .
We know f(α ∩G) ⊆∏mα3 hence in this latter case we have
µ
(∏mα3, f(G)) ≥ (1 + 7ε) · µ(α,G) .
If µ(α3, G) ≥ (1 + ε)µ(α,G) then we are done. Otherwise
(1 + 3ε)µ(α3, G) ≤ (1 + 3ε)(1 + ε)µ(α,G) ≤
≤ (1 + 7ε)µ(α,G) ≤ µ(∏mα3, f(G)) .
Now deg
(
f(G)
) ≤ ∆˜ (see Fact 32). We apply the Spreading Theo-
rem 49 with parameters N , ∆˜ and ε to the spreading system α3|G and
X = f(G). We obtain that α3|G is (ε, 1
3
M,K)-spreading, hence α|G is
(ε,M,K)-spreading. 
Definition 53. Let G be an algebraic group and X ⊆ G an irreducible
closed subset. A CC-generator 2 for X is a dim(G)-tuple g ∈∏dim(G)X
such that
CG(g)0 = CG(X)0 .
Let Xgen ⊆ ∏dim(G)X denote the set of all CC-generators and let
Xnongen =
(∏dim(G)X) \Xgen denote the complement.
Note that Xgen depends on the group G, but for simplicity we sup-
pressed it from the notation. When we work with a spreading system
α|G then we always define Xgen with respect to G.
Proposition 54. Let G be an algebraic group and X ⊆ G an irre-
ducible closed subset. Then X has a CC-generator i.e. Xgen 6= ∅.
2CC refers to “connected centraliser”
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Proof. We consider sequences a = a1, a2, . . . , am, ai ∈ X such that
G > CG(a1)0 > CG(a1, a2)0 > CG(a1, a2, a3)0 > . . .
is a strictly decreasing chain of subgroups. The dimension is strictly
decreasing in such a chain, hence the length of a is m ≤ dim(G).
Therefore one of them, say amax, is maximal i.e. it cannot be extended.
But then
CG(X)0 = CG(amax)0
and we can build a CC-generator from amax by adding to it dim(G)−m
arbitrary elements of X . 
Proposition 55. Let G be a connected linear algebraic group, X an
irreducible closed set and G × X → X a morphism which is a group
action. For points x ∈ X let Gx denote the stabiliser subgroup of
x. These are closed subgroups and for each integer d the subset {x ∈
X | dim(Gx) > d} is closed in X. In particular, for each d the points
g ∈∏dim(G)G with dim (CG(g)) > d form a closed subset in ∏dim(G)G.
Proof. For the first half of the proposition (about stabiliser subgroups)
we refer to [35, Proposition in 1.4]. If we apply this to the conjugation
map
G×∏dim(G)G→∏dim(G)G , (h, g)→ h−1gh
then we obtain the second half (about centraliser subgroups). 
Lemma 56. Let G be a connected linear algebraic group and ∅ 6= X ⊆
G an irreducible closed subset. Then Xgen is a dense open subset of∏dim(G)X. Moreover, the degree of its complement Xnongen is bounded
in terms of dim(G), deg(G), mult(G), inv(G) and deg(X).
Proof. First of all Xnongen =
{
g
∣∣ dim(CG(g)) > dim(A)} is closed by
Proposition 55. Its complement Xgen is naturally open, it is nonempty
by Proposition 54, hence it is dense (see Fact 19.(e)).
Let us consider the conjugation map
f : G×∏dim(G)X →∏dim(G)G×∏dim(G)X , f(h, g) = (h−1gh, g) .
Let Y denote the diagonal subset
Y =
{
(g, g)
∣∣ g ∈∏dim(G)X} ⊂∏dim(G)G×∏dim(G)X
and let f˜ denote the restriction of f to f−1(Y ) composed with the
second projection Y →∏dim(G)X .
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The nonempty fibres of f can be easily identified with cosets of appro-
priate centraliser subgroups. Namely, if f−1(g′, g) 6= ∅ then g′ = h−1gh
for some element h ∈ G and
f−1(g′, g) = CG(g)h× {g} .
All of the involved centralisers contain the subgroup
A = CG(X)0
and by Proposition 54 at least one of them has dimension dim(A). For
g ∈ ∏dim(G)X we have g ∈ Xnongen iff dim (f−1(g, g)) > dim(A). By
Fact 20.(e) the subset
Z =
{
t
∣∣∣ dim(f−1(f(t))) > dim(A)} ⊆ G×∏dim(G)X
is a closed subset and deg(Z) is bounded in terms of dim(G), deg(G),
mult(G), inv(G) and deg(X). By the above f˜
(
Z∩f−1(Y )) = Xnongen =
Xnongen. By Fact 20.(f) and Fact 19.(d) we see that deg(Xnongen) =
deg
(
f(Z) ∩ Y ) ≤ deg(f) · deg(Z) · deg(Y ) which is bounded in terms
of dim(G), deg(G), mult(G), inv(G) and deg(X). 
Definition 57. Let G be an algebraic group. A closed subgroup A < G
is a CCC-subgroup3 if A = CG(X)0 for some irreducible closed subset
X ∋ 1 and A is different from {1} and G0.
Lemma 58. Let G be an algebraic group and A < G a CCC-subgroup.
Then
CG
(CG(A)0)0 = A , deg(A) ≤ deg(G)
and deg (Anongen) is bounded in terms of dim(G), deg(G), mult(G) and
inv(G). If B < G is another CCC-subgroup with A 6= B then Agen ∩
Bgen = ∅.
Proof. Let 1 ∈ X ⊆ G be an irreducible closed subset such that
A = CG(X)0. Then X ⊆ CG(A)0, A is connected and commutes with
CG(A)0, hence
A = CG(X)0 ⊇ CG
(CG(A)0)0 ⊇ A .
Now deg(A) ≤ deg(G) by Fact 36 and then Lemma 56 implies that
deg (Anongen) is bounded in terms of dim(G), deg(G), mult(G) and
inv(G). Finally if g ∈ Agen then CG
(CG(g)0)0 = A 6= B hence g /∈ Bgen.
This proves that Agen ∩ Bgen = ∅. 
3CCC refers to “connected centraliser of a connected subgroup”
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9. Dichotomy lemmas
A central idea of the proof of Theorem 4 for L = SL(n, q) (as outlined
in the introduction) is the following. If a generating set α of L does not
grow then the intersection of α with any maximal torus of L is either
relatively large or relatively small. This follows from a similar property
of appropriate maximal tori in SL(n, Fq). Here we show that CCC-
subgroups also satisfy a similar dichotomy. In fact they were designed
to do so.
We first prove that if a set α does not grow (or spread), then for any
closed set Z either the intersection of α with Z is relatively small or a
small power of α has relatively large intersection with the centraliser
of Z.
Lemma 59 (Asymmetric Dichotomy Lemma). For all parameters N >
0, ∆ > 0 and 1
56N3
> ε > 0 there is an integer M = Ma(N, ε) and a
real K = Ka(N,∆, ε) with the following property.
Let α|G be an (N,∆, K)-bounded spreading system. Then either α|G is
(ε,M,K)-spreading or for all irreducible closed subsets Z ⊆ G such that
dim(Z) > 0, deg(Z) < ∆ and dim
(CG(Z)) > 0 one of the following
holds:
µ (α, Z) <
(
1− 1
7N2
) · µ(α,G)
or
µ
(
αM , CG(Z)0
) ≥ µ(∏dim(G)αM , (CG(Z)0)gen) ≥ (1−ε·16N)·µ(α,G) .
Moreover, our construction of the subgroup of spreading is uniquely
determined.
Proof. We define the parameters
ε′ = 1
7N2
, ε′′′ = ε · 8N ≤ 1
7N2
and the closed subsets
Y ′ =
∏dim(G)Z ⊇ X ′ = Znongen
Y ′′′ =
∏dim(G)CG(Z)0 ⊇ X ′′′ = (CG(Z)0)nongen .
We know from Fact 36 that deg
(CG(Z)0) ≤ ∆. By Lemma 58 there is
an upper bound ∆˜ ≥ ∆ for deg(X ′) and deg(X ′′′) which depends only
on N and ∆. We set M ′′ =Mc(N, ε) ,
M =Ma(N, ε) = max
(
Mescape(N, ε
′), M ′′, M ′′ · Mescape(N, ε′′′)
)
and
K = Ka(N,∆, ε) =
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= max
(
Kescape(N, ∆˜, ε
′), Kc(N,∆, ε), Kescape(N, ∆˜, ε
′′′)
)
.
We apply the Escape Lemma 51 with the parameters N , ∆˜ and ε′ to
the subsets X ′ and Y ′. If the Escape Lemma 51 gives us a subgroup
of
(
ε′,Mescape(N, ε
′), Kescape(N, ∆˜, ε
′)
)
-spreading then the lemma holds
since ε ≤ ε′. Otherwise there are two possibilities. Either
µ(α, Z) = µ
(∏dim(G)α, Y ′) < (1− ε′) · µ(α,G) = (1− 1
7N2
) · µ(α,G)
in which case the lemma holds, or else there is at least one dim(G)-
tuple g ∈ ∏dim(G)α ∩ Zgen (in fact the Escape Lemma gives us many
such tuples). We select the lexicographically minimal g among them.
Note that CG(g)0 = CG(Z)0 6= {1}, in particular dim
(CG(g)) > 0. In
this latter case we apply the Centraliser Lemma 52 with parameters N ,
∆ and ε to the spreading system α|G and the subgroup C = CG(g). In
case we obtain a subgroup of spreading, the lemma holds. Otherwise
we have
µ
(
αM
′′
, CG(Z)0
) ≥ (1− ε · 8N) · µ(α,G) = (1− ε′′′) · µ(α,G) .
Finally we apply the Escape Lemma 51 with parameters N , ∆˜ and ε′′′
to the spreading system αM
′′|G and the subsets X ′′′ and Y ′′′. Again,
the lemma holds if we obtain a subgroup of spreading. Otherwise we
have
µ
(∏dim(G)αM ′′, (CG(Z)0)gen) > (1−2ε′′′)·µ(α,G) = (1−ε·16N)µ(α,G) .
Then the lemma follows from Proposition 23 via the following calcula-
tion:
µ
(
αM , CG(Z)0
)
= µ
(∏dim(G)αM , Y ′′′) ≥
≥ µ(∏dim(G)αM , (Y ′′′ \X ′′′)) = µ(∏dim(G)αM , (CG(Z)0)gen) .

The connected centraliser of the connected centraliser of a CCC-
subgroup A is A itself, hence applying the previous lemma twice we
obtain the following.
Lemma 60 (Dichotomy Lemma). For all parameters N > 0, ∆ > 0
and 1
112N3
> ε > 0 there is an integer M = Mdichotomy(N, ε) and a real
K = Kdichotomy(N,∆, ε) with the following property.
Let α|G be an (N,∆, K)-bounded spreading system. Then either α|G
is (ε,M,K)-spreading or for all CCC-subgroups A < G one of the
following holds:
µ (α,A) <
(
1− 1
7N2
) · µ(α,G)
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or else
µ
(
αM , A
) ≥ µ(∏dim(G)αM , Agen) ≥ (1− ε · 16N) · µ(α,G) .
Moreover, our construction of the subgroup of spreading is uniquely
determined.
Proof. We set M ′ =Ma(N, ε) , M =Mdichotomy(N, ε) = (M
′)2 and
K = Kdichotomy(N,∆, ε) = Ka(N,∆, ε) .
We apply the Asymmetric Dichotomy Lemma 59 with parameters N , ∆
and ε to α|G and the irreducible subset Z ′ = A. Note that dim(A) >
0 and dim
(CG(A)) > 0 follows from Definition 57. If we obtain a
subgroup of (ε,M ′, K)-spreading or if
µ (α,A) <
(
1− 1
7N2
) · µ(α,G)
then the lemma holds. Otherwise we have
µ
(
αM
′
, CG(A)0
) ≥ (1− ε · 16N) · µ(α,G) .
We apply again the Asymmetric Dichotomy Lemma 59 with parameters
N , ∆ and ε to αM
′|G and Z ′′ = CG(A)0. If we obtain a subgroup of
(ε,M ′, K)-spreading then it is a subgroup of (ε,M,K)-spreading for
α|G and the lemma holds. Otherwise αM ′|G and Z ′′ must satisfy one
of the two inequalities of that lemma. The first one is
µ
(
αM
′
, CG(A)0
)
<
(
1− 1
7N2
) · µ(α,G) ≤ (1− ε · 16N) · µ(α,G) ,
but this has already been ruled out. Therefore the other inequality
holds:
µ
((
αM
′)M ′
, CG
(CG(A)0)0) ≥
≥ µ
(∏dim(G)αM ′·M ′, (CG(CG(A)0)0)gen) ≥ (1− ε · 16N)µ(α,G) .
But CG
(CG(A)0)0 = A and the Dichotomy Lemma 60 follows. 
10. Finding and using CCC-subgroups
Let G be a simple algebraic group and T a maximal torus of G.
Combining the previously developed techniques we can show that if an
appropriate finite subset α ⊂ G does not grow then either µ(α, T ) is
relatively small or α itself must be very large compared to 〈α〉 (which
must be finite in this case). We actually prove a similar result for non-
normal CCC-subgroups of arbitrary connected linear algebraic groups
G. For G non-nilpotent we then construct CCC-subgroups which can
be used as an input for the above result.
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It is crucial in the proofs of our main theorems to find sufficiently
many 〈α〉-conjugates of a CCC-subgroup A ≤ G. We define a quantity
µˆ measuring their number in a sense analogous to the concentration µ.
To simplify the notation we restrict this definition to the case α ⊂ G,
in the more general situation we use a much cruder estimate.
Definition 61. Let G be a connected linear algebraic group, A ≤ G a
closed subgroup and α ⊂ G a finite subset. Suppose that G does not
normalise A. We define
µˆ
(〈α〉, G, A) = log
∣∣∣{t−1At ∣∣ t ∈ 〈α〉}∣∣∣
dim(G)− dim (NG(A)) =
log
∣∣∣〈α〉 : N〈α〉(A)∣∣∣
dim(G)− dim (NG(A)) .
Remark 62. The G-conjugates of A are parametrised by the quotient
variety X = G/NG(A). Let αˆ ⊂ X denote the image of 〈α〉, these are
the parameter values that correspond to the 〈α〉-conjugates of A. Then
µˆ
(〈α〉, G, A) = µ(αˆ, X).
Lemma 63 (spreading via CCC-subgroups). For all parameters N >
0, ∆ > 0 and 1
119N3
> ε > 0 there is an integer M = Ms(N, ε) and a
real K = Ks(N,∆, ε) with the following property.
Let α|G be an (N,∆, K)-bounded spreading system and A < G a CCC-
subgroup such that
µ(α,A) >
(
1− 1
7N2
) · µ(α,G) .
Suppose that at least one of the following holds:
(a) ∣∣∣〈α〉 : N〈α〉(A)∣∣∣ ≥ ∣∣α∣∣2N ,
(b) α ⊂ G, A is not normal in G and
µ(α,G) ≤
(
1− ε · 64N3
)
· µˆ(〈α〉, G, A) .
Then α|G is (ε,M,K)-spreading. Moreover, our construction of the
subgroup of spreading is uniquely determined.
Proof. By Lemma 58 the conjugate subsets h−1Agenh for various h nor-
malising G are pairwise disjoint or coincide. They are all contained in∏dim(G)G which has dimension dim(G)2 ≤ N2.
In case (b) we consider the following set:
X =
⋃{
h−1Agenh
∣∣ h ∈ G} ⊆∏dim(G)G .
Then dim
(
X
) ≤ N2. The virtue of this estimate is that it depends
only on N , but we also need a precise calculation in terms of A and
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G. We consider the conjugation map φ : G×Agen →∏dim(G)G defined
as φ(h, a) = h−1ah (note that Agen =
∏dim(G)A). By definition X =
φ
(
G × Agen) hence X = im(φ) and deg(X) is bounded in terms of N
and ∆ (see Fact 20.(f)). Consider any pair (h0, a0) ∈ G× Agen and its
image x = h−10 a0h0 ∈ X . The corresponding fibre is
φ−1(x) =
{
(nh0, na0n
−1)
∣∣∣n ∈ NG(A)} ,
which is isomorphic (as an algebraic set, see Remark 18) to NG(A). In
particular, G × Agen (which is open and dense in the domain of φ) is
the union of fibres of dimension dim
(NG(A)). Therefore
dim(X) = dim
(
Agen
)
+
[
dim(G)− dim (NG(A))] > dim (Agen)
(apply Fact 20.(e) to the irreducible set G× Agen).
In case (a) we define the parameters ε′′ = ε · 16N > ε and ∆′′ = ∆N ,
in case (b) we use the same ε′′ and we set ∆′′ = max
(
∆, deg(X)
)
. We
define
M ′ = Mdichotomy(N, ε) , M
′′ =Mspreading(N, ε
′′) ,
M = max
(
4M ′ + 1 , 2M ′ ·M ′′) ,
K = max
(
Kdichotomy(N,∆, ε) , Kspreading(N,∆
′′, ε′′)
)
.
We consider all the conjugate subgroups
A =
{
t−1At
∣∣∣ t ∈ 〈α〉} ,
they are all CCC-subgroups of G since α normalises G.
In case (a) we have log
∣∣A∣∣ ≥ 2N log |α| by assumption. In case (b)
we obtain instead the following estimate
log
∣∣A∣∣ = µˆ(〈α〉, G, A) · [dim(G)− dim (NG(A))] =
=
[
dim(X)− dim(Agen)] · µˆ(〈α〉, G, A) ≥
≥ [ dim(X)− dim(Agen)] · 1
1−ε·64N3 · µ(α,G) >
>
[
dim(X)− dim(Agen)] · (1 + ε′′ · 4 dim(X)) · µ(α,G) .
Suppose first that
(20) µ
(
α2, B
) ≥ (1− 1
7N2
)
µ(α,G)
for all B ∈ A. We apply the Dichotomy Lemma 60 with parameters
N , ∆ and ε to α2|G and each B ∈ A. We get that either α2|G is
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(ε,M ′, K)-spreading i.e. α|G is (ε, 2M ′, K)-spreading, and the lemma
holds, or
µ
(∏dim(G)α2M ′, Bgen) ≥ (1− ε · 16N)µ(α2, G) ≥ (1− ε′′)µ(α,G)
for all B ∈ A (in particular, ∏dim(G)α2M ′ has at least one element in
each Bgen). Let us consider this latter possibility. By Lemma 58 the
subsets Bgen are pairwise disjoint. In case (b) we obtain
µ
(∏dim(G)α2M ′ , X) = 1
dim(X)
log
∣∣∣∏dim(G)α2M ′ ∩X∣∣∣ ≥
≥ 1
dim(X)
log
(∑
B∈A
∣∣∣∏dim(G)α2M ′ ∩Bgen∣∣∣
)
≥
≥ 1
dim(X)
[
log
∣∣A∣∣+ log(min
B∈A
∣∣∣∏dim(G)α2M ′ ∩ Bgen∣∣∣)] =
≥ 1
dim(X)
[
log
∣∣A∣∣+ dim(Agen) ·min
B∈A
(
µ
(∏dim(G)α2M ′, Bgen))] ≥
≥ 1
dim(X)
[
log
∣∣A∣∣+ dim(Agen) · (1− ε′′)µ(α,G)] ≥
≥ 1
dim(X)
[[
dim(X)− dim(Agen)] · (1 + ε′′ · 4 dim(X))µ(α,G)+
+dim(Agen) · (1− ε′′)µ(α,G)
]
=
=
[
1 + 4ε′′
(
dim(X)− dim(Agen))− ε′′ dim(Agen)
dim(X)
]
µ(α,G) >
>
(
1 + 3ε′′
) · µ(α,G) .
In case (a) a similar, but much shorter calculation shows that
µ
(∏dim(G)α2M ′,∏dim(G)G) ≥ log |A|
dim(G)2
≥ 2 log |α|
dim(G)
≥ (1 + 3ε′′)µ(α,G) .
In both cases we apply the Spreading Theorem 49 with parameters N ,
∆′′ and ε′′ to α2M
′|G, and in case (a) to the set ∏dim(G)G, in case (b)
to the set X . We obtain that α2M
′ |G is (ε′′,M ′′, K)-spreading, hence
α|G is (ε, 2M ′M ′′, K)-spreading, the lemma holds.
Finally we assume that condition (20) does not hold for all members
of A. As the subgroup A itself satisfies it, there must be at least one
subgroup B0 ∈ A and an element b ∈ α such that B0 satisfies (20) but
b−1B0b doesn’t:
(21) µ
(
α2, b−1B0b
)
<
(
1− 1
7N2
)
µ(α,G) .
Conjugating by b we transform (20) into
µ
(
α4, b−1B0b
) ≥ µ(b−1α2b, b−1B0b) =
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= µ
(
α2, B0) >
(
1− 1
7N2
)
µ(α,G) .
Again we apply the Dichotomy Lemma 60 with parameters N , ∆ and
ε to α4|G and the CCC-subgroup b−1B0b. We obtain that either α4|G
is (ε,M ′, K)-spreading, and the lemma holds in this case, or
µ
(
α4M
′
, b−1B0b
) ≥ (1− ε · 16N)µ(α,G) .
Now we compare this to inequality (21) and apply Lemma 50 to the
subgroup b−1B0b with k = 4M
′. We obtain that
µ
(
α4M
′+1, G
) ≥ µ(α,G) + dim(b−1B0b)
dim(G)
[
1
7N2
− ε · 16N]µ(α,G) ≥
≥ µ(α,G) + 1
N
[
1
7N2
− ε · 16N]µ(α,G) =
=
[
1 + 1
7N3
− 16ε]µ(α,G) ≥ (1 + ε)µ(α,G) ,
hence G itself is a subgroup of (ε, 4M ′ + 1, K)-spreading for α|G. 
Lemma 64. Let G be a non-abelian connected linear algebraic group
and S ⊆ G the closure of the set of those elements g ∈ G whose
centraliser is either the whole of G or does not contain any maximal
torus. Then dim(S) < dim(G) and the degree of S is bounded:
deg
(S) ≤ ∆bad( dim(G), deg(G)) .
Proof. Let A ≤ G be a Cartan subgroup. Then A = CG(T ) for some
maximal torus T ≤ G. Hence for each g ∈ A we have T ≤ CG(g). All
Cartan subgroups are conjugates of A, hence their union, denoted by
R, is the image of the conjugation map f : A × G → G, f(a, g) =
g−1ag. It is well-known that R contains an open subset U of G and by
definition G \ R ⊆ G \ U , so dim (G \ R) < dim(G) (see Fact 19.(e)).
Moreover, deg
(
G \ R) is bounded in terms of dim(G) and deg(G) (see
Fact 20.(d)). We also know that deg
(Z(G)) ≤ deg(G) (see Fact 36).
Hence S = (G \ R) ∪ Z(G) also has bounded degree. 
Lemma 65 (Finding CCC-subgroups). For all parameters N > 0,
∆ > 0 and 1
56N3
> ε > 0 there is an integer M = MCCC(N, ε) and a
real K = KCCC(N,∆, ε) with the following property.
Let α|G be an (N,∆, K)-bounded spreading system such that G is non-
nilpotent. Then either it is (ε,M,K)-spreading, or there is a CCC-
subgroup A ≤ G which contains exactly one maximal torus of G and
satisfies
µ
(
αM , A
)
> (1− ε · 16N)µ(α,G) .
In particular, A is not normal in G. Moreover, our construction of A
and of the subgroup of spreading is uniquely determined.
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Proof. Recall the functions Mescape, Kescape, Mc, Kc, Ma, Ka and ∆bad
from the lemmas 51, 52, 59 and 64. We define the following constants:
Mc = Mc(N, ε) , Mescape =Mescape(N, ε) , Ma =Ma(N, ε) ,
∆˜ = max
(
∆,∆bad(N,∆)
)
, M = MNc max
(
Mescape,Ma
)
,
K = max
(
Kc(N,∆, ε) , Kescape(N, ∆˜, ε) , Ka(N,∆, ε)
)
.
Set g0 = 1 ∈ G, G0 = G. We define by induction on i the elements
gi ∈ α(Mc)i−1 ∩G in such a way that the subgroups
Gi = CG(g0, g1, g2, . . . , gi)0 = CGi−1(gi)0
satisfy
(22) µ
(
α(Mc)
i
, Gi
)
≥
(
1− ε · 8N
)
µ(α,G) ,
all Gi contain some maximal torus of G and they form a strictly de-
creasing series of subgroups. Then their dimension is strictly decreasing
as well, hence the sequence has length smaller than N .
Suppose that such a Gi is already defined for some N > i ≥ 0.
If it is abelian then we stop the induction, otherwise continue. Let
Si ( Gi be the subset defined in Lemma 64. Note, that deg(Gi) ≤ ∆,
mult(Gi) ≤ ∆ and inv(Gi) ≤ ∆ (see Fact 36), hence deg(Si) ≤ ∆˜. We
apply the Escape Lemma 51 with parameters N , ∆˜ and ε to α(Mc)
i |G
and the subsets X = Si and Y = Gi of G. If we obtain a subgroup of
(ε,Mescape, K)-spreading then the lemma holds. Otherwise, since (22)
holds, we find at least one element
gi+1 ∈ α(Mc)i ∩
(
Gi \ Si
)
.
(In fact the Escape Lemma gives us many such elements). We select the
gi+1 which is minimal in the order of 〈α〉. According to the definition
of Si,
Gi+1 =
(
Gi ∩ CG(gi+1)
)0
contains a maximal torus of Gi, which is also a maximal torus in G, and
Gi+1 is strictly smaller than Gi. We apply the Centraliser Lemma 52
with parameters N , ∆ and ε to α(Mc)
i |G and the centraliser subgroup
CG(g0, . . . , gi+1). In case we obtain a subgroup of (ε,Mc, K)-spreading,
the lemma holds. Otherwise we have
µ
(
α(Mc)
iMc , Gi+1
)
≥
(
1− ε · 8N
)
· µ(α(Mc)i , G) ≥
(
1− ε · 8N
)
µ(α,G)
i.e. Gi+1 satisfies (22).
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As we explained before, this process must stop in at most N steps.
But the only way it can stop is to arrive at a connected abelian sub-
group GI which contains a maximal torus T and satisfies inequal-
ity (22).
We set A = CG(GI)0. On the one hand, T commutes with GI , hence
T ≤ A. On the other hand, A = CG(GI)0 ≤ CG(T ), and the latter one
is a Cartan subgroup, which has a unique maximal torus. Therefore
T is the only maximal torus in A. But G is non-nilpotent, hence G
has several maximal tori. This implies that A is a CCC-subgroup
which is not normal. We apply the Asymmetric Dichotomy Lemma 59
with parameters N , ∆ and ε to α(Mc)
N |G and the subset Z = GI . In
case we obtain a subgroup of
(
ε,Ma, K
)
-spreading, the lemma holds.
Otherwise, since GI satisfies (22), we obtain that
µ(αM , A) ≥ (1− ε · 16N)µ(α,G)
as required. 
Suppose we want to prove that a certain spreading system α|G is
(ε,M,K)-spreading. Our strategy is to obtain a CCC-subgroup A < G
via Lemma 65, and use Lemma 63 to establish the (ε,M,K)-spreading.
In order to do this, we need to estimate the number of 〈α〉-conjugates
of A. In Section 11 we develop a powerful method for finite 〈α〉. Later
in Section 13 we deal with the much simpler case when A has infinitely
many conjugates.
11. Finite groups of Lie type
In this section we use the general results established earlier to prove
Theorem 6, our main technical result concerning fixpoint groups of
Frobenius maps of linear algebraic groups.
Definition 66. Let G be a linear algebraic group over the field Fp.
(a) For each p-power q the usual q-th power map Fp → Fp is a field
automorphism. Applying this to the entries of the n×n matrices
we obtain the group automorphisms
Frobq : GL(n, Fp)→ GL(n, Fp) .
(Note, that these are not morphisms of varieties.)
(b) More generally, Frobq can be defined the same way on any alge-
braically closed field of characteristic p, hence we can talk about
Frobq-invariant algebraic sets and Frobq-equivariant morphisms
(i.e. morphisms compatible with the Frobq-actions on the do-
main and the range). (These are precisely the algebraic sets and
morphisms defined over Fq.)
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(c) A Frobenius map of G is a group automorphism σ : G → G
such that there is a p-power q, an exponent k and a faithful
representation G →֒ GL(n, Fp) such that G is Frobq-invariant,
and σk is the restriction of the automorphism Frobq to G. The
fixpoint subgroup of σ is denoted by Gσ. We define qσ = k
√
q.
Remark 67. The fixpoint set of Frobq is clearlyGL(n, Fp)
Frobq = GL(n,Fq).
More generally, if the closed subgroupG ≤ GL(n, Fp) is Frobq-invariant
then GFrobq = G(Fq), the set of those elements whose matrix belongs
to GL(n,Fq).
We will combine our previous results with the following powerful
extension of the Lang-Weil estimates [31].
Proposition 68 (Hrushovski). Let G be a connected linear algebraic
group and σ : G → G a Frobenius map. Then there is a constant
C = C
(
dim(G), deg(G)
)
such that |Gσ| is approximately qdim(G)σ with
error ∣∣∣|Gσ| − qdim(G)σ ∣∣∣ ≤ C · qdim(G)− 12σ .
In the following corollary, besides various technical estimates, we
establish that the finite group Gσ (if it is large enough) reflects the
group-theoretic properties ofG. E.g. there is a correspondence between
subgroups of G and Gσ, and we have CG(Gσ) = Z(G).
Corollary 69. For all parameters N > 0, ∆ > 0, I > 0 and 1 > ε > 0
there is an integer K = KL(N,∆, I, ε) with the following property.
(a) Let G be a connected linear algebraic group, σ : G→ G a Frobe-
nius map and α ⊆ Gσ a finite subset. Suppose that dim(G) ≤ N ,
deg(G) ≤ ∆, ∣∣Gσ : 〈α〉∣∣ ≤ I and |α| ≥ K. Then
dim(G) > 0 , CG(α) = Z(G) , log(qσ) ≥ 1/ε .
(b) Let in addition A ≤ G be a σ-invariant closed subgroup of degree
deg(A) ≤ ∆. Then Aσ = A ∩Gσ,∣∣∣〈α〉 : 〈α〉 ∩A∣∣∣ ≥ 1−εI∆ ∣∣∣Gσ∣∣∣1−dim(A)/ dim(G) ≥ 1−εI∆ ∣∣∣〈α〉∣∣∣1−dim(A)/ dim(G)
and if A 6= G then 〈α〉 ∩ A 6= 〈α〉.
(c) Suppose furthermore that A is not normal in G. Then α does
not normalise A and
(1− ε) log(qσ) ≤ µˆ
(〈α〉, G, A) ≤ (1 + ε) log(qσ) .
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Proof. Recall from Proposition 68 the constant C = C
(
N,∆
)
. By
Proposition 68 we have
K ≤ |α| ≤ |Gσ| ≤ (1 + C)qNσ ,
hence for large enough K
log(qσ) ≥ log
(
N
√
K
1+C
)
> 1/ε
and dim(G) > 0 (see Remark 16). This proves the two inequalities of
(a). In the rest of this proof we often use, that by choosing K large
enough one can force qσ to be arbitrary large.
It is obvious that Aσ = A ∩Gσ. By Proposition 68 for large enough
qσ (i.e. for large enough K) we have
(1− ε
3
)qdim(G)σ ≤ |Gσ| ≤ (1 + ε3)qdim(G)σ
and
(1− ε
3
)qdim(A)σ ≤
∣∣(A0)σ∣∣ ≤ |Aσ| ≤ ∆∣∣(A0)σ∣∣ ≤ ∆(1 + ε
3
)qdim(A)σ .
Therefore∣∣∣Gσ : Aσ∣∣∣ ≥ (1− ε3)qdim(G)σ
(1 + ε
3
)∆ q
dim(A)
σ
>
1− 2 ε
3
∆
qdim(G)−dim(A)σ >
>
1− 2 ε
3
(1 + ε
3
)∆
∣∣∣Gσ∣∣∣1−dim(A)/ dim(G) > 1− ε
∆
∣∣∣Gσ∣∣∣1−dim(A)/dim(G) .
This implies the inequality in (b). If A 6= G then dim(A) < dim(G).
Since
∣∣Gσ∣∣ ≥ K, for large enough K we have ∣∣〈α〉 : 〈α〉 ∩ A∣∣ > 1, so
〈α〉 6= 〈α〉 ∩ A. This completes the proof of (b).
Let g ∈ CG(α) be such that g /∈ Z(G). Clearly all elements of the
〈σ〉-orbit g〈σ〉 commute with the elements of α. On the other hand we
know from (b) (say with parameter ε′ = 1
2
) that 〈α〉 ∩ CG
(
g〈σ〉
) 6= 〈α〉,
which is a contradiction. Therefore CG(α) = Z(G) which completes
the proof of (a).
Suppose now that A is not normal in G. We apply (b) (say with
parameter ε′′ = 1
2
) to the proper subgroup NG(A) < G. We obtain
that
〈α〉 6= 〈α〉 ∩ NG(A) = N〈α〉(A)
i.e. α does not normalise A.
By Fact 36 there is an upper bound ∆′ = ∆′(N,∆) ≥ deg (NG(A)).
We set ε′′′ = ε
2N
. We apply (a) with a sufficiently small parameter
ε′ to obtain that log(qσ) >
1
ε′′′
(
1 + log
(
max(∆,∆′, I)
))
. Let B ≤ G
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be any σ-invariant closed subgroup with dim(B) > 0 and deg(B) ≤
max(∆,∆′). We apply Proposition 68 to B0 and obtain∣∣∣ log |Gσ| − dim(G) · log(qσ)∣∣∣ < 1 .
This gives us upper and lower bounds on log
∣∣〈α〉 ∩B∣∣:
(1− ε′′′) dim(B) log(qσ) ≤
≤ dim(B) · log(qσ)− 1− log(I) ≤ log
∣∣(B0)σ∣∣− log(I) ≤
≤ log ∣∣〈α〉 ∩ B0∣∣ ≤ log ∣∣〈α〉 ∩ B∣∣ ≤ log ∣∣Bσ∣∣ ≤
≤ log ∣∣(B0)σ∣∣+ log (max(∆,∆′)) ≤
≤ dim(B) · log(qσ) + 1 + log
(
max(∆,∆′)
) ≤
≤ (1 + ε′′′) dim(B) log(qσ)
We apply these inequalities to B = G and to B = NG(A):
(1− ε′′′) dim (G) log(qσ) ≤ log ∣∣〈α〉∣∣ ≤ (1 + ε′′′) dim (G) log(qσ)
and
(1− ε′′′) dim (NG(A)) log(qσ) ≤ log ∣∣N〈α〉(A)∣∣ ≤
≤ (1 + ε′′′) dim (NG(A)) log(qσ) .
Subtracting the two estimates and dividing the result with dim(G) −
dim
(NG(A)) > 0 we obtain
(1− ε) log(qσ) ≤ log |〈α〉|−log |N〈α〉(A)|dim(G)−dim(NG(A)) ≤ (1 + ε) log(qσ)
and this completes the proof of (c). 
We arrived at a slightly more general version of Theorem 6 of the
introduction:
Theorem 70. For all parameters N > 0, ∆ > 0, I > 0 and 1 > ε > 0
there is an integer M = Mmain(N, ε) and a real K = Kmain(N,∆, I, ε)
with the following property.
Let G be a connected linear algebraic group over Fp. Let σ : G → G
a Frobenius map and 1 ∈ α ⊆ Gσ an ordered finite symmetric subset.
Suppose that Z(G) is finite, dim(G) ≤ N , deg(G) ≤ ∆, mult(G) ≤ ∆,
inv(G) ≤ ∆, ∣∣Gσ : 〈α〉∣∣ ≤ I and
K ≤ |α| ≤ q(1−ε) dim(G)σ .
Then there is a σ-invariant connected closed normal subgroup H ⊳ G
such that degH ≤ K, dim(H) > 0 and
|αM ∩H| ≥ |α|(1+δ) dim(H)/ dim(G)
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where δ = ε
128N3
. Moreover, our construction of the subgroup H is
uniquely determined.
Proof. We set
MCCC = MCCC
(
N,∆, ε
119N3
)
, Ms = Ms
(
N,∆, ε
128N3
)
,
M = MCCC ·Ms ,
K = max
(
∆+1, KCCC
(
N,∆, ε
119N3
)
, KL
(
N,∆, I, ε
3
)
, Ks
(
N,∆, ε
128N3
) )
.
By Corollary 69.(a) dim(G) > 0 and CG(α) = Z(G), which is finite,
hence α|G is an (N,∆, K)-bounded spreading system. By assumption
µ(α,G) ≤ (1− ε) log(qσ) .
Our construction of H will be uniquely determined, therefore it will
be σ-invariant. By Corollary 69.(c) the rest of the conclusion of the
theorem can be rewritten as follows. H is normalised by α, deg(H) ≤
K, dim(H) > 0 and
µ(αM , H) ≥ (1 + δ)µ(α,G)
i.e. we need to prove that α|G is (δ,M,K)-spreading and construct a
subgroup of spreading that is uniquely determined.
If G were nilpotent then Z(G) would have positive dimension. By as-
sumption Z(G) is finite, hence G is not nilpotent. We apply Lemma 65
with parameters N , ∆ and ε
119N3
to α|G. In case we obtain a subgroup
of spreading, the theorem holds. Otherwise we find a CCC-subgroup
A ≤ G which is not normal in G and satisfies
µ
(
αMCCC , A
)
>
(
1− ε
119N3
· 16N)µ(α,G) > (1− 1
7N2
) (
1 + ε
119N2
)
µ(α,G) .
If α|G is ( ε
119N2
,MCCC, K)-spreading, then it is (δ,M,K)-spreading,
the theorem holds in this case. So from now on we assume that
µ(αMCCC, G) <
(
1 + ε
119N2
)
µ(α,G)
hence
µ
(
αMCCC , A
)
>
(
1− 1
7N2
)
µ(αMCCC, G) .
We know from Lemma 58 that deg(A) ≤ deg(G) and Corollary 69.(c)
with parameters N , ∆, I and ε
3
implies that
µˆ
(
〈α〉, G, A
)
≥ (1− ε
3
)
log(qσ) >
(
1− ε
2
) (
1 + ε
6
) µ(α,G)
1− ε ≥
≥
(
1− ε
2
)
1− ε
(
1 + ε
119N2
)
µ(α,G) >
µ(αMCCC, G)
1− ε
2
.
We apply Lemma 63 with parameters N , ∆ and ε
128N3
= δ to the
spreading system αMCCC |G and the subgroups W = G and A ≤ G. If
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we obtain a subgroup of (δ,Ms, K)-spreading then it is a subgroup of
(δ,M,K)-spreading for α|G, the theorem holds. Otherwise
µ(αMCCC, G) >
(
1−δ·64N3
)
µˆ
(〈αMCCC〉, G, A) = (1− ε
2
)
µˆ
(〈α〉, G, A) ,
a contradiction. 
Remark 71. In the proof of Theorem 4 one can avoid using Proposi-
tion 68. We know explicitly the number of elements in all finite simple
groups of Lie type and also in their maximal tori (see e.g. [14]). When
G is a connected adjoint simple algebraic group, one can show directly
that (Gσ)′ does not normalise any closed subgroup of positive dimen-
sion and small degree. This also implies that CG
(
(Gσ)′
)
is finite which
is all we need for the proofs of Theorem 2 and Theorem 4.
The following result, communicated to us by Martin Liebeck, can be
used to complete the above sketch. Let G be a connected adjoint simple
algebraic group over an algebraically closed field F of characteristic p,
and σ a Frobenius morphism of G. Let G(q) = (Gσ)′ and assume G(q)
is simple.
Proposition 72. There is no proper connected subgroup of G which
contains G(q).
Proof. Suppose for a contradiction that G(q) < H < G, where H is
connected.
First we consider the action of G(q) on the adjoint module L(G).
The G-composition factors of L(G) are well-known, and can be found
in [46, 1.10]. With the exception of G = Bn, Cn, Dn, F4 with p = 2 and
G2 with p = 3, G is either irreducible on L(G), or has two composition
factors, one of which is trivial. In any case, each composition factor is
either a restricted FG-module, or a field twist of one. It follows that
G(q) is irreducible on every G-composition factor of L(G). Therefore
H is also irreducible on every G-composition factor of L(G), and hence
H must be a semisimple group.
For the moment exclude the exceptions Bn, . . . G2 in the above para-
graph. Clearly G(q) fixes L(H) ⊂ L(G), so it follows that L(H) must
be a composition factor of co-dimension 1 in L(G). If UH is a maxi-
mal connected unipotent subgroup of H , then a standard result tells
us that dimH = 2dimUH + rank(H). Since dimH = dimG − 1,
it follows that UH is also a maximal unipotent subgroup of G, and
rank(H) = rank(G)−1. So the root system of H has the same number
of roots as that of G, and H has rank 1 less than G. An easy check of
root systems shows that this is impossible.
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It remains to handle the exceptional cases G = Bn, Cn, Dn, F4 (p = 2)
and G2 (p = 3). Consider G2 and F4, and let H0 be a simple factor of
H which contains an isomorphic copy of G(q). Then H0 is of rank at
most 2 (resp. 4), and the smallest projective representation of H0 has
dimension at least that of G(q), which is 7 (resp. 26). This is clearly
impossible.
Next let G = Dn. Here the G-composition factors of L(G) are
of high weights λ2, 0 (n odd) or λ2, 0
2 (n even). We have already
dealt with the case where dimH = dimG − 1, so we may assume
n is even and dimH = dimG − 2. Then either dimUH = dimUG,
rank(H) = rank(G)− 2, or dimUH = dimUG− 1, rank(H) = rank(G).
An inspection of root systems shows that neither of these is possible.
Now let G = Cn, and let V be the natural 2n-dimensional G-module.
As G(q) cannot act nontrivially on a module of dimension less than
2n, it must act tensor indecomposably on V , and hence so does H .
Therefore H is simple. The possibilities for G(q) are Cn(q) and Sz(q)
(the latter just for n = 2). In the former case G(q) has an elementary
abelian subgroup R = rn, where r is a prime dividing q + 1. Note
that r is odd as p = 2. Also rank(H) ≤ rank(G) = n. An elementary
argument (see [16, Section 2]) shows that the abelian r-rank of H is
equal to rank(H), and hence rank(H) = n. The only possibility is that
H = Dn. But G(q) = Cn(q) does not lie in Dn as it does not fix a
quadratic form on V . If G(q) = Sz(q) then H cannot have rank 2 (as
C2 has no connected simple proper subgroup of rank 2), so H = A1;
but Sz(q) 6≤ A1, a contradiction.
Finally, if G = Bn then there is a morphism from G to Cn which
is an isomorphism of abstract groups, and applying this morphism to
G(q) and H , we reduce to the Cn case. This completes the proof. 
12. Linear groups over finite fields
In this section we first prove our main theorem concerning simple
groups of Lie type and various results for p-generated subgroups of
GL(n,Fp) i.e. subgroups generated by elements of order p. These
finite groups can be obtained roughly as fixpoint groups of Frobenius
maps of linear algebraic groups. Theorem 4 is essentially a special case
of Theorem 70. For perfect p-generated groups Theorem 7 follows by
an inductive argument based on Theorem 70. To prove Theorem 7 in
the general case we need a number of finite group-theoretic results.
For the following useful results see [52] and [29, proof of Lemma 2.2].
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Proposition 73 (Olson). Let 1 ∈ α be a generating set of a finite group
G and β a nonempty subset of G. Then |αβ| ≥ min (|β|+ |α|/2, |G|).
In particular, if α3 6= G then |α3| ≥ 2|α|.

As noted in [30] the following proposition is essentially due to Ruzsa
(see [55] and [56]).
Proposition 74. Let α be a finite subset of a group. Then
a) ∣∣(α ∪ α−1 ∪ {1})3∣∣
|α| ≤
(
3
∣∣α3∣∣
|α|
)3
b) If α = α−1 is a symmetric set with 1 ∈ α and m ≥ 2 an integer
then ∣∣αm∣∣
|α| ≤
(∣∣α3∣∣
|α|
)m−2

As mentioned in the introduction, a result of Gowers [26] implies the
following.
Proposition 75 (Nikolov, Pyber [50]). Let G be a finite group and let
k denote the minimal degree of a complex representation. Suppose that
α, β and γ are subsets of G such that
|α||β||γ| > |G|
3
k
.
Then αβγ = G. In particular, if |α| > |G|/ 3√k then α3 = G.
Proposition 76. Let G be a simple algebraic group and σ : G →
G a Frobenius map. If L is the simple group of Lie type obtained
as a composition factor of Gσ then the minimal degree of a complex
representation of L is at least qσ−1
2
. If qσ ≥ 20 and α ⊆ L is a subset
of size at least q
dim(G)−
1
4
σ then α3 = L.
Proof. The first statement is an obvious consequence of the Landazuri-
Seitz lower bounds ([45] cf. [38, Table 5.3A]). If qσ ≥ 4 then |L| ≤
q
dim(G)
σ (see [15]). Now the second statement follows from Proposi-
tion 75. 
We are now ready to prove our main result, Theorem 4.
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Theorem 77. For all parameters r > 0 there is a real ε = ε(r) > 0
with the following property.
Let L be a finite simple group of Lie type of Lie rank at most r and
α ⊂ L a generating set. Then either α3 = L or
|α3| ≥ |α|1+ε .
Proof. There is a simple adjoint algebraic group G and a Frobenius
map σ : G → G such that L ≤ Gσ, and there are universal bounds
I(r), N(r) and ∆(r) such that∣∣Gσ : L∣∣ ≤ I(r) , dim(G) ≤ N(r) ,
deg(G) ≤ ∆(r) , mult(G) ≤ ∆(r) , inv(G) ≤ ∆(r) .
If |α| ≥ qdim(G)−
1
4
σ and qσ ≥ 20 then α3 = L by Proposition 76. Assume
otherwise.
Suppose first that α = α−1 is symmetric with 1 ∈ α. We apply
Theorem 70 with parameters N(r), ∆(r), I(r) and ε′ = 1
4 dim(G)
and
obtain an integer M = M(r) and a real K = K(r). We may assume
that M ≥ 3, and by Corollary 69.(a) we may increase K so that |α| ≥
K implies qσ ≥ 20. Since G is simple, we have G = H now. If
K ≤ |α| ≤ qdim(G)−
1
4
σ then by Theorem 70 we have
|αM | ≥ |α|1+ 1512N4 .
Finally we assume |α| ≤ K and α3 6= L. By Proposition 73 we have
|α3| ≥ 2|α| ≥ |α|1+ε′′
where ε′′ = min
(
log(2)
log(K)
, 1
512N4
)
(which depends only on r). We obtain
that in any case
|αM | ≥ |α|1+ε′′ .
The theorem follows in the symmetric case from Proposition 74.(b).
The general case then follows using Proposition 74.(a). 
In Theorem 70 it is essential to assume that the centre of the alge-
braic group G is finite. Without this assumption the statement fails.
However, we can complement it for finite groups with possibly large
centre using the following special case of a deep result of Nikolov and
Segal ([51, Theorem 1.7]).
Proposition 78. Let P be a finite perfect group generated by d ele-
ments. Then every element of G is the product of g(d) commutators
where g(d) = 12d3 +O(d2) depends only on d.
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Next we will describe more precisely the Nori correspondence be-
tween p-generated subgroups of GL(n,Fp) and certain closed subgroups
ofGL(n, Fp) and some other useful facts about perfect p-generated sub-
groups.
Proposition 79. Let P ≤ GL(n,Fp) be a p-generated subgroup. Then
there are bounds I = Iexp(n), ∆ = ∆exp(n) and K = Kexp(n) with the
following properties.
(a) There is a Frobp-invariant connected closed subgroup G ≤ GL(n, Fp)
such that dim(G) ≤ n2, deg(G) ≤ ∆, mult(G) ≤ ∆, inv(G) ≤ ∆
and P is a subgroup of G(Fp) of index at most I.
(b) If P is perfect then the degree of any complex representation is
at least (p− 1)/2.
(c) If moreover |P | ≥ K and α ⊆ P is a subset of size |α| ≥
pdim(G)−
1
4 then α3 = P .
Proof. We first prove (a). By a result of Nori [49] there is a constant I =
Iexp(n) such that there is a Frobp-invariant connected closed subgroup
G ≤ GL(n, Fp) with P ≤ G(Fp) of index
∣∣G(Fp) : P ∣∣ ≤ I. Clearly
dim(G) ≤ n2. By [41, Proposition 3] there is an upper bound ∆exp(n) ≥
deg(G) (which can also be proved easily from [49] using the degree of
the exponential map) and by Proposition 31 we can also assume that it
is also an upper bound on the other numerical invariants mult(G) and
inv(G). Let σ : G→ G denote the restriction toG of the automorphism
Frobp : G→ G of Definition 66, then G(Fp) = Gσ by Remark 67.
Assume now that P is perfect. Let φ : P → GL(k,C) be a nontriv-
ial complex representation. If k < p−1
2
then by well-known results of
Brauer and Feit-Thompson (see e.g. [36, Theorem 14.11] and the re-
mark after its proof) φ(P ) has a normal Sylow-p subgroup. This is im-
possible since φ(P ) is also a perfect p-generated group. This proves (b).
If K is large enough then p ≥ K1/n2 is large as well, hence by Propo-
sition 68 we have |P | ≤ 2pdim(G) and α3 = P by Proposition 75. 
Proposition 80. Let H ≤ GL(n, F ) be a closed subgroup. Then for
some n′ = n′
(
n, deg(H)
)
there is a homomorphism φH : NGL(n,F )(H)→
GL(n′, F ) of degree bounded by n and deg(H) whose kernel isH. More-
over, if F has characteristic p and H is Frobq-invariant for some p-
power q then the homomorphism φH we construct is Frobq-equivariant
(see Definition 66.(b)).
This proposition is a mild strengthening of [34, Theorem 11.5], and
it is rather clear that the proof can easily be modified to yield this
version. Since we did not find a good reference, we reproduce here
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the argument. The modified proof is based on the notion of families
of subgroups, we recall the definition and prove some of their basic
properties.
Throughout the proof the adjectives (Frobq-invariant) and (Frobq-
equivariant) appearing in parenthesis apply only in the case when H is
Frobq-invariant.
Definition 81. To simplify the notation let G = GL(n, F ). Suppose
that T is an affine algebraic set and H ⊆ T ×G is a closed subset. As
in [34], let K[G] and K[T × G] denote the coordinate rings of G and
T ×G respectively. For each point t ∈ T we consider the closed subset
Ht ⊆ G defined via the equation {t}×Ht = H∩
({t}×G). We call H a
family of subgroups if Ht is a subgroup of G for each t ∈ T . In this case
we call T the parameter space and Ht are the members of the family.
Similarly, for vectorspaces V and W , a closed subset M ⊆ T × W
is a family of subspaces if each Mt ⊆ W is a subspace of W , and a
closed subset L ⊆ T × V is called a family of lines if each Lt ⊆ V is a
line through the origin. A morphism from a family of subgroups H of
GL(n, F ) to another group GL(m, F ) is a family of homomorphisms
if the induced morphisms Ht → GL(m, F ) are all homomorphisms.
Claim 82. Let T be an affine algebraic set and F < K[T × G] a
finite dimensional subspace. Then the smallest G-invariant subspace
W < K[T ×G] containing F is finite dimensional. Moreover, if T and
F are Frobq-invariant then W is also Frobq-invariant.
Proof. G acts on T×G via the right multiplication in the second factor.
Then W is finite dimensional by [34, Proposition 8.6], and the Frobq-
invariance is obvious. 
Claim 83. Let H ⊆ T × G be a family of subgroups. Then there is a
rational representation ψ : G → GL(V ), a dense open subset U ⊆ T
and a family of lines L ⊂ U × V such that
Ht =
{
g ∈ G ∣∣ψ(g)Lt = Lt}
for all t ∈ U . Moreover, if H is Frobq-invariant then our construction
yields Frobq-invariant ψ, U and L.
Proof. We shall imitate [34, proof of 11.2]. Let I ⊳K[T ×G] denote the
ideal of H (i.e. the set of those functions vanishing on H) and It ⊳K[G]
for t ∈ T the ideal of Ht. Then I is generated by a (Frobq-invariant)
finite dimensional subspace F ≤ K[T×G]. By Claim 82 there is a finite
dimensional G-invariant subspace W < K[T ×G] containing F (which
is also Frobq-invariant). For each t ∈ T the restriction of functions to
{t} ×G is a ring homomorphism rt : K[T ×G]→ K[G].
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The closed subset of G corresponding to the ideal rt(I) is precisely
Ht, but the ideal rt(I) may not be a radical ideal, hence it is not nec-
essarily equal to It. It is folklore that there is a (Frobp-invariant) dense
open subset T ∗ ⊆ T such that rt(I) = It for all t ∈ T ∗. Here is a quick
sketch. We consider the projection morphism π : H → T . By [39,
Theorem I.1.6] there is a canonical open dense subset T ′ such that the
restriction π−1(T ′) → T ′ is flat. The fibre of π at the generic points
of T ′ are smooth varieties (i.e. closed subgroups), hence by [27, Exer-
cise III/10.2] there is a canonical open dense subset T ∗ ⊆ T ′ such that
the restriction π−1(T∗) → T∗ is smooth. By [27, Theorem III/10.2]
the rings K[G]/rt(I) are regular for all t ∈ T ∗. In particular, rt(I) are
radical ideals, hence rt(I) = It for all t ∈ T ∗.
We set Mt = W ∩ r−1t (It). Then M =
⋃
t{t} ×Mt ⊆ T ∗ ×W is
a family of subspaces, hence the function t → dim(Mt) is an upper
semi-continuous function on T ∗. Let T ∗ =
⋃
i T
∗
i be the irreducible
decomposition of T ∗ and di = maxt∈T ∗i dim(Mt). The set of points
t ∈ T ∗i which satisfy dim(Mt) = di form an open dense subset Ui ⊆ T ∗i .
Then U =
⋃
i Ui is a (Frobq-invariant) open dense subset of T . We set
V =
⊕dim(W )
j=0
∧j W and the representation ψ : G→ GL(V ) is just the
natural G-action on V . For t ∈ Ui we set Lt =
∧diMt ≤ ∧di W ≤ V
and let ψt : G→ GL
(
rt(W )
)
be the natural G-action on rt(W ).
Then L = ⋃t∈U{t} × Lt ⊆ U × V is a (Frobq-invariant) family of
lines and for each t ∈ U the stabiliser of Lt in ψ(G) is equal to the
stabiliser of Mt in the image of G in GL(W ), which is in turn equal
the stabiliser of rt(Mt) = It ∩ rt(W ) in ψt(G). On the other hand this
last stabiliser is just Ht by [34, proof of 11.2]. 
Claim 84. Let H ⊆ T × G be a family of subgroups. Then there is
a family of homomorphisms φ : NG(Ht) → GL(n′, F ) for a common
value of n′. In particular, there is a common upper bound on deg(φt).
Moreover, if H is Frobq-invariant then our construction yields a Frobq-
equivariant φ (see Definition 66.(b)).
Proof. We prove the claim by induction on dim(T ). We apply Claim 83
(and use its notation) to this family of subgroups. We obtain an open
dense subset U ⊆ T . Then dim(T \ U) < dim(T ) so by the induc-
tion hypothesis for each (Frobq-invariant) t ∈ T \ U there is a (Frobq-
equivariant) embedding NG(Ht)/Ht → GL(n′′, F ) with a common n′′
and a common bound on their degrees.
Consider any (Frobq-invariant) point t ∈ U and apply [34, proof of The-
orem 11.5] to the subgroup N = Ht of NG(Ht) (which is denoted there
by G). For the representation and the line at the beginning of that
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proof we may choose our G → GL(V ) and Lt ≤ V . The proof then
constructs a representation φHt : NG(Ht) → GL(W ) whose kernel is
just Ht. Moreover, the homomorphisms φHt together form a family
of homomorphisms G × T → GL(W ), hence there is a common up-
per bound on their degrees. The construction is uniquely determined,
so it must be Frobq-equivariant whenever H and t are so. Moreover,
by construction dim(W ) ≤ dim(V )2, hence the Claim is valid with
n′ = max
(
n′′, dim(V )2). 
Proof of Proposition 80. By [39, Section I.3] there is a canonical open
subset of the Chow variety of the projectivisation ofGwhich parametrises
all the closed subgroups of G of degree deg(H). This open subset is
not neccessarily affine, but it is defined over Fq, hence it is the union
of finitely many Frobq-invariant affine subvarieties. Hence there is a
Frobq-invariant family of subgroups which contains (as members) all
the closed subgroups of G of degree deg(H). The proposition follows
from Claim 84 applied to this family. 
The proofs of all the results obtained in this section concerning not
necessarily simple subgroups of GL(n,Fp) rest on the following some-
what technical consequence of Theorem 70. This theorem complements
the results about growth of generating sets of simple groups. It would
be most interesting to establish an appropriate analogue for subgroups
of GL(n,Fq).
Theorem 85. For all parameters n > 0 there is a real ε = ε(n) > 0
with the following property.
Let P ≤ GL(n,Fp) be a perfect p-generated subgroup. Let 1 ∈ α ⊆ P
be a symmetric generating set which projects onto each simple quotient
of P . Then either α3 = P or
|α3| ≥ |α|1+ε .
Moreover, the diameter of the Cayley graph of P with respect to α is
at most d(n) where d(n) depends on n.
Proof. Let l be the smallest integer such that |P | ≤ pl/2, note that
l ≤ 2n2. We prove the first statement (concerning α3) by induction on
l. For l = 0 it is clear. We assume that l > 0 and the statement holds
for all groups of order at most p(l−1)/2 and for all matrix sizes n with
an ε-value ε′(n, l) ≤ 1.
We apply Proposition 79 to P and obtain the bounds Iexp, ∆exp, Kexp
(which depend only on n) and the Frobp-invariant connected closed
subgroup G ≤ GL(n, Fp) for which
∣∣G(Fp) : P ∣∣ ≤ Iexp and dim(G) ≤
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n2. We shall apply Theorem 70 with parameter ε′′ = 1
4 dim(G)
and obtain
the constants
δ = ε
′′
128 dim(G)3
, Mmain = Mmain
(
dim(G), ε′′
)
,
Kmain = Kmain
(
dim(G),∆exp, Iexp, ε
′′
)
.
We shall choose later a real K ≥ max (Kmain, Kexp). If |α| ≤ K and
α3 6= P then |α3| ≥ 2|α| by Proposition 73 and the induction step is
complete in this case with any ε ≥ log(2)/ log(K). So we may assume
that |α| > K. If |α| > pdim(G)−1/4 then α3 = P by Proposition 79.(c).
So we assume
K < |α| ≤ pdim(G)−14 .
Consider all Frobp-invariant connected closed normal subgroups 1 6=
H ⊳ G of degree deg(H) ≤ Kmain. Then by Proposition 69.(b), for
sufficiently large K either H = G or α 6⊆ H . By Proposition 80
there is a Frobp-equivariant homomorphism G → GL(n′, Fp) for some
common n′ = n′
(
dim(G), Kmain
)
whose kernel is H . The elements of
α are fixpoints of Frobp, so by the equivariance their images are also
fixpoints of Frobp (see Definition 66.(b)), i.e. the image set αH of α
generates a subgroup of GL(n′,Fp) isomorphic to P/(H ∩ P ). This
subgroup is again perfect, p-generated and αH projects onto each of its
simple quotients. In particular, if H 6= G i.e. αH 6= {1} then
∣∣αH∣∣ ≥
p ≥ |α|1/n2 .We know from Proposition 68 that if K is large enough then
|H ∩P | ≥ ∣∣H(Fp)∣∣/Iexp > √p so ∣∣P/(H ∩P )∣∣ < |P |/√p ≤ p(l−1)/2 and
the induction hypothesis holds for αH and P/(H ∩P ) with the ε-value
ε′ = ε′
(
n′, l
) ≤ 1.
Suppose that we find such anH different fromG and
∣∣α3H∣∣ ≥ ∣∣αH ∣∣1+ε′.
Then using Proposition 43 we obtain∣∣α5∣∣ ≥ ∣∣α3H∣∣ · ∣∣α2 ∩H∣∣ ≥ ∣∣αH ∣∣1+ε′ · ∣∣α2 ∩H∣∣ ≥ ∣∣α∣∣ · ∣∣αH∣∣ε′ ≥ ∣∣α∣∣1+ε′/n2
and by Proposition 74.(b) the induction step is complete. So we may
assume that for all such H we have α3H = P/(H ∩ P ). It follows from
Corollary 69.(b) that if K is sufficiently large then∣∣α3H∣∣ = ∣∣P/(H∩P )∣∣ ≥ ∣∣P ∣∣1−dim(H)/dim(G)−δ/(2n2) ≥ ∣∣α∣∣1−dim(H)/dim(G)−δ/(2n2) .
Suppose next that Z(G) is finite. We apply Theorem 70 with pa-
rameters dim(G), ∆exp, Iexp and ε
′′ = 1
4 dim(G)
to the subset α ⊂ GFrobp.
We obtain a Frobp-invariant connected closed normal subgroup H ⊳ G
such that deg(H) ≤ Kmain, dim(H) > 0 and∣∣αMmain ∩H∣∣ ≥ ∣∣α∣∣(1+δ) dim(H)/ dim(G) .
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If H = G then
∣∣αMmain∣∣ ≥ ∣∣α∣∣(1+δ), otherwise
∣∣α3+Mmain∣∣ ≥ ∣∣α3H ∣∣·∣∣αMmain∩H∣∣ ≥ ∣∣α∣∣1−dim(H)dim(G)− δ2n2 ·∣∣α∣∣(1+δ)dim(H)dim(G) ≥ ∣∣α∣∣1+ δ2n2 .
By Proposition 74.(b) the induction step is complete in this case as
well.
Finally we suppose that Z(G) is infinite. In this case we consider
the normal subgroup H = Z(G)0. By assumption α3H = P/(H ∩ P )
hence α3 intersects every (H ∩P )-coset in P . Hence every commutator
element of P is in fact the commutator of two elements in α3. It is well-
known that P is generated by at most n2 elements (see [54]) hence by
Proposition 78 each element of P is the product of Cn6 commutators
for some constant C. By assumption |α| ≤ pdim(G)−1/4. Since |P | ≥
|α| > K, if we choose K sufficiently large then |P | ≥ pdim(G)−1/8 by
Proposition 68. Therefore∣∣α3·4·Cn6∣∣ = |P | > |α|1+1/8 dim(G)
and by Proposition 74.(b) the induction step is complete in this case
too. The first statement is proved.
Let us apply the (now established) first statement successively to
α, α3, α9, . . . . We obtain by induction that either α3
i
= P or
∣∣α3i∣∣ ≥
|α|(1+ε)i for all i. By assumption |α| ≥ p and |P | < pn2 hence αd(n) = P
where d(n) is the smallest integer above n2 log(3)/ log(1+ε). That is, the
diameter of the Cayley graph with respect to α is at most d(n). 
Now we prove Theorem 8 of the Introduction.
Theorem 86. For all natural numbers n there is an integerM = M(n)
with the following property.
Let P ≤ GL(n,Fp) be a perfect p-generated subgroup. Then the diame-
ter of the Cayley graph of P with respect to any symmetric generating
set is at most
(
log |P |)M .
Proof. Let α be a symmetric generating set of P containing 1. Let L
be any simple quotient of P , we denote by α˜ the image of α in L. The
Lie rank of L is at most n (see [21] and [38, Proposition 5.2.12]). Let
ε = ε(n) be as in Theorem 77. Applying that theorem successively
to α˜, α˜3, α˜9, . . . we obtain by induction that either α˜3
i
= L or
∣∣α˜3i∣∣ ≥
|α˜|(1+ε)i ≥ 3(1+ε)i for all i. With m = log log |P |−log log(3)
log(1+ε)
we obtain that∣∣α˜3m∣∣ ≥ |P | ≥ |L| hence α3m projects onto L. This holds for each
simple quotient with the same exponent m.
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By Theorem 85 the diameter of the Cayley graph corresponding to
α3
m
is at most d(n), hence the diameter of the Cayley graph corre-
sponding to α is at most 3md(n) ≤ ( log |P |)M(n) where M(n) is the
smallest integer above log(3)
log(1+ε)
+ log
(
d(n)
)

We will reduce the proof of Theorem 7 to the perfect p-generated
case (more precisely to Theorem 85) using finite group theory.
Definition 87. As usual Sol(G) denotes the soluble radical and Op(G)
the maximal normal p-subgroup of a finite group G. A group is called
quasi-simple if it is perfect and simple modulo its centre. We denote
by Lie∗(p) the set of direct products of simple groups of Lie type of
characteristic p, and by Lie∗∗(p) the set of central products of quasi-
simple groups of Lie type of characteristic p. If G/Sol(G) is in Lie∗(p)
then we call G a soluble by Lie∗(p) group.
The following deep result is essentially due to Weisfeiler [61].
Proposition 88. Let G be a finite subgroup of GL(n,F) where F is
a field of characteristic p > 0. Then G has a normal subgroup H of
index at most f(n) such that H ≥ Op(G) and H/Op(G) is the central
product of an abelian p′-group and quasi-simple groups of Lie type of
characteristic p, where the bound f(n) depends on n.
It was proved by Collins [17] that for n ≥ 71 one can take f(n) =
(n+ 2)!. Remarkably a (non-effective) version of the above result was
obtained by Larsen and Pink [43] without relying on the classification of
finite simple groups. It is clear that H is a soluble by Lie∗(p) subgroup.
Remark 89. Let P be a perfect p-generated subgroup of GL(n,Fp).
Using Proposition 88 and [28, Lemma 3] one can easily show that
every element of P is the product of g(n) commutators where g(n)
depends on n. This could be used to replace the (rather more difficult)
Proposition 78 in the proof of Theorem 85.
The rest of this section will be devoted to proving results concerning
subsets α of GL(n,Fp) that satisfy
∣∣α3∣∣ ≤ K|α|. We consider the group
G = 〈α〉 and we will establish step by step a close relationship between
α (and its powers) and the structure of G described in Proposition 88.
Throughout the proof we need to establish several auxiliary results.
Proposition 90. Let G be a group and α ⊆ G a symmetric generating
set with 1 ∈ α. If H is a normal subgroup of index t in G then α2t∩H
generates H.
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Proof. It is clear that αt−1 contains a full system of coset representatives
g1, . . . , gt of G/H . It is well-known (see [58, Theorem 2.6.9]) that H is
generated by elements of the form giag
−1
j where a ∈ α. 
Proposition 91. Let α be a finite subset of a group G and G˜ = G/N
a quotient of G. Set α˜ = αN/N . Then |α4|/|α| ≥ |α˜3|/|α˜|. Moreover,
if α is symmetric and 1 ∈ α then (|α˜3|/|α˜|)2 ≥ |α˜3|/|α˜|.
Proof. There is a coset gN of N such that |α ∩ gN | ≥ |α|/|α˜|. We
may assume that g ∈ α. Let {gi} be a system of representatives of the
cosets in α˜3 with gi ∈ α3. Then the sets gi(α∩gN) are disjoint subsets
of α4 hence
∣∣α4∣∣ ≥ ∣∣α˜3∣∣|α|/|α˜| as required. The other inequality follows
then from Proposition 74.(b). 
Proposition 92. Let H be a soluble by Lie∗(p) subgroup of GL(n,Fp)
and γ ≤ H a symmetric generating set with 1 ∈ γ. Assume that γ
satisfies |γ3| ≤ K|γ| for some K > 2. Then there is a soluble by
Lie∗(p) normal subgroup S of H such that γ6 ∩ S projects onto all Lie
type simple quotients of S and γ is covered by Kc cosets of S, where
c = c(n) depends only on n.
Proof. Let H/N ∼= L be a Lie type simple quotient of H and set
γ˜ = γN/N . The Lie rank of L is at most n (see [21] and [38, Propo-
sition 5.2.12]). Now |γ˜3| ≤ K2|γ˜| by Proposition 91. Hence by The-
orem 77 we have two possibilities; either |γ˜| ≥ |γ˜3|/K2 = |L|/K2 or
|γ˜| ≤ Kb where b = b(n) depends only on n. Set c = 6n2(2 + nb). If
(p−1)/2 ≤ K3(2+nb) then we have |GL(n,Fp)| < Kc (since K > 2) and
our statement holds for S = 1.
Otherwise let H/Nj ∼= Lj (j = 1, .., t) be all the Lie type simple
quotients of H (there are at most n such quotients e.g. by [44, Corol-
lary 3.3]). Let H/N1, H/N2, . . . , H/Ni be the quotients for which the
second possibility holds . Consider the subgroup S = N1 ∩ · · · ∩ Ni.
It is clear that S is a soluble by Lie∗(p) normal subgroup and its Lie
type simple quotients are S/(S ∩ Ni+1), .., S/(S ∩ Nt). Moreover γ is
covered by at most Knb cosets of S.
It remains to prove that γ6 ∩ S projects onto, say, S/(S ∩ Ni+1).
Consider the quotient group H = H/(S ∩Ni+1). The image γ of γ in
H is covered by at most Knb cosets of S = S/(S∩Ni+1) ∼= Li+1 and we
have |γ| ≥ |S|/K2. This implies that some coset of S in H contains at
least |S|/K2+nb elements of γ and it follows that ∣∣γ2∩S∣∣ ≥ |S|/K2+nb.
By Remark 76 the minimal degree of a complex representation of S
is at least (p − 1)/2 > (K2+nb)3 hence by Proposition 75 we have(
γ2 ∩ S)3 = S, which implies our statement. 
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Proposition 93. Assume that a symmetric subset α of a group G is
covered by x right cosets of a subgroup H and α2 ∩ H is covered by y
right cosets of a subgroup S ≤ H. Then α is covered by xy right cosets
of S.
Proof. We have α ⊆ Hg1∪· · ·∪Hgx and α2∩H ⊆ Sh1∪· · ·∪Shy where
the coset representatives gi are chosen from α. If a ∈ α ∩Hgi then by
our assumptions ag−1i ∈ Shj for some j, hence a ∈ Shjgi. Therefore
α ⊆ ⋃i⋃j Shjgi. 
Proposition 94. Let G and H be as in Proposition 88. Let α be a
symmetric set of generators of G with 1 ∈ α satisfying ∣∣α3∣∣ ≤ K|α| for
some K > 2. Set γ = α2f(n) ∩H.
a) The set γ generates H and satisfies
∣∣γ3∣∣ ≤ K0|γ| where K0 =
K7f(n).
b) Let S be the subgroup constructed from γ and H in the proof of
Proposition 92. If p ≥ Kb0(n)0 (where b0(n) = b(n) + 4 with the
same b(n) as in the proof of Proposition 92) then S is normal in
G.
c) α is covered by at most K
c0(n)
0 cosets of S (where c0(n) = c(n) +
log
(
f(n)
)
/ log(2) with the same c(n) as in Proposition 92).
d) The commutator subgroup S ′ is an extension of a p-group by a
Lie∗∗(p)-group.
Proof. Consider β = αf(n). By Proposition 90 γ = β2 ∩ H generates
H . Using Lemma 50 and Proposition 74 we see that∣∣γ3∣∣
|γ| ≤
∣∣β6 ∩H∣∣∣∣β2 ∩H∣∣ ≤
∣∣β7∣∣
|β| ≤
∣∣α7f(n)∣∣
|α| ≤ K
7f(n)
which proves (a). Part (c) follows using Proposition 93. Part (d) follows
from Proposition 88.
It remains to prove (b). If H/Nj are all the Lie type simple quotients
of H then N =
⋂
j Nj is the soluble radical of H . Consider the quotient
G = G/N . The set γ generates the normal subgroup H ⊳ G. For each
a ∈ α the conjugation by a ∈ α is an automorphism ofH . Now H is the
direct product of nonabelian simple groups and an automorphism of H
permutes these factors (because the direct decomposition is unique).
If S is not normal in G then there is a Lie type simple quotient of
H , say H/N1 ∼= L1 and an element a ∈ α such that γ projects onto at
most K
b(n)
0 elements of H/N1 and a
−1γa projects onto at least |L1|/K20
elements of H/N1. Note that a
−1γa = a−1(β2 ∩H)a ⊆ β4 ∩H . By the
GROWTH IN FINITE SIMPLE GROUPS OF LIE TYPE 65
above we have |β2 ∩H| = |γ| ≤ ∣∣γ2 ∩N1∣∣Kb(n)0 . On the other hand,∣∣β8 ∩H∣∣ ≥ ∣∣(β4 ∩H)(β2 ∩H)2∣∣ ≥ ∣∣(a−1γa)(γ2 ∩N1)∣∣ ≥ |L1|K20 ∣∣γ2 ∩N1∣∣ .
Therefore |β
8∩H|
|β2∩H|
≥ |L1|/K2+b(n)0 . But we have |β
8∩H|
|β2∩H|
≤ |β9|
|β|
≤ K9f(n) <
K20 . We obtain that |L1| < K4+b(n)0 , a contradiction. 
As we saw above, a subset α of GL(n,Fp) with
∣∣α3∣∣ ≤ K|α| is es-
sentially contained in a normal subgroup S of G = 〈α〉 such that a
small power of α projects onto all Lie type simple quotients of S. We
proceed to show that the latter property also holds for the last term P
of the derived series of S. Later we will prove that a small power of α
in fact generates P (see Proposition 100).
Proposition 95. Let S be a soluble by Lie∗(p) subgroup of GL(n,Fp).
Let 1 ∈ α be a symmetric subset of S which projects onto all Lie type
simple quotients of S. Let P be the last term of the derived series of
S. Then P is a perfect soluble by Lie∗(p) subgroup and αc ∩P projects
onto all Lie type simple quotients of P where c = c(n) depends only on
n.
Proof. Let S/Ni be the Lie type simple quotients of S. The commu-
tator subgroup S ′ is clearly also a soluble by Lie∗(p) subgroup and its
Lie type simple quotients are the S ′/(S ′ ∩ Ni) ∼= S/Ni. We need the
following.
Claim 96. S ′ ∩ αb projects onto S ′/(S ′ ∩Ni) for all i where b = b(n)
depends only on n.
To see this fix i and consider the quotient S = S/(S ′ ∩ Ni). This
quotient is the direct product of S ′/(S ′ ∩Ni) and Ni/(S ′ ∩Ni) ∼= S/S ′
(since these have no common quotients). Take two elements a, b ∈ α
which project onto noncommuting elements of S/Ni. The image of the
commutator [a, b] ∈ α4 in S is a nontrivial element of S ′/(S ′ ∩ Ni).
Each element of S ′∩Ni appears as the first coordinate of some element
of the image α of α in S. Taking conjugates of [a, b] with these elements
we obtain that the whole conjugacy class of [a, b] in the simple group
S ′/(S ′∩Ni). But this group has Lie rank at most n and therefore each
element of S ′/(S ′ ∩ Ni) is the product of at most a(n) conjugates of
an arbitrary nontrivial element where a(n) depends only on n (in fact
a(n) is a linear function of n by [42]). Therefore α6a(n) ∩ S ′ projects
onto S ′/(S ′ ∩Ni) as claimed.
The length of the derived series of any subgroup of GL(n,Fp) is
bounded in n (in fact there is a logarithmic bound). Hence our state-
ment follows from the Claim by an obvious induction argument. 
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Definition 97. If L = L1 × · · · × Lk is a direct product of isomorphic
groups, D a subgroup of L isomorphic to L1 which projects onto each
direct factor then we call D a diagonal subgroup.
Proposition 98. Let L = L1 × · · · × Lk be a direct product of k non-
abelian simple groups and T a subgroup which projects onto all simple
quotients of L. Then any chain of subgroups between T and L has
length at most k.
Proof. Let H be a subgroup of L which projects onto all simple quo-
tients of L (i.e. a subdirect product). Then there is a partition of
the set of simple groups Li such that the groups in any partition-class
are isomorphic and H is the direct product of diagonal subgroups cor-
responding to these partition-classes (see [5, Proposition 3.3]). Our
statement follows. 
Proposition 99. Let L be a Lie∗∗(p)-group and T a subgroup which
projects onto L/Z(L). Then T = L.
Proof. We have TZ(L) = L which implies that T is a normal subgroup
of L. Moreover, L/T is abelian and since L is perfect, we have T =
L. 
Proposition 100. Let H be a subgroup of GL(n,Fp), S a soluble by
Lie∗(p) normal subgroup of H and P the last term in the derived series
of S. Assume that P is an extension of a p-group by a Lie∗∗(p)-group.
Let 1 ∈ γ be a symmetric generating set of H. Assume that γt ∩ P
projects onto all Lie type simple quotients of P for some integer t.
Then γt+2n+2n
2 ∩ P generates P .
Proof. Set Qi = 〈γi ∩ P 〉. We first show that Qt+2n projects onto
P/Op(P ). Since P/Op(P ) is a Lie
∗∗(p)-group, by Proposition 99 it
is sufficient to prove that Qt+2n projects onto the central quotient of
P/Op(P ), which is exactly P/Sol(P ). Denote P/Sol(P ) by P and let
Qi denote the image of Qi in P . We need the following.
Claim 101. If i ≥ t and Qi 6= P then |Qi+2| is strictly greater than
|Qi|.
To see this, observe that Qi projects onto all simple quotients of P
and the only normal subgroup of P with this property is P itself. By
our assumptions there is an a ∈ γ for which Qi and its conjugate Qi a
are different subgroups of Qi+2. This implies the claim.
As noted earlier, P is the direct product of at most n simple groups.
Hence by Proposition 98 any chain of subgroups containing Qt has
length at most n. By the above claim Qt+2n projects onto P/Sol(P ),
hence onto P/Op(P ) as stated. We also need the following.
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Claim 102. If Qi is not a normal subgroup of H and i ≥ t + 2n then
|Qi+2| ≥ |Qi| · p.
To see this, consider as above an element a ∈ γ which does not
normalise Qi. Then Qi and Q
a
i are different subgroups of P generated
by subsets of γi+2. Hence P ≥ Qi+2  Qi. By our assumptions |P : Qi|
is a power of p which implies the Claim.
Repeated applications of the Claim yield an ascending chain of sub-
groups Qt+2n  Qt+2n+2  Qt+2n+4  · · ·  Qt+2n+2k = Q ≤ P which
of course has length less than n2. The last term Q of this chain is
normal in H hence in S. By our assumptions all nonabelian simple
composition factors of S are among the composition factors of Q (with
multiplicities). Therefore S/Q must be soluble i.e. Q = P . 
Proposition 103. Let G be a finite group and α a generating set such
that αk contains the subgroup P . Then
maxg∈G |α ∩ gP |
|P | ≥
|α|∣∣αk+1∣∣ .
Proof. Let t be the number of cosets of P which contain elements of
α. Then we have maxg |α ∩ gP | · t ≥ |α|. On the other hand it is clear
that
∣∣αk+1∣∣ ≥ t|P |. Hence∣∣αk+1∣∣
|P | ≥ t ≥
|α|
maxg∈G |α ∩ gP |
as required. 
Now we are ready to prove our main results concerning subsets α of
GL(n,Fp) with
∣∣α3∣∣ ≤ K|α|.
Theorem 104. Let α be a symmetric subset of GL(n,Fp) satisfying
|α3| ≤ K|α| for some K ≥ 1. Then GL(n,Fp) has two subgroups
S ≥ P , both normalised by α, such that P is perfect, S/P is soluble, a
coset of P contains at least |P |/Kc(n) elements of α and α is covered
by Kc(n) cosets of S where c(n) depends on n.
Proof. If K ≤ 2 then let S be the subgroup generated by α and P
the last term of the derived series of S. By Proposition 73 we have
α3 = S hence |α| ≥ |S|/K, which implies that some coset of P contains
at least |P |/K elements. If K > 2 and p < K7f(n)b0(n) (with the
notation of Proposition 94) then we set S = P = {1}. Now we have
|α| < K7f(n)b0(n)n2 which proves our statement in this case. From now
on we assume that K > 2 and p ≥ K7f(n)b0(n).
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Let S be as in Proposition 94. Then α is covered by K7f(n)c0(n) cosets
of S. By Proposition 92 the set α12f(n) ∩ S projects onto all Lie type
simple quotients of S.
Let P be the last term of the derived series of S. Proposition 94.(d)
implies that P is an extension of a p-group by a Lie∗∗(p)-group, in par-
ticular P is a p-generated group. Let c1(n) be the constant of Proposi-
tion 95 (denoted there by c(n)), set c2(n) = 2f(n)
(
6c(n) + 2n + 2n2
)
.
αc2(n) ∩ P generates P and projects onto all Lie type simple quo-
tients of P by Proposition 95 and Proposition 100. By Theorem 85
if c(n) ≥ c2(n)d(n) then αc(n) contains P .
Using Proposition 103 and Proposition 74.(b) we obtain that some
coset of P contains at least
|P ||α|
|αc(n)+1| ≥
|P |
Kc(n)
elements of α. The proof is complete. 
The following is a slightly stronger version of Theorem 7.
Corollary 105. Let α be a symmetric subset of GL(n,Fp) satisfying
|α3| ≤ K|α| for some K ≥ 1. Then GL(n,Fp) has two subgroups
S ≥ P , both normalised by α, such that P is perfect, S/P is soluble,
a coset of P is contained in α3 and α is covered by Kc(n) cosets of S
where c(n) depends on n.
Proof. If K ≤ 2 then α3 = 〈α〉 by Proposition 73 and our statement
follows. Let c′(n) the constant in Theorem 104. If p−1
2
≤ K3c′(n) and
K > 2 then it follows that |α| ≤ K6c′(n)n2 hence our statement holds
for S = P = 1 with c(n) = 6c′(n)n2.
We assume that K > 2 and K3c
′(n) < p−1
2
. Let S and P be as in
Theorem 104. By that theorem there is a subset X of P of size at least
|P |/Kc′(n) such that aX ⊆ α for some a ∈ α. Now
α3 ⊇ aXaXaX = a3(a−2Xa2)(a−1Xa)X .
By our assumptions and Proposition 79.(b) if k is the minimal degree
of a complex representation of P then we have
∣∣a−2Xa2∣∣∣∣a−1Xa∣∣∣∣X∣∣ ≥∣∣P ∣∣3/k. hence by Proposition 75 we have α3 ⊃ a3P as required. 
To obtain a characterisation for symmetric subsets α of GL(n,Fp)
satisfying
∣∣α3∣∣ ≤ K|α| with polynomially bounded constants (as in
Theorem 104) seems to be a very difficult task. As another step towards
such a characterisation we mention the following (folklore) conjecture.
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Conjecture 106. Let 1 ∈ α be a symmetric subset of GL(n,Fp) satis-
fying
∣∣α3∣∣ ≤ K|α| for some K ≥ 1. Then GL(n,Fp) has two subgroups
S ⊲ P such that S/P is nilpotent, P is contained in αc(n) and α is
covered by Kc(n) cosets of S where c(n) depends on n.
The following is well-known.
Proposition 107. Let S be a finite group and P a normal subgroup
with S/P soluble. If C is a minimal subgroup such that PC = S then
C is soluble.
Proof. LetM be a maximal subgroup of C. IfM does not contain C∩P
then (C ∩ P )M = C which implies PM = PC = S, a contradiction.
Hence all maximal subgroups of C, and therefore its Frattini subgroup
Φ(C) contain C ∩ P . But Φ(C) is nilpotent, hence C is soluble. 
Theorem 104 and Proposition 107 can be used to show that if Con-
jecture 106 holds in the case when 〈α〉 is soluble then it holds in general.
We omit the details. 4
13. Linear groups over arbitrary fields
In this section we develop another method to show that a certain
spreading system α|G is (ε,M,K)-spreading. As in the proof of The-
orem 70, we find an appropriate CCC-subgroup A < G, but now we
study the case when A has infinitely many 〈α〉-conjugates.
We use the resulting new spreading theorem (Theorem 108) induc-
tively to show that if α is a non-growing subset of GL(n,F), F an
arbitrary field, then 〈α〉 is essentially contained in a virtually soluble
group (see Corollary 111).
Combining Corollary 111 with various results on finite groups (in
particular Theorem 4) we obtain Theorem 10, our main result on arbi-
trary finitely generated linear groups.
Theorem 108. For all parameters N > 0, ∆ > 0 and 1
119N3
> ε > 0
there is an integer M = M∞(N, ε) > 0 and a real K = K∞(N,∆, ε) >
0 with the following property.
Let α|G be an (N,∆, K)-bounded spreading system. Then either 〈α〉 ∩
G is virtually nilpotent or α|G is (ε,M,K)-spreading. Moreover, our
construction of the subgroup of spreading is uniquely determined.
Proof. Using the bounds from Lemma 65 and Lemma 63 we set
MCCC =MCCC (N, ε) , Ms = Ms (N, ε) ,
4Very recently Gill and Helfgott [25] have proved Conjecture 106 in the soluble
case.
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M = MCCC ·Ms ,
K = max
(
∆, KCCC(N,∆, ε), Ks(N,∆, ε)
)
.
Suppose that α|G is not (ε,M,K)-spreading. In particular, it is not
(Nε,MCCC, K)-spreading either, hence
µ(αMCCC, G) <
(
1 +Nε
)
µ(α,G) .
If G is nilpotent then there is nothing to prove, so we assume that G
is non-nilpotent. Using Lemma 65 we obtain a CCC-subgroup A ⊆ G
containing a single maximal torus T such that
µ
(
αMCCC , A
)
> (1− ε · 16N)µ(α,G) >
>
(
1− 1
7N2
)
(1 +Nε)µ(α,G) >
(
1− 1
7N2
)
µ(αMCCC , G) .
In particular A is not normal in G. If A has infinitely many 〈α〉-
conjugates then αMCCC |G is (ε,Ms, K)-spreading by Lemma 63, a con-
tradiction. So A has finitely many 〈α〉-conjugates. Then T has finitely
many 〈α〉-conjugates, hence 〈α〉 ∩ NG(T ) has finite index in 〈α〉 ∩G.
On the other handNG(T ) = NG
(CG(T )), and CG(T ) is a Cartan sub-
group, so it is nilpotent and has finite index in its normaliser. There-
fore NG(T ) is virtually nilpotent, hence 〈α〉 ∩G is also virtually nilpo-
tent. 
Our plan is to apply Theorem 108, then apply it to the subgroup of
spreading, then apply it again to the new subgroup of spreading, and
so on, until we eventually arrive to a subgroup whose intersection with
〈α〉 is virtually nilpotent.
We need the following fact:
Proposition 109 (Freiman [22]). Let α be a finite subset of a group
G. If |α · α| < 3
2
|α|, then S := α · α−1 is a finite group of order |α · α|,
and α ⊂ S · x = x · S for some x in the normaliser of S.
Proposition 110. For all parameters n > 0, d > 0 there are integers
m = mnilp(n, d) > 0 and D = Dnilp(n, d) > 0 with the following prop-
erty.
Let G ≤ GL(n, F ) be a (possibly non-connected) closed subgroup and
α ≤ G a finite subset such that dim(G) ≥ 1, deg(G) ≤ d and ∣∣α3∣∣ ≤
K|α| for some K. Then either |α| ≤ Km or one can find a con-
nected closed subgroup H ≤ G normalised by α such that dim(H) ≥ 1,
deg(H) ≤ D and 〈α〉 ∩H is virtually nilpotent.
Proof. During the proof we encounter several lower bounds for m, we
assume that our m satisfies them all. Similarly, we shall establish sev-
eral alternative upper bounds on deg(H), we set D to be the maximum
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of these bounds. If K < 3
2
then 〈α〉 is virtually cyclic by Proposition 109
and the lemma holds with H = G0. If CG(α) is infinite then we take
H = CG(α)0 (see Fact 36). So we assume that K ≥ 32 , CG(α) is fi-
nite and |α| > Km. By Proposition 74.(a) we can assume that α is
symmetric and 1 ∈ α. We order the set α.
By assumption |G : G0| ≤ d, hence |α2∩G0| ≥ |α|
d
. We set ε = 1
120n6
,
G0 = G
0, and construct by induction a sequence of length at most n2
of connected closed subgroups G0 > G1 > G2 > . . . normalised by α
and corresponding constants ei, Ki such that
dim(Gi) ≥ 1 , deg(Gi) ≤ Ki ,
∣∣αei ∩Gi∣∣ ≥ ( |α|d )dim(Gi)/n2 .
It will be clear from the construction that all of the appearing con-
stants (i.e. ei, Ki, ∆i and M , see below) depend only on n and
d. We already defined G0, our statement holds with K0 = d and
e0 = 2 (since closed subgroups of GL(n, F ) have dimension at most
n2). Suppose that Gi, Ki and ei are already constructed for some
i ≥ 0. We assume that 〈α〉 ∩Gi is not virtually nilpotent, since other-
wise the lemma holds with H = Gi (whose degree is bounded in terms
of n and d). According to Proposition 31 the numerical invariants
deg(Gi), mult(Gi) and inv(Gi) are bounded from above by a certain
constant ∆i = ∆i(n
2, Ki). Recall from Theorem 108 the constants
M = M∞(n
2, ε) and Ki+1 = K∞(n
2,∆i, ε). We assume that m is
large enough so that Km > (3
2
)m
> d (Ki+1)
n2 . Then the αe|Gi are
(n2,∆i, Ki+1)-bounded spreading systems for all e ≥ ei, hence accord-
ing to Theorem 108 they are (ε,M,Ki+1)-spreading.
Let us consider the spreading systems αeiM
j |Gi for j = 0, 1, 2, . . . J−
1, where J = 2n
2
ε
= 240n8. Suppose now that for each i, Gi itself is
the subgroup of spreading obtained above using Theorem 108. Then
µ
(
αeiM
J
, Gi
) ≥ (1 + ε)Jµ(α,Gi) i.e.
∣∣αeiMJ ∩Gi∣∣ ≥ ∣∣αei ∩Gi∣∣(1+ε)J > ( |α|d )Jε/n2 = ( |α|d )2 ≥ |α|Kmd2 .
On the other hand, by Proposition 74.(b) we have
∣∣αeiMJ ∣∣ ≤ |α|KeiMJ−2.
We rule this case out by choosing m ≥ eiMJ + log(d2)log(3/2) . Then there is
a value j0 < J such that the corresponding subgroup of spreading is
a proper subgroup of Gi. This subgroup will be our Gi+1, and we set
ei+1 = eiM
J . We obtain
∣∣αei+1 ∩Gi+1∣∣ ≥ ∣∣∣αeiMj0+1 ∩Gi+1∣∣∣ ≥ ∣∣∣αeiMj0 ∩Gi∣∣∣
dim(Gi+1)
dim(Gi) ≥
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≥
∣∣∣αei ∩Gi∣∣∣
dim(Gi+1)
dim(Gi) ≥
(
|α|
d
)dim(Gi)
n2
dim(Gi+1)
dim(Gi) ≥
(
|α|
d
)dim(Gi+1)
n2
,
the induction step is complete. The dimensions dim(Gi) strictly de-
crease as i grows, hence the induction must stop in at most n2 steps.
But the only way it can stop is to produce the required subgroupH . 
Iterating the previous lemma we obtain that a non-growing subset
α ⊂ GL(n, F ) is covered by a few cosets of a virtually soluble group.
In the proof we need an auxiliary subgroup G in order to do induction
on dim(G). For applications the only interesting case is G = GL(n, F ),
deg(G) = 1.
Corollary 111. Let G ≤ GL(n, F ) be a (possibly non-connected)
closed subgroup and α ⊆ G a finite subset. Suppose that ∣∣α3∣∣ ≤ K|α|
for some K. Then there is a virtually soluble normal subgroup ∆ ⊳ 〈α〉
and a bound m = m
(
n, deg(G)
)
such that the subset α can be covered
by Km cosets of ∆.
Proof. During the proof we encounter several lower bounds for m, we
assume that our m satisfies them all. We prove the corollary by in-
duction on N = dim(G). If K < 3
2
then 〈α〉 is virtually cyclic by
Proposition 109 and the lemma holds with ∆ = 〈α〉. If |α| ≤ Km then
our statement holds with ∆ = {1}. So we assume that K ≥ 3
2
and
|α| > Km. If dim(G) = 0 then |α| ≤ deg(G), we exclude this case by
choosing m large enough.
Suppose that m ≥ mnilp
(
n, deg(G)
)
. Applying Proposition 110 we
obtain a subgroup H normalised by α such that 〈α〉 ∩ H is virtually
nilpotent, dim(H) ≥ 1, and deg(H) is bounded in terms of n and
deg(G). Consider the algebraic group G = NG(H)/H , let α ⊆ G
denote the image of α. By Proposition 91 we have |α3| ≤ K2|α|. By
Proposition 80 and Fact 20.(f) there is an embedding G ≤ GL(n′, F )
where n′ and deg(G) are bounded in terms of n, deg(G) and deg(H).
Clearly dim(G) < dim(G), so by the induction hypothesis we obtain
a virtually soluble normal subgroup ∆ ⊳ 〈α〉 such that α is covered by
K2m(n′,deg(G)) cosets of ∆. We define ∆ to be the preimage of ∆ in
〈α〉. Then ∆ is virtually soluble since the class of virtually soluble
groups is closed under extensions (see e.g. [37]). The induction step is
complete. 
The following consequence of well-known results is of independent
interest.
Lemma 112. Let ∆ be a virtually soluble subgroup of GL(n, F ) and
let S be the soluble radical of ∆. Then ∆ has a characteristic subgroup
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∆0 ≥ S such that ∆0/S is a direct product of simple groups of Lie
type of the same characteristic as F and |∆/∆0| ≤ f(n) (where f(n)
is as in Proposition 88). Moreover the Lie rank of the simple factors
appearing in ∆0/S is bounded by n and the number of simple factors
is also at most n.
Proof. If char(F ) = 0 this is a theorem of Platonov (see [60]). Assume
char(F ) = p > 0. Let D be the Zariski closure of ∆. Then D0 is
soluble (see [60, Theorem 5.11]) and (D0)∆ = D hence ∆˜ = ∆/
(
∆ ∩
D0
) ∼= D/D0. By a result of Platonov (see [60, Lemma 10.10]) we
have D = (D0)G where G is some finite subgroup of D, hence G/
(
G∩
D0
) ∼= D/D0. Now ∆˜ is isomorphic to a quotient of the finite group
G ≤ GL(n, F ) by a soluble normal subgroup. Therefore Proposition 88
implies that ∆˜ has a characteristic subgroup H of index at most f(n)
such that H/Sol(∆˜) is in Lie∗(p) (we can take H/Sol(∆˜) to be the
Lie∗(p) part of the socle of ∆˜/Sol(∆˜)). Using [19, Theorem 3.4B] it
follows that H/Sol(∆˜) is isomorphic to a quotient of a finite subgroup
of GL(n, Fp). As in the proof of Proposition 92 we see that the number
of simple factors in H/Sol(∆˜) and their Lie ranks are bounded by
n. Let ∆0 be the subgroup of ∆ which corresponds to H . This is a
characteristic subgroup since the kernel of the homomorphism ∆ →(
∆˜/Sol(∆˜)
)
is Sol(∆), which is characteristic in ∆. We obtain our
statement. 
Combining Corollary 111 and Lemma 112 we see that a non-growing
subset α ⊂ GL(n, F ) is covered by a few cosets of a soluble by Lie∗(p)
normal subgroup of 〈α〉. To obtain another such subgroup Γ for which
α6Sol(Γ) contains Γ we need a bit more work. The following two
lemmas taken together describe the structure of a (possibly infinite)
soluble by Lie∗(p) linear group.
Lemma 113. Let S ≤ GL(n, F ) be a soluble subgroup normalised by a
subset α ⊆ GL(n, F ). Then there is a closed subgroup D ≤ GL(n, F )
containing α and S, and a homomorphism φ : D → GL(n′, F ) such
that ker(φ) is soluble, contains S, and n′ depends only on n.
Proof. If S is abelian then we consider the centralisers A = CGL(n, F )(S)
and B = CGL(n, F )(A). By [60, Theorem 6.2] we have homomorphisms
φ1 : NGL(n,F )(A)→ GL(n2, F ) , φ2 : NGL(n,F )(B)→ GL(n2, F )
whose kernels are precisely A and B. Note that A∩B = Z(A) contains
S. Since α normalises S, it also normalises A and B. The lemma holds
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in this case with the following settings:
D = NGL(n, F )(A) ∩NGL(n, F )(B) ,
φ = (φ1, φ2) : D −→ GL(n2, F )×GL(n2, F ) ≤ GL(2n2, F ) .
In the general case we do induction on the derived length of S, which is
bounded in terms of n [60, Theorem 3.7]. The commutator subgroup S∗
is normalised by the subset α∗ = α∪S, we apply to them the induction
hypothesis. We obtain a closed subgroup D∗ ≤ GL(n, F ) containing
α ∪ S and a homomorphism φ∗ : D∗ → GL(m∗, F ) such that ker(φ∗)
is soluble, contains S∗, and m∗ depends only on n. The image φ∗(S)
is abelian and it is normalised by φ∗(α). By the above settled case
there is a closed subgroup D∗∗ ≤ GL(m∗, F ) containing φ∗(α) and a
homomorphism φ∗∗ : D∗∗ → GL(m∗∗, F ) such that ker(φ∗∗) is soluble,
contains φ∗(S), and m∗∗ depends only on m∗, hence only on n. We set
D = φ∗−1(D∗∗) , φ = φ∗∗ ◦ φ∗ , m = m∗∗ ,
the induction step is complete. 
Lemma 114. Let Λ be a subgroup of GL(n, F ), char(F ) = p and
L a finite normal subgroup of Λ such that L is in Lie∗(p). Then
Λ/LCΛ(L) ≤ f(n2) where f() is as in Proposition 88.
Proof. By [60, Theorem 6.2] Λ/CΛ(L) is a subgroup of GL(n2, F ) hence
by Proposition 88 it has a soluble by Lie∗(p) normal subgroup N of
index at most f(n2). On the other hand Λ/CΛ(L) is isomorphic to a
subgroup A of Aut(L) containing Inn(L) ∼= L. It is easy to see that the
socle of A is Inn(L). Therefore all soluble by Lie∗(p) normal subgroups
of A are actually Lie∗(p) subgroups of Inn(L). Our statement follows.

We need two more auxiliary results on Lie∗(p) groups.
Lemma 115. Let H be a normal subgroup of a group G and assume
that H is a direct product of at most m finite simple groups of Lie
type of rank at most m. Let α be a symmetric subset of G covered by x
cosets of H. If |α| ≥ |H|/y then H has a (possibly trivial) characteristic
subgroup N such that N is contained in α6 and |H/N | ≤ (xy)Cm2 for
some constant C.
Proof. If L is a simple direct factor of H and k = k(L) is the minimal
degree of a non-trivial complex representation of L then by Propo-
sition 76 we have |L| < k C3 m for some absolute constant C. Let
k0 < k1 < .... be the different numbers k(L). Define Hi as the
product of the direct factors L for which k(L) ≥ ki. The Hi are
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characteristic subgroups of H . By our assumptions for all indices i
we have |α2 ∩ Hi| ≥ |α|/x|H/Hi| ≥ |Hi|/xy. By Proposition 75 if
|α2 ∩ Hi| > |Hi|/(ki)1/3 then we have Hi ⊆ α6. Let j be the smallest
index for which this holds. By the above for all i < j we have ki ≤ (xy)3
hence if L is a simple constituent of |H/Hj| then |L| < (xy)Cm. Setting
N = Hj we obtain that |H/N | ≤ (xy)Cm2, as required. 
Lemma 116. Let L = L1 × · · · × Lm be a direct product of simple
groups of Lie type of rank at most r. Let α be a symmetric generating
set of L which projects onto all simple quotients of L. Then αc(m,r) = L
where c(m, r) depends only on m and r.
Proof. We need the following
Claim 117. Let x = (x1, . . . xt) be an element of a product L1×· · ·×Lt
of simple groups of Lie type of rank at most r such that all xi are non-
trivial. Then each element of L1 × · · · × Lt is a product of at most Cr
conjugates of x for an absolute constant C.
For t = 1 this is proved in [42] and the general case is an obvious
consequence.
We prove the lemma by induction on m. It is clear that α2 has
two elements whose first projections are the same, hence α3 contains
a non-trivial element a = (a1, . . . , am) such that a1 = 1. Assume that
ai+1, . . . , am are the projections of a different from 1. By the induction
hypothesis we know that β = αc(m−1,r) projects onto the quotient L/L1.
By the claim each element of Li+1×· · ·×Lm is a product of at most Cr
conjugates of a by elements of β, hence this subgroup is contained in
(α3β2)Cr. Using again the induction hypothesis we see that β projects
onto L1 × · · · × Lm−1 hence L ≤ βLm ≤ (α3β3)Cr. We obtain that
L ≤ α3Cr(c(m−1,r)+1) which completes the induction step. 
Finally we are ready to prove Theorem 10.
Theorem 118. Let α ⊆ GL(n, F ) be a finite symmetric subset such
that
∣∣α3∣∣ ≤ K|α| for some K ≥ 3
2
. Then there are normal subgroups
S ≤ Γ of 〈α〉 and a bound m depending only on n such that Γ ⊆ α6S,
the subset α can be covered by Km cosets of Γ, S is soluble, and the
quotient group Γ/S is the product of finite simple groups of Lie type
of the same characteristic as F . (In particular, in characteristic 0 we
have Γ = S.) Moreover, the the Lie rank of the simple factors appearing
in Γ/S is bounded by n, and the number of factors is also at most n.
Proof. If char(F ) = 0 then our statement follows from Corollary 111
and Lemma 112. Assume that char(F ) = p > 0. Corollary 111 and
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Lemma 112 imply that Λ = 〈α〉 has a normal subgroup ∆ such that
∆/Sol(∆) is in Lie∗(p) and α is covered byKa(n) cosets of ∆ where a(n)
depends on n. Moreover ∆/Sol(∆) is the direct product L1 × · · · ×Lt
of at most n simple groups of Lie type of rank at most n. We set
S = Sol(∆). The proof of our theorem reduces to the following.
Claim 119. The group Λ has a normal subgroup Γ such that ∆ ≥ Γ ≥
S, Sα6 ≥ Γ and α is covered by Km cosets of Γ.
To prove the claim, by Lemma 113 and Proposition 91 we might
as well assume (at the cost of enlarging n and K) that S = {1},
i.e. ∆ = L1 × · · · × Lt. In this case Proposition 114 implies that Λ
has a normal subgroup H of index at most f(n2) such that H is the
direct product of ∆ and C = CΛ(∆). Set γ = α2f(n2) ∩ H . Slightly
adjusting the proof of Proposition 94.(a) we see that γ generates H
and |γ3| ≤ K0|γ| where K0 = K7f(n2).
Denote by Nj the (unique) direct complement of Lj inH . Using The-
orem 77 (as in the proof of Proposition 92) we see that for the quotients
H/Nj ∼= Lj we have two possibilities; either γ3 projects onto H/Nj (in
which case |γNj/Nj| ≥ |Lj |/K20 by Proposition 91) or |γNj/Nj| ≤ Kb(n)0
where b(n) depends only on n. LetH/N1, . . . , H/Ni be the quotients for
which the first possibility holds and which also satisfy |Lj | > Kb(n)+40 .
Since H/C is a direct product of nonabelian simple groups it fol-
lows that conjugation by α permutes the simple factors, therefore it
permutes the subgroups Nj . By an argument as in the proof of Propo-
sition 94.(b) we see that the set
{
N1, . . . , Ni
}
is invariant under conju-
gation by α. Therefore N = N1 ∩ · · · ∩Ni and I = Ni+1 ∩ · · · ∩Nt are
normal subgroups of Λ. By our assumptions γ3 projects onto all simple
quotients of H/N and (γN)/N generates this group. By Lemma 116
we see that γc(n) projects onto H/N where c(n) depends on n. This
implies |α|Kd(n) ≥ |H/N | where d(n) = 2f(n2)c(n).
The subgroup D = I ∩∆ = L1× · · ·×Li is also normal in Λ and we
have H/N ∼= D, hence |α|Kd(n) ≥ |D|. By our assumptions γ projects
onto at most K
n(b(n)+4)
0 = K
e(n) elements of H/I. Since α2 ∩ H ⊆ γ,
the natural isomorphism between H/I and ∆/D implies that α2 ∩ ∆
projects onto at most Ke(n) elements of ∆/D. Using Proposition 93 we
see that α is covered by Ka(n)+e(n) cosets of D. Since |α| ≥ |D|/Kd(n),
Lemma 115 implies that D has a characteristic subgroup Γ contained
in α6 such that |D/Γ| ≤ K(a(n)+d(n)+e(n))Cn2 . The subgroup Γ is normal
in Λ and α is covered by |D/Γ|Ka(n)+e(n) cosets of Γ. Our statement
follows. 
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Theorem 10 does not hold for all K ≥ 1. For example α could be a
subgroup of GL(n, F ) isomorphic to Alt(n). However the structure of
subsets α with |α3| < 3
2
|α| is completely described in Proposition 109.
14. Examples
In this section we give some examples which show that the constant
ε(r) for which Theorem 77 holds must be less than C
r
. It will be con-
venient to rely on [3, Section 3] in describing our examples.
Example 120. Consider the group SL(n, q) where n ≥ 3 (which has
Lie rank r = n − 1). Let H be the subgroup of all diagonal matrices,
this has order (q − 1)n−1. If N denotes the subgroup of all monomial
matrices then N/H ≃ Sn Choose an element s of N projecting onto an
n-cycle of N/H . If e1, . . . , en is the standard basis of Fq
n, consider the
subgroup L1,2 ≃ SL(2, q) which fixes e3, . . . , en. In [3, Theorem 3.1] a
3-element generating set {a, b, c} of L1,2 is chosen. As shown in [3] s, a, b
and c generate SL(n, q) (moreover, the diameter of the corresponding
Cayley graph is logarithmic).
Now s normalises the diagonal subgroup H and it is clear that a, b
and c normalise a subgroup H0 of index (q − 1)2 in H (the group of
diagonal matrices fixing e1 and e2). Our generating A set will consist
of H , a, b, c and s. We claim that∣∣A3∣∣ ≤ |H|(3(q − 1)2 + 58)+ 64 .
It is straightforward to see that∣∣A3∣∣ ≤ ∣∣∣H{a, b, c, s}H∣∣∣+ 57|H|+ 64 .
Since s normalises H we have
∣∣HsH∣∣ = |H|. Since a (resp. b and c)
normalisesH0 we have
∣∣HaH∣∣ ≤ |H|(q−1)2 (and analogous inequalities
hold for b and c) which implies the claim.
Setting q = 3 we obtain the generating set with
∣∣A3∣∣ ≤ 100|A|
mentioned in the introduction.
Clearly, there are many ways in which the above construction can be
extended. For example the full diagonal subgroupH can be replaced by
its characteristic subgroups isomorphic to Cn−1t where t divides q − 1.
This way e.g. we can construct large families of generating sets of
constant growth whenever q is odd.
It would be most interesting to find some essentially different families
of examples of large generating sets of SL(n, q) with constant growth.
The above generating sets of “moderate growth” are “dense” subsets
of the union of a few cosets of some subgroup. This can be avoided.
Assume that q = 2p where p ≥ n is an odd prime. It is well-known that
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all divisors of q − 1 are greater that 2p + 1. Replace H in the above
construction by a subset P ⊆ H of the form ∏n−1{g, g2, . . . , gn} ⊆∏n−1Cq−1 ≃ H which is invariant under conjugation by the cyclic
element s. Now A = P ∪ {a, b, c, s} is a generating set of size roughly
nn−1 with A3 of size roughly nn. It is easy to see that P is far from
being a subgroup of SL(n, q).
15. Appendix
In this appendix we prove rigorously the algebraic geometry facts
used in the paper. For reference we use [27, Sections I.1, I.2, I.7 and II.3],
and also [39, Section I.3]. Besides that, we need Proposition 121, which
is a version of Be´zout’s theorem, stated and proved in [23].
Let F
m
denote the m-dimensional affine space over the algebraically
closed field F , and Pm denote its projective closure. For a locally closed
subset X ⊆ Fm, in this appendix X denotes (as before) the closure of
X in F
m
, and X
Pm
denotes the closure of X in Pm. Similarily, deg(X)
and deg(X) denotes the degrees in the sense of Definition 15, and
degPm(X
Pm
) denotes the degree of the projective variety X
Pm ⊆ Pm in
the sense of [27, Section I.7]. Note, that both notions of degree depend
not only on the isomorphism type of X , but also on the particular
embedding of X into the affine (or projective) space.
Proposition 121 (Fulton, see [23]). Let P,Q be irreducible closed sub-
sets of the projective space Pm, and let Z1, . . . , Zk be the irreducible
components of P ∩Q. Then
degPm(P ) · degPm(Q) ≥
k∑
i=1
degPm(Zi) .
Definitions 11, 12, 13 and 14 are standard, we do not comment on
them. On the other hand, the degree is usually defined for projective
varieties, and in Definition 15 we deal with locally closed subsets of F
m
.
The connection with the usual notions is explained by the following:
Proposition 122. For a locally closed subset X ⊆ Fm we have
dim(X) = dim(X) = dim(X
Pm
) ,
deg(X) = deg(X) = degPm(X
Pm
) .
Moreover, X is irreducible iff X
Pm
is irreducible.
Proof. The last statement follows from [27, Ex.I.1.6]. Then it is enough
to prove the two equalities for irreducible X . So we assume that X is
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irreducible. The equality of dimensions is [27, Ex.I.2.7]. Let L denote
the collection of affine subspaces L ⊆ Fm of dimension m − dim(X).
For all members L ∈ L, the intersection LPm ∩ XPm is either infinite,
or it has at most degPm(X
Pm
) points. Moreover, for almost all L the
intersection L
Pm∩XPm have exactly degPm(XP
m
) points and L
Pm
avoids
the smaller dimensional boundary X
Pm\X . This proves that deg(X) =
degPm(X
Pm). The same argument applied to X completes the proof.

Remark 16 follows immediately from our definition of deg(X), as a
single point has degree 1. Definition 17 and Remark 18 are standard,
we do not comment on them.
Proof of Fact 19. (a), (b) and (c) follows from Proposition 122 and
the analogous statements for projective varieties. (e) follows from [27,
Ex.I.1.6] and from the definition of the dimension.
Combining Proposition 122 with X ∪ Y Pm = XPm∪Y Pm, X ∩ Y Pm ⊆
X
Pm ∩ Y Pm, X \ Y ⊆ XPm \ Y Pm we obtain most of (d), with the
exception of its last equality. Next we consider the intersection(
X × Fm) ∩ (Fm × Y ) = X × Y ⊆ F 2m .
Taking closures in P2m and applying [27, Theorem I.7.7] we obtain the
last equality of (d).
If X and Y are irreducible then X × Y = X × Y is irreducible by
[27, Ex.I.3.15(d)], hence (f) follows from [27, Ex.I.1.6].
Next we introduce two invariants of closed subsets. If Z ⊆ Fm is a
closed set with irreducible decomposition Z =
⋃
i Zi then we define
N(Z) =
∑
i
(d+ 1)dim(Zi) deg(Zi) and D(Z) =
∑
i
ddim(Zi) deg(Zi) .
Let F be the zero set of a polynomial of degree d which does not vanish
identically on Z. By Proposition 121 we have N(Zi ∩ F ) < N(Zi) and
D(Zi ∩ F ) ≤ D(Zi) whenever Zi ( F , therefore N(Z ∩ F ) < N(Z)
and D(Z ∩ F ) ≤ D(Z). To obtain X we start from Fm, and add
the equations of X of degree d one by one, until their common zero
locus becomes X . We obtain that deg(X) ≤ D(X) ≤ D(Fm) =
dm, and the invariant N decreases in each step, i.e. we need at most
N(F
m
) = (d + 1)m equations. One direction of (g) is proved. The
other direction of (g) follows from [39, Section I.3] (the construction of
the Chow variety). 
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Proof of Fact 20. LetX ⊆ F n and Y ⊆ Fm denote the ambient spaces
(see the note after Definition 11), and let π : F
n × Fm → Fm denote
the projection to the second factor. Note that Γf is isomorphic to X
(via the first projection), and f(X) = π(Γf).
We already proved (a) with the exception of the degree estimates
which we postpone for a while.
In the proof of (b) we may (and do) assume that X is irreducible.
If f(X) = A ∪ B were a proper decomposition into closed subsets
then X = f−1(A) ∪ f−1(B) would also be a proper decomposition, a
contradiction. Hence f(X) is also irreducible. By [27, Ex.II.3.19(b)]
the subset f(X) contains a dense open subset U ⊆ f(X). It remains to
estimate deg(f). Let L ⊆ Fm be an affine subspace of dimension m−
dim
(
f(X)
)
which intersects U in exactly deg(U) = deg
(
f(X)
)
points
(see Definition 15 and Fact 19.(a)). Then π−1(L) is an affine subspace,
hence deg(f) = deg(Γf) ≥ deg
(
Γf ∩ π−1(L)
)
. But Γf ∩ π−1(L) is
isomorphic to f−1
(
L
)
= f−1
(
U ∩ L), hence it has at least deg (f(X))
connected components. This implies that deg(f) ≥ deg (f(X)), (b) is
proved.
Next we prove (c). We know that f−1(T ) is isomorphis to Γf ∩
π−1(T ), and π−1(T ) = F
n × T have degree deg(T ) by Fact 19.(d).
Then deg
(
f−1(T )
) ≤ deg(T ) deg(f) by Fact 19.(d). In the spacial
case T = {y} we obtain deg (f−1(y)) ≤ deg(f), which completes the
proof of (c).
The closed complement considered in (d) is the union of a number
of the locally closed subsets of (a), hence its degree bound follows
immediately from (a). So (d) is proved.
[27, Ex.II.3.22(b)] contains the inequality of (e) as well as the open-
ness and denseness of Xmin. The difference X \ Xmin is the inverse
image of the union of a number of the locally closed subsets of (a),
hence its degree bound follows from (a) and (c). This proves (e).
In (f), the graph of the restricted morphism f
∣∣
S
is Γf ∩(S× Fm). By
Fact 19.(d) it has degree at most deg(Γf) deg
(
S×Fm) = deg(f) deg(S).
Moreover, if S is an irreducible component of X then the graph of f
∣∣
S
is the corresponding component of Γf . This proves (f). 
Proof of Fact 20.(a), counting the sheep. First we bound the number
of the parts in the partitions of Z. In the proof we partition Z ′j in at
most d+1 steps. In the very first step we subdivide Z ′j into (d+1)
2+2
parts, and the algorithm stops in two of them. Suppose that C is a
partition class constructed before the (l−1)-th polynomial division and
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the algorithm did not stop in C. Before the l-th division we subdivide
C into d+2 parts, in one of them the algorithm stops, in the other d+1
it continues. Altogether we cut Z ′j into at most 2 +
∑d
l=1(d + 1)
l+1 ≤
(d+2)d+1 pieces, and we repeat this cutting less than (d+1)k+1 times.
Hence we obtain altogether at most (d + 2)(d+1)((d+1)
k+1−1) parts Zi.
Finally we cut each Zi again into at most d+ 2 parts.
Let p(t, x) and q(t, x) be polynomials of t-degree at most d and x-
degree at most e. We divide by the leading t-coefficients, then all t-
coefficients are rational functions of degree at most (with nonstandard
notation) e/e. We do polynomial division: both the quotient and the
remainder have coefficients of degree at most e2/e2. We run Euclid’s
algorithm for p and q. We do at most d divisions. In each quotient
and in each remainder the t-coefficients have degrees at most e2
d
/e2
d
.
Then we multiply through with the denominators.
In the proof of Claim 21.(a) we run Euclid’s algorithm at most (d+
1)k+1 − 1 times. So each polynomial we encounter (including the Pi)
has t-degree at most d and x-degree at most d((d+1)
k+1−1)2d , hence their
total degree is at most d(d+1)
k+12d . In the proof of Claim 21.(b) each
Zi is subdivided into at most d+2 locally closed subsets defined via the
vanishing or non-vanishing of several k-variate polynomials of degree
at most d(d+1)
k+12d .
In the proof of Fact 20.(a) we start from f(X) (which has degree
at most deg(f)), and apply Claim 21 at most dim(X) + deg(f) − 1
times. Each time we subdivide each locally closed subset into at most
Φ
(
Φ
(
. . .Φ
(
deg(f)
))
. . .
)
pieces and each piece is defined with equa-
tions of degree at most Φ
(
Φ
(
. . .Φ
(
deg(f)
))
. . .
)
. At the end we obtain
altogether at most D locally closed parts and their degrees are at most
D (see Fact 19.(g)).
Finally, in Fact 20.(d) the subset in question is the union of a number
of the locally closed subsets of (a), and the subset in Fact 20.(e) is the
inverse image of such a union. Hence their degrees are at most D2 and
D2 deg(f) respectively. 
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