Abstract-In network coding applications over packet networks, the intermediate nodes have to buffer incoming packets for encoding as they arrive asynchronously. In common buffering models, all of the buffered packets within current generation are not flushed until the generation expires, which causes unnecessary buffering overhead. In this paper, we show that some of the buffered packets can be released as coded packets are sent out. We propose a scheduling algorithm which refers to local routing information to decide when to release buffered packets, and implement the algorithm as an add-on to two typical buffering models. Simulation results show that our scheme can reduce about 50% buffer consumption, and only suffered a throughput loss less than 5% optimal throughput. Meanwhile, as less packets are involved in the encoding process, we also observe a reduction of 30% ∼ 55% on encoding overhead.
I. INTRODUCTION
Since studied in [1] [2] , network coding has proved useful in many areas, especially in peer-to-peer networksand wireless networks. However, implementation of network coding at the network layer in wired networks [3] [4] remains a challenging problem since the computation and memory overhead is considerable to the benefits of coding.
The practical issues of implementing network coding over packet networks were first considered in [3] , and a simple but robust system for network coding was proposed. In this system, the data to be transmitted is divided into several generations, which are composed of blocks of the same length, and encoding is restricted within the blocks of the same generation. For simplicity and robustness considerations, each packet is supposed to carry one coded block and its global coding vector as well. Incoming packets are buffered at the intermediate nodes, so that once the outgoing link is available, a random linear combination of buffered packets is sent out.
In order to generate linearly independent packets, it is suggested to hold all the incoming packets for encoding until the generation expires. Therefore, the buffering overhead is proportional to the generation size. This introduces safety problems since routers, as the intermediate nodes of wired network, have no control in setting the generation size. Meanwhile, a larger generation is necessary to fully exploit the benefits of network coding [3] . But memory is a limited resource for routers because they are usually responsible for allocating buffers to many traffic flows. The effect of finite memory on the throughput has been analyzed in [5] . The analysis is based on a fixed sized buffering model, in which an intermediate node can hold at most a constant number of packets for each generation. The result shows that, for a simple two-link tandem network, a small amount of memory is enough to approach the optimal throughput. However, the result is based on a discrete-time network model which is kind of synchronized. For a large scale real packet network, where packets experience random delays, delay jitters and burst of transmissions, a small fixed buffer may cause considerable throughput loss.
To reduce the buffering overhead of practical network coding, a simple idea is to release the buffered packets as early as possible. As coded packets are sent out, the packets in the buffer are less innovative to the downstream nodes, therefore, some buffered packets can be released. As an example, in the butterfly topology (Fig. 1) , the intermediate node v can release at least one buffered packet once a coded packet is sent out. The problem is that we have to carefully decide when and which packets could be released, in case that innovative ones are discarded.
In [6] , the authors exploit this idea to reduce the buffering overhead for source node. For intermediate nodes, however, things are different, since each of them only has partial information of the source message and a dedicated ACK to the intermediate node is impractical.
In this paper, we propose a simple scheduling algorithm which refers to local routing information to decide when a buffered packet can be released. This algorithm can be applied to both aforementioned buffering models to reduce the buffering overhead. And for the unlimit-sized buffering model, the algorithm also makes the buffering overhead less sensitive to the choice of generation size. Simulation results show that the proposed algorithm reduces about half buffering overhead, and only suffered a throughput loss of no more than 5% of optimal throughput. This paper is organized as follows. We briefly go through the practical system for network coding and buffering models in section II and present our scheduling algorithm in section III. Its efficiency is verified in section IV by simulations. We conclude this paper in section V.
II. PRACTICAL NETWORK CODING SYSTEM OVER PACKET NETWORKS

A. Framework of Practical Network Coding System
Let G(V, E) be the directed graph representing a communication network, where V denotes the set of nodes, and E denotes the set of edges with each edge representing a link. Let c(e) denote the available bandwidth of link e. A multicast session is given by one information source s ∈ V and a set of receivers T ⊂ V \{s}.
In this paper, we use the practical network coding framework which is proposed in [3] [7] . In this framework, the data to be transmitted is divided into several generations, which are sets of blocks of equal length and linear combination is restricted to the blocks belonging to the same generation.
Suppose each generation is composed of h blocks. Here h is called the generation size. And block i, i ∈ {1, 2, · · · , h}, has 
So each packet actually represents a linear equation of the source information symbols. At each node, coded packet is generated as a linear combination of the incoming packets. Both coded blocks and coding vectors participate in the linear combination, therefore the linear equation still holds. A packet is said to be innovative with respect to a set of packets if its coding vector is linearly independent to these packets' coding vectors. And we often refer to a packet as its coding vector.
For each receiver t ∈ T , there is a network flow f t (e) ≤ c(e) from s to t, so that f t (e) innovative packets are transmitted through e per unit time. As the character of linear network coding, it is sufficient to transmit g(e) = max t∈T f t (e) packets through this link per unit time.
The coefficients of linear combination are chosen randomly from finite field F q , and it is proved in [8] that if the field size is large enough, the probability that each receiver will receive h linearly independent coding vectors to decode the source message can be arbitrarily close to 1. For practical use, the finite field F 2 8 is usually sufficient [3] .
For simplicity, we suppose that there is a perfect feedback scheme between source and receivers, such as the proposed scheme in [6] , so that once the receiver is able to decode, the source is acknowledged. In this way, the source node keeps sending out coded packets until all receivers are able to recover the source message.
B. Routing Information
In this paper, we suppose the routing problem is solved in advance by some multi-path multicast routing algorithm. So that each intermediate node knows to transmit the coded packets to which outgoing links. As a practical system, it is reasonable to assume only local information is known. An intermediate node does not need to know the entire topology or the packets transmitted through other links. It only knows the routing information of its adjacent links.
If the available bandwidth c(e) of link e is measurable, the flow f t (e) can be calculated by a distributed maxflow algorithm [10] . Actually, routing information is illustrated by {f t (e)|∀t ∈ T, ∀e ∈ E}. Specifically, we say rich routing information is available, if each intermediate node knows the volume of individual flow f t (e) for each t ∈ T and each adjacent link e.
In many cases, the available bandwidth is hard to measure and is varying all the time, so retrieving the maxflow is impossible. For such cases, we assume basic routing information is available, which means we only know whether f t (e) > 0 for each adjacent link e, in other words, whether link e is responsible for transmitting packets to receiver t.
C. Common Buffering Models
As packets arrive asynchronously, they have to be buffered for encoding. So that whenever the outgoing link is available, a linear combination of buffered packets is sent out. And with the help of perfect feedback, we assume the generation expires as long as all receivers correctly decode the generation.
1) Unlimited Buffer Model:
The first buffering model is given by [3] . In their model, an intermediate node is allowed to hold I generations. The oldest generation in the buffer is said to be "current", and outgoing packets are encoded with packets of current generation. Incoming packets which are older than current generation are just discarded. When a packet newer than all the I buffered generations arrives, all packets of the current generation are flushed and the next generation becomes current.
2) Limited Buffer Model: In the limited buffer model, at most K packets are buffered for each generation, and there are two ways to handle buffer overflows [5] :
• as a shift register: the oldest packet is replaced with the new one; • as an accumulator: each buffered packet is updated with a random linear combination with the new packet.
The accumulator usually outperforms shift register in terms of end-to-end throughput, but at the cost of extra encoding overhead. A tradeoff is to update only a few of buffered packets with the new one. In section IV, we use the accumulator to achieve a better end-to-end throughput.
III. SCHEDULING WITH ROUTING INFORMATION
It is easy to see that the buffered packets are less informative as coded packets are sent out. So we can release some of them after some coded packets are sent out, instead of flushing them all until the current generation expires. But at which time a buffered packet could be released?
To simplify the problem, we will suppose rich routing information is available and the system is stable so that during any period of lengthT , which is long enough, there are g(e)T packets transmitted through edge e.
To see how the throughput loss occurs, consider a single receiver t first. As there is no cycles in the the maxflow f t , nodes can be arranged in the topology order so that all links are heading forward, as illustrated in Fig. 2 . For the intermediate node v j , we are interested in the incoming edges E in , outgoing edges E out , and the cut C j−1 and
For any edge set E ⊂ E, let φ(E ) denote the set of coding vectors transmitted through E during one period. A throughput loss occurs at the intermediate node v j , if rank(φ(C j−1 )) ≥ hT and rank(φ(C j )) < hT , where h is the optimal throughput.
If we have an infinite buffer, we can simply buffer all the packets received in the last period, and perform random linear network coding to make sure the throughput loss happens with zero probability. Otherwise, we have to identify how many packets in current buffer are innovative with respect to the packets transmitted through the other edges
Let L t denote the number of innovative packets for receiver t in current buffer. If the finite field is large enough, we can replace the buffered packets with L = max t∈T L t packets which is coded as random linear combinations of current buffered packets, so that there are still L t innovative packets for each receiver t. Therefore, L is the minimum number of packets we have to buffer. If we know the exact value of L t , we can achieve the minimum buffering overhead by always buffering L packets.
The problem is how to estimate the number of innovative packets in current buffer, L t , since we do not know the packets transmitted through
Suppose we have L t > 0 innovative packets in buffer for receiver t. After sending one packet on link e ∈ E out , a quick thought is that L t should be decreased by 1. But this is not always the case because this information carried by this packet may not be able to reach the receiver. Note that there are g(e)T packets transmitted on edge e, among which we can only guarantee f t (e)T packets can reach the receiver. In other words, if we send too many innovative packets through one outgoing link e and release the buffer accordingly, we are not able to send enough innovative packets on the other outgoing links. And the excess innovative packets sent on e may not be able to reach the receiver due to capacity constraints on the next hops. So after sending out g(e)T packets on link e, we can release at most f t (e)T buffered packets.
Based on this idea, we use the fraction f t (e)/g(e) to estimate the degree of innovation of packets transmitted on link e, and allow L t to be fractional, which means, if a packet is sent out through link e, L t is decreased by f t (e)/g(e), and if a packet is received from link e, L t is increased by f t (e)/g(e).
If only basic routing information is known, we have to change the estimation. As there are |{e ∈ E out |f t (e) > 0}| different downstream nodes to receiver t, it is natural to suppose the outgoing flow is evenly distributed among them. Therefore, we estimate each outgoing packet has a probability of 1/|{e ∈ E out |f t (e) > 0}| to be innovative. According to flow conservation, every incoming packet has a probability of 1/|{e ∈ E in |f t (e) > 0}| to be innovative.
The detail of scheduling algorithm is given in Algorithm 1. The function is called whenever a packet is received or a coded packet is sent out. If a coded packet is sent out, the algorithm decides how many packets could be released while preserving the necessary innovation of buffered packets.
Another problem is how to release packets efficiently, since the method mentioned in the previous analysis requires to replace all K buffered packets with K − 1 random linear combination of them. This is equivalent to multiply the hby-K matrix formed by K buffered coding vectors with a Kby-(K −1) random matrix A. It is reasonable to require that A has full rank. So it does not affect the random linear encoding results if we transfer A by elementary column transformations into the form ⎛
Which means it is equivalent to randomly pick up a packet and add its random scalar to the other packets in buffer before releasing it. 
A. Simulation Settings
We implement the network coding system using an eventdriven network simulator written in C++. The topology is generated by BRITE [9] , using the Router BA model with 1000 nodes and 3000 edges. We only consider one multicast session using network coding, and each edge's available bandwidth is uniformly chosen from 1 to 5, indicating how many packets could be transmitted per unit time. To simulate the competing communication flows, we assume that the waiting time for each link to become available subjects to negative exponential distribution.
We randomly pick up one source and 4 receivers to form a multicast session which contains 100 generations of data to be transmitted. The multicast session lasts until all the receivers correctly decode the source information. For each case, 50 random selected sessions are tested.
We consider two types of application scenarios respectively, where either basic routing information or rich routing information is available. The proposed scheduling algorithms are implemented as add-ons to both unlimited buffer model and limited buffer model.
B. Simulation with Basic Routing Information
In most applications, the basic routing information is easy to retrieve. Although we define the basic routing information by individual maximum flows for each receiver, we do not have to find out the exact flows to retrieve this information. We only need to find out whether a link is contributed to each receiver to make the proposed algorithm work.
As only basic routing information is available, we do not have any reference to choose the proper parameter values for the buffering models. The buffer size of limited buffer model is set to 8 packets per generation, which is considered to be moderate in our simulation settings. We set the interleaving length I = 1, for the unlimited buffer model. Although we can achieve a better performance using larger interleaving length, the buffering overhead will be increased by the factor of interleaving length as well. Considering the effect on buffering overhead and throughput, the configuration of generation size h and interleaving length I is equivalent to set generation size to hI and the interleaving length to 1. So we choose this representative value. Fig. 3 shows the average buffering overhead as a function of generation size. We monitor the buffer usage for each intermediate node during the simulation, and report the average buffering overhead per intermediate node. For unlimited model, the buffering overhead grows linearly to the generation size, and with the help of the EarlyRelease scheme, about half memory is saved and the buffering overhead grows slower as generation size increases. For limited model, the proposed scheme also reduces the buffering overhead by half.
The end-to-end throughput of each scheme is given in Fig. 4 . The resulting throughput is normalized according to the optimal throughput, which is the min-cut bound [2] . The result shows that the throughput increases as generation size grows for each buffering model. That is because the throughput loss is mainly caused by delay spread which could be recovered by a larger generation ( [3] ). For larger generation size, the probability of generating linearly independent packets is bigger too. As a price of reducing buffering overhead, the proposed scheme causes extra throughput loss for both models. The result shows that the throughput loss is no more than 5% of optimal throughput, which is considered acceptable.
Another observation from the results is that the limited buffer model is surprisingly good that it achieves a high throughput with very small buffering overhead. In this case, we argue the contribution of the proposed scheme in two folds. First, the buffering overhead is further reduced with the early release algorithm. Considering the relationship between throughput loss and delay spread, we can achieve a higher throughput by exploiting the saved memory space to store more interleaving generations. Secondly, the limited buffer model is inefficient in dynamic environment where the link's available bandwidth changes intensely and delay jitters are common. To simulate such situation, we suppose the available bandwidth of links subject to normal distribution with the mean value c(e) and on condition that its value lies in the range of (0, 2c(e)). Fig. 5 shows the normalized throughput as a function of the standard deviation of the normal distribution. The result shows that, as the link bandwidth changes more intensely, the performance of limited buffer models drops faster than unlimited models. Fig. 6 shows the encoding overhead as a function of generation size. We count the number of multiply operations at intermediate nodes for different buffering models. The Early Release scheme affects the encoding overhead in two opposite aspects: less packets are involved in the linear combination; but extra encoding are introduced to release a packet from buffer. Since we can not identify which packet is innovative to which receiver, we can not simply drop a packet. The operation proposed in section III to release one packet will take O(K) linear combinations of two packets, where K is the number of packets in buffer. Meanwhile, a simple analysis shows that the total encoding complexity of unlimited buffer model and limited buffer model as an accumulator is O(h 2 ) and O(K 2 h) respectively, where h is the generation size. Therefore the extra encoding overhead is relatively small compared with the reduction on the number of involved packets, which is verified 
C. Simulation with Rich Routing Information
If the available bandwidth of each link is measurable, we can find out the individual flows by running a distributed maxflow algorithm. And therefore, each intermediate node acquires the individual flows of its adjacent links, which is the rich routing information we referred to in our scheduling algorithm.
Since rich routing information is available, we can choose the proper parameter values for the buffering models. The buffer size of limited buffer model is set to h packets per generation, where h is the maximum flow indicating how many innovative packets can be delivered to receiver per unit time. For unlimited buffer model, we use h as the underlying generation size, and set interleaving length I accordingly so that hI equals the generation size set by source node. Fig. 7 and Fig. 8 respectively show the buffering overhead and throughput for the case when rich routing information is available. Compared with basic routing information case, the scheduling algorithm with more specific routing information achieves a higher throughput with even less buffering overhead.
V. CONCLUSION
This paper proposes a scheduling algorithm to decide the right time to release the buffered packets. Therefore, some of the buffered packets can be released before the expiration of the generation. According to the simulation results, even if only basic routing information is available, this scheduling algorithm can reduce the buffering overhead by half for both buffering models. At the same time, the computation overhead is reduced to 45% ∼ 70%. The extra throughput loss caused by this algorithm is no more than 5% optimal throughput and much less if rich routing information is available.
For future research, advantage of the local routing information may be taken to help reducing the number of packets involved in random linear combination and identifying the nodes which do not need to perform encoding operation. Moreover, it is interesting to combine the scheduling problem and routing problem to reduce the overhead of implementation of network coding.
