In this paper, a method for non-parallel sequenceto-sequence (seq2seq) voice conversion is presented. Disentangled linguistic and speaker representations are learned in proposed method. Specifically, acoustic features are assumed that they could be factorized into linguistic and speaker related information. And voice conversion can be achieved by preserving the linguistic representation of source utterance while replacing the speaker representation with the target one. Our model is built under the framework of encoder-decoder. Encoders are used to extract hidden representations, which the decoder uses for recovering acoustic features. For learning disentangled linguistic representations, we proposed two strategies. First, additional text inputs are introduced for generating embeddings with audio inputs jointly. And hidden embeddings of text inputs are used as the reference for those of audio inputs. Second, an adversarial training method is adopted to further wipe out speaker related descriptions from the linguistic embeddings of audio signals. Meanwhile, speaker representations are extracted by a speaker encoder. Both the encoder for extracting linguistic representations from audio and the decoder themselves are built with seq2seq network. Therefore there is no constrain of the frame-by-frame conversion in our proposed method. For training the model, a strategy that consists of two stages is adopted. At the first stage, our model is pre-trained on a multi-speaker dataset. Then it is finetuned on the dataset of a specific conversion pair at the second stage. Experiments were conducted to compare the proposed method with both parallel and non-parallel baselines. The experimental results showed that our method obtained higher similarity and naturalness compared to the top rank method in Voice Conversion Challenge 2018, which is a nonparallel baseline. And the performance of proposed method was closed to the state-of-art seq2seq based parallel baseline. Ablation tests were also conducted to validate the proposed strategies for disentangling and pre-training.
I. INTRODUCTION
V OICE conversion (VC) aims at converting the input speeches of a source speaker to make it as if uttered by a target speaker without altering the linguistic content [1] , [2] . Voice conversion has wide applications such as personalized text-to-speech synthesis, entertainment, security attacking and so on [3] - [5] .
The methods for VC can be divided into parallel and nonparallel ones [6] . Parallel VC methods are built based on the parallel training data, which contains utterances of the same J.-X. Zhang linguistic content uttered by different persons. Acoustic model that maps the acoustic features of source speaker to those of target can be learned directly when they are aligned. Joint density Gaussian mixture model (JD-GMM) [3] , [7] , [8] , deep neural network (DNN) [9] - [11] and recurrent neural network (RNN) [12] , [13] based acoustic modeling were proposed for VC. Recently, sequence-to-sequence (seq2seq) neural network [14] - [17] based VC has been proposed. And it achieved higher naturalness and similarity than conventional frame-by-frame based method [18] - [20] .
Non-parallel VC is difficult but more valuable in practice because the parallel training data of different speakers is difficult to collect. Methods for non-parallel VC can be roughly divided into two categories. The first type of approaches handle the non-parallel VC by converting it into the parallel situation for learning the mapping function, such as generating parallel data through text-to-speech synthesis (TTS) [21] , frame-selection [22] , INCA [23] , [24] and recently proposed CycleGAN based VC [25] - [27] . On the other hand, second type of approaches try to factorize linguistic and speaker related representations explicitly from acoustic features [28] - [36] . During conversion, the linguistic content of source speaker is preserved while speaker related feature is processed into that of target. By contrast, for parallel VC, the conversion of speaker identity from the source to the target one is accomplished by black box of acoustic feature mapping. The linguistic and speaker related representations are not defined or extracted explicitly.
The recognition-synthesis approach is one of most popular method for achieving non-parallel VC [29] - [32] . Typically, it concatenates a automatic speech recognition (ASR) model for extracting linguistic information and a speaker-dependent synthesis model for generating voice of the target speaker. Despite its success, conventional recognition-synthesis method has several deficiencies. First, an extra ASR model is required for extracting linguistic descriptions. And it is usually trained alone without optimizing with the synthesis model jointly. Second, speaker related information may still exist in linguistic representations extracted from ASR model, which is only trained with a text classification loss. Therefore, the disentangling of linguistic and speaker information is insufficient due to no explicit consideration. Third, most methods are constrained by the frame-by-frame conversion thus could not enjoy the advantage of seq2seq learning for flexible durational modification.
In this paper, inspired by the recognition-synthesis ap- proach, a non-parallel seq2seq VC method with disentangled linguistic and speaker representations is presented. We assume that acoustic features are produced from combination of the speaker-invariant linguistic representations and contentinvariant speaker representations. A seq2seq recognition encoder and a speaker encoder are used for extracting linguistic and speaker representations respectively. A seq2seq decoder is used for recovering acoustic features from the combination of them. For the waveforms recovery, a WaveNet vocoder is adopted [37] . Fig. 1 (a) depicts our assumption at training time and Fig. 1 (b) shows the conversion process of our proposed method. For learning speaker-irrelevant linguistic representations, two strategies are proposed. First, another branch of text inputs and corresponding text encoder are introduced. The linguistic embeddings from text inputs are adopted as the references for those from audio inputs, which are expected to steer the outputs of recognition encoder towards pure linguistic space. Second, an adversarial training strategy is further adopted for dispelling speaker related descriptions from the linguistic representations. A two-stage training strategy is proposed. Specifically, the model is pre-trained on a multispeaker dataset at the first stage. Then it is finetuned on the dataset of a conversion pair for adaptation.
Experiments were conducted to compare our proposed method with both parallel and non-parallel VC baselines objectively and subjectively. The experimental results showed our proposed method achieved high quality voice conversion in term of similarity and naturalness. It surpassed the top rank system in Voice Conversion Challenge 2018 (VCC2018), which is a non-parallel baseline. And it's close to the state-ofart seq2seq parallel baseline. We also performed the ablation tests to confirm effectiveness of the strategies for disentangling and pre-training used in our proposed method.
II. RELATED WORK

A. Recognition-synthesis based voice conversion
Miyoshi et al. proposed a seq2seq learning method for learning the conversion of context posterior probabilities within phonemes based on recognition-synthesis VC. And a jointly learning method for the recognition and synthesis model was also presented [30] . An any-to-any voice conversion framework was proposed based on multi-speaker synthesis model conditioned on the i-vectors and the outputs of ASR model [32] . One of the most successful recognition-synthesis based method is Liu's one [31] , which used thousands of hours training data for ASR model and WaveNet vocoder for waveform recovery. Their method achieved the top rank in Voice Conversion Challenge 2018.
Compared to Miyoshi's method, our method do not use a separate conversion model for converting linguistic representations from the source one to the target. By contrast, we assume one uniform linguistic space, which is speakerinvariant. During training, acoustic features are compressed to linguistic representations which have the equal length to that of text labels. In contrastive to other conventional recognition-synthesis based VC method [29] , [31] , [32] , the recognition encoder and the seq2seq decoder in our model are optimized jointly. Disentangled linguistic and speaker related representations are also proactively learned in our proposed method.
B. Auto-encoder based voice conversion
Auto-encoder (AE) and variational auto-encoder (VAE) based VC [34] , [35] have also been studied in recently year. Saito et al. proposed to use phonetic posteriorgrams (PPGs) for improving VAE based VC [33] . Several studies proposed auto-encoder based VC with adversarial learning of hidden representations against speakers information [36] , [38] , [39] . Polyak et al. tried to incorporating attention module between a WaveNet based encoder and decoder [38] . However, it degraded the mean opinion score (MOS) in evaluation.
Compared to unsupervised learning of hidden representations in auto-encoder based VC, our method uses the supervision of referred text labels for training the recognition encoder. For learning disentangled representations, in additional to adversarial training, our method proposed a novel strategy of joint embedding with text inputs. And linguistic representations from text inputs are expected to provide references for those from audio inputs. Also, in contrastive to the frame-byframe auto-encoding in most of previous work, joint training of the recognition encoder and the decoder in proposed method can be view as a sequence-level auto-encoder.
C. Voice cloning
Voice cloning is a task that learns the voice of unseen speakers from a few speech samples for text-to-speech synthesis [40] - [42] . Unlike voice conversion, voice cloning takes texts as model inputs and does not need to generalize to unseen audios. Audio signals used as source inputs of VC task contains more complex information, especially the speaker identity. The speaker information involved in linguistic representations may undermine the similarity of converted voice if it's not processed appropriately. Therefore, carefully disentangling acoustic features into linguistic and speaker information is important for achieving high quality VC in proposed method. While linguistic information is directly accessible in voice cloning. Notably, we expect that techniques developed for voice cloning, such as methods for generating better speaker embedding, could be incorporated with proposed method for achieving one or few shot learning for VC in future.
III. PROPOSED METHOD A. Overall structure of proposed method
The proposed model contains five components, which include a text encoder E t , a recognition encoder E r and a speaker encoder E s for embedding the inputs into hidden representations, an auxiliary classifier C s for adversarial training, a seq2seq decoder network D a for recovering acoustic features.
Overall architecture of the model is presented in Fig. 2 . The function of each module is described as follows
Text encoder E t : Text encoder processes the text inputs into linguistic hidden embeddings as H t = E t (T ), where T = [t 1 , . . . , t N ] denotes one-hot encoded text inputs and H t = [h t 1 , . . . , h t N ] denotes hidden embeddings. N represents the length of text inputs and hidden embeddings. The linguistic hidden representations are expected to be unrelated to the speaker identity. Texts obviously contain no speaker related information. Intuitively, learning linguistic representations similar to those from text inputs could encourage them to be speaker-invariant. Therefore, we propose to introduce a secondary input branch of texts. The text inputs are encoded by the text encoder and share the same decoder as that for voice conversion. The text encoder is built with stacks of convolutional neural network (CNN) followed by a bidirectional LSTM [43] and a fully connected layer on the top.
Recognition encoder E r : Recognition encoder accepts acoustic features A = [a 1 , . . . , a M ] as inputs and predicts sequence of text labels T , where M presents the length of acoustic sequence. The outputs of pre-softmax hidden layer are extracted to generate linguistic hidden embeddings as
denotes linguistic hidden embeddings. The recognition encoder is based on the seq2seq neural network to align the input and output sequence automatically. Since one text label (such as phoneme) usually corresponds to tens of acoustic frames, we have M >> N . And the encoding can be viewed as a compression process. During training stage, the obtained linguistic hidden sequence has the equal length to the sequence of text labels. Therefore, the length of H r is not affected by the speaking rate of input utterance. H r should reside in the same linguistic space as H t and contain only information of linguistic content. The encoder of E r is based on Pyramid BLSTM [44] and the attention based decoder of E r is one layer LSTM.
Speaker encoder E s : Speaker encoder embeds the acoustic sequence into a hidden vector which is discriminative to the speaker identities as h s = E s (A). The speaker embedding should contain only speaker-related information. Our speaker encoder is built with stacks of BLSTM followed by an average pooling and a fully connected layer.
Auxiliary classifier C s : Auxiliary classifier is trained to predict the speaker identity from the hidden embedding of the audio input asP s = C s (H r ), whereP s = [p s 1 , . . . ,p s N ] is a sequence each frame of which is predicted probability distribution for speakers. C s is introduced for the adversarial training strategy for further dispelling speaker representations remained in linguistic embeddings H r . On one hand, C s is trained to identify the speaker information from H r . On the other hand, it's used as a critic for E r , which makes an opposite effort on removing speaker information in H r . The auxiliary classifier is built with a DNN and performs a frameby-frame classification.
Seq2seq decoder D a : Seq2seq decoder recovers the acoustic feature sequence from combination of the linguistic em- bedding and the speaker embedding asÂ = D a (h s , H t ) orÂ = D a (h s , H r ), depending on performing either the text-to-speech or voice conversion task respectively.Â = [â 1 , . . . ,â M ] represents the reconstructed acoustic feature. During each training step, the embeddings from text inputs or audio inputs is fed into the decoder alternatively. It can be view as a decompressing process in which the linguistic contents are transformed back into acoustic features conditioned on the speaker identity information. The seq2seq decoder is based on a seq2seq network that resembles the Tacotron model [45] , [46] .
For generating linguistic embeddings from acoustic feature sequences, we use three supervisions. First, hidden embeddings of the recognition encoder are used to predict the text labels. Second, hidden embeddings of the recognition encoder outputs are pulled closely to outputs of the text encoder using a contrastive loss L CT . Third, adversarial training strategy is adopt to dispel the speaker information. For generating speaker embeddings, the speaker encoder is trained only by a loss of predicting the speaker identity without affecting by other components of the model. For reconstructing acoustic features, we use a L 1 loss between the predicted and the target features. Meanwhile, a binary end flag of acoustic features generation is predicted by the decoder. Next, we will describe the training losses of proposed model in details.
B. Generating linguistic representations
1) Text labels classification: The recognition encoder is a seq2seq transducer that maps the input acoustic feature sequence into the sequence of text labels and linguistic representations. And it is trained with a cross entropy loss, which is denoted by L T C . We have
where W is a matrix of trainable parameters of E r and CE represents the cross entropy loss function. H r is extracted by the recognition encoder as the linguistic representations for further processing.
2) Embedding similarity with text inputs: The hidden embeddings from audio inputs should be similar to those from text inputs if they share the same linguistic space, i.e. H r H t . To achieve this, a contrastive loss is introduced to pull the embeddings of audio inputs to be close to the corresponding text inputs while separate those are non-corresponding as
I mn is the element of an indicator matrix where I mn = 1 if m = n, otherwise I mn = 0. d mn is a distance metric defined as
It measures the distance between the m-th and n-th embeddings in the sequence of hidden representations from audio and text respectively. During experiments, we found to separate non-corresponding embeddings in the second term of Eq. (2) is necessary. If it's omitted, each frame of hidden representations will tend to fall into the same value and the model will be unable to converge. The contrastive loss has been proposed for feature mapping [47] , lip sync [48] and learning joint word embedding space from audio and video inputs [49] .
3) Adversarial training against speaker classification: C s is trained with a cross entropy loss L SC between the predicted probabilities and the target labels as
where p s is one-hot label of the speaker identity s. Meanwhile, the recognition encoder is optimized to the opposite goal trying to fool the auxiliary classifier to make an equal probabilities prediction between speakers. The recognition encoder is trained with an adversarial loss L ADV as
where e = [1, . . . , 1] is a vector with all elements equal to 1. While updating parameters of the recognition encoder, C s is frozen for only passing the gradient of adversarial loss through. If the speaker representations are completely dropped from linguistic hidden embeddings and the training dataset is speaker-balanced, the auxiliary classifier should assign approximately equal probability to each possible speaker and we should have L ADV ≈ 0. Similar loss function is used for disentangling person identity and word space from videos [49] .
C. Generating speaker representations
In parallel to producing linguistic embeddings, speaker embeddings are extracted from acoustic features by the speaker encoder. The loss of the speaker encoder E s a is calculated by
where V is the trainable parameters of E s a . Once the speaker embedding is obtained, it is L 2 normalized and fixed as constant vector when passed through the decoder. Therefore, the speaker encoder is only optimized by the objective of speaker classification without being influenced by further process of speaker embeddings. Based on our experiments, this method can generate consistent speaker embeddings from different utterances of the same speaker. Hence, we do not pose other loss for removing linguistic related information in speaker embeddings.
D. Recovering acoustic features
Acoustic features are eventually recovered from the combination of the linguistic hidden sequence H r or H t and speaker embedding h s via the seq2seq decoder, depending on the branch of inputs. h s is L 2 normalized and repeated to the same length as the linguistic sequence. Then they are concatenated and fed to the seq2seq decoder D a . The prediction of acoustic features is penalized by a L 1 loss as
Algorithm 1 Pre-training algorithm using a dataset containing S speakers. Initialization:
For predicting the end of the sentence to complete the acoustic features generation at conversion time, the hidden state of the seq2seq decoder is projected to a scalar followed by sigmoid activation. A binary cross entropy loss L ED is used for training.
E. Training strategy
In this section, we summarize the training process of the proposed model. The training process has two stages. At the first stage (i.e., pre-training stage), the model is trained on a large multi-speaker dataset which contains triplets of text transcription, audio and label of speaker identity. Then it is finetuned on a specific conversion pair at the second stage (i.e., adaptation stage). The pre-training stage allows our model to make use of large multi-speaker dataset to improve the generalization ability. The adaptation stage further improves the performance of the model on the specific conversion pair. We should notice that our model is capable of performing manyto-many VC if we simply increase the number of speakers during adaptation. But we concentrate on voice conversion of one specific conversion pair in this paper.
In summary, there are totally 7 losses for proposed method. They are the loss for text labels classification L T C , , the contrastive loss for jointly embedding with text inputs L CT , the losses for adversarial training L ADV and L SC , the loss for training speaker encoder L SE , the losses for reconstructing acoustic features L RC and L ED . The training loss of the model is leveraged through weighting factors. Weighting factors w adv , w ct , w sc are introduced for L ADV , L CT , L SC respectively. For other losses, the weighting factors are set as 1 heuristically. The parameters of the five components in our proposed model are denoted by θ E t , θ E r , θ E s , θ C s and θ D a . Linguistic representations from audio and text inputs are alternatively fed into the seq2seq decoder during training. The training algorithm at pre-training stage is summarized and presented by pseudo-code as shown in Algorithm 1.
The training in the adaptation stage basically follows the Algorithm 1. The training data is replaced by those of the specific conversion pair and the number of speakers is reset as S = 2. Two trainable speaker embeddings are introduced for these two speakers and the speaker encoder E s is dropped. For initialization, we average h s , i.e. the outputs of speaker encoder, on the training utterances of two speakers respectively. Also, the softmax layer for multi-speaker classification is substituted with a scalar output layer with sigmoid activation for the binary speaker classification.
IV. EXPERIMENTS A. Experiment conditions
In our experiments, CMU ACRTIC dataset [50] were used in the adaptation phase of proposed method. One female (slt) and one male (rms) speaker were selected. The evaluation and test set both contained 66 utterances. Non-parallel training set with 500 utterances for each speaker was constructed by selecting non-overlapped utterances. In order to compare our method to parallel VC baselines, 500 parallel utterances are also selected as the parallel training set. For pre-training of proposed method, VCTK multi-speaker dataset [51] was adopted. 99 speakers were selected, 10 utterances and 20 utterances of each speaker were remained for evaluation and test set respectively. The rest of utterances were used as training samples.
For acoustic features, 80-dimensional Mel-spectrograms were extracted every 12.5 ms and the frame size for shorttime Fourier transform (STFT) is 50 ms. Mel-spectrograms were then scaled to logarithmic domain. For text labels and the inputs of the text encoder, we generated phone transcriptions using the grapheme-to-phoneme model of Festival 1 . Our model was implemented with PyTorch 2 . The Adam optimizer [52] was used and the training batch size was 32 and 8 respectively for the pre-training and adaptation phase respectively. The learning rate was fixed to 0.001 for about 80 epoches during pre-training and it was halved every 7 epoches during adaptation stage. The weighting factors were tuned on the evaluation set of multi-speaker data and were determined as w adv = 1000, w ct = 30, w sc = 0.1.
The details of structure of our model are summarized in the TABLE I. For the seq2seq recognition encoder E r during inference, we used the beam search with a width of 10. The WaveNet vocoder predicted µ-law companded and 10-bit quantified waveforms. The structure and training of WaveNet followed our previous work [31] . Audio samples of our experiments are available at https://jxzhanggg. github.io/nonparaSeq2seqVC/.
B. Baseline methods
Four baseline methods were built for comparison with our proposed method. Two of them adopted parallel training and the rest adopted non-parallel training. The details of four baselines are described as follows.
DNN: Parallel VC method based on a DNN acoustic model. 41-dimensional Mel-cepstral coefficients (MCCs), 5dimensional band aperiodicities (BAPs), 1-dimensional fundamental frequency (F 0 ), their delta and accelerate features were extracted as acoustic features. We built our model using Merlin open source toolkit 3 [56] and the DNN contained 6 layers with 1024 units and tanh activations per layer. WORLD vocoder [57] was adopted for waveform recovery.
Seq2seqVC [18] : Parallel VC method based on a seq2seq model. 80-dimensional Mel-spectrogram features were adopted as acoustic features and bottleneck features were used as supplementary input. Bottleneck features were linguistic related descriptions extracted by an ASR model, which was the same as that used in VCC2018 baseline. WaveNet vocoder was used for waveform recovery. Previous study proved it achieved better performance than the frameby-frame based VCC2018 method [18] . Best metrics obtained among parallel and non-parallel VC methods are highlighted with bold fonts respectively. "para" and "non-para" represent parallel VC and non-parallel VC respectively. [25] : Non-parallel VC method based on Cy-cleGAN. MCCs, BAPs and F 0 were used as acoustic features. CycleGAN was trained for converting MCCs and F 0 trajectories were converted by Gaussion Mean Normalization [58] . BAPs were not converted. WORLD vocoder was used for waveform recovery. We tried to adopt WaveNet vocoder for waveforms recovery. However, the reconstructed voice was noisy and the quality was not as good as that of WORLD vocoder.
VCC2018 [31] : Non-parallel VC method based on conventional recognition-synthesis approach. The ASR model was trained on about 3000 hours of external dataset [18] . Then bottleneck features were extracted from the built recognition model as linguistic descriptions for the inputs of synthesis model. For acoustic features, MCCs, BAPs and F 0 features were used and WaveNet vocoder was adopted for waveform recovery. This method achieved the top rank in non-parallel task of Voice Conversion Challenge 2018.
C. Comparison with baseline methods
1) Objective evaluations: For evaluating baseline methods and proposed method objectively, we computed Mel-cepstrum distortion (MCD), root of mean square errors of F 0 (F 0 4 https://github.com/leimao/Voice Converter CycleGAN RMSE), voice/unvoice error rate (VUV) and the Pearson correlation factor of F 0 (F 0 CORR) as metrics. To investigate the effect of durational modification of the proposed method, we also computed the average absolute differences between the duration of the converted and target utterances (DDUR) as in our previous work [18] . When computing DDUR, the start and end silence of utterances were dropped.
Because Mel-spectrograms were adopted as acoustic features in Seq2seqVC baseline and proposed method, it's not straightforward to extract F 0 and MCCs features from the converted acoustic features. Therefore, the MCCs and F 0 were extracted from the waveform of converted utterances using STRAIGHT [59] . Then they were aligned to the reference utterance by dynamic time wrapping using MCCs features.
Metrics in both rms-to-slt and slt-to-rms conversion were calculated on the test set. Results are reported in the TA-BLE II. As we can see from the table, among the parallel VC method, Seq2seqVC achieved better performance compared to the DNN baseline. For non-parallel based VC, our proposed method achieved lowest objective errors. The lower DDUR metrics than frame-by-frame baselines proved that proposed method achieved better durational modification, even lacking in parallel training data. The performance of propose method was close to but still worse than the Seq2seqVC method in spectral and F 0 estimation. For durational conversion, Seq2seqVC baseline outperformed other methods by a large margin. It is because that Seq2seqVC method made use of the supervision from paired utterances for learning the mapping function at utterance level. While our method can only obtain speaking rate information from the speaker embedding. Generating more informable speaker embeddings on speaking rate worths further exploration in future.
2) Subjective evaluations: Subjective evaluations in term of both naturalness and similarity were also conducted. 20 utterances in test set were randomly selected. And they were presented to listeners in random order, who were asked to give a 5-scale opinion score (5: excellent, 4: good, 3: fair, 2: poor, 1: bad) on both naturalness and similarity of converted utterances. The evaluations were performed on Amazon Mechanical Turk 5 . At least twenty listeners participated in each evaluation and they were asked to use headphones.
The evaluation results are presented in TABLE III. As we can see from the table, the Seq2seqVC method and proposed method achieved highest naturalness and similarity score among parallel and non-parallel based VC respectively, in both conversion direction. The DNN and CycleGAN baseline obtained low MOS compared to other methods, which was consistent with the results of objective evaluations.
Despite the VCC2018 baseline adopted a large amount of data for training the recognition model, our method still achieved better performance than it. In rms-to-slt conversion, the p-values of t-test on naturalness and similarity were 2.3 × 10 −10 and 3.0 × 10 −8 respectively . In slt-to-rms conversion, the p-values on naturalness and similarity were 2.3×10 −1 and 6.0×10 −3 respectively . Except the naturalness in slt-to-rms conversion, average opinion scores of proposed method were statistically significant better than the VCC2018 baseline. Comparing proposed method to the Seq2seqVC baseline, our proposed method achieved lower MOS in the rms-to-slt conversion while better performance in slt-to-rms conversion. In rms-to-slt conversion, the p-values of t-test on naturalness and similarity were 3.0 × 10 −3 and 1.9 × 10 −5 respectively . And they were 1.2 × 10 −1 and 4.2 × 10 −2 in term of naturalness and similarity respectively in the reverse conversion, which meant the difference of naturalness was not statistically significant. Therefore, the performance of proposed method was close to the state-of-art parallel based VC method. We emphasis the advantage of proposed method is free to use non-parallel data, which is often easier to collect in practice. Moreover, besides the parallel data, the Seq2seqVC baseline was also in favor of bottleneck features, which were extracted from an ASR model using more training data, i.e. about 3000 hours versus about 30 hours data used in our pretraining stage. We should notice that it's possible to improve our model by pre-training on larger scale of dataset , which will be left for future investigation .
D. Visualization of hidden representations
In order to demonstrate our model can produce disentangled linguistic and speaker representations as we expected, hidden representations were extracted and visualized using t-SNE technique [60] . To obtain hidden embeddings, we ran the forward pass of the pre-trained model on the VCTK dataset. Hidden representations of 12 parallel utterances of 12 speakers in the test set were selected to be visualized. For linguistic representations, we used average pooling of H r and H t along the frame axis in each utterance. The projected 2-dimensional speaker and linguistic hidden vectors are visualized in Fig. 3 and Fig. 4 respectively. From Fig. 3 , we can see the speaker embeddings formed clusters according to the speaker identity. The clusters of speaker embeddings were also separable to the gender of speakers. From Fig. 4 , we can see that parallel utterances of different speakers had almost overlapped linguistic representations, which proved that the proposed model could generate speaker-invariant linguistic representations. Linguistic representations generated from text inputs were also located within the clusters of difference content of utterances, which indicated the effectiveness of using the contrastive loss L CT . "N/P" represents no preference. "100" represents using only 100 training utterances of the conversion pair.
E. Investigation of amount of training data for adaptation
In this section, we gradually reduced the amount of training data used in adaptation stage for evaluating how the size of data affected the performance of proposed method. The WaveNet vocoder was kept same because that we focused on the performance of acoustic model. The numbers of utterances used for adaptation in our experiment were 500, 400, 300, 200 and 100.
The performances of proposed method when using different size of training data are summarized in TABLE IV. Besides the metrics used in Section IV-C1, we also report the phone error rate (PER) given by the recognition encoder of our proposed method at the last column of the table. From TABLE IV, we can see that the performance of proposed method was robust and declined slightly while reducing the size of data for adaptation. Even with only 100 utterances, our method still achieved lower MCD than VCC2018 baseline that used 500 training utterances. The PER is correlated to the stability of converted utterances. More phone recognition errors indicate more mispronunciation or skipping phone problems during conversion. Therefore, the last column of table shows the unstable problems increased in converted utterances while reducing the training data for adaptation.
Subjective evaluations of ABX preference test were also conducted to compare our proposed method using 100 utterances for adaptation to the VCC2018 baselines. The VCC2018 baselines used 500 ("VCC2018") or 100 utterances ("VCC2018 (100)") respectively. "X" was the natural target speech. "A" and "B" were utterances from two comparative conversion methods. 20 test utterances were randomly selected. Then they were presented to listeners in random order, who were asked to give their preference score in term of both similarity and naturalness of the converted utterances. At least 20 native listeners participated in each evaluation and they were asked to use headphones. Results are reported in TA-BLE V. From the table, we can see the preference score of proposed method using 100 utterances for adaptation was close to the VCC2018 baseline using 500 training utterances. Large pvalues of t-test indicated no statistically significant difference was observed between two methods. Given both 100 training utterances, our method achieved statistically significant better results than VCC2018 baseline, except the similarity in slt-torms conversion. The results demonstrated performance of our proposed method was robust while reducing the size of data for adaptation, which was a desirable property in practice. For case study, spectrograms of one converted test utterance, corresponding source and target utterance are presented in Fig. 5 . As shown in this figure, our proposed method could effectively modify the spectrogram of the source to resemble "−adv", "−L CT " and "−text" represent the proposed method without using adversarial training, contrastive loss and text inputs respectively. "−pre-training" represents the proposed method without using pre-training strategy.
that of the target. The spectrogram of converted utterance got closer to that of target, when 500 utterances were used compared to that of 100 utterances for adaptation.
F. Ablation studies
In this section, we validated the effectiveness of several strategies used in our proposed method by ablation studies. The strategies of adversarial training, joint embedding with text inputs and multi-speaker pre-training were investigated. For adversarial training, we removed the component of C s , and no loss of L ADV or L SC was posed on the model anymore ("−adv"). For investigating the strategy of joint embedding with text inputs, the contrastive loss L CT was first removed ("−L CT "). Then we further removed the text inputs and text encoder E t , making the model completely based on training on acoustic features ("−text"). For investigating the strategy of pre-training, parameters of the proposed model and the speaker embedding were initialized randomly. And the model was trained on the dataset of conversion pair directly ("−pretraining").
TABLE VI shows results of objective evaluation in ablation studies. As presented in the table, the results confirmed the effectiveness of proposed strategies. Without the strategy of adversarial training, the performance of proposed method degraded. After removing contrastive loss L CT , the objective errors increased larger than removing adversarial training. Removing the text inputs and text encoder caused further degradation. That proved learning linguistic representations jointly with text inputs was crucial for disentangling and the performance of proposed method. MCD and F 0 RMSE metrics increased dramatically if both strategies of adversarial training and joint embedding with text inputs were dropped. In this condition, the model was trained by naive sequence-level auto-encoding on acoustic features. An informal listening test showed obvious degradation of converted utterances in term of similarity. The converted utterances appeared that they were simply copied from the source ones and the model failed to perform any voice conversion. Without the pre-training stage, PER of the proposed method increased dramatically. Larger PER indicated more mispronunciation problems occurred during conversion. Our informal listening test showed a obvious degradation of naturalness and intelligibility of converted utterances. Therefore, it's important to pre-train our model on the large multi-speaker dataset to increase the generalization ability and generate reliable linguistic representations. Fig. 6 presents visualization of linguistic representations from the proposed model without the contrastive loss L CT . The linguistic representations from texts formed a different new cluster with those from audio inputs. The contrastive loss was posed on the proposed model to bring linguistic representations from audio to be similar to those from text. As shown in this figure, without L CT , linguistic embeddings from text and audio inputs would have different distributions even the same seq2seq decoder was shared. Linguistic representations from the model without either text inputs or adversarial training are also visualized in Fig. 7 . From the figure, we can see the points from different speakers but the same linguistic content became more scattered compared to those in Fig. 4 . That proved the linguistic representations were more variant among different speakers, which indicated a less degree of disentangling.
V. CONCLUSION
In this paper, a non-parallel sequence-to-sequence voice conversion method by learning disentangled linguistic and speaker representations is proposed. Strategies of joint embedding with text inputs and adversarial training are adopted for generating linguistic representations. Speaker representations are extracted by the speaker encoder. The proposed model is pre-trained on the multi-speaker dataset then it's finetuned on the specific conversion pair for adaptation. Experiments are conducted to compare our proposed method with both parallel and non-parallel VC baselines. Results showed our proposed method surpassed the non-parallel VC method which achieved the top rank of Voice Conversion Challenge 2018. And the performance of our proposed method was close to the state-of-art seq2seq based parallel VC. Visualization of hidden representations proved our model can effectively learn disentangled linguistic and speaker representations. Our proposed method is robust when reducing amount of data used in adaptation as presented in our experiments. It achieved comparable performance using 100 training utterances for adaptation with the VCC2018 baseline using 500 training utterances. Ablation studies are further conducted. The experimental results proved effectiveness of proposed strategies for disentangling and the pre-training strategy for proposed method.
