Models of ion channel dynamics are usually built by fitting isolated cell experimental values of individual parameters while neglecting the interaction between them. Another shortcoming regards the estimation of ionic current conductances, which is often based on quantification of Action Potential (AP)-derived markers. Although this procedure reduces the uncertainty in the calculation of conductances, many studies evaluate electrophysiological AP-derived markers from single cell simulations, whereas experimental measurements are obtained from tissue preparations. In this work, we explore the limitations of these approaches to estimate ion channel dynamics and maximum current conductances and how they could be overcome by using multiscale simulations of experimental protocols. Our results show that: 1) I Ca;L inactivation characteristics differed significantly when calculated from model equations and from simulations reproducing the experimental protocols. 2) Large differences were found in the ionic currents contributors to APD 25 , Triangulation, V max , dV =dt max and dV =dt min between single cells and 1D-tissue.
Introduction
From the earliest mathematical model of an electrical cell's action potential (AP) developed by Hodgkin and Huxley in the fifties, the complexity of current AP models has grown considerably. The advent of new experimental techniques has made large sets of experimental data readily available, which has motivated the development of more complex models to accurately describe cellular electrical activity. Whereas growing in model complexity is a natural consequence of the increased knowledge (Noble et al., 2012) , the more complex the model, the more difficult the identification of model parameters tends to be. An AP model involves the sum of different transmembrane ionic currents and the balance between intra-and extra-cellular ionic concentrations. Each ionic current follows a mathematical formulation in which several effects are present, e.g., ion channel activation and inactivation gating or current conductance. For each effect, a number of model parameters are identified based on data from experimental protocols specific for each particular ionic current.
The experimental protocols used to obtain most of the parameters of each ionic current are performed in isolated cells. But, due to the sensitivity of some ionic channels to the cell isolation process used in voltage-clamp experiments (Yue et al., 1996) , the conductances of the ionic currents in cardiac models are often not estimated from direct measurements of the current density. Instead, individual channel conductances are adjusted so that measures from model-generated APs closely match experimental AP measurements in tissue such as AP duration (APD) or others. In the Courtemanche-Ramirez-Nattel (CRN) model (Courtemanche et al., 1998) , the ionic conductances G Na , G K1 , G to , G Kr and G Ks were fitted to obtain a correct input resistance, AP morphology, AP amplitude (APA) and upstroke velocity (dV=dt max ). In a late version of the Luo-Rudy (LR) model (Zeng et al., 1995) , G Ks was fitted to get the right APD prolongation when the I Ks current was blocked. Taking those models as an example, in the tenTusscher-NobleNoble-Panfilov (TNNP04) model (ten Tusscher et al., 2004) , G Ks was set to obtain physiologically plausible APD values for each cell type (epicardial, midmyocardial and endocardial). In the GrandiPascualini-Bers (GPB) model (Grandi et al., 2010) , G Na was set so as to reproduce experimental measurements of APA and maximum value of the transmembrane potential (V max ). In the O'Hara-Rudy dynamic (ORd) model (O'Hara et al., 2011) , the potassium current conductances were fitted to reproduce the experimental effect on the APD when they were blocked. Finally, in the Carro-Rodríguez-Laguna-Pueyo (CRLP) model (Carro et al., 2011) , using the sensitivity analysis proposed in Romero et al. (2009) , G K1 , G NaK , G Ca;L , and G Na were fitted to obtain not only APD values within physiological ranges, but also other markers of arrhythmic risk, including time constants of APD rate adaptation or rate dependence of ionic concentrations.
On the contrary, the parameters that model current kinetics (gating parameters) are usually identified from single-cell experiments. The calibration process is usually performed using a nonlinear least square fitting of voltage clamp data by assuming that each parameter's effect is independent from the rest (e.g., the steady-state of an inactivation gate is calibrated against experimental results while considering that the time constant of the gate does not affect such results, which might not be correct). . However, when the complexity of the model increases, the interaction between effects becomes increasingly important. Therefore, assuming independence of the effects when identifying model parameters may be misleading. While other techniques have been proposed in recent years to improve the fitting of the gating parameters (Csercsik et al., 2012; Dokos and Lovell, 2004; Lee et al., 2006; Wang and Beaumont, 2004) , none of the models analyzed in the present study have used such techniques.
Once model parameters have been identified, the resulting AP models are validated against experimental measurements commonly obtained also from tissue preparations. Characteristics such as resting membrane potential (V min ) and upstroke velocity (dV=dt max ) are usually compared between model-generated and experimental APs. In the CRN model, the role of different ionic conductances, the morphology of the AP, and the behavior of the model under different cycle lengths (CLs) were compared with experimental observations. In the updated version of the LR model (Zeng et al., 1995) , the theoretical APD restitution curve was compared with an experimental restitution curve obtained by means of optical recordings of cardiac APs. In the TNNP04 model, simulated APD restitution curves (at 90% repolarization, APD 90 ) were evaluated in single cells to validate the model against experimental results measured in tissue preparations. Also in this model, propagation in a homogeneous one-dimensional (1D) tissue was simulated to validate the model in terms of Conduction Velocity (CV). In a subsequent version of the model, the ten TusscherPanfilov (TP06) model (ten Tusscher and Panfilov, 2006) , simulated APD restitution curves (at 90% and 50% repolarization) in single cells were compared with experimental results. The GPB model was validated by comparing the predicted APD 90 prolongation caused by blockade of different potassium currents with experimental results. The CRLP model, as the GPB model, was validated by comparing APD 90 prolongation caused by potassium current blockades with experimental results, but also by comparing a number of computed markers not used in the fitting process.
For the aforementioned reasons, problems appear in the calibration and/or validation of electrophysiological models caused by two related situations: submodel variable interactions and cell-tocell interactions during the AP propagation. Parameters related to ion channel gating kinetics are commonly obtained by considering each gate of the channel independently. Ionic conductances are adjusted or validated with experimental data obtained from tissue preparations by using single cell computer simulations. In both situations, the differences caused by not considering the corresponding interactions introduce non-negligible cross-effects between parameters that are not considered in the fitting process.
Other studies have analyzed problems related to the two issues aforementioned in this work. Cherry and Fenton (2007) analyzed the differences between models of the same species to represent electrophysiological properties and how these differences propagate to tissue simulations. Pathmanathan et al. (2015) studied how the uncertainty in the definition of the gating variables propagates in multi-scale models and highlighted the need to use observations across multiple scales. Shotwell and Gray (2016) analyzed the problems caused by the use of observations across multiple scales and how to characterize the relationships between the model parameters and the effect that they have in the multi-scale model outputs.
In this work, experimental protocols are simulated in silico to analyze the consequences of the corresponding interactions in two scenarios involving scales ranging from ion channels to tissue: 1) characterization of L-type calcium voltage-dependent inactivation; 2) identification of ionic current conductances with the largest contribution to steady-state AP markers. In the first case, differences between the mathematical model, simulation results and experimental measurements are analyzed to evaluate how interactions affect the development and validation of mathematical ion channel models. In the second case, differences between AP markers simulated in isolated cells and in homogeneous 1D tissue are analyzed to evaluate how propagation affects their values and to assess the importance of each ionic current on each marker.
Materials and methods

Human ventricular cell models
In AP models, ionic currents are controlled by activation and inactivation gates. Gates are modeled by functions varying between 0 and 1. Below a threshold potential, the activation gates are closed (the function value is 0) and the inactivation gates are open (value 1). When the transmembrane potential increases, the activation gates open (their values increase towards 1) and the inactivation gates close (their values decrease towards 0). In particular for the I Ca;L current, all human ventricular cell models analyzed in this study have one voltage-dependent activation gate d. This activation gate d multiplies the expression for the inactivation gating, whose formulation differs greatly between models. For this work, we selected four of the most recently developed human ventricular cell models: the GPB model, the TP06 model, the ORd model and the CRLP model. In these models we studied the voltage-dependent inactivation of the L-type calcium current.
The TP06 model is one of the most extensively used ventricular AP models. It is an improved version of the model published in (ten Tusscher et al., 2004 in which the calcium dynamics, the slow delayed rectifier potassium current (I Ks ) and the I Ca;L were reformulated. The TP06 model is based on experimental data from human cardiomyocytes for most ionic currents and is defined for three types of cells: epicardial, midmyocardial and endocardial. In the TP06 model, voltage-dependent I Ca;L inactivation is modeled as the product of a fast, f 2 , and a slow, f, voltage-dependent inactivation gates as well as a calcium-dependent inactivation gate, f Ca :
These gates have different time constants (t f2 , t f and t fCa ) and steady-state values (f 2;∞ , f ∞ and f Ca;∞ ). This formulation is based on experiments that indicate the presence of both fast and slow voltage-dependent I Ca;L recovery process (Li and Nattel, 1997; Magyar et al., 2002; Pelzmann et al., 1998) .
The GPB model is based on the rabbit AP model proposed in Shannon et al. (2004) , which includes subsarcolemmal and junctional compartments in the formulation of the currents and provides a detailed description of calcium handling. The GPB model includes new definitions of ionic current densities and kinetics and is defined for endocardial and epicardial cells. In the GPB model, voltage-dependent I Ca;L inactivation is modeled by a single voltagedependent gate f and two calcium-dependent gates, one for the subsarcolemmal compartment, f Ca;sl , and another one for the junctional compartment, f Ca;j . The formulation of I Ca;L inactivation in the GPB model is as follows:
where A j and A sl are the ratios of calcium-dependent inactivation channels in the junctional and the subsarcolemmal compartment,
The CRLP model is a modification of the GPB model. As in the original model, the modified CRLP model describes the AP of endocardial and epicardial human ventricular myocytes. The CRLP model reformulates I Ca;L , readjusts the parameters of I K1 and redefines a number of model parameters, including G Na (maximum I Na conductance) and G NaK (maximal I NaK value). In the CRLP model, the formulation of voltage-dependent I Ca;L inactivation is similar to that of the TP06 model. However, the associated time constants were adjusted so as to better reflect the adaptation of the APD to CL changes. The calcium-dependent gates were maintained as in the original GPB model. The formulation of I Ca;L inactivation in the CRLP model is as follows:
The ORd model is the most recent human ventricular AP model. In their work, O'Hara and coworkers (O'Hara et al., 2011) , propose an AP model based on extensive undiseased human ventricular data. Epicardial, midmyocardial and endocardial models were developed by using human mRNA and protein data. The ORd model has the most complex definition of I Ca;L of all studied AP models. I Ca;L inactivation is modeled as a weighted average involving voltagedependent gates. The gates f f and f s represent the behavior of the voltage-dependent gates when there is no calcium. The gates f Ca;f , f Ca;s and j Ca represent the behavior of the voltage-dependent gates when calcium is present. The calcium-dependent gate n modulates the relative weight of both families of gates. The n gate is modeled as a Markov chain. The gates f f , f s , f Ca;f , f Ca;s and j Ca have different time constants, t f ;f , t f ;s , t f ;Ca;f , t f ;Ca;s and t j , but the same steady-state value f ss . As discussed by Thomas O'Hara in the online version of the article, there are some issues related to the I Na current formulation in the model. The authors propose to replace the I Na current of the original ORd model with the formulation proposed in the TP06 model. In this work we analyze the original ORd model and the ORd model with the I Na current of the TP06 model (ORd Na ). The formulation of I Ca;L inactivation in the ORd and ORd Na models is as follows:
where A f ;f and A f ;Ca;f are, respectively, the ratios of the fast voltagedependent inactivation gates f f and f Ca;f , and A f ;s and A f ;Ca;s are, respectively, the ratios of the slow voltage-dependent inactivation gates f s and f Ca;s .
Characterization of L-type calcium voltage-dependent inactivation
Voltage-dependent I Ca;L inactivation is experimentally characterized using the paired-pulse protocol, which is illustrated in Fig. 1 . This protocol consists of clamping the membrane potential from a holding potential V hold to different pre-pulse potentials V pre during a specified time interval t pre . After this time, the potential is clamped to a pulse potential V pulse during an interval t pulse . Following this, the membrane potential is clamped back to V hold . Variations of this protocol introduce a separation between the prepulse and the pulse potential, during which the potential is set to V hold for a short period of time, t sep , before clamping the membrane potential to V pulse . Steady-state voltage-dependent I Ca;L inactivation is obtained during the t pulse interval. In this part of the test, peak I Ca;L current is measured for each potential used as pre-pulse and results are normalized by the peak value of the current measured for the minimum pre-pulse potential. The resulting curve is used in the models as the steady-state value of the voltage-dependent inactivation (f ss ).
Human ventricular cell models use different experimental datasets to define their voltage-dependent I Ca;L inactivation functions. With the aim of comparing the simulation results of steadystate I Ca;L inactivation with experimental results, we selected the same experimental dataset that was used to adjust each model in the original articles. The TP06 model does not indicate which experimental results were used to fit the steady-state voltagedependent I Ca;L inactivation, whereas in the previous version of the model (ten Tusscher et al., 2004) they use data from Pelzmann et al. (1998) . For the TP06 model the authors redefine the I Ca;L expression by adding a second voltage-dependent inactivation gate. In addition, only the I=V curve for I Ca;L is compared with experimental results from Magyar et al. (2000) . The GPB model uses experimental results from Li et al. (1999) and the ORd model from Magyar et al. (2000) .
Each set of experimental results uses a different configuration of the paired-pulse protocol to characterize the steady-state voltagedependent I Ca;L inactivation (Table 1) . Also, different calcium concentrations in the extracellular solution and in the patch pipette solution, varying from 1.8 to 5.4 mM and from 0 to 2.0 mM, respectively, are used in each experimental dataset.
In our work we performed in silico simulations in which we recreated the experimental paired-pulse tests for I Ca;L characterization. Intracellular and extracellular concentrations were set at the values used in the experimental protocols. In particular, free intracellular calcium (½Ca 2þ i ) was set as the value of the pipette solutions of the experiments. To do this, we fixed the value by setting its derivative to zero (d½Ca 2þ i =dt ¼ 0). All the calcium buffers and the diffusion and transportation of calcium inside the cell were maintained as in the original models. This allowed calcium concentrations in all remaining intracellular compartments to follow the dynamics described in the corresponding model equations. The same values for V hold , V pre , and V pulse as in the corresponding experiments (see Table 1 ) were used. All currents except for I Ca;L were blocked.
Steady-state AP markers
To study the effect of considering data measured at tissue level for characterizing single cell models, AP markers calculated at single cell and tissue levels with the four ventricular models were compared. The following markers were analyzed:
Action Potential Duration (APD): APD is considered the main preclinical marker of drug cardiotoxicity. APD prolongation has been linked to long QT syndrome and increased risk for Torsades de Pointes (Hondeghem et al., 2001; Volders et al., 2000) . In this study we measured the APD at different percentages of repolarization (90%, 75%, 50%, 25%). and maximum values of the membrane potential. For example, under hyperkalemic conditions, the resting potential is increased from À85 mV to À60 mV, the maximum potential falls, and the upstroke may be subdivided into more than one component (Carmeliet, 1999) . The maximum value of the AP is used in many models to adjust the cardiac conductances (Courtemanche et al., 1998; Grandi et al., 2010) whereas the minimum potential is used for model validation (O'Hara et al., 2011).
Ionic contributors to AP markers
To evaluate the role played by each ionic current in determining each physiological marker, the results of the simulations were adjusted by a first order response surface model:
where M j is the value of the physiological marker j under the analyzed condition, C j is the value of the marker j under control conditions, m i;j is the weight of the current i in contributing to the marker j and D i is the variation of the ionic conductance:
where G i;0 and G i are the values of the ionic conductance at control and at the condition under analysis, respectively. For each individual marker, if we concatenate the results for the different evaluated conditions k ¼ 1; …; K, this system can be expressed in matrix form as: 
where M j;k is the value of the marker j and D i;k is the variation of the ionic conductance i at condition k. Using this notation, the weights of the ionic conductances can be calculated as follows:
Computational simulations
The models were stimulated with square current pulses with an amplitude of twice the diastolic threshold and a duration of 1 ms. Depending on the simulation scale, the diastolic threshold was defined as the minimum amplitude required to (a) generate five APs (single cell simulations) or (b) propagate five APs (1D tissue simulations).
To simulate steady-state conditions, models were stabilized with a train of 100 stimulations at a CL of 1000 ms. Electrophysiological markers were calculated from the last simulated beat.
Every model was first simulated under control conditions and then each ionic conductance was varied by ± 15 and ± 30%.
For 1D tissue simulations, a homogeneous 3-cm long fiber composed of epicardial cells was used. The value of the conductance, s, was set to obtain a Conduction Velocity (CV) close to 65 cm/s (Taggart et al., 2000) . The cell capacitance was set to C m ¼ 1 mF/cm 2 . The AP markers were computed as the mean value of the markers measured at five different positions within the cable located at: 1, 1.25, 1.5, 1.75 and 2 cm.
For single cell simulations, a forward Euler scheme was used to solve the models with a time step of Dt ¼ 0:002 ms for GPB, ORd and CRLP, and Dt ¼ 0:02 ms for TP06. For 1D tissue simulations, a semi-implicit operator-splitting scheme was used to solve the propagation (Heidenreich et al., 2010 ) with a space discretization of Dx ¼ 0:1 mm and the same Dt used in single cell simulations.
The results from single cell and in 1D tissue simulations were compared using the absolute (E a ) and relative (E r ) differences:
where M cell j and M tissue j are the values of the physiological marker j in cell and tissue for the condition under analysis.
Results
Characterization of L-type calcium voltage-dependent inactivation
Results of the paired-pulse protocol for steady-state voltagedependent I Ca;L inactivation are shown in Fig. 2 . Each model was compared with the set of experimental data that was used to characterize voltage-dependent I Ca;L inactivation.
The TP06 model was able to reproduce well enough the experiments from Pelzmann et al. (1998) (see Fig. 2a) ). In this case, the modeled steady-state voltage-dependent I Ca;L inactivation is the product of the steady-states values (f 2;ss , f ss ) of the two inactivation gates (f 2 , f). The results from the in silico simulations, which account for additional interaction effects, were closer to the experimental data than the mathematical model. Fig. 3a) shows that for the TP06 model, the slow inactivation gate f did not reach steady-state for high potentials (V pre ¼ À5 mV and V pre ¼ 40 mV). Fig. 3a) also shows that the calcium-dependent inactivation gate has a less significant effect than the other gates, being this effect slightly more pronounced at lower potentials. Finally, one of the most significant differences between the model outcome (multiplication of the steady-state values of the gates, black dashed line in Fig. 2a ) and the result of the in silico simulations (yellow crosses) was that the curves were shifted.
Simulation results obtained with the GPB model fit quite well the model definition (see Fig. 2b) ). Differences between model definition and simulation increased as f ss decreased. As shown in Fig. 3b) ), the separation pulse produced different effects depending on the pre-pulse potential. For V pre ¼ À100 mV, the effect was minimal, but in the other two cases shown (V pre ¼ À20 mV and V pre ¼ 60 mV), the value of f increased during the separation pulse. Calcium-dependent inactivation gates had minimal effect as these gates remained open during most of the protocol duration. Finally, differences between experiments (Li et al., 1999) and in silico simulations increased for positive potentials (Fig. 2b) .
Simulation results with the ORd model showed a significant discrepancy with experimental data for potentials between À20 mV and À10 mV (see Fig. 2c) ). The largest difference was observed for a pre-pulse potential of À15 mV. The simulated probability at this potential was 18% larger than the one obtained in the experiments. The evolution of the voltage-dependent I Ca;L gate variables during the pre-pulse potential is shown in Fig. 3c ). For potentials below À15 mV, the n gate was nearly closed and the effects of f s and f f gates dominated. On the contrary, for positive potentials, the effects of the gates f Ca;f , f Ca;s and j Ca prevailed. This figure also shows that for potentials above À15 mV, the fast inactivation gates, but not the slow ones, reached a steady-state value during the pre-pulse. For high pre-pulse potentials, the gate f Ca was not able to reach steady-state (close to 0), but the gate j was. However, the multiplication of both gates almost achieved a steady-state value. The results obtained with the CRLP model were very similar to those found for the TP06 model. This was expected, since both models have a very similar formulation for the I Ca;L inactivation. However, the difference between the results of the CRLP model and the experiments from Pelzmann et al. (1998) was smaller than for the TP06 model (see Fig. 2d) ).
Ionic contributors to AP markers
The results of the analyzed AP markers under control conditions are shown in Table 2 for the four analyzed models. Table 3 shows absolute and relative differences between cell and tissue values for each physiological marker. APD was very similar in cell and tissue simulations at 90% and 75% repolarization. The differences between cell and tissue increased at lower percentages of repolarization: the relative differences for APD at 50% repolarization were between À0.7% and À3.6% and considerably higher at 25% repolarization, between 4.9% and 37.4%. The differences in Triangulation were mainly due to differences in APD 50 . Due to the smaller values of Triangulation, the relative differences for this AP marker were higher (between 3.0% and 28.8%). The GPB model and the CRLP model were the ones that showed larger differences between cell and tissue results. On the contrary, the ORd model was the one showing less differences between cell and tissue in the AP-related electrophysiological markers.
The value of the resting potential (V min ) was the same in cell and tissue. On the contrary, the peak AP value (V max ) showed large differences between cell and tissue simulations (from 16.3% to 73.5%). Similarly, large differences were quantified for dV=dt max and dV=dt min . The ORd model showed the smallest differences in those voltage-related electrophysiological markers except for dV=dt max . The other three models showed similar values, in particular for the absolute differences.
For the TP06 model, the I Ca;L current played different roles in cell and tissue simulations (see Fig. 4 ). While in tissue it was the most important current to determine V max , in cell its effect on V max was negligible. A similar effect was observed for the Triangulation, where I Ca;L was the second current in order of relevance, but in cell simulations it had almost no effect on Triangulation. On the contrary, the impact of I Na current in cell were notably diminished in tissue simulations. For V max , the weight of the I Na current in cell was 51.6%, while in tissue it was nearly 5%. This also happened with the I to current, although to a lesser extent. G to conductance affected dV=dt min in cell simulations, whereas in tissue simulations this marker was mainly controlled by I Ca;L .
The more influential currents in the GPB model differed from the TP06 model (Fig. 5 ). In this model, the I Cl;Bk current, which is not present in the TP06 model, was the most relevant contributor to APD in both cell and tissue simulations. Other effects were similar in both models. As an example, the I Na current contribution was reduced in the GPB model when the electrophysiological markers were calculated in tissue as compared to cell. This reduction was found for all markers except for dV=dt max .
Similarly to the TP06 model, one current had a larger contribution to V max in tissue than in cell, but in the GPB model that current was I to . The same behavior was found for Triangulation and I K1 .
The APD of the ORd model was mainly controlled by I Kr in cell, whereas in tissue the I Na also played an important role. The original ORd model showed large differences in the role played by the I Na current in tissue compared with the one in cell (Fig. 6) . In cell simulations, when the conductance of I Na increased, the APD at different percentages of repolarization decreased slightly. On the contrary, in tissue, when the conductance of the I Na increased, the Pelzmann et al. (1998) . b) GPB model and data from Li et al. (1999) . c) ORd model and data from Magyar et al. (2000) . d) CRLP model and data from Pelzmann et al. (1998) .
APD lengthened considerably. These differences in the ORd model disappeared when the I Na current formulation was replaced with the one described in the TP06 model. Also for V max , when I Na was replaced with the one defined in the TP06 model (Fig. 7) , the different behavior between cell and tissue simulations was interchanged.
The APD of the CRLP model highly depended on the conductance of the . current (see Fig. 8 ). This behavior is inherited from the GPB model but its weight in the CRLP model was found to be slightly smaller than in the GPB model. Likewise, the role of the I Ca;L current was very similar to the one in the GPB model. The only difference was the role in dV=dt min : in the CRLP model it was larger than in the GPB model due to the unusual shape of the CRLP model at the beginning of the plateau, which is caused by the I Ca;L current. Also, the contribution of I K1 to Triangulation was 16% larger in tissue than in cell simulations. 
Discussion
In this work we have analyzed issues arising during model development and validation, namely: i) the effect of submodel variable interactions in the characterization of ion channel gating, and ii) the effect of cell-to-cell interactions in the evaluation of ionic contributors to AP markers. A methodology for validating computational model formulations has been introduced. The proposed methodology consists in performing in silico simulations using the same protocol as in the experiments used to characterize a given current or AP marker. The methodology accounts for all variables involved in the model formulation as well as their interactions. It has been applied to evaluate voltage-dependent I Ca;L inactivation and contributors to electrophysiological AP markers in four human ventricular models presenting different ionic formulations.
Effect of the submodel variable interactions in the evaluation of voltage-dependent L-Type calcium current inactivation
In the case of voltage-dependent I Ca;L inactivation, our results show large differences between I Ca;L inactivation as calculated from the model equation and I Ca;L inactivation from the in silico simulations. Such differences were due to the interaction between voltage-dependent I Ca;L inactivation gating and other effects such as I Ca;L activation gating, protocol definition or duration of the voltage pulses used to calculate inactivation properties. This suggests that, when proposing any new model formulation, consistency between such formulation and the corresponding experimental data that is aimed at being reproduced needs to be first verified considering all involved factors. In the TP06 model, the product of the steady-state values of the two voltage-dependent I Ca;L inactivation gates was very different from the experimental behavior. However, the results of the in silico simulations obtained with this model were in good agreement with the experiments. There are two effects that explain these results: i) normalization by I Ca;L current peak at the minimum pre-pulse potential, as performed in the experimental protocol (Pelzmann et al., 1998) , is done for a potential where the product of the two voltagedependent inactivation gates is less than 1; ii) voltage-dependent inactivation gates do not reach a steady-state value at the end of the pre-pulse interval for some potentials. One of the most significant differences between the model outcome (multiplication of the steady-state values of the gates) and the result of the in silico simulations is that the curves representing the steady-state voltage-dependent inactivation (Fig. 2a) were shifted. This shift made the in silico simulations approximate the experimental behavior due to the performed current peak normalization at a potential where inactivation probability is less than one.
The GPB model and the associated in silico simulations provided similar results to the experiments used to fit the steady-state value of voltage-dependent inactivation gating. Differences were mainly caused by the protocol used to measured f ss , as explained in the following: the separation pulse had a different effect depending on the pre-pulse potential. For pre-pulse potentials similar to V hold the value of f ss obtained at V pulse is minimally affected since the steadystate values of f for V hold and V pre are very similar. However, for larger values of V pre , and therefore larger differences between V hold and V pre , the steady-state value of f corresponding to V pre is very different to the steady-state value corresponding to V hold , which corresponds to one. This causes that during the separation pulse the value of f increases (see Fig. 2b) ) and the difference in f ss between the model definition and the simulation increases with V pre . In addition, the interaction with voltage-dependent activation, represented by gate d, always reduced the measured value, but the normalization, using the result of the minimum pre-pulse potential, nearly corrected this behavior. Finally, differences between experiments (Li et al., 1999) and in silico simulations get larger where differences between the model definition for f ss and experimental data are larger (see Fig. 2b ) for positive potentials). These results suggest that a simple I Ca;L inactivation formulation like that in the GPB model, with only one voltage-dependent inactivation gate, suffices to reproduce the experimental behavior of steadystate voltage-dependent I Ca;L inactivation (Li et al., 1999) .
In the ORd model, the definition of voltage-dependent I Ca;L inactivation as a weighted sum of fast and slow inactivation gates is consistent with how experimentalists calculate inactivation time constants (O'Hara et al., 2011; Pelzmann et al., 1998) . Time constants are calculated by fitting a biexponential function to the inactivation phase of the experimental current traces. However, important discrepancies between the ORd model simulations and the experiments used to develop the model (Magyar et al., 2000) were found for pre-pulse potentials between À20 mV and À10 mV. There are two possible causes behind such discrepancies: i) the time constant of the slow voltage-dependent inactivation gate; ii) the definition of voltage-dependent I Ca;L inactivation as the sum of two gates. The first cause has to do with the fact that ORd model time constants are identified based on a simple-pulse test protocol of 75 ms duration, whereas the slow time constant of voltagedependent I Ca;L inactivation in the ORd model is of the order of 10 s. The slowness of the inactivation gate prevents reaching the steady-state value by the end of the pre-pulse, which overestimates the value of f ss at V pulse . This is reinforced by the fact that voltagedependent I Ca;L inactivation is formulated as a sum of two gates. If inactivation is expressed as a product, as in the case of the TP06 model, when one of the gates reaches zero, the product reaches zero. However, for the ORd model the situation is more complex. Due to the interaction between the inactivation gates and the n and j Ca gates in this model, as shown in section 3.1, the result for potentials above À10 mV is equivalent to the product of two gates since the j Ca gate is almost zero, and therefore the result from the simulation is similar to the model formulation of f ss and experiments. On the contrary, for potentials between À20 mV and À10 mV, where by the end of the pre-pulse the j Ca gate is far from zero and the slow inactivation gates, in particular f Ca;s , are far from reaching their steady-state value, the f ss value obtained from the simulation is considerably larger than the f ss value defined in the model formulation and the experiments.
For the CRLP model, similarly to the TP06 model, the largest differences between model equations, in silico simulations and experiments are due to the time constants of the activation and inactivation gates. Nevertheless, the results of the in silico simulations with this model reproduced the experimental observations slightly better than the TP06 model. In the CRLP model, the modeled steady-state voltage-dependent I Ca;L inactivation has a faster gate f 2 than the TP06 model (as defined by the time constant t f 2 ). Due to this faster gate, the effect of the separation pulse was larger than in the TP06 model because during this interval the f 2 gate opened more than in the TP06 model (see Fig. 3d )). As a consequence, the CRLP model yielded a larger f ss value in the in silico measurements, which was closer to the experimental values. This effect was not very pronounced but it could be better observed for voltages where f 2 is larger (around À20 mV).
In this work we have focused on the difficulties of fitting model parameters associated with the steady-state value of I Ca;L inactivation using data obtained from voltage-clamp experiments. Such difficulties arise from submodel variable interactions in the I Ca;L formulation. This situation is a common problem to many gating variables in cardiac electrophysiological models. In this regard, most experimental protocols cannot measure the behavior of one gate at a time, instead, they measure the behavior of all gates of the same nature (activation, inactivation, etc.) all together (e.g. for I Ca;L inactivation the experimental protocol measures fast and slow inactivation together). Therefore the model needs to consider the coexistence of all gates during parameter identification in order to accurately reproduce the experimental results. This issues are also present in the estimation of the time constants associated with the different gates. In this regard, the gating interactions occurring in an experiment (due to the particular set of experimental parameters) implies that the identified time constants associated with the experimental data cannot, in general, be associated with an individual gate of the model. Some authors have tried to take into account how gating interactions affect the results of the voltage-clamp protocol (Lee et al., 2006; Wang and Beaumont, 2004) . The voltage-clamp protocol is not designed to measure this directly, but the corresponding effects are included in the experimental results. Nevertheless, most of these techniques have been developed for currents with only one inactivation and one activation gate. How to extend those methods in order to better calibrate complex gate combinations remains to be investigated.
Effect of cell-to-cell interactions in the evaluation of ionic contributors to AP markers
While the ionic currents with the largest effects over each AP marker varied from one model to another, the differences between single cell and tissue simulations were comparable in all the models for all the analyzed markers.
As expected, measurement of depolarization-related AP markers in single cell simulations was significantly affected by the externally applied stimulation current. In particular, dV=dt max in single cell simulations was quite different from that obtained in tissue for all considered models. Although some models use dV=dt max or V max measured in single cell simulations to adjust I Na (Courtemanche et al., 1998; Grandi et al., 2010; O'Hara et al., 2011) , our results suggest that I Na should be adjusted with the results obtained from, at least, a simulation in 1D tissue as in Carro et al. (2011) , especially if the experiments were performed in tissue.
For repolarization-related AP markers, the largest differences between cell and tissue were observed for Triangulation and APD 25 . The results for APD 90 and APD 75 were very consistent between cell and tissue, while a small discrepancy was found for APD 50 . Although differences for APD 90 and APD 50 were small, their added contribution together with the small value of Triangulation caused a relatively large accumulated difference for this marker. For this reason, Triangulation should be used with caution as a marker in single cell simulations when used to calibrate the AP model. Importantly, the differences between markers computed from single cell and 1D tissue simulations were not only the reflect of a constant bias, as shown in Table 2 and in Table 3 . For repolarization markers, those differences reflected the different contribution of ionic currents to the markers. Computational studies using single cell simulations to analyze the sensitivity of different ionic current conductances on the repolarization behavior of the model should only consider markers with a validated correspondence between cell and tissue simulations, or otherwise use markers computed from tissue rather than from single cell simulations.
Conclusions
When proposing a new model, or when evaluating an existing model, consistency between simulated and experimental data should be verified considering all involved effects and scales. The closer the experimental conditions are reproduced in the computer simulations, the more robust the process of model development and validation will be.
As discussed in this paper, proper characterization and validation of a given model should be performed with the in silico simulation of the experimental protocol. In this way, the effects of the interaction between model variables are accounted for and modelling inconsistencies are avoided.
While the information provided by electrophysiological markers is very valuable for model development and validation, markers should be computed using simulations that resemble as closely as possible the conditions used for the experimental measurements, or, at least, the consistency of the marker in the different scales should be previously validated to avoid misunderstandings.
As a final remark, complex models represent a real challenge for parameter identification and validation. This does not mean that models should be necessarily simple, but that complex models require additional testing in order to fully verify their correct performance.
