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Abstract 
A Large Deviatio n Principie for a class of ranclom processes depending on a small pa-
rameter t: > O is established. This class of processes arises from a random perturbation of a 
dyna mical system. Then, exponential estimates for events o f the type "not very large devia-
tions" ( deviations o f arder t:" , O < li. < ~) are obtained. Finally, Lhe wave front propagation, 
as f. I O, of t.he solution of some initial-boundary value problems is analyzed; thcse problems 
are formulated in terms of a reaction-di[fusion equation whose diffusion coefficicnt is of order 
!. and the non linear term is of order :-rh. . The wave front is characterized in terms o f the 
c c 
action functional corresponding to the Large Deviation Principie initially obt.ained. 
K eywords and phrases: Large deviaLion, lLclion fun.clional, "nol very large deviations", 
wave fronL propagation. 
Partially sttpported by FA P ESP and GN Pq. 
1. Introduction 
This paper is concerned with n family of random processes (Xf : l 2: O) depending on a 
small parameter t: > O and sat.is fying thc system of diiTerent.ial equations 
( 1.1) X~ = b(X:, Y/), X~ = x E Rd 
whe re b(x,y) = (b 1 (x,y),· · · ,bd(x,y)), x E Rd , y E H.1 , is bounded as well as are its flrst 
and second derivatives. We define Y/ = Y~ wherc (Y1 : l 2: O) is a random process whose 
trajectories are continuous wit.h probability one or have a finite number of clcscontinuit.ies 
of first kincl on any f1nite intcrval. These conditions are sufficient (scc [10]) for system (1.1) 
having a unique solution with probability one. 
We assume t hat there exists a vector field b( x) in R d sue h that. 
(1.2) ] 1T -lim -T b(x, Y,)ds = b(x), 
T -++oo 0 
uniformly in x, with probability one. Under (1.2) the trajcctories of (Xf, t ;:::: O) converge, 
as ~ lO, to the solution (x 1 : t;:::: O) of 
(1 .3) 
The convergence is in the space (C[o,7'J(R d); 11·11) of thc continuous functions on [0, T] with 
values in R d, with the supremum norm 11 · 11 · 
As a consequence of the Averaging Principie, 
( 1 .4) ~i~P{IIX~- x.ll > ó} = O, Vó >O. 
The event [liXe - x.l l > ó] represents a " Large Deviat.ion" (deviation of order 1) of X~ 
from x .. Problems related with deviations of order 1 were extensivcly studied by Freidlin 
(see [6]-[9]). Under some aditional conditions, he proved that (Xf : l ;:::: O) has a normalized 
action functional in Lhe space ( C[o,r](R11); II·ID which is given by 
(1.5) S ( ) { 
J0T L(ip3 ;1j!,)ds, IP a.c. 
OT IP = 
+oo, in the rest of C[o,TJ(n.<~); 
t.he function L(x,/3) is t.he Legendre transform of >.(;~:,a) with 
(1.6) >.(x,a)= lim -T1 1nEexp{ {T<O',b(x,Y,)> ds}, x,a,/3E R d, 
T-+oo . Jo 
where E is t.he expectation corresponding t.o the distribution of (Y1 : t ;:::: O). T he normalized 
coefficient is ~ . 
According to the definition of action functional (see Freidlin [10]) , S0r(IP) satisfies the 
following conditions: 
(A. O) Compactness of the levei sets: Vs >O, VJ; E n.d, 
<I>(s) = { IP E C[o,7'1(R d): Sor(IP) ~ s, IPo = x} 
2 
a re compact sets. 
(A.I) Lower bound: 'Vó > O, 'Vr > O, 'VI(l E Cro:l')(R d), 3~o > O such that 
P {I IX~ -~P I I < ó} 2: exr { - ~ [Sor(~P) +r] } , o< t:::; t:o . 
(A.II) Upper bound: 'Vó >O, 'Vr >O , 'f/s >O , 3t:o > O such t hat 
Under conditions (A.O)-(A.II) , one says that SorO is the normalized aclion functional for 
t he family of random processes (X[ : l 2: O) wit.h normalizing coeficicnt ~ . Moreover, it 
characterizes a Large Deviation Principie ( LDP) for that famil y. 
The functional (1.5) a llows one to obtain exponent.ial cst.imate fo r P{IIX:- x. ll > 6} . 
Moreover, Freidlin, in many of his articles, considered a variety of applications of the Large 
Deviation Principie characterized by (1.5). 
T ak ing into account the smoothness of b(x, y) and assnming conditions of strong mixing 
for (Y, : t 2: O), Khas'minskii (13} proved that 
( 1.7) X
C -
( c_ f - X t 
, - Vi 
converges weakly, as t:! O, to a Gaussian Markov process (f on [0, T]. 'The precise assump-
tions for the fun ction b(x, y) anel the process (Y1 : t 2: O) may he found in [13] or in Theorem 
7.3.1 in [10]. The limit process satisfies the system of linear diffcrcntial cquations 
(1.8) 
t.he process W1° is Gaussian with indcpendent incremente;, El'f1,0 = O, anel correlation mat.rix 
(RJ.:i(t)) given by 
with 
(1.9) 
T T 
Aki(x) = lim T_!_ r r /IJ,;(x,s,t)dsdt 
T-+ oo lo lo 
3 
a.nd 
( 1.10) 
The matrix B(x) is given by 
(1 .11) 
-; ']' 
B-; ( ·)- ôb ( ) - I. 1 1 B; (. v) d k X - a k X - Irn T- k 3. , ls s 
X T-+oo . o 
uniformly in x, with probability one, a.nd Bi(x, y) = ~(x, y). 
The study of the normalized difference (1.7) was ca rried out by considering the norma-
lized linea.rized system obta.ined by lineariza.tion in Lhe neighborhood of x1 and then verify ing 
that the o rigina l system differs from the linea.rized one by an inflnitely small quanti ty com-
pareci with .,fi. The wea.k convergence of (f Lo (P cha.racterizes the asymptotic behavior 
of deviations o f o rder .fi: 
(1.12) 
In this paper we are mainly interested in Lhe asymptotic behavior o f (Zf : t ~ O), as 
& J O, where 
( 1.13) 
Tt turns out that , \/6 > O, 
(1.14) 
X C -Z' - t - 3:t 
"t- &" , 
l 
0<"- < 2. 
Deviations of order e" of X' from x. are called " not very la.rge deviations " . Da! e r & 
Freidlin [3] and Freidlin [10] considered " not very large deviat.ions" when Lhe initial condition 
is a n equilibrium point o f t he system (1 .3). They studied the stabili ty of the solution of ( 1.1) 
in a neighborhood of order e:" of the equilibrium point , as e: 1 O. In t his case, if O is t he 
initial poin t, then b(O) = O and the process Zf becomes 
(1.15) 
v c z· - ~ 
I- é" 
Tn [3] (or [10]) a LDP for the family of processes in (1.15) is enunciated and a suggcstion 
for the proof of the lower bound (A.I ) élnd upper bonnd (A.II) in the dcfinition of a.ction 
functional is given. Using this LDP, it was proved that 
By using the method suggested by Baler & Freidlin we established a LDP for the fa-
mily Z[ in (1.13) when the initial point is not necessarily an equilibrium point. From the 
smoothness o f b( x, y) we write 
x:- x, =i' b(X;, Y.e) ds - i 1 b(x.) ds = 
(1.1 6) =i' [b(x., Y.e)- b(x.)] ds + 1' B(x., Y,e)(x; - x,) ds+ 
+i' r 2(x: - x,) ds 
wherc B(x,y) is given in (l.ll) and 7·::!(.) is Lhe rest of Lagrange in the Taylor's cxpansion 
of b(x,y) in aneighborhood of x1 • 
Let us define 
(1.17) 1 ( - 1 !' -TJf = ..fi lo [b(x,, Y,')- b(x.)] ds = .fi lo b(x.,Y.c) ds. 
Then Zi in (1.13) satisfies 
(1.18) 
Our 'first result is a LDP for the famil y of random processes d-"7Jf. Let us assume the 
following conditions: 
Condition B-1. There exists a matrix A(x) = (A;j(x))i,j=l .-·· ,d nonnegat.ive definite, sym-
metric, bounded, contirwous in x, inverti h/e, S IJ C!J t,!Jat; for any st;ep functions a, '1/J : (0 , T] --> 
R d, 
(1.19) 
ds} = 
5 
Condition B-2. 3to, O< to ~ 1 anda function u(t) > O with u(t) ---+ O as t J O such that 
(1.20) 
lim sup ê1- 2"11lnEexp{ 1_; ()J."+1 b(x.,Y.')ds}ll= c!O c<t<to ê lT l h 
osl.sl -c 
Condition B-3. V~> 1 - 2K, Vó >O, 
li mê6 lnP{ sup ,,ê_" f'(B(x.,Y.')-B(x.)) 
c JO O$fs;T lo 
(1.21) 
Remark 1.1. Condition B-1 is equivalent to the existence of the limit in (1.19) for every 
continuous functions cr and '1/J. 
In §3 we prove the following theorem: 
Theorem 1. Under conditions B-1 and B-2 , t/1e action functiona/ for the family of random 
.L_,_ c . . b I SI ( ) 1 processes ê~ 'IJt lS gJven .Y cl-2K OT <p I IV lere 
(1.22) { 
I rT A-le- ) . . d SJr(IP) = 2 Jo < x. IP••IP• > s, 
+oo, 
<p a.c. 
in t.ile rest of Cro.r](Rd) 
where A-1(x) is the inverse of A(x). 
Theorem 1 is a.n extension of a result obtained by Gartner [11 ). Tle considered a family 
of random processes converging weakly, as ê l. O, to a Wiener process in R . ll c established 
sufficient conditions for t his family of ra.ndom processes, conveniently rescaled, ha.ving the 
same action functional ofthe limit process in the new scale. Tn Theorem I we cxtend Giirtner's 
result in two ways: the space variable h as dimcnsion d 2: 1 and the family o f random processes 
17~ converges weakly, as ê 1 O, to a Gaussian proccss W1° introduccd in ( 1.8) i f wc assume 
the hypothesis for Khas'minskii's result being valid. It is worth to observe that the weak 
convergence above cited is not an hypothesis ofThcorem 1. But ifthc matrix A(x) in (1.19) 
satisfies (1.9) then the action functional for d-~<W1° is ,,~,K SJr(IP) (for action functionals 
for families of Gaussian processes see Freidlin & Wentzell [10]). 
The main result in this pa.per is a LDP for the famil y (Zf : t ~ O) in (l.l3). In §ti we 
prove the following theorem: 
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Theorem 2. If conditions B-1, B-2, and B-3 <Ire satisfied then the action functional for 
(Zf : t 2:: O) is given by .:'~'~ Sor(<p) with 
(1.23) { 
t f;·< A~ 1 (x~)(<P.- iJ(x,)<p,), (<P. - B(x,)<p,) > 
Sor(<p) = 1f<p JS a.c. 
+oo, in the rest o( C[o,Tj(Rd) 
dsl 
where D(x) satisfics (1.11). 
Notice t hat (1.23) is also the normali zed action functional for a Gaussian process (f 
satisfying the linear system 
(1 .24) 
where u(x)u•(x) = A(x) anel W1 is a vViener process in n.d starting a t zero. This result 
may be found in (10], Chapter 3. 
Using Theorem 2 we prove (1.14) anel we also obtain exponential estimates for prohabi-
lities of "not very la rge deviations". Theorcm 2 may he interprcted as follows: probabilities 
of deviations of order t:"' of Xf from x1 have the same asymptotics as deviations of order 
1 caused by the Gaussian process in (1.24). T he asymptotics of probabiliti cs of "not very 
large deviations" are essentially different of Lhe corresponding to " large deviations". As in 
t.he case o f" normal dcvia.t ions" 1 the stucly o f deviations o f order c;"- is redueed to the study 
of deviations of the same order of the linearizcd system obtained from (1.16). 
Now we sketch the proof of Theorem 2. Firstly we consider the linearized sys t.em 
(1.25) 
We prove that 1 if ,.~2. Sor(<p) is the adion functional for fJ. then it is the action functional 
for Zf . Then we take a simplified linearizcd system 
(1.26) Y• c- o o - . 
Jt turns out t hat 1 uncler Condition B-3 1 ;: and fJ. have Lhe samc action fun ctional. Fi nally, 
using Theorem 11 we prove that fJ. has ,,~2• SoT(<f) as it.s action funct.ional. 
[n §5 we study the asymptotics of Lhe solu tion for a class of react;ion-d iffusion equal.ions 
depending on a small parameter E > O 1 ns € lO. Using Thcorern 1 nnd Theorem 2 we prove 
that the solution converges to a function of Lhe wave-type. 
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Solutions of wavc-type for reaction-diffusion equations have becn studied since 1930's 
by Kolmogorov, Petrovskii, Piskounov [14] (such equa.tio n is callcd KPP equation), Aro nson 
& Weinberger [2], by using cl assical mcthods anel !ater, a ftcr 1970, by Freidlin, G tirtner, 
McKean , anel others, via stochastic approach. Freiellin [7] introduceel a sm a ll parameter 
t: > O in Lhe generalized KPP equation whose eliffusion coefficient became small, of ordcr t:. 
He described t he wave front for t he solution of certain class of problems, as é l O, by using 
the Feynman- Kac formula anel Large Deviat ions fo r some fa milies of random processes. 
Carmona [4] generalized Freicllin's work in one direction by introd ucing a " fast varia ble" 
y of order ~ in some initial-boundary value problems fo r the equa.tion 
âu'(t,x,y) _ 1 â2 t~'(t,x,y) é ( )ô2 tt'(t,x,y) 
â - -2 â ~ + -2(/. x, 1J â 2 + l é y- X 
+.!. f (x, y, tt""), x E R , lvl < a, t > O. 
é 
In §5 of this paper, we consider problems of the type 
(1.27) l 
&u'(t,x,y) = ..1_ 8 2 u'(t,x,y) + I f(é""X y 'lt') +..L b(é"X y) &u•(t ,x,y) 
8 t 2c ôy'J ~ ' ' <" , (Jz; , 
x E R.d, y E (-a,a), 
tt'(O, x, y) = g(x) 
au•(t,x ,y)/ - o 
ay y:±a-
where O< fi.< ~, b(x, y) satisfies the conditions specified in Lhe introduction o f this paper , 
the initial function is nonnegative, anel its support Go ::fi R.d, [(Go)] = [Go] where [A] is Lhe 
closure of A and (A) its interior. For each x, y , the nonlinear term f(x , y , tt) belongs to 
t he class :F1 (see Freidlin [6]), i.e., f( x, y, ·)E C 1 , c{x, y) = J'(x, y, O) = s up f(x~,u) > O, 
O~u$ 1 
and c(x, y , tt) = f(x~ ,u) . 
1'o analyze the solut.ion u' (l, x, y) of t.his type of problem we shall use t he Fcynman-
Kac formul a anel " not. very large deviat.ions" for fa.milies o f random processes as in (1.1) or, 
equivalent ly, large deviations for families of random processes as in (1.1 3) and (1.15). This 
is done, roug hly speaking, in the following wa.y: To the diffcrent.ia.l operator 
(1.28) ' 1 â'J 1 b( "" ) â L = -- + - t: x,y -2e: ôy2 e:" Ô3: 
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it is associated a random process (X; , Y,c; P:y) where 
(1.29) 
(Yí; f>y) is a Brownian motion on [- a, a] starti ng at. y E (-a, a), with instanta.ncous refl ec-
tion at ±a, and ~c = Y!.. Notice that t he dirfusion coefficient of the variable y is of o rder 
. 
i; so it is called "fast variable". 
The Feynman-Kac formu la allow ns to exprcss the solu tion of (1.27) as 
(1.30) 
Using t.he action functiona l fo r certain familics of ranclom processes as in (1.13) and (LL5) 
one can vcrify that ttc(l,x,y) converges, as~ .L O, to a step function tt 0(t,x,y) given by 
\1 (1,:~:) >O, IYI ~a 
V(t, x) <O, IYI ~ a, 
for some function V('t, x) which will be specificd in §5. 
2. Aux iliary Results 
Proposit ion 2.1. If condition B-1 holds tllen '1:/x, a E Rtl , 
(2.1) { 
T 
lim '1'2"- 1 In Eexp r-" f <a, b(x, Y_,) > T-+~ k 
1 
= 2 < A(x)a,a >. 
Proof: Condition B-1 implies that, 'Vx, a E R.d 
lim ~ 1 - 2" 1n Eexp{-1 -. {T <a, b(x,Y~) > ds} = 
c.J.O e: 1-" Jo • 
1 
= 2r < A(x)a,a >. 
Then 
I ? ] - { 1 1T O' - } Ji.m t: --"- In Eexp -- <- b(x Y1) > dt = 
e(,O T c'-" o T"' I c 
1 1 
= 2T2" < A(x)a,C\' > 
T he result fo llows by changing variables in the last equality. 
• 
The proof of the following proposition is s imilar to the one of Lernrna 7.4.3 in (10] and 
we omit it. 
Proposition 2.2. Suppose t;hat (Yi; Py) is a lwmogencous Markov process with va/ues in a 
compact set D C R 1 and (2.1) holds uniformly in tlw initial point y E (D), where (D) is 
tire in terior of D. Tllen Condition B-1 is sntisfied. 
Now we shall characterize a class of random processes (Y1 t > O) which satisfies 
conditions B-1 and B-2. 
Lemma 2.1. Let (Y1; Py ) be a llomogeneous Markov process on t lle p!Jase space (D, B( D)), 
D C R 1 compact, and B(D) the u- field o[ tl1e Borel subsets of D in t;/w t.opology inherited 
from the 1Euclidean norm in R 1 . Assume conr/ítíons (L.l} -(L.5} in T!Jeorem 2.2, {5). Then 
Condition B-1 is satisfied. 
Proof: Let us suppose that b(O) = O. For each C\' E Rd we introduce the sernigroup of 
operators 
Tt f (y) = Ey/ (Yi)exp {la'< O',b(O, Y.) > ds } . 
where f is a continuous numerical function on D. 
From Theorcm 2.2 in [5] we know that 
(2 .2) lim ~In Ey exp {1T <O', b(O, Y.) > ds} =À( O'), 
T-+oo.L 0 
where À(Cl') is t.he maximal eigenvalue of .A0 , the infinitesimal gencrat.or of T{'. Jt, is 
real anel simple, the corresponding eigenvect.or tfi is positive, anel II <PII = 1. Moreover, 
Tt"QS(y) = e>.(o)tqS(y) . 
lO 
From T heorem 7. 1.8 in [10] we can write 
Taking into account t hat 1 is the m axima l cigenvalue of Tt for a = O, we have ~(O) = O. 
O n the o t her ha nd, from (2.2), 
llT- -
=< cr, lim T- Eyb(O, Y,) ds >=<a, b(O) > . 
T~+oo 0 
Since b(O) =O we have ~(a) ~O, for ali a E R d. Therefore N(O) = O a nd 
(2.3) 
Now, t.he compactness of D impl ies l.hat 3[{ > O such that O < H $ r/J(y) S 1 , 'Vy E D . 
Then , 
Hence, using (2 .3) we get 
. ., • 1 ( ,-K ) 1 Ld ()2 ~ lnn t-"- In T a 1 (y) = - (O)O'iO' · = t~+oo 1 2 . . UCI'iÔCI'j J 
• ,; = l 
wh ich is Condition B-1 in the case b(O) = O. 
When t he ini tial point in (1.3) is not 1'111 equili briu m poin t, thc a rguments a re t he sam e 
as above i f one recall t hat 
11'-lim - b(x, Y,)ds = O, t ~+oo l 0 
li 
and then Ã(x, a)~ O, Vx, a. The matrix A(x) in Condition D-1 is givcn by 
(2.4) 
• 
LeL 1/J E C[o,r]{R d) be a step funct ion, constant. in the interva.ls 
[fT, ~T), j =O, 1, 2, · · · , r- 1. For each a = (cr1, · · · , cr,.) E (R.d)" , define 
{2.5) 
The function in {2.5) is convex, .fftP(O) = O, it is lower semi continuous, H'P(cr) < +oo , Ver . 
Let L"'(fJ) be its Legendre transform: 
L ,p ({3) = su p { < cr, {3 > - H"' (a) } = 
o 
(2.6) 
The funct.ion in (2.6) is convex, lower semicontinuous, assuming values in ( -oo, +oo], and it 
is not. idenLically equa.l Lo +oo . 
Define for each s > O, 
(2.7) 
The following proposition is similar to Theorem 5.1.1 in [10] and we omit. its proof. 
Proposition 2.3. '</6 > O, Vs > O, 3a 1, · • · , CYN E (R 11)" suei! that 
N 
<I>r(s) c n {fJ :< CY;,{J > -H"'(ai) ~ s} c <T>~b (s), 
i : I 
12 
where ~+6 (s) = {.8: dist(,B, <t>r(s)) < 6}. 
Let ns define, for cach x, a E n_d 
(2.8) 
1 1 d 
H (x,a) = 2 < A(x)a,a >= 2 L Aij(X)Il'i<.\'j . i ,j =l 
This fundion is convex in the sccond argument a.nd jointly continuous (by hypothes is A(:1:) 
is con t inuous). Let L(x, .B) be its Legendre transform: 
(2.9) 1 -L(x,.B) = s~p {< a,.B > - H(x ,ll')} = 2 < A 
1(:1:)(3, ,8 >, (3 E R.d. 
This function is convex in .B and jointly lower semicontinuous in ali va.riables (see the proof 
of Lemma 4.1.7 in (10]). 
Let. us define 
Gc(a) =In Ey exp { iT a1 dT)~ } = 
(2.10) 
= ln Ey exp { ~ 1T < at,b(x 1, Y,') > dt}, a: (O, T]--+ R d. 
T he process 11r was introduced in (1.17). Cond it ion B-1 may hc written, for 1/J1 = x1 , as 
(2.11) 
3. Proof of Theorem 1 
The following theorem is an extension of resnlts obtained by Gartner (11) . We shallnse 
the same approach fo r proving it. . 
It is well known (see (10]) t hat the levei sets of the functional SÕr(-) in (1.22) are 
compact. sets. So condit.ion (A.O) is verified. The following theorem gives IIS condit ion (A.I ) 
(the lower bound). 
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T heorem 3.1. If conditions B-1 and B-2 are saLisfied tlren 'Vi > O, 'Vó > O, 'Vcp E 
qo,Tj(Rd), cpo = O, 3t:o > O sucll tlwt 
(3.1) P{llt:Í-"7t- cpll < ó} ~ exp {-61 ~ 2,. [SJr(cp) +i]}, O< é~ t:o, 
wllere TJ~ is the process introduced in (1.17). 
Proof: For simplifying notation we assume T = l. Let 7' > O be an integer and ryf be 
the random polygonal line with verticcs aí Lhe points ~ and ij~ = 17~ , j = 1, · · · , 1'. Let 
n = n(t:) = r(/r] and i]f be the random polygonal line with vertices at. ~ with i]'i, = 1Jl , 
n n 
j = 1, · · · ,n . Notice that i]J. = iJi, j = l, ·· · ,1·. 
r r 
Lei (Qm)m=l,2, ... be a. sequcncy of scts in qo,I)( Rd) which will bc derlned !ate r. Then 
for any cp E qo, 1j(Rd) and ó > O, 
P{llt:t- ~<TJC - cpll < ó} 2: 
2: p {l~t:t-"r;~ - cpll < ~ }- p { llt:~- "1( - t:&- "1]~11 2: ~ } 2: 
(3 .2) 2: P{ llt:~-"ij~ - cpll < ~ } - P{t:!-"ryt rt Qn(c)} -
- P{llt:!-"ry' - t:!-"ilcll > ~ ét-~<T}-c E Q } := 
. . _ 2 , . n(c) 
Since cp is continuous, then for 1' surftciently large and O < ó' < % we have 
Let cp E qo,l](Rd) with SJ 1 (cp) < +oo a nd lp1 be the polygonalline with step ~ such 
that tp!!.. = tp!!.., k = O, 1, · · ·, 7'. Then, tPt is a step function. Let us define 
r r 
(3.3) 
where L(x,/3) was introduced in (2.9). Then 
(3.4) ôfl . -,-(x, o·(t, :~:)) = cp1 
ocr 
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where H(x, a) is given in (2.8). Since ~~ is a step function then o{, x) is a.lso a step 
function. Besides, a(t, x) is bounded beca.use the matrix A(x) anel ~~ are bounded. 
Now we apply Cramér's method by introducing a new probability measure fH dellned 
by 
where G€(a) is given in (2.10). Hence, 
F'rom Condition D-1 anel (2.8) we hnvc 
Then Vi > O, 3êo > O such that 
1 [ [
1 
- - '] ( 1 - ) ê 1_ 2" lo H(x~,a(t,x1)dt- '3 < Gc d-" a(-,x) < 
1 [ ri _ _ '] < € 1 _ 2 " lo H(x1,a(t,x1))dl + 3 , O < é ::; €o. 
Since a(t, x)~1 - H(x, a(t , x)) = L(x, ~1) and taking into account that 
15 
the second exponent ial in (3.5) is greater than 
On the othcr hand1 if max jd-"77~ - IP~ I < ó" 1 O < ó" < ó' and {I" sufficient ly k=l.-·· . r r r-
small 1 t hen we have 
l>ecause a(t 1 x1) is bounded. Hence1 retnrning to (3.5) 1 we obtain 
(3.6) 
J1 ;::: exp{ -~ ~ ~:!,. f} exp{ -ê l ~ 2K [1[ J,(Xti<Pt)dt +f]}x 
X f>t {k~~)~~-1<1]~- <f'~ll < {)"} 1 Q < ê ~ êQ. 
Now we shall prove that 
lim f>'{ max llt:~-"7)~ - <p~ll2:ó"} = o. 
cJO k:l, ··· ,r r r 
For this 1 it is snfficient to show that for tE U~ ~ ~ · · · 1 ~ } 1 t.hc followi ng rela t.ions are valid : 
(:l .7) 
limf>'{t:t-~<n' • i - <p-i- f/1 >O} = O and 
c J 0 'li I - ' 
li m f>' {-t:!-"n' ,i + <p- i - ó" > O} = O c J O · tt t _ 1 for i= l 1 • • • 1 d. 
From the Chebyshev's exponential inequality we can writc, for ali , .• > O, 
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where eCi) is ihe component of order i of ihe canonica.l basis of R d. J!ence, 
(3.8) 
1-2 .. 0 ( 1 [ ( _ ) *V (i)]) ·c-i '")]} 
-€ c €t - ~< O' ·, 3: . -f-/ ' l (O,t]C + / VJt -f- o 
From Condition B-1, 
lim€ 1- 2"Cc (~a(·,x.)) = -21 t < A(x.)a(s,x,),a(s,x,) > ds. ciO €2-" Jo 
But 
_ • , (i) { a(s,x,) +!· eCi>, if s$l 
a(s, x,) + 'Y ~tro . t]C = a(s, x,), if s > t. 
Then 
Hence, Condit ion B-1 implies that 
= ~ t < A(x,)a(s, x,), a(s, x , ) > ds+ 
2 lo 
T herefore, t hc expression in brackets in (3.8) converges, as € 1 O, to 
(3.9) 
17 
We should find "( > O such that the above expression be stricLiy positive. For such ,· we 
get (3.7) from (3.8). 
Notice t.hat 
and 
From (3.4) we have 
d 
{)IJ "' i :.k () k (x, cv(t, x)) = .LJ A;k(x)cv (t, x) = <p1 • 
C\' i=l 
Therefore the limit in (3.9) rcduces to 
From the hypothesis on A(x) we have J; A;;(x,) ds ~ O. We choose ,. > O such that 
õ" - :f J; Aií(x_,) cls >O. 
Now we can say that. 'Vi > O, 3êo > O such that 
P- '{ .!._,. c,i - i r» } { 1 [ .. , 1 . :! rt c- -]} 
€2 llt -<p1 -u :2::0 ~ exp -€1_ 210 /b - 21 Jo A;;x_,)ds-1 , 
for a li O< € ~ éo . Choose O< 7 < 1*6" - h "2 f~ Aii(x,)ds and we get 
P'{é:~-~>,., · - cn'- é"> O} < exp - --C - • ci · { 1 } 
'11 TI - - €1 -2~< ' 
for some C> O. Then, 't/6 > O, 3éo > O snch that 
.l 
But, for € sufficiently small , 1-6 > exp {- ,,.:!;,. }. Therefore, returning to (3.6), we conclude 
that 't/1 > O, 3êo > O such that 
l1 > exp {- € 1 ~ 2 ,. [SJ 1 (<p) +1] }• O< € ~ éo. 
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For estimating 
we shall use arguments analogous to the ones in Garl.ner [ll]. In what follows, we outline 
them. 
For each number I > O there exists a monotonic fundion r(t) with r(t) L O as t ! O 
such t hat 
. r(t) 
mf -I >I r; 00 l O<t:5tM(t)v a 
where to, 100 , and e7(l) come from Condition B-2 in (1.20). We choose 1· >O sufficicntly 
large such that ru) < 16'2 and ~ <to. 
Define 
(3.10) 
Let n(e) = 1'lc1r]. Then 
From the Chebyshev's inequality we obtain 
., { 1 [ . r (t) h$dn-(e)to2exp --1-~-. mf r; e __ ,. o::;r::;toe7(/.)vd 
llut n 2 (e) = (1·(/r]) 2 ::; ,\, ,1, = exp{ 2'~~~:~0 '} anel t: 1- 2"' ln t ~O as tI O. Then, as in 
Gartner (11], we may conclude that 
{ 1 1_.,,. } { t [ . r(t) 1]} J2 < 2dt0 exp --1- 2-(2t - ln t) exp --1-.,-. tnf r; - loo- -2 < - t: - " t: __ ,. O<t :5 toe7(t)vd -
Sexp{-€ 1 ~2 ,. }, O<e::;t:o. 
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For estimating 
as in Gartner [11], one can prove t.hat VI> O, 3eo > O such that 
h<exp{--1 !~·}• 0<é$t::o. € __ ,. 
Returning to (3.2) the resnlt follows. 
• 
Now we shall prove the npper bonnd (A.II). 
Theorem 3.2. Vó > O, 'Vr > O, Vs > O, 3eo > O s11ch that 
where 
and S~r('P) is defined in (1.22). 
Proof: Again wc take T = 1 . 
P { Po 1 ( ê t-" 7J~, <I> ( s)) > h} S 
S P {Pot (et-"'i]~,<I>(s)) > ~} + P{l!t:t- "'IJ< -et-"'itll S ~} S 
(3.12) S P{Pot (et-"'i]~, <I>(s)) > ~ } + P {e~ -"'rr \t Qn(<)}+ 
where Qn(t) is defined in (3.1 0). 
20 
We see in the prooof of Theorem 3.1 Lhat for ali I > O, there exists a scquence 
{ Qm}m= l ,2,-·· 1 a number 1· 1 and t:o >O such that 
(3.13) h+ !3 < exp {- € 1 ~2" }. O< t: ~ t:o. 
Now we shall estimate 
It is known that L( x, /3) is jointly semicontinuous in ali variablcs. Then, the functional 
is lower semicontinuous in '1/J and cp. Let '1/J" --+ '1/J as n --+ +oo. Then, for cp fixed and 
using Fatou's Lemma, 
Then, VD. >O, 36 >O such that if llx. -'1/JII < 6, 
We choose '1/J as a step function with '1/J i. = i: i. 1 j = O,··· 1 1·- 1 satisfying llx. - '1/J II < 6 
r r 
and we define 
Since <t>1P(s- D.) C <I>(s) we have 
Defin e 
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(3.15) 
= lim t: 1- 2"1n E exp { t:"- 1 t < o:i, { ; b(x~, Yt') dt >} = 
c- 0 } =.!. j=l 2 
= limt:1- 2" ln Eexp {t:"- 1 { 1 < o:1,b(x1, Yt') > dt} = 
cJO Jo 
where the last, equality follows from Condition B-1 and 0'1 = ll'j, ~ ~ t < ~. j = J, · · · , 1·. 
Now, 
From (2.6) and (2.7) we get 
Since <I>r(s-2~) C <I>r(s-~), â<I>r(s-~) = {/3 E (R.dY: L"'(/3) = s-~} is a compact 
seL 1 and <I>r(s- 2~) n â<I>r (s- ~) = 0 1 we ha.ve d = disf(</>r (s- 2~) 1 â<J>r (s- C::.)) > O. Then 1 
from Proposition 2.3 and C hebyshev's inequalit.y1 there exist ll' 1, • • • 1 O:N E (R.dY such that. 
P ~ P p.c (/. <I>r(s- ~)} ~ P {p(À' 1 <I>r{s- 2~)) 2: d} ~ 
~ P {Ã' E uf:::If/3 :< a;, /3 > -H"'(a;) > s- 2~}} ~ 
N ~ {; P { exp { € 1 ~ 2,., [< 0:; 1 À c> -H"'(a;)J} > exp {sé~-;~ }} ~ 
N 
(3.16) ~ :Z::: exp { s€~-~~ }Eexp {él~:l.- [< O:i 1 À' > -H"'(o:i)]} = 
•=1 
{ s- 2~} LN { JJtP(a;)} = exp - - 1 - 2-. exp - 1 ~ é - f< é --K 
i= I 
{ 1 [ 1-2" I E , { 1 " }] } exp € 1_ 2,., t: n • exp € 1_ 2" < a; 1 A > . 
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From (3.15) wc know that 
where a 1,; = a{. L;:-1. ~ l ~ f, j = I,··· , r . Since & J01 < A( if!t)a1, a 1 > dt is lower 
semicontinuous in t/J, we take the same step function t/J1 ( with t/J i = x i , j = O, ... , r- l ), 
r r 
and we wri te for every 1 > O, 
limc1- 2"1nEexp{-,1? < a;,Ã' >} < 
cjO C --K 
I t 
< 2 lo < A(ljo,)at,í l a ,,;> dt + D. = 
= H"'(a;) +I!!.< H"'(a;) + !... 1 4 
fo r I!!.> O sufficient ly sm all. lleturning to (3. 1G) we gct 
{ s - 2D..} ~ { [[.P(a;) } { 1 t/1 } p ~ exp - cl-2~< ~ exp t: ' -2" exp ê l-:?r; [H (o·;)+ ~r] = 
=exr{--1
8
? } exp{ ,2~ . }Nexp{ 1 ~ ••. } < 
€ - -" € - -" c - -" -
{ s-1.} 5 exp - El -2~ I 
and we can say that v, > O 1 3e0 > O such that 
(3.17) { s- :r. } !4 ~ exp - € 1 _ 2~ 1 
Therefore 1 by ta.king I= s- 3 in (3.13) 1 there exists Eo > O such that 
p {Pol (é 1 - 2"TJ~ I cJl(s)) > b} 5 r,.+ 12 + 13 5 
~ exp {- e1 ~ 2" (s- !) } 1 O < c 5 Eo. 
• 
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U emark 3.1. A(x) being Lipschitz continuous, there cxists a ma.trix u(x) such that A(x) = 
u(x)u•(x), x E Rd. Define W1° = f~ u(x,) dW, where W1 is a d-dimcnsional Wiener 
process starting at zero and x1 is the function introduced in (1.3), W1° is a Gaussian proccss 
with independent increment.s, EW1° =O, and corrclation matrix (Ri i (t))i,j= l,- ,d givcn hy 
lt is known (see [1 0]) thnt the action functional for d-"W1° is given by ,,~2K SJT(cp) 
where SJr(cp) is given by (1.22). Then , from theorems 3.1 and 3.2 we conclude that d-"''7~ 
and e:t-" TtV1° have t he same act.ion functional. R.ecall t.hat under Kh<~s'm inskii 's cond itions, 
ryf converges weak ly to W1° where A(x) sat.isfies (1.9). 
Remark 3.2. When b(O) = O, Theorem 1 gives t.he normalized action fu nctiona l for 
t: ~-K1Jf = f~ f(~,:)d• ds which is 
S l ( ) _ { ~ fd < A- 1t,b., t,b, > ds, 07' cp -
+ oo, 
cp a.c. 
in the rest. of Cro.r)(Rd), 
with normalizing coefficient , .~~K where A is the matrix in Condition D-1. It is easy to 
verify th at the action functiona l for the fa mily of processes 
, f~ f(Y/)ds d ~ = :~:+ ,. ' X E R 
ê 
is also given by , 1 ~,K SJr(cp). However, in this case, the levei sct.s are 
4. Proof of Theor e m 2 
Now we shall p rove Theorem 2 in the most general silualion, when thc initial point is 
not nccessarily an equilibrium point for t.he system ( 1.3). 
( 4.1) 
We consider Xf satisfying (1.1) with Xij = x E R d anel i:1 t.he solution of (1.3). 1'hen 
Xf = :~: + t b(X!, Y,' ) ds. lo 
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We define 
(4.2) 
The process Zf in (1.13) can be writ.ten as 
zc = 1'f 
t é" I 
We define 
1 
o< 1\. < 2' 
and 
where Í~ and Íf were introduced in (1.25) and (1.26). 
First we recall that t he act.ion fundional for e &-"ryf wit.h ryf given in ( 1.17) is 
,.~ ... Sór(IP) with Sór given in (1.22). The contradion principie implies that the norm alized 
action functional for Zf is Sor(<p) in (1.23) with normalizingcoefficient c,2, ... Now weshall 
prove that z; and z; have the same action functional. 
Prop osi t ion 4.1. ff Condition D-3 in (J .21) holcls then Íf and Zf Jmve t.lle same action 
fun ctional. 
Proof: Given 1 > O 1 6 > O, and <p E Cro,rj(R d) 1 <po = x I 
- - • 6 • ó P{IIZ~- IPII < 6} 2: P{IIZ' - Z~ll < 21 IIZ~- IPII < 2} 2: 
(4.3) • ó - • ó 2: P{IIZ~ -<pll < 2}- P{IIZ~- Z~ll2: 2} = 
Since , 1 ~2 .. Sor(<p) in (1.23) is the action fnnctional for z:, 3t:o >O such that 
For estimating /2 we recall that lhe processes i'~ and Í7 satisfy the linear differential 
equat.ions 
. c 
i', - B(xt) t: = b(x,, Y/), 
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which implies that 
Then, 
and 
IZf- i: I = 11' D(x., Y:) z: ds -11 B(x .• )i; dsl ~ 
~ 11' B(x, , Y,')Z! ds -11 B(x, , Y,')Z! dsl + 
+ 11' D(x,, Y,')Z! ds- fot iJ(x.)z; dsl ~ 
~f( 11 li; - z:1 ds + t:: 11' (D(x,, )':,c) - ll(x,)) t~ dsl = 
=f( 1' li;- i; I ds+ 
+ t:~ 11' (B(x,,Y;) - B(x,)) 1' ef: B(x.) dub(x,., Y.~)duds l , 
for some f(> O. Using Lemma 2.1.1 in (10] we obta.in 
li'- i' I< I I -
f( I -; c - -; CJ (i: v) dv - -; t 1 1' 1· f.' " I ::;e € ~~. 
0 
(B(x.,Y, )-B(3.,)) 
0 
e • b(x,.,Y,,)duds. 
Hence, '</6 > O 
From Conditio n B - 3 we h ave that. 'V M > O, 3$o > O such that 
(4.4) { - · ó} { M } f., = p IIZ'- zcll > - < cxp --.-- . . - 2 - € 1-2t< ' 
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Return ing to (4.3) we get 
P {11z~- <.0ll < 5} ~ exp { - t '~2" (Sor(<.O) + 7)}, o< t ::; to, 
which is the lower bound in (A.I). 
The upper bound is easily obtained. Let s > O and 
Then 
P{por (z~,<I>(s)) ~ 5}::; 
::; P {Por (z~,<I>(s)) ~ é,IIZ~- Z. ll < ~} + P{llz~- Z~ ll ~ ~}::; 
::; P {Por (z~,<l)(s)) ~ ~} + P {11.Z~- Z~ ll ~ ~}::; 
<exp{--1 (s-l)}+ exp { -~} , 
- tl -2~< 2 t;l - 2t.: 
where the last inequality follows from (4.4) and the fact that. SoT(<.O) is the normalized act.ion 
functional for Zf. By taking M = s, 
• 
Proposition 4 .2. If Sor(<p) is tl1e normalizecl action functiona/ for Zi with normalizing 
coeflicient , •~•~ then it ís tl1e action functional for Zf wiL/1 Ll1e same normalízíng coefflcient. 
Proof: Given 5 >O and 7 >O , 
{ - 6 - 6} p { II Z~- <pll < 6} 2: p IIZ' - Z~ ll < 2' II Z~- <.OII < 2 2: 
(4.5) ~ P{llz~ - cpll < ~}- P {IIZ~- Z.'ll2: ~} = 
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A lower bound for h is obtained from Lhe hypothesis thaL ,.~:.. Sor(so) is the action 
functional for Zf . 
For esLimating h we introduce a new process 
Then, 
From the smoothness of b(x, y) we get 
where r· 2(·) is the rest of Lagrange of order 2. T hen, 
which implies that 
Therefore, taking into account (4.1) <~nd (t1.2), 
I Zf - z~ I = : rr~ - Y11 = 
é 
1 11' t - t ? - I = t:" 
0 
b(X; ,Yn ds- lo b(Y! + xJ,Y,') ds +lo ,.C-)(1!) ds ~ 
~ t:~ [I< 1' IX; - (Y~ + x,)l ds + 1' 1,·<2)(1'!)1 eis] = 
= t:l" [J( 1' IY~ - y~ I ds + 1t ll.(2 )(Y~)I ds] = 
From Lemma 2.1.1 in [10] we geL 
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for some I< > O. Since the second order derivatives of b(x, y) are bounded, we get 
for some M > O . Therefore, 
which implies tha.t 
1? = P { IIZ'- Z' ll > ~} < P { IIZ'II2 > ~_!.. 2e-KT} = 
- · · - 2 - · - 2 é" T M 
{ 
- 1 r:;::KT} 
= p II Z~ II 2: ó V{JTM . 
On the other hand 1 for s >O <I>(s) = {tp: Sor(!f) :S s, tpo =O} is compact. J\lloreover, 
tp =O E <I>(s), Vs >O becanse S'or(O) =O. Let p = dist(O; â<I>(s)). Notice that p > O s ince 
â<I>(s) is compact . Besides, for é > O sufficiently small , V 6rJ.;·,· ;1- > 2p. Then 1 3éo > O 
such that 
(4.6) 
The last inequality follows from the propertics of the action functiona l. By choosing s = 
Sor(!f) + 1, we have 
h 2: ~exp { - € 1 ~ 2" [sor(tp) + ~]} 1 O< é :S éo. 
From (4.5) we get 
P {IIZ'- ~PII < 6} 2: exp {- é 1 ~2 ,_ [sor(!f) + ~]}-
- ~ eXJ) { --1- [s or('") + 2) } > 2 é l - :l" . r 2 -
2: exp {- é 1 ~ 2" [Sor(!f) + ~t]} 1 O< é :S éo. 
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The upper bound follows easily from (4.6): 'r/s >O , 'r/ó >O, 
P {por (Z~ , cT>(s)) 2:: ó} ::; 
:5 P {Por (Z~, cT>(s)) 2:: 6, IIZ~- Z~ll < ~} + P { II Z~- Z~ll 2:: ~} :5 
:5 P {Por ( Z~, ~(s)) 2:: ~} + P { II Z~- Z~ll2:: ~} :5 
< exp {--1 -(s- r)} O< t _<to . 
- él-2..: ' 
• 
R emark 4 .1. Assume b(O) = O. Let 
Then, 
It is not difficult to show that t he aclion functional for f,? does not change i f wc start. with 
Zõ = O. 
5 . Wave front P r opagation 
In t his part we shall describe the wave front for the solu t.ion of t.he initial-boundary va lue 
problem introduced in (1.27). T he main resul ts may be proved hy using t he same approach 
as in Freidlin [6], Chapte r VT, or in [7]. 
T he conditions under b( x, y), the init.ia l function g( x), anel thc non-linear term 
f (x, y, tt) were specifiecl in t he introduction. We assume an ad itional condition: b(O) = O 
where b(x) satisfies (1.2). 
Using t.he Feynman-Kac formula, the solut.ion u' (t, x, y) o f (1.27) satisfics t.he equality 
(1.30). T he properties of f( x, y , u) imply t hal. 
(5. 1) 
30 
where (X:) 1>o is the process in (1.29), c(x, y,tt) = f(r;y •u) , and c(x 1 y) = sup c(x 1 y,tt). 
O~u~l 
Define 
1 1' 1 11 Y ' :: - c(t:" X' Y') ds = - c(Z' Y') ds 
I ê" O 3 ' J € " O 3 ' 3 
where 
Notice t hat 
z: = b(Zf, Yt'), Zô = E"x. 
Moreover, + J; b(z, Y.) ds -+ b(z ) with probabil ity 1. T he Averaging P ri ncipie implies 
t -+oo 
t hat Zf -+ Zt =O where Zt satisfies (1.3) wit h zo = O. On t he other hand 1 it is known that 
e LO 
there exists a function c(z) snch that f J; c(z 1 Y3 ) ds -+ ê(z) with probability one, for ali 
t - +oo 
z E R d . Since b(O) = O we conclude that 
with probability one. 
Define 
According to Rem ark 4.1 anel T heorem 11 thc normalized action functional for 
(5 .2) { 
t I::· < A -I (0, ê(O)l)( C,Ôt I 1Jt)l ( C,Ôt .itt) > dt l 
SJr('P.rt) = <p ,1J a.c. 1 
+oo~ in the rest of C[o,TJ(R d x R d) 
with normalizing coefficient , 1 ~2., where A(O, z) is t.he matrix satisfying 
< A(O ,z)(a,/3)1 (a,/3) >= 
!!1. is ,~ 
= lim ~In Ry exp {r-" ( < (a,/3) 1 (b(O, 1~). c(z, Y1)- ê(O)t > dt } . T-+ooT -" Jo 
31 
Using Theorem 2, we obtain the action functiona.l for (X[, i~ - c~~)t) with initial point 
(x, O) which is given by ct~::r~ Sor(cp, TJ) where 
(S.a) Sor(cp,TJ) = ((<Pt,7J,)-D(O,c(O)t)(cpt,rJt)) > dt, 
{ 
~for< A- 1_(0 ,c(O)t) ((<P~.7J,)- B(O,ê(O)t)(cpt,1Jt)), 
cp, 1J a.c. 
+oo, in thc rest of Cro,TJ(R d x R.d). 
Let us define, for each ·t > O and x E Rd , 
V(t,x) = sup {c(O)t- Sot(cp,TJ): cp,1J E C[o,+oo)(R d), cpo = x, cp, EGo, 1Jo =O}. 
By using the properties of the action funct.ional, one can prove, sim ilarly to Lcmma 6.2.1 in 
(6]. that 
(5.4) 
Using (5.1) and (5.11) we obtain 
limtte(t,x,y) = O if V(t,x) <O and IYI :5 a. 
rJO 
For proving that limue(t, x, y) = 1 in the region V(t, x) > O anel lvl S a, wc shall 
cJO 
assume that Condition (N) (sce [6]) holds: 
Condition (N): 'if(t, x) such that V(t, x) =O, 
V(t,x) =snp {c(O)t- Sot(cp,ry): (cp,rJ) E C[o.+oo)(Rd x R.d), cpo = x, 
'Pt EGo, V(t - s, cp,) <O for sE (0, t), rJo =O} . 
Similarly to the proof of Theorem 6.2.1 in [6] one can prove that, under Condition (N), 
~imtt'(t,x,y) = 1 uniformly in any compact subset. of {(t,x,y): V(t,x) >O, lvl S a}. 
The fol lowing examples show Lhe form of Lhe wave front in some particular cases of 
problem (1.27). 
Example 5.1 Assume b(x, y) = b(y) and f(x, y, tt) = f(tt) . The diffcrential operator in 
(1.28) becomes 
, 1 ô2 I . ô L = - - + -b('y) -2ê âv2 é" · a~: 
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and (Xi : t ;:::: O) in (1.29) is given by 
In this case, b(x) = b =O. Let c(tt) = uf(u), c= f'(O) = sup ~~~), c> O. 
O~u~l 
Now, 
V(t, x) = sup { ct- ~ lt < A- 1<P., <P. > ds: cp E Crn.+oo)• 'Po = l:, 'P t EGo} . 
For simplifying th is function we assume Go = {x E R d: llxll < 0}. Frorn thc Euler-Lagrange 
equation (see (1]) we obtain 
The set { (t, x, y) : 2t2é =< A - I x, x >} describes the position of the wave front, as t J O. If 
x E R , the velocity of propagation is n• = J2Ac. It is not difficult to show t hat Condition 
(N) is satisfied. 
Example 5.2 Assume f = f(y, tt), b = b(y). The opcrator L' remains the sarne as in 
Example5.1aswcllastheproccss (Xf :l ~ 0). Define c(y,11) = /(~,'u) , c(y) = sup c(y, 11). 
o::;u::;l 
vVe assume that 3kl, k2 such that O ~ k1 ~ c(y) ~ k2 , Vy and 1 _!!~00 +f~ c(Y.) cls = c > O. 
According to Remark 3.1, the family of processes (xf, /K [f~ c(Y;') ds- a] } has the same 
a.ction functional as c~ f~ b(Y,') ds, /.[f~ c(Y.c) ds- Ct]) . The funct.ion V(t, X) becornes 
V(t,x) = sup{ct- ~11 <A- 1(<P,,i],),(<P,,7J,) > ds: 
(cp,1J) E Cro.+oo)(R d x R d), <po = x, 1]o = O,<pt EGo}= 
1 
= ct- inf -
2 
< il- 1(x, 7 ) ,(x,1') >. 
"YE R" l 
Let ,... be the point of minimum. T lten 
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Condition (N) is satisfied and the position of the wave front is 
{(t,x,y) : 2ct =< A - 1(3:,·-(),(x,"Y· ) >}. 
Example 5.3: ln (1.27) assume f = f(u). The differential opcrator is L' in (1.28) anel 
the process satisfies (1.29). The function V(t, x) is given by 
{ 
1 [' I - -V(l,x) = sup ct- '2 Jo <A- (cp3 - Bcp,),(cp3 - Bcp,) > ds: 
cp E qO,+oo)(R d), cpo = x, Cf't EGo}, 
where A is the matrix in Condition B-1 and Ê is given in Remark 4.1. 
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