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Abstract
Hyperbolic systems under nonconservative form arise in nu-
merous applicationsmodeling physical processes, for example from
the relaxation of more general equations (e.g. with dissipative
terms). This paper reviews an existing class of augmented Roe
schemes and discusses their application to linear nonconservative
hyperbolic systems with source terms. We extend existing aug-
mented methods by redefining them within a common framework
which uses a geometric reinterpretation of source terms. This re-
sults in intrinsically well-balanced numerical discretizations. We
discuss two equivalent formulations: (1) a nonconservative ap-
proach and (2) a conservative reformulation of the problem. The
equilibrium properties of the schemes are examined and the con-
ditions for the preservation of the well-balanced property are pro-
vided. Transient and steady state test cases for linear acoustics
and hyperbolic heat equations are presented. A complete set of
benchmark problems with analytical solution, including transient
and steady situations with discontinuities in the medium proper-
ties, are presented and used to assess the equilibrium properties
1
of the schemes. It is shown that the proposed schemes satisfy the
expected equilibrium and convergence properties.
Key words: Augmented Roe solver, nonconservative system, moving
equilibria, well-balanced scheme
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1 Introduction
In this work, our aim is to give a detailed overview of using augmented
solvers for linear nonconservative hyperbolic systems, with an empha-
sis on preserving exact (moving) equilibria. The preservation of such
equilibria is an issue of paramount importance since many events of
interest are just perturbations of an equilibrium state. However, es-
pecially in the presence of source terms, preserving the correct equi-
librium is numerically challenging. Schemes that recover these solu-
tions exactly are referred to as well-balanced schemes [2]. General
frameworks to design well-balanced numerical schemes for nonlinear
nonconservative systems have been developed in, for example, [22, 15].
These frameworks are based on the so-called path-conservative meth-
ods. In contrast, we will design our framework based on the aug-
mented solver methods [19]. These augmented solver-based schemes
have been successfully applied to various hyperbolic conservation and
balance laws, see, for example, [18], but have not yet been discussed in
the context of nonconservative systems.
In the following, we will consider linear systems of partial differen-
tial equations in the form of
∂U
∂t
+A (x) ∂U
∂x
= S, (1)
where U = U (x, t) ∈ Ξ ⊂ Rn is the vector of conserved quantities that
takes values on Ξ, the set of admissible states of U , A = A ∈ Rn×n is
a variable coefficient matrix, and S is the vector of sources, which will
be considered to be of the form S = S (U). n denotes the number of
equations and unknowns. The domain of definition for the problem in
Eq. (1) is given by Ψ = Ω× [0, T ], hence x ∈ Ω ⊂ R.
The system in Eq. (1) is said to be hyperbolic, if ∀x ∈ Ω ⊂ R and
∀U ∈ Ξ, the matrix A is diagonalizable with n real eigenvalues. If the
eigenvalues are distinct, then the system is said to be strictly hyper-
bolic [8]. Further, the system in Eq. (1) is considered nonconservative,
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if the matrix A ∈ Rn×n is not assumed to be a Jacobian matrix of a
conservative flux [6]. Hyperbolic partial differential equations often
arise from the relaxation of more general problems, such as those in-
volving dissipative terms. In these cases, the issue of having infinite
wave speeds associated with the diffusive terms is resolved.
The ability of a numerical scheme to preserve the correct equilib-
rium is closely related to the equilibrium condition across a disconti-
nuity. This condition can be derived by integrating Eq. (1) inside a
sufficiently large spatial domain. Consider the discontinuous solution
of Eq. (1), located at x = xd at the initial time t = 0, defined as
U (x, t) =
{
UL if x < xd + σt,
UR if x > xd + σt,
(2)
where the subscripts L and R denote the left and right hand-side of the
discontinuity, and σ is the wave celerity. Using an integration volume
[xL, xR] ∈ R such that xL < xd < xR, the integration of Eq. (1) inside
this volume yields∫ xR
xL
A (x) ∂U
∂x
dx− σ (UR − UL) =
∫ xR
xL
S (U) dx. (3)
Eq. (3) is only satisfied if the source term is considered to be a singular
source defined at xd at the initial time that travels with the wave—its
position in time is given by xd + σt) [13]. In what follows, source terms
will be considered to be defined at fixed locations—in other words, not
traveling with the wave. Thus, for traveling waves, Eq. (3) reduces to∫ xR
xL
A (x) ∂U
∂x
dx− σ (UR − UL) = 0. (4)
For steady waves with σ = 0, Eq. (3) reduces to∫ xR
xL
A (x) ∂U
∂x
dx =
∫ xR
xL
S (U) dx. (5)
This separation leads to the generalized Rankine-Hugoniot relation
(GRH) in the steady state, which are a keystone in the construction
of augmented solvers.
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Themethods herein used focus on the resolution of non-conservative
systems with geometric source terms, defined as a function of the sys-
tem variables and the gradient of a scalar field. In contrast, nongeo-
metric source terms do not include such a gradient in their definition.
In what follows, we will redefine augmented schemes to solve ar-
bitrary linear hyperbolic systems under nonconservative form. For
well-balancing purposes, we use a geometric reinterpretation of source
terms, which is a generalization of the idea introduced in [3]. In this
method, source terms are considered in the Riemann problem as sin-
gular sources in the sense of distributions. Our generalization of this
method allows to obtain well-balanced properties even in cases with
nongeometrical source terms. In combination with augmented Rie-
mann solvers, this source term treatment enables exact equilibrium
solutions for linear hyperbolic systems.
We present two equivalent forms of this numerical scheme: (1) the
fluctuation form and (2) the numerical flux form. The fluctuation form
of our approach can be directly applied to the nonconservative system.
The numerical flux form requires rewriting the system by augmenting
with additional equations accounting for the variation in time of the
system matrix coefficients and additional source terms. In this way,
a conservative flux can be defined and the scheme can be written in
numerical flux form.
We apply these schemes to the linear acoustic equations and to the
hyperbolized heat equation with source term. The latter involves a
stiff relaxation source term which must be exactly balanced in order
to provide a conservative estimation of the heat flux. A complete set
of steady and transient test cases are presented together with their
analytical solution. To emphasize the importance of well-balancing, the
solution provided by the well-balanced schemes is compared with the
solution provided by a wave propagation algorithm that uses a centered
explicit—that is to say not well-balanced—integration of source terms.
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2 Numerical resolution of nonconservative
systems
Consider the Cauchy problem defined in the domain Ω × [0, T ] for the
partial differential equation in Eq. (1) with{
IC: U (x, 0) =
◦
U (x) , ∀x ∈ Ω,
BC: U (x, t) = U∂Ω (x, t) ∀x ∈ ∂Ω,
(6)
where IC denotes the initial condition specified by a suitable function
◦
U (x) : Ω → Ξ, and BC denotes the boundary condition specified by a
suitable function U∂Ω (x, t) : Ω× [0, T ]→ Ξ. The spatial domain is given
by Ω = [a, b], with a and b being the start and end points of the domain,
respectively. It is discretized in N volume cells, defined as Ωi ⊆ Ω, such
that Ω ≈ Ω∆x =
⋃N
i=1Ωi, with cell edges at
a = x 1
2
< x 3
2
< ... < xN− 1
2
< xN+ 1
2
= b, (7)
and with cell size ∆x. In the following, we assume that the discretized
domain Ω∆x is identical to Ω. Inside each cell, at time t
n, the conserved
quantities are defined as cell averages as
Uni =
1
∆x
∫ x
i+1
2
x
i− 1
2
U (x, tn) dx, i = 1, . . . , N. (8)
Integration of the system in Eq. (6) inside the control volume Ωi ×
[tn, tn+1] yields Godunov’s scheme [9]
Un+1i = U
n
i −
∆t
∆x
(
D−
i+ 1
2
+D+
i− 1
2
)n
+∆tS¯ni , (9)
where D−
i+ 1
2
and D+
i− 1
2
are the nonconservative fluctuations, and S¯i is
the numerical approximation of the integral of the source term as
S¯i ≈
∫ x
i+1
2
x
i− 1
2
S (U) dx. (10)
D−
i+ 1
2
and D+
i− 1
2
are computed by solving the Riemann problem (RP) for
Eq. (1) across the interfaces i+ 1
2
and i− 1
2
of the cell, respectively. For
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example, at the interface i+ 1
2
, the RP is
◦
U (x) =
{
Ui if x < xi+ 1
2
,
Ui+1 if x > xi+ 1
2
.
(11)
Let us study the conditions that such a numerical scheme must sat-
isfy to preserve equilibrium states. Consider the FV discretization of
cell values in Eq. (8). In order to preserve an initial steady state, the
equilibrium condition in Eq. (5) must be satisfied at each cell interface.
Across a discontinuity at an interface i + 1
2
, the integration of Eq. (1)
on [xi, xi+1] gives ∫ xi+1
xi
A (x) ∂U
∂x
dx =
∫ xi+1
xi
S (U) dx. (12)
The integral of the nonconservative products on the left hand side of
Eq. (12) can be approached as∫ xi+1
xi
A (x) ∂U
∂x
dx =
(
A˜δU
)
i+ 1
2
, (13)
where
A˜i+ 1
2
=
1
2
(Ai +Ai+1) , (14)
and δUi+ 1
2
= Ui+1 − Ui. This allows to rewrite Eq. (12) as(
A˜δU
)
i+ 1
2
=
∫ xi+1
xi
S (U) dx. (15)
In order to preserve the equilibrium state, suitable numerical ap-
proximations to the integral of the source term that depend on both
the form of the fluctuations and the source term must be derived to sat-
isfy Eq. (15). We see that the traditional finite volume (FV) updating
scheme in Eq. (9) in combination with Eq. (10) does not intrinsically
preserve equilibria, because we have not specified how the integration
is carried out. Hence, the integral of the source term is not guaranteed
to satisfy Eq. (15) at cell interfaces.
Finding suitable approximations that satisfy Eq. (15) is a subtle
issue, commonly studied in depth-averaged geophysical flow modeling,
see for example [1, 2, 18, 29]. In this context, a geometric reinterpreta-
tion of the source term S (U) yields a well-balanced numerical scheme
with the nature of the source term [3].
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2.1 Geometric reinterpretation of source terms
The nonconservative products in Eq. (15) may be exactly balanced with
the source terms using a geometric reinterpretation of S (U) as
S (U) =
∂
∂x
V (x, S) . (16)
Here, V is the primitive variable of S (U) that satisfies
V (x, S) =
∫ x
−∞
S (U) dx. (17)
If the piecewise constant FV discretization of data, given in Eq. (8), is
also applied to the source term, V can be evaluated at the cell interfaces
as 
Vi+ 1
2
= V (0) +
i∑
ι=1
Sι∆x,
Si =
1
∆x
∫ x
i+1
2
x
i− 1
2
S (U) dx,
(18)
where we set V (0) = 0 for the sake of simplicity. If considering a linear
approximation, cell averages of the primitive variable V can computed
as
Vi =
1
2
(
Vi+ 1
2
+ Vi− 1
2
)
, (19)
which can also be written as
Vi = Vi− 1
2
+
1
2
Si∆x. (20)
Using Eq. (20), we define
δVi+ 1
2
= Vi+1 − Vi = Vi+ 1
2
+
1
2
Si+1∆x− Vi− 1
2
− 1
2
Si∆x. (21)
The integral of the source term in Eq. (15), hereafter referred to as
integral of the source term at the interface, can be approached by using
Eq. (16) as 
S¯i+ 1
2
=
∫ xi+1
xi
S (U) dx,
=
∫ xi+1
xi
∂
∂x
V (x, S) dx,
≈ δVi+ 1
2
≡ 1
2
(Si + Si+1)∆x,
(22)
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provided a linear approximation. Note that the degree of the approxi-
mation for Vi will have an impact on the overall order of the numerical
scheme (e.g. the linear approximation in Eq. (19) yields a second or-
der of accuracy). Moreover, when dealing with nonlinear systems and
source terms, a more sophisticated averaging for Eq. (19) might be
required.
The steady equilibrium condition that relates the discontinuous left
and right states at the interface i+ 1
2
given by Eq. (12) can be obtained
by combining Eq. (15) with Eq. (22) as(
A˜δU
)
i+ 1
2
= δVi+ 1
2
, (23)
which states that the jump across cell interfaces under steady state is
δUi+ 1
2
=
1
2
A˜−1 (Si+1 + Si)∆x. (24)
Proposition 2.1 For a numerical scheme that satisfies the approxi-
mate GRH relation in Eq. (12) at cell interfaces and considers the lin-
ear approximation of the nonconservative product and source term in
Eq. (15) and Eq. (22), respectively, the numerical solution of Eq. (1)
will be equal to the analytical solution (considering machine accuracy)
iff for the analytical solution of Eq. (1), A (U) ∂U
∂x
can be expressed as
a polynomial of degree at most 1 (A (x) ∂U
∂x
∈ P1(Ω)), with P1 the degree
1-polynomial basis and x ∈ Ω, and at the same time S can also be ex-
pressed as a polynomial of degree at most 1 (S ∈ P1(Ω)).
Proof 2.1 Since the linear approximation of the nonconservative prod-
ucts and source term in Eq. (15) and Eq. (22), respectively, provide the
exact integral if those terms are polynomials of degree at most one, the
exact GRH relation in Eq. (12) is recovered at every cell interface and
the exact solution is thus obtained. Since the linear approximation of
the nonconservative products and source term can not ensure an exact
integral if those terms are polynomials of degree higher than one, the
exact GRH relation in Eq. (12) can not be recovered, and the numerical
solution deviates from the exact solution. Prop. 2.1 is thus proved.
Corollary 2.1.1 Let us consider a numerical scheme for the resolution
of Eq. (1) that satisfies the approximate GRH relation in Eq. (12) at
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cell interfaces and considers the linear approximation of the nonconser-
vative products and source term in Eq. (15) and Eq. (22), respectively.
Let q be a variable of the system in Eq. (12), that represents a physi-
cal conservative flux. Further, let q satisfy ∂q/∂t = 0 and ∂q/∂x = φ
at the steady state, where φ (e.g., a source of the quantity associated to
q), is a polynomial of degree at most 1 ( φ ∈ P1(Ω)). Then, the numeri-
cal scheme will preserve the exact conservation of q at the discrete level
under steady state. The conditions ∂q/∂t = 0 and ∂q/∂x = φ will be
fulfilled with machine accuracy.
Wewill now discuss how to combine this source term treatment with
augmented solvers to obtain a well-balanced numerical scheme.
2.2 Augmented resolution of the nonhomogeneous
system
The augmented Riemann solver approach is based on the consideration
of the source terms directly in the definition of the Riemann problem as
a singular source term. This way, the contribution of the source term
is not explicitly included in the updating scheme for the problem in Eq.
(6), but in the definition of the fluctuations, yielding
Un+1i = U
n
i −
∆t
∆x
(
D−
i+ 1
2
+D+
i− 1
2
)n
. (25)
The fluctuations must satisfy
D−
i+ 1
2
+D+
i+ 1
2
=
∫ xi+1
xi
A (x) ∂U
∂x
dx−
∫ xi+1
xi
S (U) dx (26)
for a suitable approximation of the integrals of the nonconservative
product and the source term. Since we directly average the coefficient
matrix, and use the geometric reinterpretation of the source term in
Eq. (22), Eq. (26) becomes
D−
i+ 1
2
+D+
i+ 1
2
=
(
A˜δU − δV
)
i+ 1
2
, (27)
which recovers the equilibrium condition in Eq. (23) at the steady state.
In the following, the fluctuations, D−
i+ 1
2
and D+
i− 1
2
, are derived following
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two equivalent approaches. The first approach is based on the reso-
lution of the nonconservative system, allowing to satisfy Eq. (27) by
decomposing the source term in the system matrix eigenvector basis.
It is referred to as the fluctuation form of the augmented scheme. The
second approach is based on rewriting the system in conservative form
by introducing the definition of a conservative flux. In this way, the
updating scheme can be written in numerical flux form and Eq. (27)
will be satisfied by decomposing the source term using the eigenvector
basis of the Jacobian of the conservative flux. Consequently, we refer
to this approach as the flux form of the augmented scheme.
2.2.1 Augmented scheme in fluctuation form
We consider the RP in Eq. (11) for the hyperbolic system in Eq. (1),
and approximate it by a constant coefficient linear RP as
PDE:
∂Uˆ
∂t
+ A˜i+ 1
2
∂Uˆ
∂x
= S¯i+ 1
2
δx=xi+1/2,
IC:
◦
Uˆ (x) =
{
Ui if x < xi+ 1
2
,
Ui+1 if x > xi+ 1
2
,
(28)
where A˜i+ 1
2
is computed using the linear averaging in Eq. (14), Uˆ (x, t)
is the approximate solution of the RP in Eq. (11) for Eq. (1), and the
singular source term is defined as
S¯i+ 1
2
δx=xi+1/2 =
{
δVi+ 1
2
if x = xi+ 1
2
,
0 else,
(29)
allowing to recover the GRH condition in Eq. (23) at the interface.
Note that δx=xi+1/2 is the Dirac mass placed at xi+ 1
2
. Since in our case
linear averaging of A yields a Roe-type matrix [23], A˜i+ 1
2
is diagonal-
izable with Nλ = n real eigenvalues λ˜
m
i+ 1
2
and right eigenvectors e˜m
that approximate the eigenvalues and eigenvectors of A from the orig-
inal RP in Eq. (11). Using λ˜m
i+ 1
2
and e˜m, we can construct the matrix
P˜i+ 1
2
=
[
e˜1, e˜2, . . . , e˜Nλ
]
and its inverse P˜−1
i+ 1
2
. Then, A˜i+ 1
2
can be diago-
nalized as
A˜i+ 1
2
=
(
P˜Λ˜P˜
)
i+ 1
2
, (30)
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where Λ˜i+ 1
2
= diag
(
λ˜1, λ˜2, . . . , λ˜Nλ
)
is a diagonal matrix with the ap-
proximate eigenvalues as entries.
The system in Eq. (28) can now be decoupled as
PDE:
∂Wˆ
∂t
+ Λ˜i+ 1
2
∂Wˆ
∂x
= B¯i+ 1
2
δx=xi+1/2 ,
IC:
◦
Wˆ (x) =
Wi = P˜
−1
i+ 1
2
Ui if x < xi+ 1
2
,
Wi+1 = P˜−1i+ 1
2
Ui+1 if x > xi+ 1
2
,
(31)
where Wˆ = P˜−1
i+ 1
2
Uˆ are the characteristic variables, Wˆ =
[
wˆ1, wˆ2, . . . , wˆNλ
]
,
and B¯i+ 1
2
= P˜−1
i+ 1
2
S¯i+ 1
2
is the projection of the source term onto the eigen-
basis of the coefficient matrix Â.
The general solution Uˆ (x, t) can be derived by expanding the solu-
tion as a linear combination of the eigenvectors as
Uˆ (x, t) =
Nλ∑
m=1
wˆm (x, t) e˜m
i+ 1
2
, (32)
where the scalar values wˆm(x, t) are the characteristic solutions and
represent the strength of each m-wave.
Let U−
i+ 1
2
and U+
i+ 1
2
be the left and right states in the vicinity of xi+ 1
2
,
respectively, defined as
U−
i+ 1
2
= lim
x→x−
i+1
2
Uˆ (x, t) ,
U+
i+ 1
2
= lim
x→x+
i+1
2
Uˆ (x, t) ,
(33)
They can be computed as shown in [19] as
U−
i+ 1
2
= Ui +
∑
λm<0
[(
α− β¯
λ˜
)
e˜
]m
i+ 1
2
,
U+
i+ 1
2
= Ui+1 −
∑
λm>0
[(
α− β¯
λ˜
)
e˜
]m
i+ 1
2
,
(34)
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where the set of wave and source strengths, ~α and ~β, respectively, are
defined as 
~αi+ 1
2
=
[
α1, α2, . . . , αNλ
]T
i+ 1
2
=
(
P˜−1δU
)
i+ 1
2
,
~βi+ 1
2
=
[
β1, β2, . . . , βNλ
]T
i+ 1
2
=
(
P˜−1δV
)
i+ 1
2
.
(35)
The fluctuations are calculated as
D−
i+ 1
2
=
∑
λm<0
[(
λ˜α− β
)
e˜
]m
i+ 1
2
,
D+
i+ 1
2
=
∑
λm>0
[(
λ˜α− β
)
e˜
]m
i+ 1
2
.
(36)
This satisfies
δVi+ 1
2
= A˜i+ 1
2
(
U+
i+ 1
2
− U−
i+ 1
2
)
, (37)
which under steady state yields
δVi+ 1
2
= A˜i+ 1
2
δUi+ 1
2
, (38)
allowing to recover Eq. (23).
2.2.2 Augmented scheme in flux form
An equivalent to the numerical scheme in Sec. 2.2.1 can be derived
by augmenting the system to include the elements of A in Eq. (1) as
conserved quantities, hereafter denoted by ai,j. This is accomplished by
adding the trivial equation
∂ai,j
∂t
= 0 (39)
to the system of equations.
This gives augmented vectors of the size n + n2, and we will denote
these augmented vectors by a bar symbol (e.g., U¯ for the augmented
vector of conserved variables). These vectors are written as
U¯ =
[
U a1,1, . . . , a1,n, a2,1, . . . , a2,n, . . . , an,1, . . . , an,n
]T
, (40)
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U¯ ∈ Ξ ⊂ Rn+n2. The augmented vector of sources S¯ is constructed as
S¯ =
[
S 0, . . . , 0
]T
, (41)
and represents the following mapping S¯ : Ξ → Rn+n2. The augmented
version of the system matrix A is defined as the block-structured ma-
trix
A¯ =
[ A 0
0 0
]
, A¯ ∈ R(n+n2)×(n+n2). (42)
Using Eq. (40), Eq. (41) and Eq. (42)), the augmented form of the
system in Eq. (1) is written as
∂U¯
∂t
+ A¯ (x) ∂U¯
∂x
= S¯. (43)
Linear nonconservative systems can be cast in conservative form by
applying the chain rule of calculus and adding an additional nonconser-
vative geometric source term that allows to recover the original system.
In this way, Eq. (1) is rewritten in an extended form as
∂U¯
∂t
+
∂F¯
∂x
= K¯∂U¯
∂x
+ S¯. (44)
where F¯ is the vector of conservative fluxes, given by a linear mapping
F¯ : Ξ→ Rn+n2 and defined as
F¯ = M¯U¯, (45)
where M¯ ∈ R(n+n2)×(n+n2) is the Jacobian matrix of the conservative
flux, computed as
M¯ = A¯+ K¯ =
[ A B
0 0
]
∈ R(n+n2)×(n+n2). (46)
Here, K¯ ∈ R(n+n2)×(n+n2) is the coefficient matrix associated with the
nonconservative terms, written as
K¯ =
[
0 B
0 0
]
, (47)
and B ∈ Rn2×n is the following diagonal block-structured matrix
B = diag (UT ) . (48)
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Proposition 2.2 The matrix M¯ can be diagonalized as Λ¯ = P¯−1M¯P¯,
with P¯ being the column matrix of the right eigenvectors of M¯, yielding
Λ¯ =
[
Λ 0
0 0
]
, Λ¯ ∈ R(n+n2)×(n+n2), (49)
where Λ ∈ Rn×n is Λ = P−1AP, with P being the column matrix of the
right eigenvectors of A.
Proof 2.2 Using the Schur complement (see, e.g., [11]), it can be shown
that the eigenvalues of a block matrix are the combined eigenvalues of
its blocks (omitted here). Since all eigenvalues of B equal 0, the eigen-
values of M¯ equal the eigenvalues of A augmented by n2 zeros. This
corresponds to Λ¯ given in Eq. (49), and Prop. (2.2) is therefore proved.
Corollary 2.2.1 If the homogeneous part of the system in Eq. (1) is
hyperbolic, then the homogeneous part of the system in Eq. (44) is also
hyperbolic.
Corollary 2.2.2 The eigenvalues of M¯, denoted as λ¯m, are given by the
diagonal elements of Λ¯. They are equal to
λ¯m =
{
λm if 1 ≤ m ≤ n,
0 if n < m ≤ n+ n2, (50)
where λm are the eigenvalues of A.
We construct a numerical scheme in the form of Eq. (25), using the
augmented vectors and matrices. The fluctuations can be written in
terms of numerical fluxes as D¯
−
i+ 1
2
= F¯−
i+ 1
2
− F¯i,
D¯+
i+ 1
2
= F¯i − F¯+i− 1
2
,
(51)
with F¯−
i+ 1
2
and F¯+
i− 1
2
being the numerical fluxes at cell interfaces. Then,
Eq. (25) becomes
U¯n+1i = U¯
n
i −
∆t
∆x
(
F¯−
i+ 1
2
− F¯+
i− 1
2
)
(52)
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A numerical scheme in the form of Eq. (52) solves the RP
PDE:
∂U¯
∂t
+
∂F¯
(
U¯
)
∂x
= K¯ (U¯) ∂U¯
∂x
+ S¯
(
U¯
)
,
IC:
◦
U¯ (x) =
{
U¯i if x < xi+ 1
2
,
U¯i+1 if x > xi+ 1
2
.
(53)
at the interface i + 1
2
. As in the previous section, we approximate Eq.
(53) with a constant coefficient RP as
PDE:
∂U¯
∂t
+ ˜¯J i+ 1
2
∂U¯
∂x
= S¯i+ 1
2
δx=xi+1/2,
IC:
◦
U¯ (x) =
{
U¯i if x < xi+ 1
2
,
U¯i+1 if x > xi+ 1
2
.
(54)
where ˜¯J i+ 1
2
is the approximate Jacobian of the conservative flux F¯
(
U¯
)
,
which satisfies
δF¯i+ 1
2
= ˜¯J i+ 1
2
δU¯i+ 1
2
, (55)
and is defined using Roe’s averaging procedure [23]
˜¯J i+ 1
2
≡ ˜¯Mi+ 1
2
=
1
2
(M¯i + M¯i+1) . (56)
Let ˜¯Ki+ 1
2
be an approximate matrix of K at the interface i + 1
2
that
satisfies the equality∫ U¯i+1
U¯i
K¯ (U¯) dU¯ = (˜¯KδU¯)
i+ 1
2
, (57)
provided a linear averaging. The term S¯i+ 1
2
is defined as a singular
source term as follows
S¯i+ 1
2
δx=xi+1/2 =

(˜¯KδU¯ + δV¯ )
i+ 1
2
if x = xi+ 1
2
,
0 else.
(58)
Since in our case Eq. (56) yields a Roe matrix [23], ˜¯J i+ 1
2
is diagonal-
izable with Nλ = n + n
2 real eigenvalues λ˜m
i+ 1
2
, and right eigenvectors
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e˜m. Consequently, ˜¯J can be diagonalized using the column matrix of
right eigenvectors ˜¯P i+ 1
2
and its inverse ˜¯P−1i+ 1
2
as ˜¯J i+ 1
2
=
(˜¯PΛ˜ ˜¯P−1)
i+ 1
2
with Λ˜i+ 1
2
= diag
(
λ˜1, . . . , λ˜Nλ
)
.
The system in Eq. (54) can now be decoupled using ˜¯P−1, as pre-
viously done in Eq. (31). Analogously, an approximate flux function
ˆ¯F (x, t) with a similar structure as ˆ¯U (x, t) can also be constructed. In-
tercell values for the fluxes in the vicinity of interface i+ 1
2
are defined
as 
F¯−
i+ 1
2
= lim
x→x−
i+1
2
ˆ¯F (x, t) ,
F¯+
i+ 1
2
= lim
x→x+
i+1
2
ˆ¯F (x, t) .
(59)
Here, the approximate fluxes on the left and right side of xi+ 1
2
, F¯−i and
F¯+i+1, respectively, read
F¯−
i+ 1
2
= F¯i +
∑
λm<0
[(
λ˜α− β¯
)
e˜
]m
i+ 1
2
,
F¯+
i+ 1
2
= F¯i+1 −
∑
λm>0
[(
λ˜α− β¯
)
e˜
]m
i+ 1
2
,
(60)
allowing to define the fluctuations as
D−
i+ 1
2
=
∑
λm<0
[(
λ˜α− β¯
)
e˜
]m
i+ 1
2
,
D+
i+ 1
2
=
∑
λm>0
[(
λ˜α− β¯
)
e˜
]m
i+ 1
2
,
(61)
where the set of wave and source strengths, A¯i+ 1
2
and B¯i+ 1
2
, respectively,
are defined as
A¯i+ 1
2
=
[
α1, α2, . . . , αNλ
]T
i+ 1
2
=
(˜¯P−1δU¯)
i+ 1
2
,
B¯i+ 1
2
=
[
β1, β2, . . . , βNλ
]T
i+ 1
2
=
(˜¯P−1 (˜¯KδU¯ + δV¯ ))
i+ 1
2
.
(62)
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This scheme satisfies(˜¯KδU¯ + δV¯ )
i+ 1
2
= F¯+
i+ 1
2
− F¯−
i+ 1
2
, (63)
which under steady state yields(˜¯KδU¯ + δV¯ )
i+ 1
2
=
(˜¯MδU¯)
i+ 1
2
. (64)
The relation in Eq. (46) allows to recover Eq. (23) from Eq. (64), and
hence the augmented scheme in fluctuation form (Sec. 2.2.1) and flux
form (Sec. 2.2.2) are equivalent.
These rather long derivations might be perceived as unnecessarily
complicated in the context of linear systems, but may become useful
when extending these approaches to the resolution of nonlinear sys-
tems.
3 Computational test cases
We study the performance of the presented approaches using two linear
hyperbolic systems under nonconservative form. We present transient
simulations for the linear acoustic equations, and both transient and
steady state simulations for the hyperbolized heat equation. For the
augmented solver approach, the fluctuation form and the flux form are
equivalent and yield the same results up to machine accuracy. Below,
we only show the results obtained by using the fluctuation form.
3.1 Linear acoustics
The linear acoustic equations are obtained by linearizing the isentropic
Euler equations [13]. In the one-dimensional case (1D), the system
reads 
∂p
∂t
+K(x)
∂u
∂x
= 0
∂u
∂t
+
1
ρ(x)
∂p
∂x
= 0,
(65)
where p is the pressure, u is the velocity, K is the bulk modulus of elas-
ticity and ρ is the density. The linear acoustic equations describe the
18
propagation of small amplitude perturbations of p and u in the medium.
See Appendix A for the eigenvalues and eigenvectors of the system.
3.1.1 Transient solution considering a piecewise constant den-
sity
The augmented scheme is applied here to the 1D linear acoustic equa-
tions to simulate an extreme case from [14], where the speed of sound is
discontinuous at an interface between two media. The performance of
the augmented scheme is assessed by comparing to a high-resolution
reference solution computed by the wave propagation algorithm pro-
posed in [14, 13].
The spatial domain is given by Ω = [0, 1] and the simulation time is
T = 0.52. The properties of the media are
K (x) = 1,
ρ (x) =
{
1 if x < 0.6,
4 if x > 0.6,
(66)
giving a jump in the wave velocity from c = 1 on the left region to c = 0.5
on the right region. As initial condition, we impose u = 0 and a hump
in pressure given by
p (x) =
{
pˆ
√
1− (x−x0
xˆ
)2
if |x− x0| < xˆ,
0 else,
(67)
where x0 = 0.4, xˆ = 0.075 and pˆ = 0.2.
We run computations on different mesh sizes from ∆x = 0.01 down
to ∆x = 0.0025 using a Courant, Friedrichs and Lewy condition (CFL)
[5] with a CFL number of 0.8. The solution converges to the reference
solution as the grid is refined. This is seen in Fig. 1, where results are
plotted at t = 0.104, t = 0.26, t = 0.364 and t = 0.52.
While the augmented scheme converges to the reference solution, it
has a higher dispersion error that manifests itself in a phase error of
the bumps propagating through the domain. As the mesh resolution is
refined, the dispersion error is rapidly reduced. Fig. 2 shows a detail
of the small reflected hump at t = 0.52 for different mesh sizes. It must
be noted that the reference wave propagation scheme does not show
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Figure 1: The computed results (∆x = 0.01 (− ◦ −) and ∆x = 0.0025
(− ◦ −)) converge to the reference solution (black line) as seen in the
snapshots (t = 0.104 (top-left), t = 0.26 (top-right), t = 0.364 (bottom-
left) and t = 0.52 (bottom-right)).
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Figure 2: The computed results by the augmented solver (∆x = 0.01
(−−), ∆x = 0.0025 (− ◦ −) and ∆x = 0.00125 (−△−)) and reference
solver (filled symbols) show a phase error compared to the reference
solution (black line) at t = 0.52, which rapidly reduces as the grid is
refined.
any dispersion error (i.e., the numerical representation of the bump is
symmetric which respect to the center of the exact bump).
3.2 Hyperbolic heat equation
The 1D heat equation in its original parabolic form reads
c (x) ρ (x)
∂u
∂t
+
∂
∂x
(
−k (x) ∂u
∂x
)
= φ, (68)
where u is the temperature, c is the specific heat capacity, ρ is the den-
sity, k is the thermal conductivity of the material and φ is a heat source.
The equation can be hyperbolized using Cattaneo’s relaxation approach
[4] as 
c (x) ρ (x)
∂u
∂t
+
∂q
∂x
= φ,
ε
∂q
∂t
+ k (x)
∂u
∂x
= −q.
(69)
Here, we introduce ε as the relaxation time, and q as the flow of heat
energy per unit area. For ε → 0, the hyperbolic form in Eq. (69) con-
verges to the original form in Eq. (68). See B for the eigenvalues and
eigenvectors of the system.
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Proposition 3.1 For a given cell size ∆x and a first order accurate
numerical solver, the value of ε can be constrained as
ε <
O (1)∆x
K1
,
K1 =
1− 2− 12
2
1
2 − 1 .
(70)
Here, O (1) denotes the error of a first order numerical scheme.
Proof 3.1 Omitted here. See [17] for a detailed proof.
Proposition 3.2 Let f : R → R be a function with compact support
on a domain Ω that satisfies ∂f(x)
∂x
= M f−1 (x), with f−1 : R → R, and
f (x) f−1 (x) = 1. Then, if φ = 0, c (x) = ρ (x) = 1, and k (x) = f , then f is
a steady state solution of Eq. (68) as well as Eq. (69).
Proof 3.2 Since
∂u
∂x
= M f−1, (71)
we obtain
q = −k (x) ∂u
∂x
= −M , (72)
which yields a zero flux in the first equation of the system in Eq. (68)
and Eq. (69). Hence, u does not change in time and Prop. 3.2 is thus
proved.
Corollary 3.2.1 Consider Eq. (69) in an infinite 1D domain. If φ = 0
and k (x) = M
W sin(x)+C
, then u (x) = −W cos (x) + C x is a steady state
solution of the system for ∀(M ,W ,C ) ∈ R : |C | > |W |.
Corollary 3.2.2 Consider Eq. (69) in the domain Ω = [a, b]. Let φ = 0
and
k (x) =

k1 if x ≤ b+a2 − δ2 ,
k˜ if b+a
2
− δ
2
< x < b+a
2
+ δ
2
,
k2 if x ≥ b+a2 + δ2 ,
(73)
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with k1, k2 ∈ R being nonzero constant conductivities, k˜ = (k1 + k2)/2
and δ ∈ R being the conductivity and the thickness of the transition
layer. Then q (x) = M and
u(x) =
{−M
k2
x if x ≤ b+a
2
− δ
2
,
−M
(
1
k1
x+ k1−k2
k1k2
x∗ + 1
k1
δ − 2
k˜
δ
)
if x ≥ b+a
2
+ δ
2
,
(74)
with x∗ = b+a
2
− δ
2
is a weak solution of Eq. (69) at the steady state,
provided that a linear averaging of the coefficient matrix in Eq. (69) is
used.
Corollary 3.2.3 In the limit when δ → 0, the expressions in Cor. 3.2.2
represents the solution of a pure discontinuous transition in the medium
properties (e.g., the conductivity). Such solution reads q (x) = M and
u (x) =
{−M
k2
x if x ≤ b+a
2
,
−M
(
1
k1
x+
(
k1−k2
k1k2
) (
b+a
2
))
if x ≥ b+a
2
.
(75)
Corollary 3.2.4 When considering the numerical resolution of Eq. (69)
by means of an augmented scheme and δ = ∆x, then the solution in
Cor. 3.2.2 corresponds to the numerical solution provided by the scheme
under steady state. This means that, in the case of a pure discontinuous
transition, the numerical scheme will artificially enforce the presence of
a transition layer of size δ = ∆x. As the grid is refined, the size of the
transition layer is reduced and tends to zero, thus approaching the exact
solution of the pure discontinuous transition.
Proposition 3.3 Consider Eq. (69) in the domain Ω = [a, b]. If φ, k ∈ R
are nonzero constants, then q (x) = q(a) + φ(x − a) and u (x) = u(a) −
q(a)
k
(x− a)− φ
2k
(x− a)2 is a steady solution of Eq. (69), with q(a) the heat
flux at the inlet and u(a) the temperature at the inlet.
Proof 3.3 The given expressions for the discharge and temperature in
Prop. 3.3 satisfy the system in Eq. (69), namely the equations
∂q
∂x
= φ,
k
∂u
∂x
= −q.
(76)
Prop. 3.3 is thus proved.
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In the following, we show results obtained by the augmented solver
for the hyperbolic heat equation at the steady state. For contrast, we
compute results with a deliberately not well-balanced wave propaga-
tion scheme, which uses a centered integration of the source term.
We note that high-order accurate steady state solutions can be com-
puted using wave propagation algorithms (e.g., by following the ap-
proaches in [12] (fractional time stepping) and [15] (path-conservative
approach)). The presented results are for illustration purposes only,
and do not represent the state of the art wave propagation solvers.
3.2.1 Steady solution considering a constant conductivity
This case is devoted to the resolution of the hyperbolized heat equation
with ρ (x) = c (x) = 1 and φ = 0, on the domain x ∈ [a, b], where a = 0
and b = 10. The conductivity, k (x), is set constant. Following Cor.
3.2.1, we impose M = 1, W = 0 and C = 2. Initial conditions for u and
q are applied following Cor. 3.2.1. Fixed Dirichlet boundary conditions
are applied for both heat flux and temperature. The heat flux is set
upstream and the temperature downstream, as
qin = −1, uout = C b. (77)
The augmented solver reproduces the exact solution independent of
the grid resolution. Both the nonconservative products and the source
term are constant, and the linear approximation of the integral of these
terms is exact, see Prop. 2.1. The not well-balanced scheme is not able
to reproduce the analytical reference solution, neither for the tempera-
ture nor the heat flux. See Fig. 3, which shows the computed solution
of both schemes after 30, 000 time steps, using a CFL number of 0.8.
The L∞-norm of the error of the augmented scheme is in the range of
machine accuracy, see Tab. 1.
3.2.2 Steady solution considering a smoothly varying conduc-
tivity
This case considers again the resolution of the hyperbolized homoge-
neous heat equation (i.e., φ = 0) with ρ (x) = c (x) = 1, but in this case
a varying conductivity is chosen. k (x) is set as presented in Cor. 3.2.1,
with M = 1, W = 1.8 and C = 2. The computational domain is given
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Figure 3: Constant conductivity: The not well-balanced scheme (top)
fails to reproduce the reference solution at the steady state (black line),
but the augmented scheme (bottom) accurately reproduces it. (Numer-
ical solution computed using ∆x = 0.5 (− ◦ −) and ∆x = 0.05 (− ◦ −)).
Unbalanced Augmented
Mesh L∞(u) L∞(q) L∞(u) L∞(q)
∆x = 0.5 9.65e+00 5.21e-01 2.22e-16 3.33e-16
∆x = 0.05 5.05e+00 2.56e-01 8.88e-16 1.38e-14
Table 1: Constant conductivity: L∞ error norms for the numerical solu-
tion computed by the not well-balanced algorithm and the augmented
scheme.
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Unbalanced Augmented
Mesh L∞(u) L∞(q) L∞(u) L∞(q)
∆x = 0.5 1.11e+01 5.71e-01 1.86e-01 5.66e-14
∆x = 0.05 5.85e+00 2.96e-01 2.02e-03 7.56e-14
Table 2: Smoothly varying conductivity: L∞ error norms for the nu-
merical solution computed by the not well-balanced algorithm and the
augmented scheme.
by x ∈ [a, b], where a = 0 and b = 10. Initial conditions for u and q
are applied following Prop. 3.2.1. Fixed Dirichlet boundary conditions
are applied for both heat flux and temperature. The heat flux is set
upstream and the temperature downstream, as follows
qin = −1, uout = −W cos (b) + C b (78)
Using a CFL number of 0.8, steady state is reached after 500, 000
time steps. The augmented solver accurately reproduces the reference
solution for heat flux independent of grid resolution (as anticipated in
Cor. 2.1.1), but is unable to reproduce the reference solution for the
temperature. This is due to the temperature and conductivity being
sinusoidal functions that do not satisfy the condition in Prop. 2.1, see
the L∞-norms for the errors in Tab. 2. Despite this fact, the augmented
scheme is more accurate than the not well-balanced scheme in recover-
ing the steady state solution, see Fig. 4.
3.2.3 Steady solution considering a piecewise constant con-
ductivity
In this case, the hyperbolized heat equation with φ = 0, ρ (x) = c (x) = 1
is solved considering a piecewise constant conductivity, given by two
constant values of conductivity separated by a discontinuity as
k (x) =
{
k1 = 1 if x <
b+a
2
,
k2 = 4 if x >
b+a
2
.
(79)
This test case represents the limit situation when making δ → 0 in
the exact solution of Cor. 3.2.2. The computational domain is given by
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Figure 4: Smoothly varying conductivity: The not well-balanced
scheme (top) fails to reproduce the reference solution at the steady
state (black line), the augmented scheme (bottom) reproduces it more
accurately. (Numerical solution computed using ∆x = 0.5 (− ◦ −) and
∆x = 0.05 (− ◦ −)).
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Figure 5: Piecewise constant conductivity: The augmented scheme
(∆x = 0.5 (− ◦ −), ∆x = 0.2 (− ◦ −), ∆x = 0.05 (− ◦ −)) converges to
the equilibrium solution (dashed line) with machine accuracy, but fails
to reproduce the analytical solution (solid black line).
x ∈ [a, b], where a = 0 and b = 10. Fixed Dirichlet boundary conditions
are applied for both heat flux and temperature. The heat flux is set
upstream and the temperature downstream as
qin = −M , uout = −M
k2
b (80)
where M = 1.
Steady state is obtained after 30, 000 time steps with a CFL number
of 0.8. The equilibrium solution provided by the augmented scheme
converges to the solution in Cor. 3.2.2, where δ = ∆x, and converges
with first order accuracy to the exact analytical solution in Cor. 3.2.3
as the grid resolution is refined, as stated in Cor. 3.2.4, see the solution
plot in Fig. 5 and the detail plot of the domain around the conductivity
jump in Fig. 6. The L∞ error norm with respect to the exact solution
and the analytical discrete equilibrium solution shows that the model
converges to the equilibrium solution with machine accuracy, but not
to the exact analytical solution, see Tab. 3.
3.2.4 Steady solution considering an external heat source
The hyperbolized heat equation with a constant heat source φ = 0.5
is considered inside the computational domain x ∈ [a, b], where a = 0
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Figure 6: Piecewise constant conductivity: Detail of the solution for
temperature, computed by the augmented scheme (∆x = 0.5 (− ◦ −),
∆x = 0.2 (− ◦ −), ∆x = 0.05 (− ◦ −)) shows the deviation between model
results and the exact analytical solution (black solid line). The equilib-
rium solution (dashed line) is always captured with machine accuracy.
Exact (δ = 0) Equilibrium (δ = ∆x)
Mesh L∞(u) L∞(q) L∞(u) L∞(q)
∆x = 0.5 1.05e+00 4.44e-16 1.00e-16 4.44e-16
∆x = 0.2 4.20e-01 5.11e-15 1.78e-15 5.11e-15
∆x = 0.05 1.05e-01 1.58e-14 1.78e-15 1.58e-14
Table 3: Piecewise constant conductivity: L∞ error norms of the nu-
merical solution with respect to the exact solution and the equilibrium
solutions computed by the augmented scheme.
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Figure 7: External heat source: Augmented scheme (∆x = 0.5 (− ◦ −)
and ∆x = 0.05 (− ◦ −)) converges to the exact solution (solid line) with
machine accuracy.
Mesh L∞(u) L∞(q)
∆x = 0.5 1.00e-16 4.44e-16
∆x = 0.05 3.55e-15 1.33e-14
Table 4: External heat source: L∞ error norms for the numerical solu-
tion computed by the augmented scheme.
and b = 10. The product of density and specific heat capacity is set to
ρ (x) c (x) = 0.5. The conductivity is set constant, k (x) = 3, yielding to
the solution provided in Prop. 3.3, where the discharge at the inlet is
set as q(a) = −1. Initial conditions for u and q are applied following
such solution in Prop. 3.3. Fixed Dirichlet boundary conditions are ap-
plied for both heat flux and temperature. The heat flux is set upstream
and the temperature downstream, as follows
qin ≡ q(a) = −1, uout = − φ
2k
b2 − q(a) b
k
(81)
Steady state is obtained after 500, 000 time steps, using a CFL num-
ber of 0.9. As anticipated in Cor. 2.1.1, the augmented scheme provides
the exact solution independent of the grid, ensuring the equality in Eq.
(12), see Fig. 7, and Tab. 2.
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3.2.5 Transient solution for a Riemann problem with constant
conductivity
This test considers the resolution of a RP for the hyperbolic heat equa-
tion in Eq. (69) with the IC given as
◦
u (x) =
{
−1 if x < 5,
1 if x > 5,
◦
q (x) = 0,
(82)
and considering a constant conductivity k(x) = 0.05. No source term is
considered, φ = 0, and ρ (x) = c (x) = 1. The computational domain is
set as Ω = [0, 10] and the solution is computed at t = 2 and t = 5 using
∆x = 0.5 and ∆x = 0.1 by means of the augmented scheme. The CFL
number is set to 0.5 and ε is set according to Prop. 3.1.
For this problem configuration it is possible to find an analytical
condition, which reads:
u(x, t) = erf
(
x− 5
2
√
kt
)
, q(x, t) = −ke
−(x−5)2/(4kt))
√
kπt
; (83)
The numerical results evidence that the augmented scheme accu-
rately captures the transient evolution of the temperature and heat
flux and converges to the exact solution when the mesh is refined. The
numerical solution is depicted in Fig. 8.
3.2.6 Transient solution for a Riemann problem with piece-
wise constant conductivity
This test considers the resolution of a RP for the heat equation in Eq.
(68) with the initial condition in Eq. (82). No source term is considered
(i.e., φ = 0). Medium properties are set to ρ (x) = c (x) = 1. Two dif-
ferent piecewise constant distributions of conductivity are considered.
The first case, referred to as RP-a, uses
k(x) =
{
0.1 if x < 5,
0.01 if x > 5,
(84)
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Figure 8: RP with constant conductivity: Numerical solution provided
by the augmented scheme (∆x = 0.5 (− ◦ −) and ∆x = 0.1 (− ◦ −)) ac-
curately captures the exact solution (solid line) in the transient case.
Dashed line shows the IC.
whereas the second case, referred to as RP-b, uses
k(x) =
{
0.1 if x < 5,
0.05 if x > 5.
(85)
The computational domain is set as Ω = [0, 10] and the solution is
computed at t = 8 using ∆x = 0.5 and ∆x = 0.1 by means of the aug-
mented scheme. The CFL number is set to 0.5 and ε is set following
Prop. 3.1.
A numerical solution computed with the augmented scheme on a
grid of ∆x = 0.001 is used as reference solution for this case. The
numerical results evidence that the augmented scheme converges to
the reference solution when the mesh is refined. The proposed scheme
is able to handle strong discontinuities of the conductivity coefficient
without generating spurious oscillations. The numerical solution for
these test cases is depicted in Fig. 9 and Fig. 10.
4 Conclusions
This paper proposes a general framework to well-balance linear noncon-
servative hyperbolic systems with source terms, focusing on the equi-
librium properties of the numerical schemes. Our schemes are based
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Figure 9: RP-a with conductivity jump: Numerical solution provided
by the augmented scheme (∆x = 0.5 (− ◦ −) and ∆x = 0.1 (− ◦ −)) con-
verges to the reference solution (solid line). Dashed line shows the IC.
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Figure 10: RP-b with conductivity jump: Numerical solution provided
by the augmented scheme (∆x = 0.5 (− ◦ −) and ∆x = 0.1 (− ◦ −)) con-
verges to the reference solution (solid line). Dashed line shows the IC.
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on augmented Riemann solvers, which are revisited here using a com-
mon framework that uses a geometric reinterpretation of source terms.
This geometric reinterpretation allows to handle arbitrary sources in
the same manner (i.e., they are introduced in the definition of the Rie-
mann problem as a singular source term).
It is proved that the schemes constructed within the proposed frame-
work are intrinsically well-balanced under linearity conditions. In the
problems where the source terms are linear and the solution yields
linear nonconservative products, the schemes will reproduce the exact
solution with machine precision. Otherwise, they will converge to the
exact solution with the order of accuracy chosen for the discretization
(e.g., first order in this work). It must be noted that the schemes could
be extended to higher order of accuracy using traditional TVD, ENO
or WENO reconstructions in space [10, 16] and Runge-Kutta or ADER
time-stepping [27, 24, 20, 7].
In the presented test cases, we show that the proposed methods ac-
curately capture the transient evolution of the waves, though they in-
volve a higher dispersion error than the traditional wave propagation
algorithm [14]. The hyperbolized heat equation allows a very complete
exercise of the equilibrium properties of the proposed methods under
a wide variety of conditions (e.g., spatial variation of the medium con-
ductivity, presence of a heat source term with a possible variation in
space, and presence of discontinuities). The proposed methods have
been validated using as benchmark a complete set of test cases, involv-
ing transient and steady solutions, for which the analytical solutions
have been presented. The numerical results evidence that the pro-
posed scheme is able to provide a time-accurate resolution of transient
cases. For steady-state problems, the schemes reproduce the exact dis-
charge with machine accuracy for all cases provided a constant or lin-
ear heat source term. The temperature is generally approximated with
first order of accuracy. In the case when the system in Eq. (1) satisfies
linearity conditions, the scheme also reproduces the exact temperature
with machine accuracy.
The schemes also evidence a good performance (i.e., convergence
with mesh refinement L∞ = O(∆x)), when dealing with discontinuities
in the medium properties. The generation of an artificial transition
layer in the numerical solution, in the sense of the 3-shock represen-
tation of discontinuous solutions in nonlinear systems [21] is observed.
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The size of such transition layer and the value of the variables in it
have been analytically derived and numerically confirmed for the hy-
perbolized heat equation.
The proposed approach is a reliable tool to provide an accurate nu-
merical solution to heat diffusion problems in heterogeneous media in
presence of different source terms. In presence of heat sources, it allows
to exactly (or accurately, if the source function is nonlinear and has
to be numerically approximated) preserve the balance of heat fluxes.
These properties make the proposed schemes a useful tool for realis-
tic engineering problems such as the simulation of phase-change prob-
lems, refer to [28, 25, 26, among others], and may represent an alterna-
tive to more traditional schemes such as the finite difference methods
for instance.
The methods in this work can be easily extended to solve convection-
diffusion problems where the nonconservative products coexist with
the conservative contributions that arise from the convective term.
An exact balancing of those terms can be achieved in the same way.
The extension of the proposed methods to higher spatial dimensions is
straightforward following a dimensional splitting approach.
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A Eigenanalysis of the linear acoustic equa-
tion
The linear acoustic equation in Eq. 65 can be written in the form of Eq.
1 with
U =
[
p
u
]
, A =
[
0 K
1
ρ
0
]
, S =
[
0
0
]
. (86)
The eigenvalues of the coefficient matrix A read
λ1 = −
√
K
ρ
, λ2 =
√
K
ρ
, (87)
with corresponding right eigenvalue matrix P, and its inverse as
P =
[ − 1√
K/ρ
1√
K/ρ
1 1
]
, P−1 = 1
2
 −√Kρ 1√
K
ρ
1
 . (88)
The system is strictly hyperbolic with 2 real and distinct eigenvalues.
B Eigenanalysis of the hyperbolic heat equa-
tion
B.1 Original hyperbolic heat equation
The hyperbolic heat equation in Eq. 69 can be written in the form of
Eq. 1 with
U =
[
u
q
]
, A =
[
0 r
k
ε
0
]
, S =
[
rφ
− q
ε
]
, (89)
and c (x) ρ (x) = 1/r for simplicity. The eigenvalues of the coefficient
matrix A read
λ1 = −
√
kr
ε
, λ2 =
√
kr
ε
, (90)
with corresponding right eigenvalue matrix P, and its inverse as
P =
[ −√ εr
k
√
εr
k
1 1
]
, P−1 = 1
2
 −√ kεr 1√
k
εr
1
 . (91)
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The system is strictly hyperbolic with 2 real and distinct eigenvalues.
B.2 Augmented conservative hyperbolic heat equa-
tion
According to the augmented scheme formulation in flux form in Sec.
2.2.2, the convective part of the system of equations in Eq. 69 can be
rewritten in conservative form (see Eq. (44)), yielding
∂u
∂t
+ r
∂q
∂x
= rφ,
∂q
∂t
+
1
ε
∂(ku)
∂x
=
u
ε
∂k
∂x
− q
ε
.
(92)
This system can be written in matrix form as in Eq. 44 with
U¯ =
 uq
k
 , F¯ =
 qku
ε
0
 , K¯ =
 0 0 00 0 u
ε
0 0 0
 , S =
 rφ− q
ε
0
 . (93)
For the system in Eq. (44), it is possible to define a Jacobian matrix
of the flux F¯ (see Eq. (46))
M¯ =
 0 r 0k
ε
0 u
ε
0 0 0
 , (94)
The eigenvalues of the coefficient matrix M¯ read
λ1 = −
√
kr
ε
, λ2 = 0, λ3 =
√
kr
ε
, (95)
with corresponding right eigenvalue matrix P, and its inverse as
P¯ =
 −√ εrk uk √ εrk1 0 1
0 1 0
 , P¯−1 = 1
2
 −
√
k
εr
1 − u√
εkr
0 0 2√
k
εr
1 u√
εkr
 . (96)
The system is strictly hyperbolic with 3 real and distinct eigenvalues.
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