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Résumé – Cette communication présente une méthode de détection de potentiels d’erreur dans le cadre d’une interface cerveau-machine
P300-speller. Cette méthode a été employée avec succès lors d’une compétition ayant rassemblé 260 équipes (311 personnes) sur kaggle.com.
L’approche repose sur trois pilliers principaux : un filtrage spatial concentrant le signal d’intérêt, une classification basée sur des caractéristiques
issues d’une interprétation Riemannienne des matrices de covariance du signal électroencéphalographique, et enfin une méthode d’ensemble
(bagging) apportant la robustesse nécessaire au transfert des performances pour la détection des potentiels d’erreur sur de nouveaux sujets.
Abstract – A methodology is presented to address the issue of detecting Error Potentials in the context of a P300-speller brain-computer inter-
face. The proposed approach proved highly efficient in a recent competition organized on kaggle.com: authors finished first out of 260 competing
teams (311 participants). The approach consists of three main foundations: an ad-hoc spatial filtering focuses the energy of the evoked potential,
covariance matrices of the EEG signals are then interpreted in a Riemannian fashion to build features fed to the classification algorithm, and
lastly, a bagging procedure increases robustness when detecting Error Potentials on unseen subjects.
1 Introduction
Entre les années 1990 et 2010, les interfaces cerveau-machines
(ICMs) ont connu une croissance très importante, mesurable
par le nombre de publications dans les journaux et conférences
scientifiques ainsi que le nombre d’équipes impliquées dans
celles-ci [1]. Depuis 2010, la phase de croissance a débou-
ché sur une phase de maturité. L’abondance des travaux de re-
cherche, et la communication qui y a été associée, a généré
une attente sociétale pour le transfert de ces technologies dans
des produits grand public. Dans le domaine médical, ces at-
tentes se sont focalisées sur la mise à disposition, auprès de pa-
tients souffrant de problèmes moteurs, d’interfaces de contrôle
et de communication capables de les assister dans la vie de
tous les jours. Sur le marché du grand public, des compagnies
se sont lancées dans le développement de systèmes de com-
mandes mentales à partir d’équipements EEG les plus simples
possibles (e.g. emotiv) avec l’objectif de transformer les para-
digmes fonctionnant en laboratoire en produits robustes utili-
sables dans des cadres moins contraints. Dans ces deux cas les
résultats sont pour l’instant mitigés. Les systèmes manquent de
robustesse et la charge cognitive qu’induit leur utilisation les
rendent difficiles à utiliser pendant de longues périodes [2].
La maturité du domaine se ressent également dans les ar-
ticles scientifiques qui y sont consacrés. Les processus neuro-
physiologiques utilisés dans les paradigmes sont relativement
stables, laissant la prédominance au P300 et à l’activation des
aires motrices induite par l’imagination de mouvements. Les
algorithmes de décodage proposés n’amènent que rarement des
améliorations substantielles des performances. Enfin les pa-
radigmes expérimentaux reproduisent souvent les expériences
classiques du domaine.
Néanmoins, deux pistes de recherche font figure d’excep-
tions en raison des sauts technologiques qu’elles sont suscep-
tibles d’amener. D’une part, des équipes de recherche ont mis
en évidence un potentiel évoqué appelé « potentiel d’erreur » [6].
Ce potentiel est très intéressant dans le contexte des ICMs car il
apparaît dans le cerveau du sujet lorsqu’il y a discordance entre
la tâche qu’il souhaite effectuer et le retour qui lui est apporté
par le système après la phase de décodage. Ainsi dans le cas
du P300-speller, la détection du potentiel d’erreur permet une
phase de correction de la lettre détectée et les performances du
système global peuvent ainsi être améliorées significativement.
Le deuxième verrou s’intéresse à la possibilité d’utiliser une
ICM sans avoir à le calibrer pour chaque sujet.
Cet article relate l’approche qui a été mise en place par les
auteurs lors d’une compétition 1, ayant eu lieu entre le 19 nov.
2014 et le 24 fév. 2015, et mêlant les deux problèmes évoqués
précédemment : détecter des potentiels d’erreur dans une ex-
périence de P300-speller, et faire en sorte que l’algorithme de
1. http ://www.kaggle.com/c/inria-bci-challenge
détection généralise à de nouveaux sujets. L’approche proposée
s’appuie sur trois piliers : d’une part le filtrage spatial permet
d’isoler un sous-espace signal concentrant l’énergie des poten-
tiels d’erreur ; d’autre part la tâche de discrimination se fait à
partir des matrices de covariance dans un formalisme Rieman-
nien ; enfin la robustesse pour le transfert entre sujets est ame-
née par la combinaison de rééchantillonnages successifs à par-
tir des données d’entraînement. L’approche proposée a permis
aux auteurs de terminer en tête de la compétition.
Après avoir décrit le jeu de données relatif à cette compéti-
tion et le critère d’évaluation dans la partie 2, l’approche em-
ployée sera décrite dans la partie 3. Les résultats détaillés du
concours, ainsi qu’une analyse approfondie de l’importance
des différentes étapes du traitement, seront ensuite présentés
dans la partie 4. Nous conclurons alors la communication par
une discussion sur l’approche proposée en partie 5.
2 Description des données
Le jeu de données consiste en l’enregistrement électroencé-
phalographique (EEG) de 26 sujets ayant participé à une ex-
périence de type P300-speller. Ce paradigme consiste à provo-
quer la réponse électrophysiologique P300 chez un sujet ayant
choisi un symbole (lettre ou chiffre) à épeler parmi une matrice
affichée à l’écran. Le P300 est induit chez le sujet lorsque la
lettre qu’il a choisie s’illumine. Les symboles s’illuminent par
sous-groupe de 6 dans une matrice de taille 6 × 6, et plusieurs
répétitions sont nécessaires pour que la détection des P300 ait
des performances satisfaisantes. Dans ce jeu de données, l’ob-
jet n’est pas la détection des P300 mais plutôt la réponse céré-
brale du sujet à l’apparition du retour visuel. En effet, lorsque
les illuminations de symboles sont terminées, l’algorithme de
détection identifie le symbole choisi par l’utilisateur et l’affiche
à l’écran. L’objectif de ce jeu de données est de détecter un po-
tentiel électrophysiologique marqueur d’une discordance entre
la volonté du sujet et la lettre affichée par l’algorithme à l’écran.
Ce marqueur est appelé « potentiel d’erreur ».
Chacun des 26 sujets a participé à cinq sessions d’enregis-
trement. Pour les quatre premières, douze mots de cinq lettres
étaient épelés, tandis que vingt mots de cinq lettres étaient épe-
lés lors de la cinquième session. Afin d’altérer les performances
des sujets, deux modes d’illumination ont été utilisés, un mode
« long » pour lequel chaque symbole est illuminé 8 fois, et
un mode « court » pour lequel seulement 4 illuminations sont
faîtes pour chacune des lettres. Les enregistrements EEG ont
été réalisés à l’aide de 56 électrodes positionnées selon une
version étendue d’un système appelé 10/20. Pour chacune des
sessions, une variable indicatrice indiquant le moment auquel
apparaît un retour visuel est ajouté aux signaux temporels EEG.
Dans le cadre de la compétition, le jeu de données est séparé
en trois parties. La première partie constitue un jeu de données
d’entraînement. Chacun des retours visuels est étiqueté par une
variable binaire indiquant si le feedback est en concordance
avec la volonté de l’utilisateur (variable à 0) ou bien s’il y a dis-
cordance (variable à 1). Cette variable indique donc pour le jeu
de données d’entraînement, la présence supposée d’un poten-
tiel d’erreur. Ce jeu de données est constitué de 16 sujets. Les
10 sujets restants, pour lesquels aucune étiquette n’est donnée
aux compétiteurs quant à la présence d’un potentiel d’erreur
en réponse aux feedbacks, sont alors séparés en deux groupes.
Le premier groupe, constitué de 2 sujets, permet aux concur-
rents d’obtenir une évaluation de leur performance pendant le
déroulement de la compétition. Ce score donne lieu à un classe-
ment provisoire, qui n’a aucune valeur pour le classement final
des équipes pour des raisons évidentes de sensibilité au sur-
apprentissage. Le classement final est quant à lui calculé sur
les 8 sujets restants, il n’est visible qu’à la fin de la compétition
et constitue le seul classement officiel. Par la suite, nous appe-
lons « ensemble d’entraînement » le jeu de données étiqueté
(16 sujets) ; le jeu de données servant au classement pendant la
compétition (2 sujets) est appelé « ensemble de validation » ;
et enfin le jeu de données utilisé pour le classement final de la
compétition (8 sujets) est dénommé « ensemble de test ».
En pratique les équipes envoient un fichier texte au travers
de l’interface fournie par kaggle. Ce fichier texte contient deux
colonnes, la première identifie de manière unique le sujet, la
session et le numéro de feedback ; la deuxième est la proba-
bilité que ce feedback ait donné lieu à un potentiel d’erreur.
L’évaluation pour cette compétition est l’aire sous la courbe
COR calculée à partir des probabilités fournies dans le fichier.
3 Méthodologie
Pre-traitement. Les signaux EEG sont filtrés par un filtre passe-
bande (Butterworth d’ordre 5) entre 1 et 40 Hz. Il sont ensuite
découpés selon une fenêtre de 1.3 secondes consécutive à la
présentation du retour visuel.
Matrices de covariance. Soit Xi ∈ RC×N une portion de si-
gnal EEG d’indice i, correspondant à N échantillons de signal
consécutif au ième stimulus, observé avec C électrodes. Soit
I(e) et I(c) l’ensemble des indices correspondant respective-
ment à la classe « erreur » et à la classe « correct ». On définit







avec m ∈ {e, c}. Pour chaque classe, on construit un ensemble
de R ≤ C filtres spatiaux Vm ∈ RC×R suivant la méthode
XDAWN décrite dans [7]. Cette méthode permet de réduire
la dimension du prototype et d’isoler un sous-espace signal
concentrant l’énergie des potentiels évoqués de chaque classe.
Ces filtres spatiaux sont obtenus pas diagonalisation jointe de la
matrice de covariance de la réponse prototype et de la matrice
de covariance de l’ensemble du signal EEG. Dans ces travaux,
le nombre de filtres spatiaux est fixé à R = 5.
Ces filtres spatiaux nous permettent ensuite de définir la ma-







Pour chaque essai Xi, on construit ensuite un essai X˜i ∈







Ces nouveaux essais sont utilisés pour estimer les matrices
de covariance Σ˜i ∈ R(2R+C)×(2R+C) sur lesquelles sera ap-













Ce processus est une généralisation de la méthode employée
pour la classification des potentiels évoqués P300 décrite dans [3].
Sélection d’électrode. Une procédure de sélection d’électrode
est ensuite applique sur ces matrices de covariance. L’algo-
rithme employé est décrit dans [4]. Il s’agit d’une procédure de
sélection descendante permettant de trouver le sous-ensemble
d’électrodes maximisant la distance Riemannienne entre les
matrices covariance moyenne de chaque classe. Si cet algo-
rithme a fait ses preuves pour les ICMs fondées sur l’imagi-
nation motrice, elle n’a jamais été employée dans le contexte
des potentiels évoqués.
Espace tangent & classification. Les matrices réduites sont
ensuite projetées dans l’espace tangent où elles seront classi-
fiées par un algorithme de classification linéaire Elastic-Net.
La projection dans l’espace tangent est une opération permet-
tant de projeter les matrices de covariance appartenant a une
variété Riemannienne dans un espace euclidien de même di-
mension. Cette opération est similaire à un noyau, et est décrite
en détails dans [5].
Bagging. L’ensemble de cette chaîne de classification est ap-
pliqué sur un sous-ensemble de sujets tirés au hasard parmi
l’ensemble des sujets de la base d’apprentissage. En répétant
cette procédure un certain nombre de fois, on obtient différents
modèles dont les prédictions seront moyennées pour obtenir les
résultats de classification finaux. Cette procédure augmente le
pouvoir de généralisation du modèle global, et est une arme
efficace contre le sur-apprentissage.
4 Résultats
La méthode sera évaluée de deux façons différentes. D’une
part via les résultats obtenus lors de la compétition, ce qui per-
met de positionner la méthode face à la concurrence, et d’autre
part via une procédure de validation croisée, afin de pouvoir
évaluer l’influence de chaque paramètre de la chaîne de classi-
fication de manière indépendante.
La procédure de validation croisée est la suivante : chaque
sujet est tour à tour exclu de la base d’apprentissage et est uti-
lisé comme sujet de test. La chaîne de classification est donc




















































Scores finaux sur l'ensemble de test
Scores finaux sur l'ensemble de validation
FIGURE 1 – Performances finales sur les ensemble de validation et de
test des 260 équipes en lice, et positions des auteurs de l’article dans
ces classements (resp. 1er et 1er).
les performances sont évaluées sur le sujet restant. Les résultats
finaux sont obtenus par moyennage sur l’ensemble des sujets.
Évaluation compétitive. L’approche présentée ci-dessus a été
utilisée dans le cadre d’une compétition organisée sur la pla-
teforme de data science kaggle.com. Ce mode d’évaluation est
hautement compétitif en raison du nombre de participants ins-
crits sur cette plateforme (330000 comptes environ le 29 juin
2015) et du nombre de participants à la compétition. En ef-
fet 260 équipes (311 individus) figurent dans le classement fi-
nal. Nous ne pouvons décrire ici la diversité des approches em-
ployées, mais les descriptions qui ont été faites sur le forum
de la compétition confirme l’excellence des différents partici-
pants et assure que les approches de l’état de l’art ont été large-
ment explorées par les différentes équipes 2. La figure 1 illustre
de manière visuelle les excellentes performances obtenues à
l’aide de la méthode présentée dans cet article. L’approche a
en effet permis d’occuper les premières places des classements
sur les ensembles de validation et de test, respectivement en
bleu et rouge. On peut noter la robustesse de la méthode dont
les performances n’ont pas été dégradées entre l’ensemble de
validation et l’ensemble de test.
Effet du nombre d’électrodes sur les performances. Le para-
mètre ayant le plus d’impact sur les performances de la chaîne
de classification est le nombre d’électrodes utilisées par la pro-
cédure de sélection d’électrodes. En effet, un nombre trop faible
d’électrodes représente une perte d’information, et un nombre
trop élevé conduit généralement à des problèmes d’estimation
et de convergence pour les algorithmes utilisant la géométrie
Riemannienne. La réduction du nombre d’électrodes diminue
2. http ://www.kaggle.com/c/inria-bci-challenge/forums




























FIGURE 2 – Évolution des performances en fonction du nombre
d’électrodes. Les barres d’erreurs représentent l’erreur type.
également la taille de l’espace des caractéristiques, ce qui di-
minue le risque de sur- apprentissage de la part du classifieur.
L’évolution des performance en fonction du nombre d’élec-
trodes est reportée figure 2.
Un nombre de 35 électrodes a été sélectionné pour le modèle
final. Ce choix fut motivé principalement par les résultats en
validation croisée, mais également par ceux obtenus sur la par-
tition de validation. Néanmoins, il s’est avéré que pour la parti-
tion de test, ce paramètre avait finalement peu d’importance et
qu’un nombre de 15 électrodes était suffisant pour obtenir des
résultats sensiblement similaires aux performance optimales.
Effet du nombre de modèles sur les performances. Le se-
cond paramètre par ordre d’importance est le nombre de mo-
dèles, c’est-à-dire le nombre de sous-ensembles de sujets, uti-
lisé dans la procédure de bagging. Lors de l’emploi d’une telle
procédure, la règle générale veut que les performances aug-
mentent avec le nombre de modèles jusqu’à saturation. Un nombre
trop élevé de modèles ne dégrade généralement pas les perfor-
mances, le choix de ce paramètre est donc fonction du coup de
calcul que l’on juge acceptable. Les performances en fonction
du nombre de modèles sont données figure 3.
Pour cette compétition, un nombre volontairement élevés de
modèles a été choisis (500). Toutefois, La valeur optimale se
situe entre 10 et 100 modèles. En revanche, l’introduction de
cette procédure diminue la taille apparente de la base d’ap-
prentissage. Un nombre de modèles suffisant doit être choisi
pour compenser la possible perte de performance. Dans le cas
présent, l’utilisation 3 modèles est suffisant pour améliorer les
performances en validation croisée. En revanche, l’améliora-
tion observée sur l’ensemble de test reste très modérée.
5 Discussion et conclusion
En raison du format court de cette communication, certains
détails d’implémentation ont volontairement été mis de côté.
L’ensemble du code python nécessaire est disponible 3.
3. https ://github.com/alexandrebarachant/bci-challenge-ner-2015


























FIGURE 3 – Évolution des performances en fonction du nombre de
modèles pour l’ensemble de validation, de test et pour la validation
croisée (CV). Les lignes en pointillés représentent les performances
obtenues sans l’utilisation de la procédure de bagging. Les barres d’er-
reurs representent l’erreur type.
La méthode proposée a démontré d’excellentes performances
pour la détection de potentiels d’erreur dans un contexte com-
pétitif inédit. Bien que la sélection d’électrodes et les méthodes
d’ensemble n’ont pas apporté d’améliorations significatives du
score final sur l’ensemble de test, ils ont permis de limiter au
maximum le sur-apprentissage et leur intérêt a été démontré par
les scores obtenus en validation croisée.
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