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Abstract
The energetic aspects associated with cyclic delocalization of pi-electrons in molecu-
les, possessing a full circuit of conjugated pi-bonds give rise to various characteristic
chemical and physical properties of these molecules. It appears, that these energetic
aspects, are highly dependent on the number of pi-electrons, which constitute the cir-
cuit. Systems that have 4n+2 pi-electrons arranged in a cyclic array, are stabilized
by delocalization of the pi-electrons. In systems, where 4n pi-electrons constitute
the cyclic array, delocalization is avoided. Consequently, the chemical and physical
properties of these two classes of compounds with cyclic arrangement of pi-electrons
are also depended on this. Thus, the understanding of such cyclic systems of pi-
electrons are therefore important, in order to account for this difference, and to know
how to apply this knowledge. Electrophilic substitution- and pericyclic reactions are
examples, of how the knowledge and understanding of cyclic interactions between
pi-electrons can be applied in synthesis. Interestingly, there exists a similar, but con-
trasting energetic relationship between the electronic ground state and excited state
of these pi-electrons systems. The systems with 4n pi-electrons prefer to delocalize
the pi-electrons in the excited state, while in systems with 4n+2 pi-electrons the de-
localization is not favored. In contrast to the wide applications of this knowledge
for molecules in the ground state, applications of the aspects associated with cyclic
delocalization of pi-electrons, in excited states, are very scarce.
This thesis will describe cyclic delocalization of pi-electrons in the excited state,
and illustrate how this knowledge allows rationalization for the photochemical behav-
ior and photophysical properties of systems with cyclic arrangement of pi-electrons.
Computations serve as a valuable tool for the investigation of excited states prop-
erties. This tool is readily applied throughout this thesis, in order to examine excited
state properties, which can not easily be probed experimentally. For example, it is
illustrated, how the acid-base properties of a series of ionic cyclic polyenes, with
a full circuit of conjugated pi-electrons, are affected by the numbers of pi-electrons.
The properties are examined in both the ground- and triplet excited states. The re-
sults clearly illustrate, that these compounds possess contrasting acid-base properties
in their ground- and triplet excited state, which reflect the different energetic aspects
connected to pi-electron delocalization, in the two states.
In the final part of the thesis, the knowledge of how pi-electrons prefer to be de-
localized in the ground- and excited states is used strategically for manipulation of
excited state energies. Certain molecules are influenced by a 4npi-electron density
distribution in the excited state. The energetic aspects associated with this influence,
are affected by the presence of substituents, which are positioned in either a favorable
or non-favorable position for interaction with the 4npi-electron density distribution.
This was then used to design compounds that possess interesting excited state prop-
erties.
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Resumé
Molekyler med et cyklisk arrangement af konjugerede pi-bindinger besidder en række
karakteristiske kemiske og fysiske egenskaber, som følge af de energetiske aspek-
ter, knyttet til pi-elektronfordelingen. Antallet af pi-elektroner, som udgør det cyk-
liske system er afgørende for hvilke energetiske aspekter, der gør sig gældende for
molekylet. Et molekyle som besidder et cyklisk konjugeret system, bestående af 4n+2
pi-elektroner, opnår et stabiliserende bidrag til molekylets totale energi ved at fordele
pi-elektronerne ud i hele netværket. Det står i kontrast til molekyler, som besidder et
cyklisk netværk af 4n pi-elektroner. Disse molekyler opnår intet bidrag til deres to-
tale energi, ved at fordele pi-elektronerne i det fulde cykliske netværk. Det medfører,
at de to systemers fysiske og kemiske egenskaber er forskellige. Forståelsen af vek-
selvirkningerne mellem pi-elektroner i cykliske enheder er således vigtig, for at kunne
gøre brug af de to systemers forskellige egenskaber. Sammenlignes molekylerne i
deres laveste anslåede elektroniske tilstand, eksisterer der et lignende, men omvendt
forhold. I den laveste anslåede tilstand for et molekyle, med et cyklisk arrangement
af 4n pi-elektroner, er det nu fordelagtigt af fordele pi-elektronerne ud i det fulde
netværk, mens det for molekyler med 4n+2 pi-elektroner er forbundet med et desta-
biliserende bidrag til systemet totale energi. Den viden kan anvendes til at forklare
molekylernes egenskaber i deres anslåede tilstande.
Sigtet med afhandlingen er at opnå en større forståelse af vekselvirkningerne
mellem pi-elektroner i cykliske netværk i molekyler, der befinder sig i den laveste
anslåede tilstand. På grundlag af den viden vil de fotokemiske egenskaber for disse
molekyler blive forklaret. Kvantemekaniske beregninger er et værdifuldt redskab
til at undersøge egenskaber for molekyler i anslåede tilstande. Redskabet er yderst
bekvemt til at undersøge egenskaber, som er svære at undersøge eksperimentelt for
molekyler, som befinder sig i anslåede tilstande. For eksempel er syre-base egen-
skaberne for ioniske polyener, med komplette cykliske netværk af pi-elektroner un-
dersøgt ved beregninger, med fokus på hvorledes antallet af pi-elektroner i netværket
påvirker disse egenskaber. Egenskaberne er undersøgt i grundtilstanden, såvel som i
den laveste anslåede triplet tilstand. Det fremgår tydeligt af resultaterne, at der findes
et modsætningsforhold mellem syre-base egenskaberne for de ioniske polyener i de
to tilstande. Modsætningsforholdet reflekterer de energetiske aspekter, som er knyttet
til pi-elektron delokalisering i de to tilstande.
I den sidste del af afhandlingen udnyttes kendskabet til hvordan pi-elektroner
foretrækker, at organisere sig i molekylernes anslåede tilstand. Visse molekyler er,
i deres anslåede tilstand, betydeligt influeret af elektronfordelinger svarende til et
cyklisk 4npi-elektron arangement. De energetiske aspekter, forbundet med den ind-
flydelse, kan påvirkes ved strategisk placering af substituenter i molekylet, som kan
vekselvirke enten konstruktivt eller ikke-konstruktivt med 4npi-elektron systemet.
Herved ændres energien af den anslåede tilstand, og den strategi er blevet anvendt
til at designe forbindelser med interessante egenskaber i deres anslåede tilstand.
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Outline
Chapter 1 Introduction, and motivation, to why the understanding of cyclic delocal-
ization of pi-electrons in the ground, as well as in the excited states is important.
Chapter 2 Theoretical description of conjugated pi-electron systems and the ener-
getic aspects associated with the delocalization of pi-electrons. The validity
of the theoretical predictions is subsequently discussed in relation to experi-
mentally verified molecular properties. Finally, a brief discussion of the terms
aromatic and antiaromatic is given.
Chapter 3 Expansion of the theoretical model for description of conjugated pi-elec-
tron systems in the lowest excited singlet and triplet states. The validity of the
theoretical model and its predictions, regarding the energetic aspects associ-
ated with delocalization of the pi-electrons, is discussed and set in relation to
experimentally and computationally obtained results.
Chapter 4 In this chapter, the impact of cyclic delocalization of pi-electrons on pho-
tochemical reactivity is discussed on the basis of previously reported results.
Presentation of the computational investigation of the acid-base properties of
ionic cyclic polyenes in their ground state and triplet excited state.
Chapter 5 Illustration of the systematic trends in the energy difference between
ground and excited state energies for cyclic polyenes with 4n and 4n+2 pi-
electrons.
Chapter 6 This chapter gives a description of the structural and electronic aspects
for tria-, penta, and heptafulvene. These aspects are discussed and compared
in the ground state and in the lowest excited triplet state.
Chapter 7 Introduction to the concept of substituent controlled manipulation of ex-
cited state energies. The concept is illustrated for five differently substituted
pentafulvene derivatives both experimentally and computationally.
Chapter 8 This chapter concerns experimentally and computationally investigations,
which suggest that the concept of substituent controlled manipulation of ex-
cited state energies is expandable to molecules in close relation to pentafulvene.
Chapter 9 Final remarks and happy ending.
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Chapter 1
The Cyclic Conjugation of
pi-Electrons
The energetic aspects, associated with cyclic pi-electron delocalization in cyclic poly-
enes with a full circuit of conjugated pi-bonds, have astonished chemists ever since
benzene was isolated and discovered to possess unique chemical properties as com-
pared to other olefinic compounds. In contrast to other olefinic compounds, which
readily react with electrophilic species in addition reactions, benzene undergoes sub-
stitution reactions with electrophilic compounds, such as bromine (Scheme A, in
Fig. 1.1). The need for a catalyst to initiate the electrophilic substitution reaction,
and the re-formation of cyclic pi-electron array subsequent to the electrophilic attack,
indicates that the presence of the cyclic pi-electron array is a thermodynamically stabi-
lizing interaction. However, not all cyclic polyenes tend to be stabilized, by cyclic de-
localization of the pi-electrons, in the same way as benzene. For instance, cycloocta-
tetraene reacts readily with bromine, analogous to other olefinic compounds, without
the presence of catalyst, and subsequently undergoes electrocyclic ring closure to a
bicyclic diene product (Scheme B, in Fig. 1.1).1–3
Br2, AlCl3 Br
– HBr
Br2 Br
Br
Br
Br
A.
B.
Figure 1.1: Reaction A. Bromination of benzene (electrophilic substitution). Reaction
B. Bromination of cyclooctatetraene (electrophilic addition, and subsequent electrocyclic
ring closure).
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2 The Cyclic Conjugation of pi-Electrons
It appears that a general and interesting trend exists in the energetics associated
with cyclic delocalization of pi-electrons. In cyclic polyenes with 4n pi-electrons in
the cyclic array, like cyclooctatetraene, the cyclic delocalization of pi-electrons, is a
non-stabilizing interaction. The opposite is true for cyclic polyenes with 4n+2 pi-
electrons in the cyclic array, like benzene, which are stabilized by cyclic delocal-
ization of the pi-electrons, and moreover, by a larger extent than corresponding lin-
ear polyenes.4 This contrasting energetic aspect between 4n and (4n+2)pi-electronic
cyclic polyenes has been subject to several investigations and used to account for nu-
merous chemical and physical properties of the cyclic polyenes and compounds in
close relation to these.5–13
In the excited states of the cyclic polyenes the energetic aspects related to pi-
electron delocalization stand in contrast to the ground state aspects. In the lowest
(pi,pi∗) excited singlet and triplet states cyclic delocalization of 4n pi-electrons is con-
nected with low energy points on the excited state potential energy surface, while
the delocalization of 4n+2 pi-electron is a destabilizing interaction in the excited
states.4,14 In fact, this can be coupled to a range of photophysical and photochemical
properties of cyclic polyenes.15 Unfortunately, this has not drawn as much attention,
as the coupling between the energetic aspects related to pi-electron delocalization and
the impact on ground state properties of cyclic polyenes. When pi-electron interac-
tions in cyclic conjugated pi-bond arrays are understood in the ground- and excited
state, this knowledge can serve as a valuable tool in the design of compounds with
interesting excited state properties. This will be demonstrated in this thesis. However,
before the power of pi-electron delocalization can be utilized, it must be understood in
the ground- and excited states, which will be the topics of the two following chapters.
Chapter 2
Interactions of pi-Electrons in
the Ground State
Before conjugated pi-electron interactions are considered in the excited states, it is
necessary to understand how conjugated pi-electron interactions behave in the elec-
tronic ground state. To understand pi-electron delocalization in conjugated pi-electron
systems, it is necessary to consider the energetic aspects associated with such sys-
tems. For this purpose, the Hückel molecular orbital (HMO) theoretical approach is
a convenient tool.16–20 Although HMO theory gives a drastically approximative de-
scription of pi-electronic structure it is still used today for qualitative discussions of
conjugated pi-electron systems. This is because, this methodology allows for a simple
and intuitive description of pi-electron delocalization in molecules, and the energetics
related to the pi-electron delocalization can be evaluated easily. In HMO theory the
energies are only related to the pi-electron system. The energies are given in terms of
the quantities α and β, which are the Coulomb- and resonance integrals, respectively.
Both α and β are negative quantities.20 Thus, HMO energies can be interpreted as
the contribution, to the thermodynamic stability of a conjugated pi-electron system,
which arises from pi-electron interactions. When comparing HMO energies, associ-
ated with linear and cyclic delocalization of pi-electrons, an interesting trend arises.
For instance, the energy of benzene can be calculated to be 6α+8β. In comparison,
the HMO energy of the open-chain analogue, 1,3,5-hexatriene is 6α+7β.
If the three pi-bonds are considered as being localized, the HMO energies of the two
polyenes are identical and equal to the sum of the HMO energies for three separate
C–C pi-bonds, which is 6α+6β. From comparison of these three HMO energies it is
obvious that both benzene and 1,3,5-hexatriene are stabilized by pi-electron delocal-
ization. Benzene, however, obtains a larger stabilization by pi-electron delocalization
as compared to 1,3,5-hexatriene.
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4 Interactions of pi-Electrons in the Ground State
In contrast, the opposite energetic relationship is found between cyclobutadiene and
1,2-butadiene, for which the HMO energies are 4α+4β and 4α+4.472β, respectively.
These results indicate that 1,2-butadiene, the linear polyene, is the only one of the
two polyenes that is stabilized by pi-electron delocalization. Cyclobutadiene does not
obtain stabilization by pi-electron delocalization, but possess HMO energy equal to
that of the two separate C–C pi-bonds (4α+4β). These two examples illustrate a gen-
eral trend. The number of interacting pi-electrons governs whether or not a cyclic
polyene is stabilized from cyclic delocalization of pi-electrons. If the cyclic polyene
is stabilized, the stabilization is more pronounced than the corresponding open-chain
analogue. This trend can be generalized by the use of perturbation molecular orbital
(PMO) approach.4,21 The PMO approach is a variant of the HMO method, and is a
convenient approach to describe energetic relations between cyclic and linear poly-
enes. Consider two radical fragments, each constituted of an odd number of C atoms,
chosen in such a way, that they serve as building blocks for both a linear and cyclic
polyene, containing the same number of pi-electrons. For simplicity, one of the radical
fragments can be chosen as the methyl radical and the second fragment can, for exam-
ple, be either the propenyl or pentadienyl radical. The methyl and propenyl radicals
can be merged into 1,2-butadiene or cyclobutadiene, and the methyl and pentadienyl
radicals can be merged into 1,3,5-hexatriene or benzene, as shown in Fig. 2.1.
CH3
CH3
–2H2
–2H2–H2
–H2
A.
B.
Figure 2.1: Illustration of the PMO construction of (A) 1,3,5-hexatriene or benzene from
the pentadienyl and methyl radicals, and (B) the construction of 1,2-butadiene or cyclobu-
tadiene from the propenyl and methyl radicals.
Each radical fragment is described by a set of pi-molecular orbitals constructed
from linear combination of the atomic 2p-orbitals of the C atoms. Upon merging, the
pattern of the molecular pi-orbitals is perturbed. This perturbed set of bonding and
antibonding pi-molecular orbitals, describes either the cyclic or linear polyene. The
change in the pi-orbital pattern, of the new system, can be analyzed to deduce how
the energy is changed, when the two radical fragments are joined together.
Now, let us consider two polyenyl radical fragments, A and B that consist of an
odd number of C atoms. The two polyenyl fragments are each described by a set of
pi-molecular orbitals constructed from linear combinations of the 2p-atomic orbitals
at the C atoms in the fragment.
5For convenience one of the radical fragments is chosen as the methyl radical, and
the second radical fragment is constructed of 2k−1 (an odd number) C atoms, for
which k can be either a positive odd or even integer. If k is odd, then the resulting
polyene possesses 4n+2 pi-electrons, while if k is even the resulting polyene possesses
4n pi-electrons, with n being a positive integer. The first order perturbation energy for
merging two radical fragments A and B to either a cyclic or linear polyene, is here
defined as the pi-electron delocalization energy and is expressed as:
Epi = 2β
∑
x,y
a0,xb0,y (2.1)
where β is the standard resonance integral between two adjacent C atoms.
The quantity, a0,x, is the coefficient of the singly occupied molecular orbital at C
atom x, in fragment A and b0,y is the coefficient at C atom y, in fragment B. Atoms
x and y are the atoms, which are merged. If k is even, the singly occupied molecular
orbital, of the radical fragment with 2k−1 C atoms, will have opposite phases at the
terminal C atoms (C1 and C2k−1) and equal phases if k is odd. For radical fragments
with 2k−1 C atoms the magnitude of the coefficients at the terminal positions, will
be equal and can be calculated from k−1/2.4 The principle is illustrated in Fig. 2.2.
CH3
a0,1
CH3
a0,1 a0,2k–1
(4n+2)π-electron
cyclic polyene
(4n+2)π-electron 
linear polyene
4nπ-electron
cyclic polyene
4nπ-electron 
linear polyene
k odd
k even
a0,2k–1
b0
b0
–H2
–H2 –2H2
–2H2
A.
B.
Figure 2.2: Illustration of the relationship between the phase of the singly occupied
molecular orbital, at the terminal C atoms, of the radical fragments with the 2k−1 C
atoms. Red color represents a positive phase and blue color a negative phase. Part A
illustrates the phase relation between the radical fragments with odd k, which can be
combined with the methyl radical fragment to a linear or cyclic (4n+2)pi-electron polyene.
Part B illustrates the phase relation between the radical fragments with even k, which can
be combined with the methyl radical fragment to a linear or cyclic 4npi-electron polyene.
6 Interactions of pi-Electrons in the Ground State
From Equation (2.1) the pi-electron delocalization energies for ground state linear
or cyclic polyenes become:
Linear Polyenes Epi = 2βb0(a0,1) = 2βb0a0 (2.2)
Cyclic Polyenes Epi = 2βb0(a0,1 + a0,2k−1) = 4βb0a0, k odd, (4n+2)pi (2.3)
Epi = 2βb0(a0,1 − a0,2k−1) = 0, k even, 4npi (2.4)
In the following, the three equations will be referred to as the "pi-electron counting
rules". The rules can also be shown to apply for polyenes with 4n+2 or 4n pi-electrons,
consisting of an odd number of C atoms, e.g. the cycloheptatrienyl cation and anion,
and in a limited extent to compounds containing more than one ring.4
Equation (2.2) shows that pi-electron delocalization is always associated with a
stabilizing contribution to the thermodynamic stability of linear polyenes. It can be
deduced from Equation (2.3) that this is also the case for cyclic polyenes, if they con-
tain 4n+2 pi-electrons, and the contribution is larger as compared to the corresponding
open-chain analogues. In contrast, cyclic polyenes with frameworks of 4n pi-electrons
do not receive any additional stability by pi-electron delocalization (Equation (2.4)).
The pi-electron delocalization energy of cyclic and linear polyenes are illustrated by
an orbital interaction diagram in Fig. 2.3.
Eπ = 0
Eπ = 2βb0a0
Eπ = 4βb0a0
Eπ = 2βb0a0
4n π-electrons (k even) 4n+2 π-electrons (k odd)
πA πB πB
πlin
πA
π∗lin
πlin
πcyc
πlin*
π*cyc
πcyc
π*cyc
Figure 2.3: Illustration of the pi-electron delocalization energy (Epi) gained by interaction
between the singly occupied pi-orbitals of radical fragments A and B (piA and piB, respec-
tively). This orbital interaction gives rise to a perturbed set of bonding and antibonding
pi-orbitals for the linear (pilin and pi∗lin respectively, black) and cyclic (picyc and pi
∗
cyc, re-
spectively, red) polyenes containing 4n (left) and 4n+2 (right) pi-electrons. If either A or
B is chosen as the methyl radical the singly occupied pi-orbital would be a p-orbital. The
difference between singly occupied orbitals and the bonding pi-orbitals of the linear or
cyclic fragment corresponds to the Epi .
7From Equations (2.2)-(2.4) another interesting aspect can be drawn; the energy
gained from pi-electron delocalization decreases with increasing k.
Thus, larger ring systems will not experience any significant stabilization from de-
localization of pi-electrons. The contrasting energetic relationship between 4npi- and
(4n+2)pi-electron cyclic and linear polyenes is demonstrated on the basis of a crude
PMO treatment. Thus, the approximations included in this treatment renders results
far from reality. It is therefore unknown whether the results obtained in Equations
(2.2)-(2.4) are applicable for anything at all. However, chemical phenomena are very
often rationalized on the basis of the qualitative results from Equations (2.2)-(2.4).
To demonstrate why let us consider the examples shown in Fig. 2.4, on the following
page.
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R = C6H5, 193 K, 
13C NMR: δ(C1) = δ(C2) = δ(C3) = δ(C4) = 173.4 ppm
D2d
THF
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D8h
+ 2 K+
1 2
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Br2
– HBr
D7hC2
HA = 1117 kJ/mol
HA = 846 kJ/mol
PA = 1481 kJ/mol
PA = 1570 kJ/mol
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– H+
– H+
1.349 Å
1.562 Å Δ
hν
H
H
H
H
– CO2
hν
H H2
A.
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D5h C2v
Figure 2.4: Summary of the examples that illustrate the reality of the qualititative con-
tent of the pi-electron counting rules. Scheme A. Method for generation of cyclobu-
tadiene. 22–24 Bond lengths of cyclobutadiene are calculated at the CASSCF level. 25
Scheme B. Generation of the tetraphenylcyclobutadiene and tetramethylcyclobutadiene
dications. 26 Scheme C. Electrophilic substitution of benzene. 10,12 Scheme D. Illustration
of the D2d symmetric tub-shaped conformation of cyclooctatetraene and its reduction to
its D8h symmetric dianion. 27,28 Scheme E. Conversion of cyclopentadiene to its corre-
sponding cation and anion. 29,30 Hydride and proton affinities (HA and PA, respectively)
are taken from reference 29 and 30, and symmetries are taken from reference 30. Scheme
F. Conversion of cycloheptatriene to its corresponding cation and anion. 30,31 Hydride and
proton affinities (HA and PA, respectively), and symmetries are taken from reference 30.
9In contrast to benzene, cyclobutadiene is found to be a highly unstable species and
has only been observed at cryogenic conditions.22–24 Cyclobutadiene can be gener-
ated as shown in Scheme A, in Fig. 2.4. But even at these conditions, this compound
is short-lived. It has been reported to dimerize upon heating, or decompose into
two acetylene molecules upon continued irradiation.22 No experimental data are yet
available on the bond lengths of non-substituted cyclobutadiene, but results from IR
experiments in matrix isolated cyclobutadiene indicate that the molecular structure is
not square, but closer to rectangular.24,32,33
This is supported by computational results, as for example, results of multireference
coupled cluster calculations (MR-CCSD/DZP) suggest that the lowest energy con-
formation of cyclobutadiene is a D2h symmetric rectangular structure with C–C bond
lengths of 1.562 Å and 1.349 Å.34 The large ring strain, of course, contributes to
the instability of cyclobutadiene. However, in light of this, it may appear surprising
that the tetraphenylcyclobutadienyl, and tetramethylcyclobutadienyl dications, which
contain two pi-electrons in cyclic arrangement, can be generated at −40 ◦C (213 K)
and −60 ◦C (193 K), respectively (Scheme B, in Fig. 2.4).26 Both of these com-
pounds should indeed experience large ring strains, comparable to cyclobutadiene.
Despite this, these compounds are stable enough to be investigated by NMR spec-
troscopy. The 13C NMR studies indicate that the cyclobutadienyl dication moiety in
these compounds are square (Scheme B, in Fig. 2.4).26
The structure of benzene has D6h symmetry, and this compound is known to
be rather resistant to chemical transformations. As previously mentioned, benzene
undergoes electrophilic substitution, in contrast to other olefinic hydrocarbons, which
undergo electrophilic addition. The substitution reaction involves re-formation of the
cyclic 6pi-electron array indicating that the cyclic interaction of the 6pi-electron sys-
tem is indeed energetically favorable (Scheme C, in Fig. 2.4).10,12
The monocyclic 8pi-electron polyene, cyclooctatetraene, is proven to adopt a tub-
shaped D2d symmetric conformation with alternating single and double bonds.35
In the tub-shaped conformation the compound has C–C–C bond angles of 126.46◦,35
which are close to the ideal bond angles (120◦) around an sp2 hybridized C atom.
In the planar D4h and D8h symmetric conformations the C–C–C bond angles would,
according to results from calculations (CASSCF/6-31G(d)), be increased to 135◦.36
Despite the more unfavorable C–C–C bond angles in the D8h symmetric confor-
mation, this conformation is adopted, when the compound is reduced to the dianion, a
10pi-electron system. This reduction can readily be done with two moles of potassium
metal in oxygen free tetrahydrofuran (THF) solution (Scheme D, in Fig. 2.4).27,28
Finally, the contrasting reactivities of cyclopentadiene and cycloheptatriene (Scheme
E and F, respectively, in Fig. 2.4) illustrate that the number of pi-electrons in cyclic
polyenes is important for thermochemical stability. Cyclopentadiene has proven to
be an unusual acidic hydrocarbon in solution (pKa = 18)37,38 while cycloheptatriene
is not easily deprotonated (pKa = 36).39–41
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The proton affinities for the cyclopentadiene and cycloheptatriene anions are 1481
and 1570 kJ/mol,29 respectively, which show that even in the gas phase, cyclopenta-
diene is still the more acidic species. Conversely, recent computational studies show
that the hydride affinities of the cyclopentadiene and cycloheptatriene cations (in their
lowest energy singlet states) are 1117 and 846 kJ/mol, respectively.30 This indicates
that the formation of cyclopentadiene, is much more exothermic in comparison to
the formation of cycloheptatriene, from the cyclopentadienyl and cycloheptatrienyl
cations respectively. Moreover, the cycloheptatriene cation is easily generated by ox-
idation of cycloheptatriene with bromine,31 and the cycloheptatrienyl cation is com-
mercially available as the tetrafluoroborate salt.
In summary, the examples in Scheme B, C, E, and F in Fig. 2.4, illustrate that
cyclic polyenes containing 4n+2 pi-electrons prefer delocalization of the pi-electrons.
This can be considered afford a substantial contribution to the thermodynamic stabil-
ity of this class of cyclic polyenes. On the other hand, the examples also illustrate
that cyclic delocalization of pi-electrons (Fig. 2.4, Scheme A, D, E, and F) is not pre-
ferred in cyclic polyenes with 4n pi-electrons. Thus, for this class of cyclic polyenes,
the pi-electron delocalization does not seem to have any stabilizing effect at all. All in
all, the qualitative content derived from Equations (2.2)-(2.4) is supported in reality.
2.1 Aromatic and Anti-aromatic Compounds
The abnormality of cyclic polyenes, in comparison to the linear polyenes, have long
astonished chemists. Commonly, the cyclic polyenes are classified as aromatic and
anti-aromatic compounds, depending on whether the cyclic polyene has 4n+2 or 4n
pi-electrons, respectively in the cyclic array.5–13 These terms are somewhat unfortu-
nate and confusing, as the term aromatic evoke the subjective content of the word,
originally used to characterize the distinct smell of benzene. However, the term aro-
matic has persisted throughout history and has later been accompanied by the term
anti-aromatic, distinguishing between the (4n+2)pi- and 4npi-electron annulenes.42,43
The next obvious question that arises from this classification of cyclic polyenes
is: “What are the characteristic properties of aromatic and anti-aromatic molecules?”
Unfortunately, this question cannot by easily answered. However, the tendency to
delocalization of the pi-electrons in aromatic molecules, or the tendency, for anti-
aromatic molecules, not to delocalize the pi-electrons, have a range of consequences
for the physical and chemical properties of the two classes of cyclic polyenes. These
consequences are often set-in inseparable relation to the aromaticity of the aromatic
compounds and the anti-aromaticity of the anti-aromatic compounds.5–13
In short, these ’property’ terms often appear in the literature as ’measures’ for how
aromatic or anti-aromatic the cyclic polyenes are. Unfortunately, aromaticity and
anti-aromaticity are not easily quantifiable and more importantly, they have never
been proven experimentally to exist.
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It has been argued that aromaticity and anti-aromaticity are measurable through struc-
tural,44 magnetic,45 energetic,46 electronic,47 and reactivity-based probes.6,48
However, these probes are not always equally affected by aromatic or anti-aromatic
compounds and therefore, they can only be considered as projections of the some-
what invented properties of aromaticity and anti-aromaticity. Thus, quantification of
aromatic and anti-aromatic compounds, through aromaticity and anti-aromaticiy, is
difficult to handle and evaluate, and must be treated with great care!
Such a quantification is in my personal opinion not recommended, as it very often
leads to confusion, by virtue of the many different and diffuse interpretations of the
terms aromaticity and anti-aromaticity throughout the chemical society. Thus, to
avoid confusion the terms aromaticity and anti-aromaticity will not be used in this
thesis.

Chapter 3
pi-Electron Delocalization in the
Excited States
When pi-electron delocalization is considered in the lowest excited states it appears
that the associated energetic aspects are reversed. In a first approximation, the low-
est (pi,pi∗) excited state of linear and cyclic polyenes can be described, via the PMO
model, as a state with single electron occupation of the perturbed bonding and anti-
bonding pi-orbitals in Fig. 2.3. At this level the antibonding pi∗-orbital is destabilized
to the same extent as the bonding pi-orbital is stabilized. Thus, this level of approx-
imation leads to no change in energy when compared to the two radical fragments,
i.e. no additional stability is gained by pi-electron delocalization in any of the excited
state polyenes. However, the simple PMO treatment gives an insufficient description
of the excited states as it underestimates the "antibondingness" of the antibonding
pi-orbitals.4 If the PMO model is slightly modified it can be used to evaluate the en-
ergetics associated with pi-electron delocalization in the lowest excited states.
This modification of the PMO model was presented by Baird, who focused attention
on the energetic aspects associated with pi-electron delocalization in the lowest (pi,pi∗)
excited triplet states of linear and cyclic polyenes.14,49 Again, two radical fragments
consisting of an odd number (2k−1) of C atoms are considered to merge, to either a
linear or cyclic polyene, as shown in Fig. 2.2.
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The expression that describes the pi-electron delocalization energy in the triplet ex-
cited state (Epi(pi,pi∗)) polyenes are shown in Equation (3.1).14,49
Epi(pi, pi∗) = −
3
2αS
2
(∑
x,y
a0,xb0,y
)2
1− S2
(∑
x,y
a0,xb0,y
)2 (3.1)
In contrast to Equation (2.1) this expression includes the overlap integral, S, between
the atoms, x and y that are merged, which is set to zero in the derivation of Equation
(2.1).21 The quantities α, b0,y, and a0,x are of the same meaning as described in Chap-
ter 2. The negative sign of Equation (3.1) indicates that the pi-electron delocalization
energy in a triplet state polyene will be zero, or act as a destabilizing contribution
to the thermodynamical stability of the triplet state polyene, depending on whether∑
x,y a0,xb0,y is zero or non-zero, respectively (vide infra). The inclusion of overlap
integrals affects the energetic splitting of the interacting singly occupied pi-orbitals as
illustrated in Fig. 3.1. In reference 14 the Epi(pi,pi∗) for a triplet state cyclic polyene
is evaluated and compared to Epi(pi,pi∗) for the most stable conformation of the cor-
responding triplet state open-chain polyene. This conformation has one of the bonds
twisted by 90◦, and consequently the singly occupied pi-orbitals, of each radical frag-
ment are arranged perpendicular to each other and therefore S becomes zero. Thus,
in this conformation the pi-electron delocalization energy is zero, which makes the
comparison between the cyclic and linear triplet state polyenes particular easy.14,49
Inclusion of overlap (S > 0)
Neglect of overlap (S = 0)
πA πB
π*
π
π
π*
Figure 3.1: Interaction between the singly occupied pi-orbitals (electrons are not shown
for clarity) of two radical fragments A and B (piA and piB, respectively), with neglect of
overlap integrals (blue, S = 0) and the inclusion of overlaps (red, S > 0).
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However, it is in my personal opinion, an unfortunate choice of reference conforma-
tion for the linear polyene. When the pi-electron delocalization energy is compared,
for the triplet state linear and cyclic polyenes, they should experience the same inter-
actions, and this is not the case for the planar cyclic polyene and the twisted linear
polyene. In this thesis, the pi-electron delocalization energies, of the triplet state linear
and cyclic polyenes, are compared in their planar conformations in contrast to refer-
ence 14. By the same approach as described previously, a set of pi-electron counting
rules can be derived for the triplet excited state polyenes. In fact, these rules are valid
for the lowest (pi,pi∗) excited singlet state as well, as these states are not distinguished
in PMO theory. The pi-electron counting rules for the lowest (pi,pi∗) excited singlet
and triplet states are:
Linear Polyenes Epi(pi, pi∗) = −
3
2α(Sa0b0)
2
1− (Sa0b0)2 (3.2)
Cyclic Polyenes Epi(pi, pi∗) = − 6α(Sa0b0)
2
1− 4(Sa0b0)2 , k odd, (4n+2)pi (3.3)
Epi(pi, pi∗) = 0, k even, 4npi (3.4)
Equation (3.2) is always negative, thus excited state linear polyenes experience desta-
bilization from pi-electron delocalization. The excited state cyclic polyenes with 4n
pi-electrons experience no additional stability by pi-electron delocalization, while ex-
cited state cyclic polyenes with 4n+2 pi-electrons are destabilized by pi-electron de-
localization. By comparing Equations (3.2) and (3.3) the (not so elegant) energetic
relationship between the cyclic and linear polyenes with 4n+2 pi-electrons, shown in
Equation (3.5), can be derived.
Ecycpi (pi, pi
∗)
Elinpi (pi, pi∗)
=
4− 4(Sa0b0)2
1− 4(Sa0b0)2 (3.5)
Equation (3.5) shows that an excited state cyclic polyene is more destabilized than
the corresponding open-chain excited state polyene, as the nominator is always larger
than the denominator. On the other hand, the excited state cyclic polyenes with
4n pi-electrons are neither stabilized nor destabilized, by cyclic delocalization of the
pi-electrons, but when compared to the corresponding linear polyene they can be con-
sidered as stabilized by cyclic delocalization of the pi-electrons. Thus, in principle
the terms aromatic and anti-aromatic can be extended to characterize molecules in
the lowest excited triplet and singlet states, which achieve either more or less thermo-
dynamic stability by cyclic delocalization of their pi-electrons as compared to their
open-chain analogues. However, this terminology, in the excited states, is unfor-
tunately misleading. In the ground state the term aromatic implies that (4n+2)pi-
electron cyclic polyenes are stabilized by cyclic delocalization of pi-electrons and are
more stabilized with reference to the corresponding linear polyene.
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In the excited state the term only implies that cyclic delocalization, of 4n pi-electrons,
can be considered as a stabilization, only if it is in reference to the corresponding lin-
ear polyene, but in fact neither destabilization nor stabilization arise from pi-electron
delocalization according to the PMO model.
The PMO model gives a crude description of the lowest (pi,pi∗) excited singlet
and triplet states of the linear polyenes. For example, the ground state and the low-
est (pi,pi∗) excited triplet and singlet states of the 4npi-electron cyclic polyenes are
degenerate at this level. This picture is different and more complicated, when more
sophisticated molecular orbital descriptions are employed. It is therefore definitely
not certain that the energetic trends derived in the approximative PMO picture are
meaningful or real at all. Thus, it is appropriate to examine whether the qualitative
content of the excited state pi-electron counting rules, can be traced to have any con-
siderable impact on the excited state properties of cyclic polyenes.
3.1 Impact of Cyclic pi-Electron Delocalization on
Excited State Molecular Structures
One of the excited state properties that is affected by an enhanced or reduced degree
of cyclic delocalization of pi-electrons in the excited state, is the molecular structure.
In this section, focus will be put on how the structure of cyclobutadiene, benzene, and
cyclooctatetraene will change in the lowest (pi,pi∗) excited singlet and triplet states in
comparison to the ground state structures. The ground state and excited state struc-
tures of cyclobutadiene, benzene, and cyclooctatetraene have been examined by sev-
eral groups. A large collection of the reports on the structures of these compounds
can be found in a recent review by Gellini and Salvi.50
First, let us consider how the structure changes of cyclobutadiene and cycloocta-
tetraene, in the lowest excited states in comparison to the ground state. As mentioned
previously, the minimum energy structure of ground state cyclobutadiene has been
calculated to be the rectangular D2h conformation, with alternating single and double
bonds.32,34,51,52 The ground state is 1Ag symmetric with the pi-electron configuration
illustrated in the pi-orbital diagram in Fig. 3.2. The two lowest excited states for D2h
symmetric cyclobutadiene have been calculated to be triplet and singlet (pi,pi∗) states
of 3B1g and 1B1g symmetry, respectively (donated 1(pi,pi∗), and 3(pi,pi∗) states, respec-
tively).34,51,52 The electron configuration of these two excited states are illustrated by
the molecular pi-orbital diagram in Fig. 3.2. In both of these states the structure of
cyclobutadiene converges diabatically towards a square D4h symmetric minimum en-
ergy conformation, which is calculated to be non-vertically located 0.57 eV and 2.12
eV above the ground state of the rectangular conformation by Eckert-Maksic´ et al.
(MR-AQCC/SA-4-CASSCF/aug-cc-pVTZ).52
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π–1 (b1u)
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π∗ (b2g)
π+1
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1(π,π*) state
 (1B1g)
3(π,π*) state 
(3B1g)
Figure 3.2: Schematic representations of the four pi-orbitals for D2h symmetric cyclobu-
tadiene and their relative energetic positions. Orbital symmetries are given in parentheses.
The three molecular orbital diagrams illustrate the pi-electron configuration of the ground
state, first excited singlet (1(pi,pi∗)) and triplet states (3(pi,pi∗))
Estimated from Figure 2 in reference 52 the vertical excitation energies from the
ground state of D2h symmetric conformation of cyclobutadiene to the 3(pi,pi∗) and
1(pi,pi∗) states are 1.5 eV and 3.3 eV, respectively.25 Thus, in the 1(pi,pi∗) and 3(pi,pi∗)
states the energy of the molecule is lowered 0.93 eV and 1.18 eV by changing its
structure from the D2h to the D4h symmetric conformation.
The excited states of cyclooctatetraene have been investigated computationally
by Garavelli et al. and Frutos et al.53,54 The results of their calculations suggest
the lowest vertical excited states, of the tub-shaped D2d symmetric conformation of
cyclooctatetraene are the singlet and triplet (pi,pi∗) excited states of A2 symmetry (do-
nated 1(pi,pi∗) and 3(pi,pi∗), respectively). The pi-electron configuration of these two
states are equivalent, except for the electron spin, and can be represented with the
pi-orbital diagram in black in Fig. 3.3, on the following page.
According to the computational results the molecule adopts a planar D8h symmetric
conformation in both of these states.53,54 The D8h symmetric conformation is also
lowest in energy in the lowest excited (pi,pi∗) triplet state, as revealed by several com-
putational investigations.25,55–59 The minimum energy D8h symmetric structure in this
triplet state was confirmed by photoelectron spectroscopy experiments.60
According to the calculated results by Garavelli et al. the 1(pi,pi∗) state is lowered
2.24 eV in energy upon relaxation from the D2d to the D8h symmetric structure
(CASPT2/6-31G(d)),53 whereas according to the results of Frutos et al. the 3(pi,pi∗)
state is lowered 2.04 eV in energy upon the same geometrical relaxation.54
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E
π-1,y (e)
D2d
D8h
Ground state (1A1)
3(π,π*) state (3A2g)
1(π,π*) state (1B1g)
Ground state (1B2g)
π–2 (b2)x
y
π-1,x (e)
π (a1)
π* (a2)
π* (e2u)π (e2u)
π-1,y (e1g) π-1,x (e1g)
π–2 (a2u)
B.A.
3(π,π*) state (3A2)
1(π,π*) state (1A2)
Figure 3.3: A, black: Schematic illustration of the relative energetic positions of the
ground state and the first excited triplet (3(pi,pi∗)) and singlet (1(pi,pi∗)) states in the D2d
symmetric tub-shaped conformation. Symmetries of the three states within the D2d point
group are given in parentheses. The black pi-orbital diagram shows the five lowest pi-
orbitals of D2d symmetric cyclooctatetraene, and the dominant electron configuration in
the 1(pi,pi∗) state is represented. B, red: Schematic illustration of the relative energetic
positions of the ground state, and the 3(pi,pi∗) and 1(pi,pi∗) states in the planar D8h sym-
metric conformation. Symmetries within the D8h point group of the three states are given
in parentheses. The red pi-orbital diagram represents the dominant electron configuration
in the 1(pi,pi∗) state. The 3(pi,pi∗) state has the same electron configuration, with both
electrons having the same spin. The black pi-orbital diagram shows the five lowest pi-
orbitals of D8h symmetric cyclooctatetraene, and the dominant electron configuration in
the 1(pi,pi∗) state is represented. The content of this figure is based on the computational
results from references 53 and 54.
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Thus, as for cyclobutadiene the energy of cyclooctatetraene is substantially lowered
in the 1(pi,pi∗) and 3(pi,pi∗) excited states upon relaxation to the D8h conformation.
In this context, it is also worth mentioning that the 4pi-electron cyclopentadienyl
cation has proven experimentally to be a triplet ground state compound,61 which
adopts a D5h symmetric conformation in this state.62–64
The examples above indicate that the cyclic delocalized arrangement of 4n pi-
electrons, are located at low energy points on the 1(pi,pi∗) and 3(pi,pi∗) state potential
energy surfaces. In the cyclopentadienyl cation the cyclic delocalized arrangement of
the pi-electrons is associated with such low energy in the triplet state, that it becomes
the ground state. It is therefore reasonable to consider cyclic delocalized arrange-
ments of 4n pi-electrons to be favorable in the lowest (pi,pi∗) excited singlet and triplet
states. It would be obvious to expect that the structure of benzene would change in
the lowest (pi,pi∗) excited singlet and triplet state as pi-electron delocalization, accord-
ing to the excited state pi-electron counting rules, is unfavorable in contrast to in the
ground state. However, before considering the structure of benzene in these excited
states, an important aspect has to be considered. In the ground state of benzene the
six pi-electrons occupy the three lowest pi-orbitals as shown in Fig. 3.4. There is four
possible excitations from the highest occupied pi-orbitals (pix and piy, in Fig. 3.4) to
the lowest unoccupied pi-orbitals (pi∗x and pi
∗
y , in Fig. 3.4). This will give rise to four
excited states, which are degenerate if electron correlation is not considered. When
electron correlation is considered this degeneracy is lifted as shown in Fig. 3.4.
Consequently, three energetically distinct excited states appear, where one of them is
a degenerate excited state.
π−1 (a2u)
πy (e1g)
π+1* (b2g)
πx∗ (e2u)
πx (e1g)
πy∗ (e2u)
E2u
B1u
B2u
Electron 
correlation
included
No electron
correlation
A. B.
Ground state
Excited states
A1gx
y
Figure 3.4: Illustration of (A) the electron configuration of benzene in the ground state,
and the four possible excitations from the highest occupied pi-orbitals, pix and piy, to the
lowest unoccupied pi-orbitals, pi∗x and pi∗y shown in red. Part B illustrates the energetic
location of the four excited states, without (black) and with (blue) electron correlation
taken into account.
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Each of these states cannot be easily described by a single electron configuration
as those illustrated in the orbital diagrams in Fig. 3.2 and Fig. 3.3. In fact, it can be
argued that each of the excited states correspond to the ’lowest (pi,pi∗) excited state’
described in the PMO model, with single electron occupation of the highest occupied
pi-orbital, and the lowest unoccupied pi∗-orbital. Thus, for benzene each of the four
excited states, illustrated in Fig. 3.4, have to be considered in light of the pi-electron
counting rules for excited states. However, for simplicity only the 1B2u, 1B1u, and
3B1u states are considered here. It has been calculated and verified experimentally,
that benzene retains the D6h symmetric conformation in the 1B2u excited state.65–67
However, it has been argued that the pi-electron framework of benzene is less bound
in this excited state, as the b2uvibrational mode, illustrated in Fig. 3.5, is increased
in this state as compared to the ground state.68,69 This argument is supported by the
experimental fact that the C–C bonds are significantly elongated in this state going
from 1.397 Å in the ground state to 1.435 Å in the 1B2u excited state.65
H
H
H
H
H
H
Figure 3.5: The b2u vibrational mode for benzene. For this mode the frequency is exalted
in the 1B2u excited state, which can be interpreted as a consequence of the less bounded
pi-electron framework.
The lowest (pi,pi∗) excited triplet state is 3B1u symmetric and in this state benzene
undergoes geometrical distortion to a D2h symmetric conformation. This conforma-
tion can be either quinoidal or antiquinoidal as shown in Fig. 3.6.70–72 The geomet-
rical distortion away from the D6h symmetric structure in this triplet state has been
verified by low temperature ESR experiments.73–75 The relevant data reported on the
structures in the latter three excited states are summarized in Fig. 3.6.
Quinoidal (D2h)Antiquinoidal (D2h)
3B1u and 1B1u stateGround state (D6h)
1.397 Å 1.435 Å
1B2u state (D6h)
Figure 3.6: Illustration of the (black) D6h symmetric ground state equilibrium structure,
(red) D6h symmetric 1B2u state minimum energy conformation, and (blue) D2h symmetric
antiquinodal and quinodal minimum energy conformations in the 1B1u and 3B1u states.
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In summary, the examples reflect that the qualitative content of the excited state
pi-electron counting rules is valid and that cyclic delocalization of 4n pi-electrons
can be considered as favorable in the lowest (pi,pi∗) excited singlet and triplet state,
while cyclic delocalization of 4n+2 pi-electrons is less favorable when compared to
the ground state. The energetics associated with pi-electron delocalization in the low-
est excited states can be used to rationalize photochemical reactivity. This will be the
focus in the following chapter.

Chapter 4
Implications of Cyclic
Delocalization of pi-Electrons
on Photochemistry
The energetic aspects of cyclic delocalization of pi-electrons, in the excited states,
have been shown to have considerable impact on photochemical reactions. Probably
the most famous examples are the photo-induced pericyclic reactions. These proceed
preferentially via transition states that include reorganization of 4n pi-electrons, and
do not proceed via transition states that involve reorganization of 4n+2 pi-electrons.
The qualitative results of the excited state pi-electron counting rules are also reflected
in other types of photochemical reactions. Compounds which have the possibility to
achieve either 4npi- or (4n+2)pi-electron arrays, by chemical transformations, show
interestingly contrasting reactivity in the ground state and lowest excited singlet state
(S1 state). Such contrasting reactivity was investigated intensively by Wan and co-
workers for various compounds.76–90
Photochemical reactions such as photosolvolysis have been found to be driven by
generation of precursors with cyclic frameworks of 4n pi-electrons.76,77,80,91–93
In the case of conversion of 9H-fluoren-9-ol to 9-methoxy-9H-fluorene it was found,
that only very harsh conditions would yield a reaction in the ground state, while the
photochemically initiated reaction proceeded under mild conditions with a reaction
quantum yield of 20 % (Scheme A, in Fig. 4.1).76,77 Interestingly, neither diphenyl-
methanol with no central ring, nor 5H-suberen-5-ol with a larger central ring under-
went photolysis (Scheme B and C, in Fig. 4.1). This led Wan and co-workers to the
conclusion that formation of a 4npi-electron cation species in the excited state was
a prerequisite for the reaction, and the presence of the intermediate cationic species
was later confirmed experimentally.91,93
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OH
OH OMe
OMe
hν
OH OMe
hν
CH3OH/H2O
A.
B.
C.
hν
CH3OH/H2O
CH3OH/H2O
Figure 4.1: Photosolvolysis of (A) 9H-fluoren-9-ol, (B) diphenylmethanol, and (C) 5H-
suberen-5-ol. Results from references 76 and 77.
Photodecarboxylations of a series of benzannelated acetic acids in aqueous solu-
tion showed a different, although similar tendency (Fig. 4.2).79,83
Photodecarboxylation of 5H-suberene-5-carboxylic acid yielded 50 % product (Scheme
C, in Fig. 4.2), while photolysis of 9H-fluorene-9-carboxylic acid and diphenylacetic
acid (Scheme A and Scheme B, respectively, in Fig. 4.2) resulted in low yields (less
than 3 % and 6 %, respectively) of the decarboxylated product. The formation of
deutorated product in D2O, revealed that the decarboxylation involves the formation
of an anionic species. The yields of the reactions indicate that the generation of such
an anion is favorable if it possesses 4n pi-electrons, and this was concluded by the
authors.
CO2H
CO2H
CO2H
hν
CH3CN/H2O
– CO2
hν
CH3CN/H2O
– CO2
hν
CH3CN/H2O
– CO2
50 % yield
Low yield
Low yield
A.
B.
C.
Figure 4.2: Photodecarboxylation of (A) 5H-suberene-5-carboxylic acid, (B) dipheny-
lacetic acid, and (C) 9H-fluorene-9-carboxylic acid. Results from references 79 and 83.
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The last series of experiments show that compounds that can form 4npi-electron
arrays by deprotonation, are very acidic in the S1 state, in stark contrast to their non-
existent acidity in the ground state. Moreover, compounds which form (4n+2)pi-
electron arrays by deprotonizion are, in contrast to the ground state, not acidic in
their S1 states.78,81,82,84–90 The ground and S1 state acidity of 9H-fluorene and 5H-
suberene (Reactions A and B, in Fig. 4.3)78,84 are illustrative for this trend.
Deuterium exchange was shown to occur in the 9-positions of 9H-fluorene in a 50 %
D2O/CH3CN mixture. The amount of deuterium labeled 9H-fluorene molecules were
significantly reduced, when the mixture was irradiated. In contrast, no observable
deuterium exchange in the 5-position(s) of 5H-suberene was observed in a similar
D2O/CH3CN mixture. When the mixture was irradiated the amount of deuterium
labeled 5H-suberene was increased. Thus, 9H-fluorene is acidic in the ground state,
but not in the S1 state, while 5H-suberene is non-acidic in the ground state but acidic
in the S1 state (Fig. 4.3).
H H hν
50 % 
D2O/CH3CN
D H
+
D D
Only observed when irradiated
H H
H
50 % 
D2O/CH3CN
H D H D D
+
Not observed when irradiated(4n+2)π-electron anion
4nπ-electron anion
A.
B.
Figure 4.3: Reaction A: Deuterium exchange in the 9-position of 9H-fluorene in 50 %
D2O/CH3CN mixture indicates that deprotonization proceed via the fluorene anion in the
ground state. When the reaction mixture is irradiated, no deuterium exchange is observed.
Results from references 78 and 84. Reaction B: No deuterium exchange is observed in 50
% D2O/CH3CN mixture, but exchange is observed in the 5-position(s) of 5H-suberene,
when the mixture is irradiated. Results from references 78 and 84.
In summary, the examples in Fig. 4.1, Fig. 4.2, and Fig. 4.3 show that, in anal-
ogy to the ground state, photochemical reactivity can be rationalized on the basis of
favorable and non-favorable cyclic interactions of pi-electrons.
If the conclusions drawn by Wan and co-workers are considered from another
point of view, it would be expected that compounds with cyclic arrays of 4n pi-
electrons would be less reactive in the excited state in comparison to the ground
state, and vice versa for compounds with cyclic arrays of 4n+2 pi-electrons. Other
experimental results suggest that this can indeed be argued to be the case.
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These experimental results indicate that the acidity of unsaturated ionic cyclic hydro-
carbons with 4n+2 pi-electrons in a cyclic array (ionic (4n+2)pi-electron cyclic poly-
enes) are increased upon irradiation, which the reactions shown in Fig. 4.4 illustrate.
The cyclooctatetraene dianion and cyclononatetraene anion have been shown to be
resistant to protonation by 1-hexyne in THF in the absence of light (Reaction A and
B, in Fig. 4.4).94,95 When the reaction mixtures were irradiated the protonation of
the two compounds by 1-hexyne were verified to proceed. The cyclopentadienyl an-
ion would be expected to exhibit similar contrasting acidic behavior in the ground
and excited states. The photoacidity of this compound has been investigated in tert-
butanol (Reaction C, in Fig. 4.4).96 This compound was neither protonated by tert-
butanol in the presence or absence of irradiation. Instead the dimeric product [1,1’-
bi(cyclopentane)]-2,2’-diene was generated upon irradiation (Reaction C, in Fig. 4.4).
Van Tamelan et al. suggested that the excited cyclopentadienyl anion first undergoes
hydrogen abstraction from tert-butanol, then protonation of the intermediate radical
anion by tert-butanol, and finally dimerization to yield [1,1’-bi(cyclopentane)]-2,2’-
diene.96 This illustrates the competing reaction pathways to the photoacidic reaction,
which should be considered on the excited state potential energy surface.
2–
H
H
–
Dark
hν
–
Dark
hν H
H
+
+
C4H9CCH
C4H9CCH
Products
Products
hν, THF
t-BuOH
H H
H+
[1,1'-bi(cyclopentane)]-2,2'-diene
A.
B.
C.
Dimerization
Figure 4.4: Reaction A. Excited state protonation of the cyclooctatetraene dianion. Re-
sults from reference 94. Reaction B. Excited state protonation of the cyclononatetraene
anion. Results from reference 95. Reaction C. Photochemical behavior of the cyclopen-
tadienyl anion. Results from reference 96.
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4.1 Reactivity of Cyclic Polyenes in the Lowest (pi,pi∗)
Triplet State
The impact of cyclic pi-electron delocalization on photochemical reactivity, in the
triplet excited state, has not drawn as much attention as in the singlet excited states.
This encouraged us to examine the reactivity of cyclic polyenes in their lowest (pi,pi∗)
excited triplet state, and compare this to the ground state reactivity of the compounds.
Therefore, in a computational investigation we investigated eight proton and eight
hydride addition reactions, for a series of ionic cyclic polyenes in the ground state
and lowest excited triplet state. The results of this investigation were published in The
Journal of Organic Chemistry in 2010.30 In the following subsections, a summary of
the published results will be presented.
4.1.1 Proton and Hydride Affinities of Ionic Cyclic Polyenes
Illustrated in Fig. 4.5 are the ensemble of proton (A, in blue) and hydride (B, in red)
addition reactions, which were investigated computationally in the energetically low-
est closed-shell singlet state (S0 state) and the lowest energy triplet state (T1 state).
In order to assess how cyclic pi-electron delocalization affects these reactions in the
T1 state, the gas phase proton and hydride affinities were calculated for the various
compounds in the T1 state. These energies were compared against those of the same
species in the S0 state. In short, the structures of the compounds in Fig. 4.5 were op-
timized to their minimum energy conformation at the (U)B3LYP/6-311+G(d,p) level.
This method was chosen, as it has been used earlier for structural optimization of
some of the ionic cyclic polyenes shown in Fig. 4.5, in their S0 and T1 states in an-
other investigation.56 The heats of formation (∆Hf) at 298 K, for the compounds were
calculated using the composite G3(MP2) method, using the (U)B3LYP/6-311+G(d,p)
calculated structures (G3(MP2)//B3LYP/6-311+G(d,p)). The calculated heats of for-
mation were then used to calculate the gas phase proton affinities (PA’s) and hydride
affinities (HA’s) according to these equations:
PA = ∆Hf(M−) + ∆Hf(H+)−∆Hf(MH) (4.1)
HA = ∆Hf(M+) + ∆Hf(H−)−∆Hf(MH) (4.2)
Here, M−/+ refers to an anion/cation in either the lowest energy singlet or triplet
state and MH is the reduced/oxidized neutral counterpart in either the S0 or T1 state,
respectively. The heats of formation of the proton and the hydride ions were set to the
literature values of 1530 and 145 kJ/mol, respectively.97,98 Equation 4.1 is the IUPAC
definition of proton affinity, and Equation 4.2 is Göbbert’s and Wenthold’s definiton
of hydride affinity.98
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The proton and hydride affinities are the negative reaction enthalpies of the proton
and hydride addition reactions, respectively. Thus, the (positive) magnitude of the
proton or hydride affinity indicates how exothermic the proton or hydride addition
reaction is.
1,3CPH 1,3CP+
1,3CHH 1,3CH+
1,3IDH1
1,3ID+
1,3BHT+
1,3BHTH1
1,3BHTH2
1,3BHTH3
1,3FLUH 1,3FLU+
1,3CP–
1,3CH–
1,3ID–
1,3BHT–
1,3FLU–
1,3IDH2
A. Proton addition 
reactions
B. Hydride addition 
reactions
Figure 4.5: Investigated compounds (with the abbreviations used in the following text)
and their proton (A, in blue) and hydride (B, in red) addition reactions. The superscript
numbers 1 and 3, preceding the compound abbreviation refer, to the compound in the S0
and T1 state, respectively.
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In the following‚ the ionic cyclic polyenes, which are S0 state (4n+2)pi-electron
or T1 state 4npi-electron species, will be referred to as being of aromatic-character
(A-character). Ionic cyclic polyenes, which are S0 state 4npi-electron or T1 state
(4n+2)pi-electron species, will be referred to as anti-aromatic-character compounds
(AA-character).
In order to assess if the energy associated with cyclic delocalization of pi-electrons
affects the calculated proton/hydride affinity of a particular anion/cation in its T1
state, the S0 state proton/hydride affinity is used for comparison. Although the for-
mation of two different hydrocarbon isomers may be energetically preferred for the
larger benzofused polyene anions and cations in the S0 and T1 state, the assessment
of how pi-electron delocalization influences on proton and hydride affinities in the T1
state vs. S0 state must relate to formation of the same particular isomer in both states.
4.1.2 Proton Affinities of Cyclic Polyene Anions
First, the results regarding the proton addition reactions in Fig. 4.5 are presented.
The heats of formation and proton affinities of the cyclopentadienyl (CP−), cyclo-
heptatrienyl (CH−), indenyl (ID−), benzocycloheptatrienyl (BHT−), and fluorenyl
(FLU−) anions, with respect to their protonated isomers were calculated in the S0
and T1 states. For FLU− only the proton affinity with respect to 9H-fluorene was
calculated.
The calculated heats of formation and proton affinities of the anionic compounds
are shown in Table 4.1. The calculated heats of formation for the neutral product
compounds are given in Table 4.2. In Table 4.1, are also tabulated the difference in
proton affinity of a particular anion in its state of AA-character, relative to its state
of A-character (∆PA(AA−A)). A positive value of ∆PA(AA−A) indicates that the
proton addition reaction is more exothermic in the AA-character state, as compared
to the reaction in the A-character state, and vice versa for a negative ∆PA(AA−A).
The values in parentheses are experimentally determined heats of formation and
proton affinities, these values are in reasonable agreement with the calculated ones.
By comparing the heats of formation for the S0 and T1 states, it is evident that the
S0 state compounds are lowest in energy, i.e. the S0 states are the ground state for all
compounds.
Before an analysis of the proton affinities for the anions in the T1 state vs. those in
the ground state, is given it should be mentioned that the small value of ∆PA(AA−A)
for CP− actually should not be considered in this study. The T1 state for this com-
pound is a (pi,3s) Rydberg state, while the T1 states of the remaining compounds are
(pi,pi∗) states. The second lowest excited triplet state of CP− was revealed to be a
(pi,3p) Rydberg state, and no further attempts to locate the lowest excited (pi,pi∗)
triplet state for CP− were performed. However, the result indicate that the lowest
excited (pi,pi∗) triplet state must possess a much larger heat of formation, than the
calculated value given for 3CP− in Table 4.1.
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Consequently, the proton affinity that would be comparable, to the other triplet state
compounds, would also become larger than the 11 kJ/mol given in Table 4.1, which
would enhance ∆PA(AA−A) for CP−.
Table 4.1: Calculated heats of formation (∆Hf), proton affinities (PA),
and differences in proton affinities between AA- and A-character states
(∆PA(AA−A)).
Compounda Character ∆Hf PA ∆PA(AA−A)
(kJ/mol)b (kJ/mol)c (kJ/mol)
1CP− A 75 1477 (1481)d
3CP− AA 337 1488 11
1CH− AA 224 1579 (1570)d
3CH− A 231 1395 184
1ID−(1) A 84 1466 (1472)e
3ID−(1) AA 333 1430 −36
1ID−(2) A 84 1381
3ID−(2) AA 333 1496 115
1BHT−(1) AA 198 1531
3BHT−(1) A 253 1356 175
1BHT−(2) AA 198 1454
3BHT−(2) A 253 1383 81
1BHT−(3) AA 198 1520
3BHT−(3) A 253 1327 193
1FLU− A 103 1466 (1466)e
3FLU− AA 313 1372 −94
a Numbers in parentheses indicate, which isomer of the neutral hydrocarbon is formed
upon protonation. b G3(MP2)//(U)B3LYP/6-311+G(d,p), 298 K. c Numbers in parenthe-
ses are experimentally determined values. d Reference 29. e Reference 99.
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Table 4.2: Calculated heats of formation (∆Hf) of the
neutral hydrocarbons.
Compound ∆Hf Compound ∆Hf
(kJ/mol)a (kJ/mol)a
1CPH 128 (133)b 3CPH 379
1CHH 175 (187)c 3CHH 366
1IDH1 148 (161)d 3IDH1 433
1IDH2 233 3IDH2 367
1BHTH1 197 3BHTH1 427
1BHTH2 274 3BHTH2 400
1BHTH3 208 3BHTH3 456
1FLUH 168 (175)e 3FLUH 472
a G3(MP2)//(U)B3LYP/6-311+G(d,p), 298 K; numbers in parentheses
are experimentally determined values. b Reference 100. c Reference
101. d Reference 102. e Reference 103.
The average proton affinity corresponding to the seven protonation reactions, not
including 3CP−, in the T1 state (1394 kJ/mol) is lower than the average proton affinity
for the eight reactions including 1CP−, in the S0 state (1484 kJ/mol). The lower
proton affinities of the anions in their T1 states than in their S0 states, should stem
from the fact that the T1 state is an electronically excited state, in which an orbital
with more antibonding character is occupied. A proton added to an anion in this state
will therefore in general be less strongly bound, than when added to an anion in its
electronic S0 state.
In regard to the proton affinities in the S0 states, the anions, which have ground
states of A-character, have lower average PA (1447 kJ/mol) than the anions, which
have S0 states of AA-character (1521 kJ/mol), a result of the stabilization gained from
pi-electron delocalization in the S0 state A-character anions. The same relationship,
between the magnitudes of the average proton affinities, is found in the T1 states,
because the anions with T1 states of A-character have significantly lower average
proton affinity (1365 kJ/mol) than those with T1 states of AA-character (1433 kJ/mol,
3CP− not included). The calculated proton affinities show that all, except two of the
protonation reactions, yield higher proton affinities in their AA-character state than
in their A-character state. Another noteworthy aspect is that for three of the four
protonation reactions of anions, with S0 states of AA-character, the ∆PA(AA−A)
values are particularly large (175-193 kJ/mol).
This illustrates that the compounds are easier to protonate in their A-character
states as compared to their AA-character states.
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The two negative ∆PA(AA−A) values can, in part, be explained by the fact that
the proton affinities of the T1 states are generally lower than those of the S0 states,
as observed above. A second contributing factor to the negative ∆PA(AA−A) values
is the ability of the larger benzofused anions to attain local cyclic arrangement of
delocalized pi-electrons in the AA-character state. For ID−, and similarly for FLU−,
the negative ∆PA(AA−A) can also be rationalized, by comparing the calculated bond
lengths of 1ID− and 3ID− with those of 1IDH1 and 3IDH1, shown in Fig. 4.6, in
order to obtain knowledge of possible contributions from resonance structures.
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Figure 4.6: Calculated C–C bond lengths (Å) for 1ID− (left, black) and 3ID− (left, red),
1IDH1 (right, black), and 3IDH1 (right, red).
In regard to 1ID−, it is best described as a 10pi-electron ring involving the peri-
pheral C–C bonds. This is supported by the maximal bond length variation of merely
0.030 Å, in the external C–C bond periphery. On the other hand, 3ID− has a large
maximum bond length variation in the peripheral bonds of 0.079 Å.
Yet, the variation within the five-membered ring is only 0.017 Å. The average C–C
bond length of this ring (1.425 Å) is only slightly longer than the C–C bond length,
of the D5h symmetric cyclopentadienyl anion in its ground state (1.415 Å). Based on
the geometry, anion 3ID− should therefore, to a substantial degree, be represented
by a resonance structure, with a five-membered ring with 6pi-electrons delocalized as
illustrated in Fig. 4.7. Consequently, ID− is influenced, by a favorable local closed-
shell cyclic delocalized arrangements of 4n+2 pi-electrons in both the S0 and T1 states.
As the protonation of ID− leading to isomer IDH1 corresponds to a negative
∆PA(AA−A), one also needs to regard the geometries of this neutral hydrocarbon in
the S0 and T1 states. The C–C bond lengths (Fig. 4.6), suggest that 1IDH1 and 3IDH1
are well represented by the resonance structures shown in Fig. 4.7. Thus, when ID−
is protonated in its A-character ground state it preferentially yields 1IDH1.
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Figure 4.7: Important resonance structure representations of 1ID−, 3ID−, 1IDH1, and
3IDH1 based on the calculated bond lengths.
In this protonation reaction, both the anionic reactant and the neutral product are in-
fluenced by a favorable cyclic delocalized arrangement of pi-electrons.
However, in the T1 state, 3ID− is stabilized, by closed-shell cyclic arrangement of
6pi-electrons, and this array is destroyed upon protonation to yield 3IDH1, which is
not stabilized by any favorable cyclic arrangements of pi-electrons. As a result, the
proton affinity of ID− will be low in the T1 state, which is of AA-character, and the
∆PA(AA−A) becomes negative. Indeed, this reveals that when considering the poly-
cyclic anionic compounds, one must consider that they can adjust their geometries in
both states, in order to adopt the most favorable pi-electron arrangement in one or
several of their rings, depending on what is optimal for each particular state.
One should also note the differences between the proton affinity of the T1 and
S0 states, for protonation at the various sites of the anions (Table 4.1). For example,
protonation of ID− in the S0 state will preferentially give IDH1 because this IDHn
isomer (n = 1 or 2) has the lowest heat of formation, and the protonation reaction also
corresponds to the highest proton affinity. In the T1 state, on the other hand, the IDH2
isomer has the smallest heat of formation and its formation is complimented, by the
largest proton affinity. Whereas IDH1 is stabilized by the 6pi-electron system in the
S0 state, and IDH2 is not, the opposite applies for the two isomers in the T1 state
(Table 4.2). To a significant extent, 3IDH2 is well described, by a resonance structure
composed of a closed-shell singlet 6pi-electron ring, and due to this, the proton affinity
for this reaction should be high. The 3IDH1 is, as concluded above, not represented
by a resonance structure containing a cyclic array of pi-electrons (Fig. 4.7). Similar
differences are found for the three possible protonation reactions of BHT− in the S0
state vs. the T1 state.
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4.1.3 Hydride Affinities of Cyclic Polyene Cations
With regard to the hydride affinities it should first be remarked that several aspects
resemble those of the proton affinities, and therefore this section is more brief. The
calculated heats of formation, hydride affinities , and differences in hydride affinities
between AA- and A-character states (∆HA(AA−A)) are tabulated in Table 4.3. All
the triplet states were calculated to be (pi,pi∗) states.
Table 4.3: Calculated heats of formation (∆Hf), hydride affinities
(HA), and differences in hydride affinities between AA- and A-
character states (∆HA(AA−A)).
Compounda Character ∆Hf HA ∆HA(AA−A)
(kJ/mol)b (kJ/mol) (kJ/mol)
1CP+ AA 1102 1117
3CP+ A 1076 843 274
1CH+ A 876 846
3CH+ AA 1206 985 139
1ID+(1) AA 1002 999
3ID+(1) A 1058 770 229
1ID+(2) AA 1002 913
3ID+(2) A 1058 837 76
1BHT+(1) A 900 849
3BHT+(1) AA 1125 843 −6
1BHT+(2) A 900 771
3BHT+(2) AA 1125 870 99
1BHT+(3) A 900 838
3BHT+(3) AA 1125 814 −24
1FLU+ AA 979 956
3FLU+ A 1037 710 246
a Numbers in parentheses indicate, which isomer of the neutral hydrocarbon is
formed upon protonation. b G3(MP2)//(U)B3LYP/6-311+G(d,p), 298 K.
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The cations have singlet ground states apart from the cyclopentadienyl cation,
3CP+, which has a triplet multiplicity ground state, in correspondence with the ex-
perimental findings by Saunders et al.61 However, for simplicity the terms S0 and T1
states will also in this subsection refer to the lowest energy closed-shell singlet state
and lowest energy triplet state, respectively. Similar as for the proton affinities, the
hydride affinities of the cations are in general higher in the ground state than in the
T1 state (average hydride affinities are 911 and 834 kJ/mol for the S0 and T1 states,
respectively), a fact that needs to be taken into consideration, when regarding the
∆HA(AA−A) values, in particular when the AA-character state is a T1 state.
The lower average hydride affinities in the T1 state, in comparison to the S0 state,
should stem from weakened bonding character, in the T1 state, as this is an electroni-
cally excited state.
In the S0 state, the cations of A-character have lower average hydride affinity than
the ones of AA-character (826 vs. 996 kJ/mol, respectively), and the same relationship
is found in the T1 state because the hydride affinities of the A-character compounds
in the T1 state are, in average lower (790 kJ/mol) than those of the AA-character
compounds (879 kJ/mol).
With regard to the ∆HA(AA−A) values only two of the eight protonation reac-
tions considered have negative values, these being the protonations of BHT+ leading
to BHTH1 and BHTH3, respectively. However, similar as for 3ID− it can be con-
cluded that 3BHT+, to a significant extent, is represented by a resonance structure,
with a closed-shell seven-membered ring, with six delocalized pi-electrons, as shown
in Fig. 4.8, and that 3BHTH1 and 3BHTH3 are not favorable T1 state structures while
3BHTH2 is. For the other cations, the ∆HA(AA−A) range is 76 to 274 kJ/mol, with
the highest values for cations where the S0 state is of AA-character, and the T1 state is
of A-character. This is similar to the trend observed in the ∆PA(AA−A), and reflects
that the T1 state compounds possess lower average hydride affinities, for both the A-
and AA-character systems, and from the fact that larger polycyclic cations are able to
redistribute their electron density in a favorable manner in the AA-character state.
Figure 4.8: Important resonance structure of 3BHT+.
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In conclusion, this computational investigation illustrated that the qualitative con-
tent of the pi-electron counting rules (Equations (3.2)-(3.4)), for excited states, can
indeed be used, to rationalize the acid-base chemistry involving cyclic polyenyl an-
ions and cations in their T1 states, in a similar way as the ground state pi-electron
counting rules (Equations (2.2)-(2.4)) can be used, to explain acid-base chemistry
involving cyclic polyenyl anions and cations in the ground state. The trend that ap-
pears is shown in Fig. 4.9. However, the results also importantly reveal that when
pi-electron delocalization is considered for large fused ring systems, the possibility
for formation of local smaller pi-electron arrays must be taken into account.
This illustrates that competing stabilizing effects are always present and these must
be taken into account, when chemical behavior is considered in the light of cyclic
delocalization of pi-electrons.
Cyclic polyenyl anions/cations
Number of !-electrons
Ground
state
Triplet 
(!,!*) state
4n 4n+2
High PA/HA Low PA/HA
Low PA/HA High PA/HA
Figure 4.9: Relationship between the relative magnitudes of the proton and hydride
affinities (PA and HA, respectively) of polyenyl anions and cations and the electronic
state as well as pi-electrons.
Chapter 5
Excited State Energies and
Cyclic Delocalization of
pi-Electrons
Another interesting trend can be coupled to the energetic aspects associated with pi-
electron delocalization in the ground and excited states of cyclic polyenes. This trend
is revealed, when the difference in energy, between the lowest energy closed-shell
singlet state and lowest energy (pi,pi∗) triplet states, for the ionic cyclic polyenes,
discussed in sec. 4.1 are compared. These energy differences (∆EST) are listed in
Table 5.1.
Table 5.1: Energy differences, given in eV, between the lowest energy
closed-shell singlet state and the lowest energy triplet state (∆EST) for
the ionic cyclic polyenes in Fig. 4.5.
Anionic compoundsa ∆EST Cationic compoundsa ∆EST
(eV)b (eV)b
CP− c CP+ −0.25
CH− 0.07 CH+ 3.42
ID− 2.58 ID+ 0.58
BHT− 0.57 BHT+ 2.33
FLU− 2.18 FLU+ 0.60
a Abbreviations for the compounds correspond to those in Fig. 4.5. b∆EST =
∆Hf(lowest energy triplet state) − ∆Hf(lowest energy closed-shell singlet state). Val-
ues from Table 4.1 and Table 4.3. c Not included, as the lowest energy triplet state is
not of (pi,pi∗) character.
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The ionic cyclic polyenes that possess an array of 4n pi-electrons, in the external
C−C bond periphery, i.e. CP+, CH−, ID+, BHT−, and FLU+, have significantly
lower ∆EST values, in comparison to the compounds that possess 4n+2 pi-electrons in
the outer C−C bond periphery of the cyclic polyene, i.e. CP−, CH+, ID−, BHT+,
and FLU−. The average ∆EST, for the 4npi-electron containing cyclic polyenes, is
0.31 eV. For the (4n+2)pi-electron containing cyclic polyenes the average value is
2.63 eV. A similar trend is also found, when comparing cyclobutadiene, benzene, and
cyclooctatetraene.
The difference between the lowest energy points on the 3(pi,pi∗) state and ground
state potential energy surfaces, that corresponds to ∆EST, are 0.57 eV, 3.65 eV, and
0.78 eV for cyclobutadiene, benzene, and cyclooctatetraene, respectively.52,54,104
Although, these energy differences are obtained computationally, using different meth-
ods for cyclobutadiene and cyclooctatetraene, and the energy is experimentally deter-
mined for benzene, they clearly follow the same trend as the energy differences in
Table 5.1, i.e. small energy differences for cyclobutadiene and cyclooctatetraene,
and a comparatively larger energy difference for benzene. Interestingly, this trend is
also found, when comparing the energy difference between the lowest energy points
on the 1(pi,pi∗) state and ground state potential energy surfaces (∆ESS), for cyclo-
butadiene (∆ESS = 2.12 eV),52 benzene (∆ESS = 4.59 eV),104 and cyclooctatetraene
(∆ESS = 1.76 eV).53 The ∆EST and ∆ESS values for cyclobutadiene, benzene, and
cyclooctatetraene are listed in Table 5.2. In Table 5.2 are also listed the vertical tran-
sition energies; between the ground state and 1(pi,pi∗) state (∆ESS,v), and between the
ground and the 3(pi,pi∗) state (∆EST,v), for the three compounds. These also follow the
trend mentioned above. Fig. 5.1 can serve as convenient support, when considering
the numbers in Table 5.2.
In summary, it appears that compounds with cyclic arrays of 4n pi-electrons, in
general possess low excitation energies to the lowest (pi,pi∗) excited singlet and triplet
states. Subsequent to excitation, the structures of the 4npi-electron cyclic polyenes,
converge towards low energy points on the excited state potential energy surface,
which correspond to conformations where pi-electron delocalization is preferred, as
discussed in sec. 3.1. The opposite tendency is found, for the cyclic polyenes con-
taining 4n+2 pi-electrons, which in general possess higher excitation energies.
The knowledge of how pi-electron delocalization affects the ground and excited state
energies can be strategically used, in the design of compounds with interesting op-
tical properties. In the last chapters of this thesis this strategic utilization will be
demonstrated.
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Table 5.2: Energy differences between the lowest points on the ground state and the low-
est (pi,pi∗) excited singlet and triplet states potential energy surfaces (∆ESS and ∆EST,
respectively), and vertical transition energies between the ground state and the lowest
(pi,pi∗) excited singlet and triplet states (∆ESS,v and ∆EST,v, respectively). For benzene
the 1(pi,pi∗) and 3(pi,pi∗) states corresponds to the 1B2u and 3B1u states, respectively. For
cyclobutadiene and cyclooctatetraene the 1(pi,pi∗) and 3(pi,pi∗) states refer to those dis-
cussed in sec. 3.1.
Compound ∆ESS,v ∆EST,v ∆ESS ∆EST
(eV) (eV) (eV) (eV)
Cyclobutadiene 3.3a 1.5a 2.12b 0.57b
Benzene 4.76c 3.95c 4.59c 3.65c
Cyclooctatetraene 4.43d 3.05d 1.76e 0.78f
a MR/AQCC/SA-4-CASSCF/aug-cc-pVTZ, estimated from Figure 2 in reference 52. b MR/AQCC/SA-4-
CASSCF/aug-cc-pVTZ, data from reference 52. c Experimental data in hexane or cyclohexane solution,
data from reference 104. d Results of electron-impact energy loss spectroscopy, data from reference 105.
e CASPT2/6-31G(d), data from reference 53. f CASPT2/C,N,O[4s3p1d]/H[2s1p] + 2s2p2d (Rydberg
functions) ANO-type basis set , data from reference 54.
3(π,π*)
3(π,π*)
Ground 
state
E
Relaxation coordinate
ΔESS,v
ΔESS
ΔEST,v
ΔEST
Figure 5.1: Illustrative explanation of the energy differences presented in Table 5.2.

Chapter 6
Fulvenes - Cyclic Polyenes in
Disguise
A class of compounds, which are particularly interesting, in the context of cyclic de-
localization of pi-electrons, in both the ground and excited states, are the fulvenes.
The fulvenes can be categorized as isomers of monocyclic polyenes, with the em-
pirical formula CkHk (k ≤ 4), which have a single exocyclic methylene group cross-
linked to an odd-numbered ring moiety. This class of compounds can be viewed as
camouflaged cyclic polyenes, as they can be represented by dipolar resonance struc-
tures, with either 4n- or 4n+2 pi-electrons distributed in the ring moiety.
This is illustrated in Fig. 6.1 for triafulvene, pentafulvene, and heptafulvene.
4nπ-electron
resonance structures
(4n+2)π-electron
resonance structures
Figure 6.1: Triafulvene (top), pentafulvene (middle), and heptafulvene (bottom) rep-
resented by their 4n- and (4n+2)pi-electron dipolar resonance structures (left and right,
respectively).
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In the following, the electron density distributions, that are representative for the
dipolar 4npi- or (4n+2)pi-electron resonance structures in Fig. 6.1, will be referred to
as 4npi- or (4n+2)pi-electron density distributions. The fulvenes shown in Fig. 6.1
have all been prepared, but they are all reactive compounds and require special con-
ditions for investigation.106–111 The experimental determination of the structures of
tria-, penta-, and heptafulvene, suggest that the compounds have C2v symmetry, and
alternating C−C single- and double bonds.109,111–114 However, the direction of the
dipole moments, for the three compounds, suggest that they are influenced, by the
(4n+2)pi-electron density distributions.109–111,115,116 The experimentally determined
magnitudes of the dipole moments are 1.90 D, 0.42 D, and 0.48 D for tria-, penta-,
and heptafulvene, respectively. The dipole moments for tria- and heptafulvene are
directed from a negatively charged C atom, to a positive charge in their ring moi-
ety. The dipole moment of pentafulvene has opposite direction in comparison to the
two other fulvenes. The dipolarity of the fulvenes changes significantly, when the
exocyclic position(s) is substituted, as illustrated in Fig. 6.2.
O
N O
–
+
–
+
CNNC
PF
TF
HF HF-2CNHF-2NH2
PF-NMe PF-O
TF-O
–
+–
+
–
+
–
+–
+
µ = 1.90 D µ = 4.29 D
µ = 0.42 D µ = 4.5 D µ = 3.17 D
µ = 0.48 D µ = 1.98 D µ = 7.49 D
–
+
NH2H2N
A.
B.
C.
Figure 6.2: Illustration of how exocyclic substituents affect the dipolarities of (A) tri-
afulvene, (B) pentafulvene, and (C) heptafulvene. The dipole moments presented cor-
respond to: TF: Experimentally determined value, taken from reference 109, TF-O:
Experimentally determined value, taken from reference 117, PF: Experimentally deter-
mined value, taken from reference 110, PF-NMe: Experimentally determined value,
taken from reference 118, PF-O: Calculated value (CASPT2), taken from reference 119,
HF: Experimentally determined value, taken from reference 111, HF-2NH2: Calculated
value (OLYP/6-311G(d,)), taken from reference 120, HF-2CN: Experimentally deter-
mined value, taken from reference 121.
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In addition to the changes in dipolarity, the stabilities of the unstable parent ful-
venes are also changed, when exocyclic substituents are introduced. For example,
tria- and heptafulvene derivatives, with pi-electron withdrawing group(s) or atoms
substituted in or at the exocyclic position(s), can readily be isolated.122–127 On the
other hand, reports on derivatives, with pi-electron donating groups in these positions
are scarce. To my knowledge, there are no experimental reports on triafulvene deriva-
tives, with pi-electron donating groups in the exocyclic positions. Only a few reports
exist on heptafulvene derivatives, substituted with pi-electron donating groups in the
exocyclic positions.128–130
The tetramethylated derivative of HF-2NH2 (8,8-bis(dimethylamino)heptafulvene)
was reported to be very easily oxidized,129,130 and this compound reacts with molecu-
lar oxygen, upon formation of N,N-dimethylbenzamide.128 The derivatives of penta-
fulvene, with pi-electron donating groups in the exocyclic positions, are more easily
prepared, in comparison to the derivatives, with pi-electron withdrawing groups in
these positions.118,131–138 For example, cyclopentadienone (PF-O) dimerizes rapidly,
and is not observed in its monomeric form at ambient conditions.133 Thus, when the
dipolarities of the fulvenes are changed, by the presence of substituents, which en-
hance the influence of the (4n+2)pi-electron density distribution, the fulvenes obtain
enhanced stability, as it would be expected, from the qualitative content of the ground
state pi-electron counting rules. Contrastingly, but also in accordance with the quali-
tative content of the pi-electron counting rules, no stabilizing contribution appears to
be present, when the exocyclic substituents contribute to an enhanced influence of the
4npi-electron density distribution.
It is worth mentioning, that computational results, by Ste¸pien´ et al., support
that properly substituted penta- and heptafulvenes experience enhanced influence of
cyclic delocalization of 4n+2 pi-electrons in their ring moieties. The results suggest
that the C−C bond lengths in the ring moieties are more equidistant, when pi-electron
donating group(s) are substituted in the exocyclic positions of pentafulvene, and when
electron withdrawing groups are substituted in the exocyclic position(s) of heptaful-
vene, when comparing to the parent fulvenes.139,140 Moreover, their results showed,
that the opposite tendency appears for the C−C bond lengths, in the ring moiety of
exocyclically substituted penta- and heptafulvenes, which possess substituents that
enhance the influence of the 4npi-electron density distribution. Thus, for these substi-
tuted penta- and heptafulvenes, the cyclic delocalization of pi-electrons seems to be
unimportant.
44 Fulvenes - Cyclic Polyenes in Disguise
6.1 The Lowest Excited States of Fulvenes
In light of the excited state pi-electron counting rules, it is reasonable to expect that
a 4npi-electron density distribution, may have a predominating influence on the ex-
cited states. The excited states of the three fulvene molecules have been investi-
gated, both experimentally and computationally.106,108,118,131,141–145 The lowest en-
ergy transitions for tria-, penta-, and heptafulvene appear in the absorption spectra
as broad banded and weak intensity absorption envelopes, with maximum intensi-
ties at 4.01 eV (n-pentane), 3.45 eV (gas phase), and 2.90 eV (n-hexane), respec-
tively.106,108,118 These transitions are assigned to be 1A1 → 1B2 transitions for all of
the fulvenes.108,118,131,141,142 This transition is calculated to involve promotion of an
electron, from the highest occupied pi-orbital (pi, in Fig. 6.3) to the lowest unoccupied
pi-orbital (pi∗, in Fig. 6.3).108,141–145 Focus will be put on this type of transition, as it
is interesting in the context of the qualitative content of the excited state pi-electron
counting rules.
π* (a2)
π (a2)
π* (a2)
π (b1)
π* (b1)
π (b1)
y
z
Figure 6.3: Illustration of the highest occupied and lowest unoccupied pi-orbitals (pi and
pi∗, respectively) of the planar C2v symmetric tria-, penta-, and heptafulvene. Orbital
symmetries are given in parentheses. The orbitals are calculated at the OLYP/cc-pVTZ
level.
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6.1.1 The B2 Excited State pi-Electron Density
From inspection of the pi- and pi∗-orbitals, in Fig. 6.3, it can be deduced that the
pi-electron density is effectively reorganized, from the exocyclic C atom to the ring
moieties for tria- and heptafulvene, upon excitation to the 1B2 state. The opposite is
observed for pentafulvene, i.e. the pi-electron density is reorganized from the ring to
the exocyclic region, when excited to the 1B2 state.
Computations, performed at the OLYP/cc-pVTZ level, were performed during
this PhD project, to clarify how the electron density distribution changes, when the
fulvenes are excited to their 1B2 states. The combination, of functional and basis set,
was chosen because it had been used previously in an investigation of the dipolari-
ties of fulvene molecules.120 The structural optimizations of three fulvene molecules
resulted in parameters, which corresponded well, with experimental data for tria-
and pentafulvene, as well as the magnitudes and directions of the dipole moments.
For heptafulvene, the deviation, from experimental data is slightly more pronounced.
The calculated C−C bond lengths, and magnitudes of the dipole moments, together
with their directions, are shown in Fig. 6.4. The change in electron density distri-
bution of the fulvenes, upon excitation to the 1B2 state, was investigated through
population analysis of the calculated excited state electron densities, obtained from
TD-OLYP/cc-pVTZ//OLYP/cc-pVTZ calculations. The results of these calculations
are illustrated in Fig. 6.4 and suggest that the dipolarities of the three fulvenes are re-
versed, in comparison to their ground state dipolarities, as expected from the simple
inspection of the pi and pi∗ orbitals. It is reasonable to assign this dipolarity reversal,
to be caused mainly by reorganizations in the pi-electron density, as the 1B2 state has
(pi,pi∗) electron configuration. Thus, according to these results the 4npi-electron den-
sity distribution indeed becomes predominant, when the fulvenes are excited to their
1B2 states.
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Figure 6.4: Calculated C−C bond lengths, and magnitudes and direction of the dipole
moments for tria-, penta-, and heptafulvene in the ground state (OLYP/cc-pVTZ). The
directions and magnitudes of the dipole moments, in the Franck-Condon 1B2 state were
calculated, using the excited state electron density from the results from TD-OLYP/cc-
pVTZ//OLYP/cc-pVTZ calculations (in red). Values in parentheses are experimentally
determined values. Triafulvene: Bond lengths and dipole moment from reference 109.
Pentafulvene: Bond lengths and dipole moment from reference 110. Heptafulvene: Bond
lengths and dipole moment from reference 111.
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Computational results, performed by others, show that excitation of pentafulvene
to the 1B2 state is followed by ultrafast internal conversion to the ground state, through
a conical intersection seam between the 1B2, and ground state potential energy sur-
faces.146–149 These results support that no fluorescence is observed from pentaful-
vene.150 The lowest point on the 1B2 state potential energy surface is located at the
conical intersection seam and corresponds to a structure, where the exocyclic methy-
lene group is perpendicular to the molecular plane.144,147,149 Interestingly, for this
excited state conformation of pentafulvene, the magnitude of the dipole moment is
calculated to be 0.67 D, with a direction opposite to the ground state dipole mo-
ment.144 Although the reversal of the dipole moment agrees with our results, their
calculated value 0.67 D deviates much from the calculated value of 1.77 D presented
here (Fig. 6.4). These values differ, as they are calculated using different methods and
different geometries on the excited state potential energy surface and therefore differ-
ent electron density distributions. To my knowledge, no investigations that focus on
the 1B2 excited state electron density distributions of tria- and heptafulvene exist.
The lowest excited triplet states (T1 states), for the three fulvenes have been com-
putationally investigated by Möllerstedt et al. It was found, that the dipolarity of the
T1 state fulvenes are opposite, when compared to the ground states.116 Möllerstedt
et al. describes these states as (pi,pi∗) states, but do not specify the symmetry of the
T1 states. However, calculations at the UOLYP/cc-pVTZ level have been performed
here, and these results are consistent with those reported by Möllerstedt et al., and
show that the T1 states have the same electron configuration as the 1B2 states.
In summary, the singlet and triplet B2 states for the three fulvenes appears, to
be predominately influenced, by electron density distributions corresponding to the
4npi-electron resonance structures, in contrast to the ground state, but in accordance
with what was expected from the excited state pi-electron counting rules.
Chapter 7
Manipulation of Excited State
Energies of Pentafulvenes
The influence of the oppositely polarized pi-electron density distributions, in the
ground state and the lowest excited singlet and triplet B2 states, serve as a conve-
nient tool to control excited state energies of these compounds in a systematic way.
Ottosson et al. presented the idea of tuning the energy gap between the lowest en-
ergy points on the ground and T1 state potential energy surfaces (∆EST) for pentaful-
vene, by strategic positioning of substituents.120 In the work by Ottosson et al. it was
illustrated, that substitution of electron donating groups in the exocyclic positions
increase the ∆EST, in comparison to the parent pentafulvene, while electron with-
drawing groups have the opposite effect. Here, it must be noted, that this tendency
only applies, if the T1 states of the substituted pentafulvenes correlate with the 3B2
state of pentafulvene. The general idea is that substituents, which are positioned to
provide a favorable interaction with the (4n+2)pi-electron density distribution lower
the ground state energy and increases the energy of the T1 state. Conversely, if the
substituents are positioned to provide a favorable interaction with the 4npi-electron
density distribution, the ground state energy will be increased and the energy of the
T1 state will be decreased. This idea is illustrated in Fig. 7.1, and through compu-
tational results, Ottosson et al. proved this tunability idea to be consistent, for a set
of different exocyclically substituted pentafulvenes, and experimentally for a smaller
selection of pentafulvenes. More recently, but yet unpublished, computational results
performed in the group of Ottosson, have shown that substitution, on the cyclopenta-
dienyl ring moiety of pentafulvene, also has a systematic effect on the ∆EST gap.151
In this case, electron donating groups, substituted at the ring, decrease ∆EST in com-
parison to the parent pentafulvene, while electron withdrawing groups enhance ∆EST
(Fig. 7.1, on the following page).
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Figure 7.1: Illustration of the ∆EST tunability idea. Electron donating groups (EDG)
increase the∆EST in comparison to the parent pentafulvene, when placed in the exocyclic
positions (A), and decrease ∆EST when placed at the ring (B). Electron withdrawing
groups (EWG) decrease the ∆EST in comparison to pentafulvene, when placed in the
exocyclic positions (A), and increase∆EST when placed at the ring (B).
The idea was also proved to be consistent for a set heptafulvenes, with different
exocyclic substituents. However, as it would be expected, the opposite tendency was
found for heptafulvene derivatives, i.e. electron donating groups decrease ∆EST, and
electron withdrawing groups increase ∆EST.120
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7.1 Substituent Controlled Manipulation of the
Pentafulvene Excited State Energy
As previously mentioned, the 1B2 state of pentafulvene is also predominately influ-
enced, by the 4npi-electron density distribution, and one may therefore expect, that
substituents also affect the energy difference between the ground and 1B2 states, as
shown in Fig. 7.1. To clarify this, a small series of differently substituted pentaful-
venes were investigated computationally and experimentally, in order to examine the
pi-electron density distribution in their singlet excited states, and how substituents in-
fluence this. The results were published in Physical Chemistry Chemical Physics in
2011.152
The investigation involved a small series of symmetrically substituted pentaful-
vene derivatives. These were selected based, on their stability and their easy char-
acterization by spectroscopy. Subsequent to publication an additional pentafulvene
derivative was synthesized and investigated experimentally. In this presentation of
the published results, the pentafulvenes will be divided into two classes, which are
discussed separately. The compounds are shown in Fig. 7.2. The two classes are
defined as the ground state stabilized pentafulvenes, PF1-PF3, and the excited state
stabilized pentafulvenes, PF4 and PF5. The ground state stabilized pentafulvenes
possess substituents, which interact constructively with the (4n+2)pi-electron density
distribution. The excited state stabilized pentafulvenes possess substituents, which
enhance the influence of the 4npi-electron electron density distribution.
ClCl
Cl Cl
ClCl
Cl Cl
ClCl
Cl Cl
H3C CH3 N N
NC CN
H3C CH3
PF1 PF2 PF3
PF4
PhPh
Ph Ph
NC CN
PF5
A. Ground state stabilized pentafulvenes
B. Excited state stabilized pentafulvenes
Figure 7.2: Illustration of the (A) ground state stabilized pentafulvenes PF1, PF2, and
PF3 and (B) the excited state stabilized pentafulvenes PF4 and PF5.
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7.1.1 The Excited State Dipolarity of the Ground State
Stabilized Pentafulvenes
The absorption spectra of the ground state stabilized pentafulvenes, PF1-PF3, are
shown in Fig. 7.3, and they agree with the spectra published earlier.120 The corre-
sponding spectral data are listed in Table 7.1. For comparison, the spectral data for
the parent pentafulvene is also listed.118,131 The compound PF1 was purchased from
Sigma-Aldrich and used as received. The compounds PF2 and PF3 were synthesized
as previously described,120 by the collaborating group of Henrik Ottosson at Uppsala
University.
Similar spectral features appear, in the absorption spectra of PF1-PF3, as those
described for pentafulvene, although the spectra of PF1-PF3 are recorded in CH3CN.
To investigate whether states of similar electron configurations are involved in the
transitions presented in Table 7.1, TD-DFT calculations were employed to calculate
the vertical excitation energies, oscillator strengths, spatial symmetries, and major
electron configurations of the excited states of PF1-PF3. The computational results
are presented in Table 7.2. The pi-orbitals involved in the calculated transitions are de-
picted in Fig. 7.4. Calculations, related to this investigation, were performed with the
Gaussian 03 suite of programs.153 The B3LYP/6-311+G(d) method was chosen for
geometry optimizations and the TD-B3LYP/6-311+G(d) method for the calculation
of vertical excitation energies. This choice was made, as the B3LYP/6-311+G(d,p)
and TD-B3LYP/6-311+G(d,p) methods have proven to yield geometries and verti-
cal excitation energies, in accordance with experimental data for fulvenic molecu-
les.154 However, due to the lack of hydrogen atoms in PF4 (results are discussed in
sec. 7.1.3), the polarization functions, at the hydrogen atoms, were excluded for all
compounds, to achieve comparable results. The calculated structures were in good
agreement with previously calculated structures.120 All compounds were optimized
to minima on the potential energy surfaces. This was verified through frequency cal-
culations, revealing no imaginary frequencies. To simulate the non-specific solvent
interactions of CH3CN, the B3LYP/6-311+G(d) optimized structures were used for
re-optimization, at the same level of theory, using the polarizable continuum model
(PCM).155–157 The PCM/B3LYP/6-311+G(d) optimized structures were then used to
calculate vertical excitation energies, at the PCM/TD-B3LYP/6-311+G(d) level using
non-equilibrium linear response solvation.
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Figure 7.3: Absorption spectra of PF1, PF2, and PF3 recorded in CH3CN. The corre-
sponding spectral data are listed in Table 7.1. Note the different scalings of the vertical
axis.
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Table 7.1: Experimentally determined excitation
energies (∆Eexp, in eV) for the two lowest energy
transitions (S0 → S1 and S0 → S2, respectively)
determined from the absorption maxima in the ab-
sorption spectra in Fig. 7.3 and the corresponding
molar excitation coefficients (max, in M−1cm−1)
for the ground state stabilized pentafulvenes PF1,
PF2, and PF3. Data for pentafulvene (PF) is also
listed, but oscillator strengths (f ) are listed, instead
of max and are presented in italics.
Compound Transition ∆Eexp max
(eV) (M−1cm−1)
PFa S0 → S1 3.44 0.008
S0 → S2 5.28 0.34
PF1 S0 → S1 3.50 260
S0 → S2 4.64 12150
PF2 S0 → S1 3.14 460
S0 → S2 4.25 10270
PF3 S0 → S1 3.63 4160
S0 → S2 4.84 4000
a Gas phase data from reference 114.
First, it should be emphasized, that the calculated vertical excitation energies in
Table 7.2 are given by three significant figures, in contrast to the published work,
where four significant figures are given.152 It is my revised opinion, posterior of pub-
lication, that the accuracy of the calculated results, in the published work, does not
allow for four significant figures. For consistency throughout this thesis energies
are converted to eV, in contrast to the the published work, where energies are given
in cm−1. The calculated vertical excitation energies, for the transitions mentioned
above, are overall in good agreement, with the experimental excitation energies for
the S0 → S1 and S0 → S2 transition energies, for PF1-P3 in Table 7.1. Although
the calculated S0 → S2 transition energy of PF3 deviates by 25 % from the experi-
mental value, the remaining calculated energies only deviate by less than 8 %, when
compared to the experimental values. The calculated relative magnitudes, between
the calculated oscillator strengths, also agree with the observed intensity relationship,
between the S0 → S1 and S0 → S2 transitions. The S0 → S1 and S0 → S2 tran-
sitions for the three compounds are therefore assigned to involve the states, which
were calculated to be involved in these transitions.
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The calculated results in Table 7.2 show that the lowest energy transition, for all
of the compounds, mainly involves promotion of an electron from the pi-orbitals to
pi∗-orbitals, depicted in Fig. 7.4, on the following page. These correlate with the
pi-orbitals, involved in the 1A1 → 1B2 transition of pentafulvene (Fig. 6.3).
To gain information, on how the electron density distributions of PF1-PF3 change
upon excitation to the S1 states, solvatochromic studies of S0→ S1 transitions for the
fulvene derivatives were performed. The compounds appeared to be non-emissive,
and therefore only solvatochromic studies of the absorption spectra were performed.
Table 7.2: Calculated vertical excitation energies (∆Ecal, in eV) and the
corresponding oscillator strengths (f ) for PF1-PF3. The character of the
transition (Character) is determined by inspection of the calculated or-
bitals that are mainly involved in the excitation. Point group symmetries
of the compounds are given in parentheses, posterior the number of the
compound.
Compound ∆Ecal (∆Eexp)a,b Transition f (× 103)a
(Character)c
PF1 (C2v) 3.38 (3.50) S0(1A1)→ S1(1B2) 13.5
(pi→ pi∗, 87 %)
4.76 (4.64) S0(1A1)→ S2(1A1) 600
(pi−1→ pi∗, 75 %)
PF2 (C2) 2.96 (3.14) S0(1A)→ S1(1B) 29.2
(pi→ pi∗, 87 %)
4.28 (4.25) S0(1A)→ S2(1A) 550
(pi−1→ pi∗, 76 %)
PF3 (C2) 3.39 (3.62) S0(1A)→ S1(1B) 11.9
(pi→ pi∗, 95 %)
3.64 (4.84) S0(1A)→ S2(1A) 223
(pi−1→ pi∗, 91 %)
a PCM/TD-B3LYP/6-311+G(d)//PCM/B3LYP/6-311+G(d). b Experimental deter-
mined values (∆Eexp) from Table 7.1. c The contributions given in percentage are
calculated from the two times the square of the largest expansion coefficient in the ex-
cited state Kohn-Sham solution. Configurations that contribute less than 10 % are not
listed.
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Figure 7.4: Calculated pi-orbitals involved in the two lowest energy transitions for PF1,
PF2, and PF3 in a reaction field, simulating a CH3CN dielectric continuum environment
(PCM/TD-B3LYP/6-311+G(d)//PCM/B3LYP/6-311+G(d)).
Information about the difference in electron density distribution, between the
ground and a Franck-Condon (FC) excited state can be obtained, by interpreting the
solvatochromic behavior of the transition energy in the absorption spectrum, using a
simple dielectric continuum model.158–160
For a given molecule the vertical transition energy, from a ground state (g) with
a permanent dipole moment ~µg to a FC excited state (e) with the permanent dipole
moment ~µe will change, in comparison to the gas phase as a consequence of the
surrounding solvent environment. In the approach utilized, the solvent is described
by its dielectric constant () and refractive index (n). The molecule is characterized
simply by its permanent dipole moment ( ~µg) in a spherical cavity of radius a. The
polar molecule generates an electric field, which the solvent molecules then respond
to.
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This "orientation reaction field" (~R) can be expressed as:
~R =
(f()− f(n2))
4pi0a3
~µg (7.1)
In which 0 is the vacuum permittivity, and f () and f (n2) are Onsager’s polarity
functions defined as:161
f() =
2(− 1)
2+ 1
(7.2)
f(n2) =
2(n2 − 1)
2n2 + 1
(7.3)
It can be shown that the solvatochromic shift, of a vertical transition energy
(∆Ege) relative to the gas phase transition energy, can be expressed as:162
∆Ege = ∆E0ge −
1
4pi0a3
(~µe(~µe − ~µg)(f()− f(n2))− 2(~µ2g − ~µ2e )f(n2)) (7.4)
Here, ∆E0ge is the gas phase transition energy, and the second term describes energy
arising from the dipole-dipole interactions between the molecule and the solvent. The
third term describes the energy arising from dipole-induced dipole interactions.158,159
The expression can be simplified, if it is assumed that the dipole-induced dipole in-
teractions are constant in different solvents. As ∆Ege is proportional to f () − f (n2)
and the relative magnitude of the dipole moments in the ground and excited states,
can be deduced from a plot of ∆Ege as function of f () − f (n2). If such a plot shows
reasonable linear dependencies, then the sign of the slope, α, of the linear regression
expression is ~µe(~µe−~µg)a−3. If the slope is negative, then the FC excited state dipole
moment is larger than the ground state dipole moment, and vice versa if the slope is
positive. This model is of course an extreme simplification, of the molecule’s inter-
action with the solvent, and it does not take into account specific solvent interactions
such as for example hydrogen bonding.
The energetic position of the S0 → S1 absorption maximum (∆Eexp), for PF1-
PF3 in solvents of different polarities, are shown in Table 7.3, on the following page.
Solvent polarity is difficult to quantify, but different measures exist.163,164 Solvent
polarity is, in this thesis, chosen to be quantified by the ENT values, which are dimen-
sionless normalized ET(30) values.163 The closer an ENT value for a given solvent is
to unity, the more polar the solvent is. The solvents in Table 7.3 were chosen as they
span a rather broad variety in both ENT and f ()−f (n2) values.
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Table 7.3: Solvents and their f ()−f (n2) and ENT values. The S0 → S1 transition energies
(∆Eexp) for the compounds PF1, PF2, and PF3 are given in eV.
Solvent f ()−f (n2)∗ ENT † ∆Eexp(PF1) ∆Eexp(PF2) ∆Eexp(PF3)
(eV) (eV) (eV)
Cyclohexane −4.13 × 10−3 0.006 3.44 3.07 3.35
n-Heptane 4.55 × 10−4 0.012 3.44 3.07 3.37
Toluene 2.65 × 10−2 0.099 3.44 3.08 3.44
CHCl3 0.293 0.259 3.46 3.08 3.47
Ethyl Acetate 0.390 0.228 3.47 3.11 3.53
THF 0.420 0.207 3.46 3.11 3.53
CH2Cl2 0.434 0.309 3.46 3.10 3.55
Acetone 0.568 0.355 3.48 3.12 3.59
CH3CN 0.609 0.460 3.50 3.14 3.63
∗ n and  values are taken from reference 164. † Data from reference 164.
In Fig. 7.5 the relationships between ∆Eexp and f ()−f (n2) for PF1-PF3 are
shown. It is evident that a linear relationship exists for all three pentafulvene com-
pounds. The linear regression analysis gave slopes, α, of 7.506 × 10−2 eV, 9.649 ×
10−2 eV, and 0.3856 eV, for PF1, PF2, and PF3, respectively. The positive values of
the slopes indicate, as mentioned, that the dipolar character, of all three compounds,
is reduced in the FC excited state. To extract further information about the excited
state dipole moments, for the three compounds, values of the ground state dipole
moments are needed. Unfortunately, only the experimental value for PF1 has been
determined. The ground state dipole moments of PF1-PF3 have previously been cal-
culated as 1.99 D, 3.60 D, and 8.92 D, respectively, at the OLYP/TZ2P level for PF1
and at the UOLYP/cc-pVTZ level for PF2 and PF3 by Ottosson et al.120 These val-
ues were therefore chosen to be representative for the ground state dipole moments.
However, for consistency the ground state dipole moment of PF1 was also calculated
at the OLYP/cc-pVTZ level, which resulted in a minor change from 1.99 D to 1.90 D.
The calculated ground state dipole moments of PF1-PF3 all have the same direction,
with the negative charges located at the five-membered ring and the positive charge at
the exocyclic C atom of the pentafulvene moiety. Spherical cavity radii, for PF1-PF3
were calculated from the SCF electron density, for the OLYP/cc-pVTZ optimized
structures. The values of the cavity radii (a) were calculated to be 4.31 Å, 4.91 Å and
5.37 Å for PF1, PF2, and PF3, respectively. The radii given are 0.5 Å larger than the
computed radii following the recommendations in Gaussian 03.165 From these values
the S1 state dipole moments (µe) can be determined to be −3.18 D, −1.48 D, and
−1.80 D for PF1, PF2, PF3, respectively (Table 7.4), i.e., indicating a reversal of the
dipole moment direction in the FC S1 state for all three compounds.
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Figure 7.5: Plots of the measured S0 → S1 transition energies (∆Eexp) for PF1-PF3 in
the solvents listed in Table 7.3 as function of the solvents’ corresponding f ()−f (n2) val-
ues. Note the different scalings of the vertical axis. The squared correlation coefficients
(R2) for the linear regressions are 0.8457, 0.9208, and 0.9392 for PF1, PF2, and PF3,
respectively.
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Table 7.4: Slopes, (α) for the fitted linear regressions
presented in Fig. 7.5 given in eV, calculated cavity radii
(a) in Å, calculated ground dipole moments, (µg), in D
and determined dipole moments in the FC S1 state, (µe)
in D.
Compound α a µg µe
(eV) (Å) (D)i,j (D)j
PF1 605.4 4.31 1.90 (1.49)k −3.17
PF2 778.2 4.91 3.60 −1.48
PF3 3110 5.37 8.92 −1.80
i (U)OLYP/cc-pVTZ. j A positive dipole moment implies a dipole
directed from the ring system to the exocyclic position, and vice
versa for a negative dipole moment. k Experimental value in paren-
theses from reference 131.
Consequently, the dipolar electron density distributions with a negative charge
located at the exocyclic carbon atom, and a positive charge at the ring are important
in the FC S1 states of PF1-PF3, despite the presence of substituents that are not in
position for a favorable interaction, with such an electron density distribution. The
differences in electron density distributions are illustrated, with different resonance
structures of PF1-PF3 in Fig. 7.6.
It is appropriate to comment on the calculated dipole moments used in the in-
terpretation. The calculated dipole moments reflect the dipolarity of the electron
density distribution for the compounds in the gas phase. However, when the com-
pounds are in solution their structures are different from the gas phase structures, as
the molecule equilibrates differently, in the presence of the surrounding solvent. By
virtue of this, the dipole moments of the pentafulvene derivatives are also different.
This is evident from the dipole moments of PF1-PF3 calculated for the optimized
structures at the PCM/OLYP/cc-pVTZ level. In presence of a reaction field repre-
senting CH3CN, the magnitudes of the ground state dipole moments are calculated
to be 2.61, 5.10, and 14.88 D for PF1, PF2, and PF3, respectively. The direction
of these dipole moments are unchanged, when compared to the gas phase. Using
these values for the magnitude of the ground state dipole moments, the excited state
dipole moments are evaluated to be −1.08, 1.51, and 8.45 D for PF1, PF2, and PF3,
respectively. Thus, in CH3CN the excited state dipole moments for PF1-PF3 are re-
duced, but only reversed for PF1, in comparison to the ground state dipole moments.
In this case the dipolar pi-electron density distributions, shown for the FC S1 state
structures in Fig. 7.6, cannot be claimed to be important. However, the difference, in
magnitudes between the ground and excited state dipole moments, remain indepen-
dent of the surrounding environment. Although the magnitude and direction of the
excited state dipole moments, would be different in CH3CN, when solution compared
to gas phase, this should be considered as an effect forced by the surrounding solvent.
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Therefore, to evaluate what dipolar characters the molecule itself prefers in the ground
and excited state, the gas phase values have to be compared.
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Figure 7.6: Illustration of the oppositely polarized electron density distributions that
predominately influence the ground state compounds (A) and FC S1 state compounds
(B). The ground state dipole moments are OLYP/cc-pVTZ calculated values given in
Table 7.4. The value in parentheses of PF1 is the experimental determined value from
reference 131.
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7.1.2 Substituent Effects in the Ground State Stabilized
Pentafulvenes
By comparing PF2 to PF1 (Fig. 7.6) it is seen that the incorporation of Cl atoms, on
the 6,6-dimethylfulvene moiety, results in an enhancement of the ground state dipole
moment. This is interpreted as a consequence of the σ-inductive electron withdrawing
effect of the Cl atoms. In the following it is assumed that the σ-electrons have mi-
nor influence on the change in dipolarity of the compounds upon excitation, because
the excitation to the S1 state involves the pi-electrons. Thus, mainly pi-polarization
effects are responsible for the change in the electron density distribution upon exci-
tation. The magnitude of the difference, between the ground and FC S1 state dipole
moments (|∆µge|), follow the trend: |∆µge(PF3)| > |∆µge(PF2)| ≈ |∆µge(PF1)|. As
|∆µge(PF1)| and |∆µge(PF2)| are essentially equal (5.07 D vs. 5.08 D), it can be
deduced that pi-electron donation, of the lone-pair electrons on the Cl atoms (n(Cl))
to the ring, has minor effect on the the change in electron density distribution upon
excitation. However, the excitation energy, for the S0 → S1 transition of PF2, is
less than that of PF1. This can be explained by an interaction between n(Cl) and
the pi-electrons in the fulvene moiety. As the ring moiety is electron abundant in the
ground state, this interaction will destabilize the ground state, while stabilizing the
FC S1 state, as the ring is electron deficient in this state. This lowers the energy gap
between the ground and the FC S1 state in PF2, when compared to PF1 as observed
experimentally.
The incorporation of N atoms at the exocyclic positions (PF3) has a huge effect
on the magnitude of the ground state dipole moment, when compared to PF2 (8.92
D for PF3 vs. 3.60 D for PF2). This further enhancement of the ground state dipole
moment is assigned to be a consequence of the pi-donating effect of the lone-pair
electrons at the N atoms (n(N)) towards the ring, which act more stabilizing in the
ground state than the methyl groups in PF1 and PF2. However, when PF3 is excited
to the S1 state, the dipolarity in electron density is reversed in the fulvene moiety,
and pi-donation towards the ring is no longer possible. Thus, the large change in
dipole moment (|∆µge(PF3)| = 10.72 D) is a consequence of the loss of the N atoms
ability to donate pi-electron density towards the ring in the S1 state. Moreover, the
interaction between n(N) and the negative charge distribution on the exocyclic C atom
acts destabilizing on the S1 state. Additionally, as for PF2, the interaction between
the pi-electrons and n(Cl) will stabilize the FC S1 state and destabilize the ground
state. However, as the n(Cl) and n(N) occupies 3p and 2p type orbitals, respectively,
it can be argued that the interaction, between lone-pair electrons and the pi-electrons
at the fulvene moiety, is most pronounced for the N atoms. The excitation energy of
PF3 should therefore increase, when compared to PF1 and PF2, and this is indeed
observed. However, in n-heptane, cyclohexane, and toluene the excitation energy of
PF3 is similar to that of PF1 (Table 7.1). The ground state of PF3 is the most dipolar
state; it is assumed that this state is influenced the most by solvent polarity.
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Thus, in non-polar solvents the ground state of PF3 is destabilized, resulting in ex-
citation energies comparable with those of PF1. Similarly, the σ-inductive effect, of
the substituents, influence the magnitude of the FC S1 state dipole moments. Com-
parison of the magnitudes of the FC S1 state dipole moments yield: |∆µge(PF3)| >
|∆µge(PF2)|. For PF1 there is no opposing σ-inductive effect present, in the FC S1
state, and therefore |∆µge(PF1)| achieves the largest value. The difference between
|∆µge(PF3)| and |∆µge(PF2)| (1.80 D vs. 1.48 D) can be explained by the presence
of nitrogen atoms in PF3, which are σ-withdrawing, and thus enhance the FC S1 state
dipole moment of PF3 in comparison to PF2.
In conclusion, examination of the FC S1 state dipole moments, of the three differ-
ent ground state stabilized pentafulvenes using solvatochromy and calculated ground
state dipole moments, revealed that the dipolarities of the compounds are reversed
in this state. The oppositely polarized electron density distributions, which dominate
the ground and S1 states for PF1-PF3 respectively, indicate that the cyclic delocal-
ized arrangement of 4n pi-electrons is favorable in the S1 state. This supports that the
pi-electron counting rules for a ground state species are reversed in the S1 state when
compared to the ground state. The order of the S0→ S1 transition energies shows that
the substituents indeed affect these in a predictable way, in analogy to the manner that
the ∆EST’s are affected (Fig. 7.1).
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7.1.3 The Excited State Stabilized Pentafulvenes
The excited state stabilized pentafulvenes, PF4 and PF5, were also investigated sim-
ilarly to the ground state stabilized compounds. The two compounds were also pre-
pared in the collaborating group of Ottosson, according to the procedures described in
the litterature.120,166 The absorption spectra recorded in CH3CN are shown in Fig. 7.7
and the corresponding spectral data are presented in Table 7.5. The absorption spec-
trum for PF4 and those of PF1-PF3 are qualitatively similar, except for the splitting
of the S0→ S2 absorption envelope for PF4. The S0→ S1 absorption envelope, in the
spectrum for PF5 overlaps with the S0 → S2 absorption envelope, but the similarity
between the S0 → S1 absorption envelopes for PF4 and PF5 is obvious.
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Figure 7.7: Absorption spectra of PF4 and PF5 recorded in CH3CN. The corresponding
spectral data are listed in Table 7.5.
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Table 7.5: Experimental excitation energies
(∆Eexp, in eV) for the two lowest energy transi-
tions (S0 → S1 and S0 → S2, respectively), deter-
mined from the absorption maxima in the absorp-
tion spectra in Fig. 7.7, and the corresponding mo-
lar excitation coefficients (max, in M−1cm−1), for
the excited state stabilized pentafulvenes PF4 and
PF5.
Compound Transition ∆Eexp max
(eV) (M−1cm−1)
PF4 S0 → S1 2.32 150
S0 → S2 3.94 18820
PF5 S0 → S1 2.33 287
S0 → S2 3.36 11600
However, the remaining spectrum of PF5 is not readily comparable to that of PF4.
The S0 → S1 transitions for PF4 and PF5 are essentially located at the same energy,
and on basis of the qualitative similarities to the S0 → S1 transitions for PF1-PF3
the S0 → S1 transitions for PF4 and PF5 are assigned to be transitions that correlate
with those of PF1-PF3. This assignment is supported by computational results. The
two lowest excitation energies were calculated, for PF4, as described for the ground
state stabilized pentafulvenes, and the results are shown in Table 7.6, on the following
page.
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Table 7.6: Calculated vertical excitation energies (∆Ecal, in eV),
and the corresponding oscillator strengths (f ) for PF4. The exper-
imental determined energies (∆Eexp, in eV), are given in paren-
theses. The character of the transition (Character) is determined
from inspection of the calculated orbitals that are mostly involved
in the excitation. The compound is calculated within the C2v point
group.
Compound ∆Ecal (∆Eexp) Transition f (× 103)a
(eV)a (Character)b
PF4 (C2v) 1.75 (2.32) 1A1 → 1B2 1.7
(pi → pi∗, 86 %)
3.61 (3.94) 1A1 → 1A1 643
(pi−1 → pi∗, 75 %)
a PCM/TD-B3LYP/6-311+G(d)//PCM/B3LYP/6-311+G(d). b The contribution
percentage given are calculated from the two times the square of the value for
the largest expansion coefficient in the excited state Kohn-Sham solution. Con-
figurations that contribute less than 10 % are not listed.
π (a2) π–1 (b1) π* (b1) 
PF4 
Figure 7.8: Calculated pi-orbitals involved in the two lowest energy transitions for PF4
in a CH3CN environment (PCM/TD-B3LYP/6-311+G(d)//PCM/B3LYP/6-311+G(d)).
Calculation of the excitation energies of PF5 has not yet been performed. The
calculated excitation energies for PF4 are lower in energy, as compared to the exper-
imental values, but it is noteworthy that the calculated oscillator strengths, reflect the
intensity relationship found in the experimental spectrum. The pi-orbitals involved in
the two calculated transitions are shown in Fig. 7.8, and they clearly correlate with
those of the PF and PF1-PF3. Interestingly, the S0 → S1 transition energies are
significantly lower, for PF4 and PF5 than those of PF1-PF3.
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In light of the results in the last section, this finding supports that the 4npi-electron
density distribution is important in the S1 state. The pi-electron withdrawing cyano
groups stabilize this pi-electron density distribution, and this would lower the excita-
tion energies for PF4 and PF5, as compared to PF1-PF3, and this is indeed what is
observed. However, PF4 and PF5 do not exhibit any correlation, between the exci-
tation energy and f ()−f (n2). This indicates that the dielectric continuum model is
not sufficient to describe the interactions between solvent and the excited state sta-
bilized pentafulvenes. Therefore, information about the direction and magnitude of
the dipole moment, in the S1 state of P4 and P5, cannot be extracted from the exper-
imental results, by the use of this model. This may indicate that specific interactions
with the solvents are present for these two compounds, but it could also be that the
change in magnitude of the dipole moment upon excitation is not significant enough,
to be probed by this methodology. This could very well be the case, as according
to results from B3LYP/6-311+G(d), calculations, the ground state dipole moments,
of PF4 and PF5, are 4.28 D and 6.99 D, respectively, directed by a negative charge
at the exocyclic region and a positive charge in the pentadienyl ring. Thus, the two
compounds already possess pi-electron density distributions, which are favorable in
the S1 state, and presumably only a minor change in dipolarity will occur when the
compounds are excited to their S1 states.
For future investigations it would be desirable to synthesize 6,6-dicyanopentaful-
venes with pi-electron donating groups at the cyclopentadienyl ring moiety, to reveal
if the 1A1 → 1B2 transition energy can be lowered even further. For example, the
synthetic strategy similar to that of Potter and Hughes could be adopted,167 as shown
in the proposed synthetic scheme in Fig. 7.9. This approach is a convenient strategy,
as a variety of symmetrical 1,3-diphenylacetone derivatives can be prepared by the
recent reported method by Romer.168
O
OX 1. NaH, toluene
2. CH3CO2H, 
HCl, H2O, reflux
OX X2
CH3CO2– NH4+
X XNC CN
CH2(CN)2,
toluene
Ph Ph
O
O
X X
NC CN
KOH, Ethanol
Step A Step B
Step C
X = NMe2, OCH3
CH3CO2H
Figure 7.9: Proposed synthetic scheme of 6,6-dicyanopentafulvenes with pi-electron do-
nating substituents in the 1,4-positions. Step A. Adopted from reference 168. Step B.
Adopted from reference 169. Step C. Adopted from reference 167.
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Recently, the excited state stabilized pentafulvene PF6, shown in Fig. 7.10, was
prepared by Jayamurugan et al.170,171 The absorption spectrum of PF6 shows that
this compound absorbs at even lower energies (< 1.24 eV), than PF4 and PF5. How-
ever, in this compound it is unknown whether the pentafulvene moiety acts as the
main chromophore, and thus, whether the low energy absorption property is a result
of energetic tuning of a transition, which correlates to the 1A1 → 1B2 transition of
the parent penta-fulvene, or if the chromophore is different. Thus, this compound
deserves further attention in future investigations.
NC CN
CN
NC
N
N
PF6
Figure 7.10: Illustration of PF6 recently prepared by Jayamurugan et al.
Chapter 8
Expanding the Concept of
Substituent Controlled
Manipulation of Excited State
Energies
It is interesting to investigate, whether the idea of substituent controlled manipulation
of excited state energies, can be applied for compounds, closely related to pentaful-
vene. One class of compounds, which are interesting in this context, are compounds,
that can be viewed, as camouflaged fluorenyl cation and anions, as shown in Fig. 8.1.
XX X
4nπ-electron 
electron density 
distribution
(4n+2)π-electron 
electron density 
distribution
Figure 8.1: Illustration of a compound, that may be influenced by either a (4n+2)pi-
electron density distribution (left) or a 4npi-electron density distribution (right) depending
on the nature of X.
67
68 Expanding the Concept of Substituent Controlled Manipulation of Excited State Energies
Why such compounds are particularly interesting, is the contrasting reactivity
of 9H-fluorene derivatives, in the ground and excited states, observed by Wan and
co-workers. As mentioned in Chapter 4, the experimental results illustrate that; the
formation of the fluorenyl cation, which possess a cyclic array of 4n pi-electrons,
is favorable in the excited state; the formation of the fluorenyl anion, with a 4n+2
pi-electron array, is favorable in the ground state.
In this chapter focus is put on dibenzofused derivatives of 6,6-dicyanopentafulvene
(1). The parent dibenzofused derivative of 1 is 2-(9H-fluoren-9-ylidene)malononitrile
(2), which is shown in Fig. 8.2. It is interesting whether 2 is influenced by the 4npi-
electron density distributions, as shown Fig. 8.1, in the excited state. It is also in-
teresting how the compounds relate to the pentafulvene derivative, 2, Fig. 8.2. An
investigation of this aspect is presented in this chapter.
CNNC
2
CNNC
1
Figure 8.2: Structures of 6,6-dicyanopentafulvene (1), and (2) 2-(9H-fluoren-9-
ylidene)malononitrile.
8.1 The Ground State Structures
As a starting point, the ground state structures of 1 and 2 are examined computa-
tionally. The B3LYP functional was used for the optimization, as in sec. 7.1, but the
6-311G(d,p) basis set was used instead of the 6-311+G(d) basis set. The smaller ba-
sis set was chosen, to reduce the computational costs associated with the larger size
of the derivatives of 2, which were also investigated (vide infra). Both compounds
were optimized to C2v symmetric conformations, and the calculated bond lengths and
dipole moment magnitudes are shown in Fig. 8.3 The calculated dipole moments of
1 and 2 are in reasonable agreement with those calculated earlier at the CASSCF and
OLYP/6-311G(d) levels.120 However, although the two compounds have the same
polarity in the ground state, inspection of the calculated bond lengths reveal that their
pi-electron density distributions appear to be different. The calculated bond lengths
of 1 suggest, that this compound possess localized double bonds, and should be in-
terpreted as an electron deficient diene. Such an interpretation is reasonable, as this
compounds has been reported to undergo dimerization, in a Diels-Alder reaction,
rapidly.166 The calculated bond lengths, in the two benzene rings of 2, are all fairly
similar, to the bond lengths of benzene (1.399 Å). In comparison, the bond connect-
ing the two benzene rings is significantly longer (1.470 Å).
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The ground state structure of 2 can therefore be interpreted, as the resonance struc-
ture that represents two separate benzene rings, connected by a single C−C bond,
and through the dicyanomethylene group, as shown in Fig. 8.4. This interpretation, is
supported by the fact, that 2 is a stable crystalline compound, that does not dimerize.
1 (C2v)
µ = 5.10 D (5.26 D)  
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1.348
1.471
1.362
1.429 1.155
1.375
1.480
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1.3971.400
1.3961.470
1.431
1.164
µ = 6.71 D (6.08 D)  
2 (C2v)
Figure 8.3: Calculated C−C bond lengths (in Å) and dipole moment magnitudes (in D)
for 1 and 2 in their ground state equilibrium conformations (B3LYP/6-311G(d,p)). C−H
bond lengths are omitted for clarity. Point group symmetries are given in parentheses.
The dipole moments are directed, from a negative charge in the exocyclic region, to a
positive charge in the ring moieties. The values in parentheses for 1 and 2, are values
calculated, at the CASSCF level and OLYP/6-311G(d) levels, respectively. 120
"Two connected 
benzene rings"
"Reactive diene"
NC CN NC CN
Figure 8.4: Resonance structures, which best represent, how the pi-electron densities are
distributed in the ground state compounds in Fig. 8.2.
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8.2 The Correlation between the Excited States
Although the calculated results suggest that the compounds are influenced, by quite
different pi-electron density distributions in the ground state, it appears that the com-
pounds are closely related in their excited states, when taking into account compu-
tational results presented later in this section. The vertical excitation energies, for
two compounds, were calculated using the TD-DFT methodology. In this chapter, all
calculations were performed, with the more recent Gaussian 09 suite of programs.172
The vertical excitation energies, to the two lowest excited singlet states, were calcu-
lated for the optimized structures of 1 and 2. This was done using the TD-M062X/6-
311+G(2d,p) method. The M062X functional was chosen, as it has shown to perform
well, for calculations of excitation energies.173 The 6-311+G(2d,p) basis set was cho-
sen, as it shows excellent performance for calculations of excited state energies, in
comparison to the 6-311++G(3df,3pd) basis set.174 The computational results are
listed in Table 8.1.
Table 8.1: Calculated lowest two vertical excitation ener-
gies (∆Ecal, in eV) for 1 and 2, and the corresponding os-
cillator strengths (f ). Character of the transition, and the
contribution from this type of excitation, is given in paren-
theses.
Compound Transition ∆Ecal f (× 103)a
(Character)b (eV)a
1 (C2v) S0(1A1)→ S1(1B2) 2.62 0.8
(pi1 → pi∗1 , 100 %)
S0(1A1)→ S2(1A1) 4.47 561
(pi1’→ pi∗1 , 99 %)
2 (C2v) S0(1A1)→ S1(1B2) 2.96 0.4
(pi2 → pi∗2 , 97 %)
S0(1A1)→ S2(1A1) 3.89 444
(pi2’→ pi∗2 , 97 %)
a TD-M062X/6-311+G(2d,p)//B3LYP/6-311G(d,p). b The contribution
percentages are calculated, as two times the square of the value of the
largest expansion coefficient for the excited state Kohn-Sham solution.
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The character of the transitions are assigned, by inspection of the orbitals, which
are mainly involved in the excitations. These orbitals are depicted in Fig. 8.5, and
the pi-orbitals involved in the 1A1→ 1B2 transitions, correlate to those involved in the
lowest energy 1A1→ 1B2 transition for pentafulvene (Fig. 6.3). Thus, it is reasonable
to expect that the 1B2 excited state of 2, may have similarities to the 1B2 state of
pentafulvene.
π1* (b1)
π1 (a2)
π1’ (b1)
1
π2* (b1)
π2 (a2)
π2’ (b1)
2
z
y
Figure 8.5: Orbitals, which are calculated to be directly involved in the S0 → S1 and
S0 → S2 transitions of 1 and 2 given in Table 8.1. Orbital symmetries are given in
parentheses.
Despite the close similarity between the 1A1 → 1B2 transitions, for 1 and 2, it
is at this point unknown, how the pi-electron density distributions, should be inter-
preted in the 1B2 state of 2, and how it compares to the 1B2 states of the pentafulvene
compound. To investigate this aspect, the structure of 2 was optimized, at the TD-
B3LYP/6-311G(d,p) level, along the potential energy surface of the 1B2 state with
the (pi2,pi∗2 ) electron configuration. The method for this calculation was chosen, as it
allows for comparison, with the ground state optimized structure.
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The computational results showed that the 1B2 state structure of 2 remains planar,
and C2v symmetric in this state. The excited state optimized structure was verified,
as a true minimum energy structure through a numerically frequency calculation, at
the same level of theory. The calculated bond lengths, for the 1B2 state equilibrium
structure of 2, are shown in Fig. 8.6. The calculated bond lengths, for the ground state
compound, are shown for comparison.
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Figure 8.6: Calculated C−C bond lengths (in Å) of 2 for the ground state (black) and the
1B2 state (red) equilibrium geometries ((TD)-B3LYP/6-311G(d,p)). C−H bond lengths
are not given for clarity. The calculated magnitudes of the dipole moments, in the ground
state (µ(S0), black) and 1B2 state (µ(1B2), red) are also given.
Attempts to optimize 1 along the 1B2 excited state surfaces, gave unreliable re-
sults, using the TD-DFT approach. The results suggested, that several configurations
contributed significantly, in the description of the optimized excited state structure.
Thus, optimization of this compound, in the 1B2 state, requires multiconfigurational
methods, but such computations were not performed. However, based on the discus-
sion in Chapter 6, it is assumed that the 4npi-electron density distribution is important
in the 1B2 states, of the pentafulvene. This is supported, by comparing the calcu-
lated magnitude difference, between the dipole moments in the ground and FC 1B2
states of 1. The magnitude of the dipole moment in the FC 1B2 states of 1 was
deduced, from an electron population analysis, using the excited state electron den-
sity obtained from a calculation, of the vertical 1B2 excited state energy, at the TD-
B3LYP/6-311G(d,p)//B3LYP/6-311G(d,p) level. The magnitude of the dipole mo-
ment was calculated to be enhanced, from 5.10 D to 12.1 D, when 1 is excited from
the ground state to the FC 1B2 state.
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When comparing the calculated ground and 1B2 state structure of 2, in Fig. 8.6, the
largest bond length differences are found, in the five-membered ring moiety. When
the structure of 2 is optimized, to the 1B2 state electron density distribution, the fused
C−C bonds are elongated by 0.045 Å, and the two C−C bonds connecting the two
benzene rings, through the dicyanomethylene group, are shortened by 0.032 Å. The
C−C bond, that directly connects the two benzene rings is shortened by 0.069 Å. Fur-
thermore, the exocyclic C−C(CN)2 bond, is elongated by 0.044 Å. The magnitudes
of the dipole moment, in the 1B2 state optimized structure, was calculated to be 10.49
D. This indicates, that the dipolarity of this compound is larger in the 1B2 state, when
compared to the ground state.
The calculated bond lengths and dipole moment, for the 1B2 state structure of 2
suggests, that 2 can be interpreted, to a significant extent, as the resonance structure
that represent a negative charge located, at the exocyclic region, and a positive charge
delocalized over the external periphery of the fluorene moiety, as shown in Fig. 8.7.
Thus, in analogy to the pentafulvene derivatives, the 1B2 state of 2 appears, to be
influenced by a 4npi-electron density distribution.
The calculated results suggest, that 2 is indeed an interesting compound, in the
context of substituent controlled manipulation of excited state energies, but in order
to examine, whether the calculated results can be trusted, 2 were investigated experi-
mentally.
NC CN
Figure 8.7: Proposed resonance structure representation of 2, which best describes the
pi-electron density distribution in the 1B2 state.
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8.3 The Absorption Spectrum of 2
In order to investigate 2 experimentally, the absorption spectrum of this compound
was recorded in toluene, CH2Cl2, and CH3CN solutions. The spectra are shown in
Fig. 8.8.
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Figure 8.8: Absorption spectra of 2 in toluene (black), CH2Cl2 (red), and CH3CN (green)
solutions.
The compound was synthesized by PhD student Christian Dahlstrand from Uppsala
University, according to the procedure previously described by Wang and Cheng.175
The three solvents were chosen, because the compound was soluble herein, and due
to the different polarity of the solvents, according to their f ()−f (n2) and ENT values
(values can be found in Table 7.3). The spectra of 2, agrees with the spectral data,
previously reported by Mukherjee.176 However, for the purpose of the present investi-
gation, only the lowest energy part of the spectrum, will be focused on. As illustrated
in the previous chapters, calculations serve, as a handy tool to examine the character,
of the transitions that correspond to the bands in an absorption spectrum. In order
to compare the experimental absorption data of 2, with calculated data, the structure
of 2 was calculated, at the PCM/B3LYP/6-311G(d,p)) level, simulating non-specific
dipolar solvent interactions with toluene, CH2Cl2, and CH3CN, respectively. The two
lowest excitation energies were then calculated, for the equilibrium structures of 2, at
the PCM/TD-M062X/6-311+G(2d,p) level. The results are presented in Table 8.2.
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In general, the calculated results in Table 8.2, are in excellent agreement with
the experimental spectra. The calculated values for the lowest energy transitions are
slightly lower (2.87, 2.81, and 2.80 eV in toluene, CH2Cl2, and CH3CN, respec-
tively), but very close to the experimental transition energies (2.90, 2.86, and 2.87
eV in toluene, CH2Cl2, and CH3CN, respectively), which are deduced from the max-
imum of the lowest energy absorption envelope, which appears as a shoulder to the
remaining spectrum. The observed low intensity of this absorption band (max = 300,
310, and 310 M−1cm−1 in toluene, CH2Cl2, and CH3CN, respectively) supports the
low oscillator strengths, which were calculated for this transition. In the absorp-
tion spectrum, the second lowest energy absorption envelope is broad, moderately
intense, and has a maximum intensity, at 3.54, 3.55, and 3.58 eV in toluene, CH2Cl2,
and CH3CN, respectively.
Table 8.2: Calculated lowest two vertical excitation energies (∆Ecal, in eV)
for 2, and the corresponding oscillator strengths (f ). The character of the tran-
sition (Character), and the contribution of this type of excitation is given in
parentheses.
Compound Solvent Transition ∆Ecal f (× 103)a
(Character)b (eV)a
2 (C2v) Toluene S0(1A1)→ S1(1B2) 2.87 (2.90)c 0.3
(pi2→ pi∗2 , 97 %)
S0(1A1)→ S2(1A1) 3.75 (3.54)c 578.2
(pi2’→ pi∗2 , 98 %)
CH2Cl2 S0(1A1)→ S1(1B2) 2.81 (2.86)c 0.1
(pi2→ pi∗2 , 97 %)
S0(1A1)→ S2(1A1) 3.74 (3.55)c 558.2
(pi2’→ pi∗2 , 98 %)
CH3CN S0(1A1)→ S1(1B2) 2.80 (2.87)c 0.1
(pi2→ pi∗2 , 97 %)
S0(1A1)→ S2(1A1) 3.75 (3.58)c 538.4
(pi2’→ pi∗2 , 98 %)
a PCM/TD-M062X/6-311+G(2d,p)//PCM/B3LYP/6-311G(d,p). b The contribution percent-
ages are calculated, as two times the square of the value of the largest expansion coefficient for
the excited state Kohn-Sham solution. c Values in parentheses are experimental values, deter-
mined at the maximum intensity of the corresponding the lowest energy absorption envelopes
in Fig. 8.8.
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Inspection of this absorption envelope reveals, that it consists of three peaks with
equidistant energy difference in-between these (approximately 0.14 eV or 1100 cm-1).
The calculated results predict the S0 → S2 transition, to be located at 3.75, 3.74, and
3.75 eV in toluene, CH2Cl2, and CH3CN, respectively. These values are less than 6 %,
from the energy of the maximum intensity, for the second lowest energy absorption
envelope. The calculated oscillator strength were supported by the intensity of this
absorption envelope. Thus, in summary, the two lowest energy absorption envelopes,
in the spectrum of 2 are assigned, to be the 1A1 → 1B2 and 1A1 → 1A1 transitions, by
virtue of the correlation between the calculated and experimental data.
The calculated results show that the 1A1 → 1B2 transition energy becomes lower,
when the polarity of the surrounding solvent increases. This is supported, by a small
bathochromic shift, observed for the lowest energy absorption band, when the spectra
in toluene and CH3CN are compared (2.90 eV in toluene vs. 2.87 eV in acetonitrile).
This energetic shift supports that 2 is more dipolar in the 1B2 states, when compared
to the ground states (vide supra). In summary, the calculated results are comparable
to experimental data, and can therefore by used, as a handy tool to investigate, how
substituents affect the 1A1 → 1B2 transition of 2, which is the purpose of the next
section.
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8.4 The Impact of Substituents on the Absorption
Properties
This section concerns an investigation, of disubstituted derivatives of 2. The purpose
is to deduce, how substituents affect the 1A1 → 1B2 transition energy. Only symmet-
rical disubstituted derivatives are considered, and substituent effects in the 1-, 4-, 5-,
and 8-positions of 2, are not considered to avoid the complicating influence of steric
interactions. The derivatives of 2, which were subject to computational investiga-
tion, are shown in Fig. 8.9. The nitro- and dimethylamino groups were chosen, to
represent pi-electron withdrawing and donating groups, respectively. For clarity, the
computational results are discussed in two separate subsections, concerning the nitro-
and dimethylamino group derivatives. The computational methods described in the
previous section were also applied here.
O2N NO2
N N
N N
O2N NO23
5
4
6
CNNC CNNC
CNNCCNNC
A.
B.
Figure 8.9: Substituted derivatives of 2, which were subject to a computational investi-
gation, of how substituents affect the 1A1 → 1B2 transition energy of 2. A. Compound
3 and 4 are substituted with the pi-electron withdrawing nitro groups, in the 2- and 7-
positions and 3- and 6-positions, respectively. B: Compound 5 and 6 are substituted with
the pi-electron donating dimethylamino groups, in the 2- and 7-positions and the 3- and
6-positions, respectively.
8.4.1 The Impact of the Nitro Groups
In this section, the computational results regarding the derivatives 3 and 4 are pre-
sented. The ground state structures of 3 and 4, were optimized in vacuum, and in
the presence of reaction fields, corresponding to toluene, CH2Cl2, and CH3CN. In all
environments, the compounds were calculated to be planar C2v symmetric structures.
The calculated bond lengths, for 3 and 4 in vacuum are shown in Fig. 8.10, on the
following page.
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Figure 8.10: Calculated bond lengths (in Å) for the ground state structures of 3 and 4
(B3LYP/6-311G(d,p)). C−H bond lengths are not shown for clarity. The magnitudes of
the dipole moments (in D) are also given for each compound. A positive value indicates
that the dipole moment is directed from a negative charge at the exocyclic region to a
positive charge in the fluorene moiety, and vice versa for a negative value.
The calculated bond lengths, in the "2 moiety", of 3 and 4 are fairly similar, to
those calculated for 2. It is therefore argued, that the ground state structures, of
these compounds, can be interpreted, as the resonance structures shown in Fig. 8.11,
similarly to 2. The calculated magnitudes of the dipole moment of 3 (6.96 D), is
comparable to the magnitude calculated for 2 (6.71 D). On the other hand, the dipole
moment, of 4, is calculated to have opposite direction, and to have a much smaller
magnitude, in comparison to 2 and 3. This can be explained, by the presence of
pi-electron withdrawing and σ-inductive effects, from the nitro groups, which are
opposite, and stronger than the pi-electron withdrawing and σ-inductive effects from
the dicyanomethylene group, for this compound.
CNNC
NO2O2N
3
CNNC
4O2N NO2
Figure 8.11: Important resonance structures for the description of 3 and 4 in the ground
states, based on the calculated bond lengths in Fig. 8.10.
The calculated structures of 3 and 4, were used to calculate the S0 → S1 and S0 →
S2 transitions, in four different environments, and the results are listed in Table 8.3
for 3 and in Table 8.4 for 4. The orbitals calculated to be mainly involved, in these
excitations, are depicted in Fig. 8.12. The orbitals correlate with the pi-orbitals and
pi∗-orbitals of 2 (Fig. 8.5). It is therefore meaningful to compare the transitions, for
the nitro group containing derivatives, and the parent compound.
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Table 8.3: Calculated lowest two vertical excitation energies (∆Ecal, in eV),
and the corresponding oscillator strengths (f ) for 3. The character of the transi-
tion (Character) is listed, with the weighting of the electron configuration given
percentage in parentheses. The orbitals involved in the calculated transitions
are depicted in Fig. 8.12.
Compound Environmenta Transition ∆Ecal f (× 103)b
(Character)c (eV)b
3 (C2v) Vacuum S0(1A1)→ S1(1B2) 3.25 20.0
(pi3→ pi∗3 , 96 %)
S0(1A1)→ S2(1B2) 3.89 0
(n→ pi∗)d
Toluene S0(1A1)→ S1(1B2) 3.19 30.2
(pi3→ pi∗3 , 96 %)
S0(1A1)→ S2(1A1) 3.68 514.5
(pi3’→ pi∗3 , 97 %)
CH2Cl2 S0(1A1)→ S1(1B2) 3.15 30.5
(pi3→ pi∗3 , 96 %)
S0(1A1)→ S2(1A1) 3.63 504.3
(pi3’→ pi∗3 , 97 %)
CH3CN S0(1A1)→ S1(1B2) 3.14 29.5
pi3→ pi∗3 , 96 %)
S0(1A1)→ S2(1A1) 3.61 475.9
(pi3’→ pi∗3 , 97 %)
a Calculations involving solvation have been performed by inclusion of the PCM model. b TD-
M062X/6-311+G(2d,p)//B3LYP/6-311G(d,p). c The contribution percentages are calculated,
as two times the square of the value of the largest expansion coefficient for the excited state
Kohn-Sham solution. d This excitation involves three different excitations of n→ pi∗ charac-
ter, contributing with 40, 31, and 11 %. The orbitals are not shown, as they are not important
in the context of the chapter.
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Table 8.4: Calculated lowest two vertical excitation energies (∆Ecal, in eV),
and the corresponding oscillator strengths (f ) for 4. The character of the transi-
tion (Character) is listed, with the weighting of the electron configuration given
in percentage in parentheses. The orbitals involved in the calculated transitions
are depicted in Fig. 8.12.
Compound Environmenta Transition ∆Ecal f (× 103)b
(Character)c (eV)b
4 (C2v) Vacuum S0(1A1)→ S1(1B2) 3.01 0
(pi4 → pi∗4 , 97 %)
S0(1A1)→ S2(1A1) 3.81 487.5
(pi4’→ pi∗4 , 96 %)
Toluene S0(1A1)→ S1(1B2) 2.95 0.1
(pi4→ pi∗4 , 97 %)
S0(1A1)→ S2(1A1) 3.68 634.3
(pi4’→ pi∗4 , 97 %)
CH2Cl2 S0(1A1)→ S1(1B2) 2.91 0
(pi4→ pi∗4 , 97 %)
S0(1A1)→ S2(1A1) 3.68 614.1
(pi4’→ pi∗4 , 96 %)
CH3CN S0(1A1)→ S1(1B2) 2.90 0
(pi4→ pi∗4 , 97 %)
S0(1A1)→ S2(1A1) 3.69 591.8
(pi4’→ pi∗4 , 96 %)
a Calculations involving solvation have been performed by inclusion of the PCM model. b TD-
M062X/6-311+G(2d,p)//B3LYP/6-311G(d,p). c The contribution percentages are calculated,
as two times the square of the value of the largest expansion coefficient for the excited state
Kohn-Sham solution.
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Figure 8.12: Orbitals involved in the calculated transitions for 3 and 4 (TD-M062X/6-
311+G(2d,p)//B3LYP/6-311G(d,p)). Orbital symmetries are given in parentheses. The
compounds are calculated within the C2v point group.
In similarity to 2, the S0 → S1 transitions, for 3 and 4, are 1A1 → 1B2 transi-
tions, while the S0 → S2 transitions are 1A1 → 1A1 transitions. With regard to the
1A1 → 1B2 transition energies, they are calculated to decrease, as the polarity of the
surrounding medium is increased. When the environment is changed from gas phase
to CH3CN, the 1A1 → 1B2 transition energies decrease by 0.11 eV, for both 3 and 4.
Thus, the dipolarity of the two compounds, also becomes larger in the FC 1B2 state, in
comparison to the ground state. However, it must be remembered, that 3 and 4 have
opposite dipolarity in their ground states. Therefore the electron density is shifted dif-
ferently, when they are excited to the 1B2 state. Inspection of the pi- and pi∗-orbitals,
in Fig. 8.12, for 3 and 4 can be used to reveal, how the pi-electron density in these
compounds is reorganized, when excited to the 1B2 state. For both compounds, the
pi-electron density is reorganized within the fluorene moiety, and is enhanced in the
exocyclic region, and at the nitro groups. This electron density reorganization, will ef-
fectively enhance the dipolarity of 3, in the 1B2 state, which is in accordance, with the
calculated bathochromic shift of the 1A1→ 1B2 transition energy. In 4, the pi-electron
reorganization is guided in opposite directions. In order for this to be consistent, with
the calculated bathochromic shift of the 1A1 → 1B2 transition, the electron density
must be reorganized, predominantly towards the nitro groups in the FC 1B2 state, in
order to obtain a higher dipolarity in this state, when comparing to the ground state.
Based on the inspection of the pi-orbitals, it is proposed that the resonance structure
representations, shown for 3 and 4, in Fig. 8.13 are important, for the description of
the two compounds in the FC 1B2 state.
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Figure 8.13: Different resonance structure representations, which are significantly con-
tributing to the description of the 3 (Part A) and 4 (Part B).
The resonance structures, shown in blue should be regarded, as a combination
of the resonance structures, which are donated Type I and Type II resonance struc-
tures, in Fig. 8.13. The Type I resonance structures, illustrates the aspects associated
with reorganization of pi-electron density, between the fluorene moiety and the ni-
tro groups. The Type II resonance structures, illustrates the aspects associated with
reorganization of pi-electron density, between the fluorene moiety and the exocyclic
dicyanomethylene group. These resonance structure interpretations can be used to
rationalize, how the nitro groups affect the 1A1→ 1B2 transition energies, in compar-
ison to 2.
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The 1A1 → 1B2 transition energies for, 3 and 4, are calculated to be larger in com-
parison, to 2. In the gas phase the energies are 3.01 eV and 3.25 eV, for 3 and 4,
respectively, which should be compared to 2.96 eV for 2. In the excited state of 3 (A,
in Fig. 8.13), both the Type I and Type II resonance structure representations, can
be argued to be important, as they will both effectively contribute, to an enhanced
dipolarity of 3 in the FC 1B2 state, in comparison to the ground state. For 3, both
the Type I and Type II resonance structures are connected with unfavorable electron
interactions between the substituents, which are marked in red, in Fig. 8.13. Thus, in
the FC 1B2 state of 3, the adoption of the dipolar pi-electron density distribution, are
less favorable in comparison to 2, and consequently the 1A1 → 1B2 transition energy
for 3, is higher than for 2.
Interestingly, the 1A1 → 1B2 transition energy of 4 is closer to the corresponding
energy of 2. This can also be rationalized, by inspection of the resonance structures
in B, Fig. 8.13. The Type I resonance structures, for 4, are only associated, with the
unfavorable interaction, between the nitro groups and the dicyanomethylene group,
and not between the two nitro groups, as in the case for the Type I resonance struc-
tures for 3. For 4, the unfavorable interaction, between the nitro groups, is present
in the Type II resonance forms of 4. However, in the FC 1B2 state of 4, the Type
I resonance structure has predominant influence, in comparison to the Type II res-
onance structure, as the calculated bathochromic shift, indicate that 4 has enhanced
dipolarity upon excitation. From this, it can be argued, that the nitro groups affect the
1A1 → 1B2 transition energy, when positioned in the 2- and 7-positions.
8.4.2 The Impact of the Dimethylamino Groups
The ground state structure of 5, was calculated to be C2 symmetric, with the dimethy-
lamino groups being slightly pyramidal. In contrast, the structure 6, was optimized
to a C2v symmetric minimum structure, suggesting that the dimethylamino groups
are planar. This indicates, that the N atoms, in the 2,7-dimethylamino substituted
compounds have more sp3 hybridized character, compared to the 3,6-disubstituted
compounds, which are sp2 hybridized. The calculated bond lengths, for the dimethy-
lamino substituted derivates of 2 are shown in Fig. 8.14, on the following page. The
calculated bond lengths, follow the same trends calculated for 2 in the ground state.
However, the bond length alternation in the benzene rings, of these compounds, are
more pronounced, in comparison to 2 and the nitro group substituted derivatives. This
suggests, that the dimethylamino groups disturb the pi-electron density in the benzene
rings to a larger extent in the ground state, in comparison to the nitro groups. From
the trends in the bond lengths, in Fig. 8.14, it is proposed that these compounds can
also be viewed, as the resonance structures shown in Fig. 8.7.
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µ = 6.03 D µ = 12.63 D
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Figure 8.14: Calculated bond lengths for the ground state structures of 5 and 6
(B3LYP/6-311G(d,p)). C−H bond lengths are not given for clarity. The magnitude of
the dipole moments are given for each compound.
The dipole moment of 6 was calculated to be 12.63 D, which is nearly twice the
magnitude calculated for 2. In contrast, 5 was calculated to possess a dipole moment
of 6.03 D, which is more comparable to 2, in the ground state. The larger dipolarity
of 6, in the ground state can be explained, as an effect of the dimethylamino groups,
being in para-positions to the dicyanomethylene group. This allows cooperative in-
teraction, between the two groups, through the benzene moiety, as shown in Fig. 8.15.
NN
CNNC
N N
NC CN
N N
NC CN
CNNC NC CN
N NN
CN
NNN
5
6
NC
Figure 8.15: Illustration of the the dipolar resonance structures for 5 and 6, which con-
tribute to the larger dipolarity of 6, compared to 2 and 5. The local bond dipoles are
illustrated, in red for the C−C(CN)2 bond, and in blue for the C–N(CH3)2 bond.
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This interaction effectively enhances, the dipolarity of 6, compared to 2. As illus-
trated in Fig. 8.15, this interaction can also be argued, to be present in 5. However,
for 5, this interaction affects the dipolarity of the compound less, as the local bond
dipoles, shown in red and blue in Fig. 8.15, have opposite directions in contrast to 6,
where they possess the same direction. The calculated excitation energies are listed
in Table 8.5 and Table 8.6 for 5 and 6, respectively, on the following two pages.
The orbitals involved in these transitions are shown in Fig. 8.16. The lowest energy
transitions of 5 and 6 were calculated to be 1A→ 1B and 1A1 → 1B2 transitions both
of pi→ pi∗ character. Although, the pi- and pi∗-orbitals involved in the 1A→ 1B tran-
sition for 6, in Fig. 8.16, correlate with those of 2, it should be noted that the nodal
planes, of the pi6 orbital, are differently located, when compared to those of the pi2
orbital. This may question the similarity between the pi6 and the pi2 orbitals, and thus,
the similarity between the 1A1 → 1B2 transitions for 2 and 6. However, positions of
nodal planes, in the molecular orbitals, changes when substituents are introduced,160
but in my personal opinion, this difference is rather large, and comparisons between
the 1A1 → 1B2 transitions, for 2 and 6 should be done with caution.
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Table 8.5: Calculated lowest two vertical excitation energies (∆Ecal, in eV),
and the corresponding oscillator strengths (f ) for 5. The character of the
transitions (Character) are listed, with the weighting of the electron con-
figuration given in percentage, in parentheses. The orbitals involved in the
calculated transitions are shown in Fig. 8.16.
Compound Environmenta Transition ∆Ecal f (× 103)b
(Character)c (eV)b
5 (C2) Vacuum S0(1A)→ S1(1B) 1.85 8.9
(pi5→ pi∗5 , 98 %)
S0(1A)→ S2(1A) 3.35 5.8
(pi5”→ pi∗5 , 92 %)
Toluene S0(1A)→ S1(1B) 1.73 10.8
(pi5→ pi∗5 , 98 %)
S0(1A)→ S2(1A) 3.22 14.2
(pi5”→ pi∗5 , 94 %)
CH2Cl2 S0(1A)→ S1(1B) 1.65 9.8
(pi5→ pi∗5 , 98 %)
S0(1A)→ S2(1A) 3.13 15.1
(pi5”→ pi∗5 , 95 %)
CH3CN S0(1A)→ S1(1B) 1.63 9.2
(pi5→ pi∗5 , 98 %)
S0(1A)→ S2(1A) 3.11 14.4
(pi5”→ pi∗5 , 95 %)
a Calculations involving solvation have been performed using the PCM model b TD-
M062X/6-311+G(2d,p)//B3LYP/6-311G(d,p). c The contribution percentages are calcu-
lated, as two times the square of the value of the largest expansion coefficient for the excited
state Kohn-Sham solution.
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Table 8.6: Calculated lowest two vertical excitation energies (∆Ecal, in eV),
and the corresponding oscillator strengths (f ) for 6. The character of the tran-
sitions (Character) are listed, with the weighting of the electron configuration
given in percent, in parentheses. The orbitals involved in the calculated transi-
tions are shown in Fig. 8.16.
Compound Environmenta Transition ∆Ecal f (× 103)b
(Character)c (eV)b
6 (C2v) Vacuum S0(1A1)→ S1(1B2) 2.68 95.8
(pi6→ pi∗6 , 93 %)
S0(1A1)→ S2(1A1) 3.41 701.1
(pi6’→ pi∗6 , 98 %)
Toluene S0(1A1)→ S1(1B2) 2.51 160.9
(pi6→ pi∗6 , 94 %)
S0(1A1)→ S2(1A1) 3.18 894.4
(pi6’→ pi∗6 , 98 %)
CH2Cl2 S0(1A1)→ S1(1B2) 2.41 181.1
(pi6→ pi∗6 , 94 %)
S0(1A1)→ S2(1A1) 3.14 880
pi6’→ pi∗6 , 98 %)
CH3CN S0(1A1)→ S1(1B2) 2.38 183.4
pi6→ pi∗6 , 94 %)
S0(1A1)→ S2(1A1) 3.14 857.3
pi6’→ pi∗6 , 98 %)
a Calculations involving solvation have been performed using the PCM model. b TD-
M062X/6-311+G(2d,p)//B3LYP/6-311G(d,p) c The contribution percentages are calculated,
as two times the square of the value of the largest expansion coefficient for the excited state
Kohn-Sham solution.
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π5* (b)
π5 (a)
5
π5’’ (b)
π6* (b1)
π6 (a2)
π6’ (b1)
6
Figure 8.16: Orbitals involved in the two lowest calculated energy transitions for 5 and
6 (TD-M062X/6-311+G(2d,p)//B3LYP/6-311G(d,p)). Orbital symmetries are given in
parentheses. The compound 5 is calculated within the C2 point group, and 6 within the
C2v point group.
Interestingly, the 1A (1A1)→ 1B (1B2) transitions energies for 5 (6) are calculated,
to be significantly lower, than the 1A1 → 1B2 transition energy of 2, in all the inves-
tigated environments. In analogy, to what was calculated, for the dinitro-substituted
derivatives, substitution of 2 in the 2- and 7-positions in comparison to substitution in
the 3- and 6-positions, tend to have the largest effect on the 1A1 → 1B2 energy, when
compared to 2.
Inspection of the pi- and pi∗-orbitals in Fig. 8.16 reveals the similarity between the
pi- and pi∗-orbitals for 5, 6, and 2. It is therefore argued that the pi-electron density is
also reorganized within the ring, and is enhanced in the exocyclic dicyanomethylene
region, when 5 and 6 are excited to their 1B (1B2) states. Moreover, for 5, the pi5-
orbital possess significant lobes, at the dimethylamino groups, but these lobes are
much smaller in the pi∗5 -orbital. Thus, the pi-electron density is effectively reduced,
at the dimethylamino groups, when 5 is excited to the 1B state. In collection, the pi-
electron density can be considered as being effectively reorganized from the fluorene
moiety and the dimethylamino groups to the exocyclic dicyanomethylene group. For
6, the lobes at the dimethylamino groups are present, in both the pi6-orbital and the
pi∗6 -orbital, and it is therefore argued, that the relocation of pi-electron density from the
dimethylamino group, to the exocyclic dicyanomethylene group is less pronounced,
when 6 is excited to the 1B2 state.
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In Fig. 8.17, the important resonance structures are shown, for the description of
the pi-electron density distribution in the FC 1B state of 5, and the FC 1B2 state of
6, based on the inspection of the pi-orbitals in Fig. 8.16. These resonance structures
are associated with favorable interactions between the dimethylamino groups, and
the dicyanomethylene groups in both 5 and 6. Thus, this explains why the S0 → S1
excitation energies for 5 and 6 are lower, in comparison to the corresponding 1A1 →
1B2 transition energy of 2. According to this, the dipolarity of 5 and 6 should be larger
in the FC 1B and 1B2 states, respectively. Indeed, this can be argued to be the case, as
the transitions energies are lowered by 0.22 eV and 0.30 eV for 5 and 6, respectively,
when going from vacuum to a CH3CN environment.
CNNC
N N
NC CN
NN
NC CN
NN
CNNC NC CN
N N N N
NC CN
NN
5
6
Figure 8.17: Important resonance structures for the description of the pi-electron density
distribution on the FC 1B state of 5, and the FC 1B2 state of 6.
In summary, the results of the computational investigation show, that incorpora-
tion of substituents, indeed affects the 1A1→ 1B2 transition energy of 2. The presence,
of the pi-electron withdrawing nitro-groups in the 2- and 7-positions, and the 3- and
6-positions of 2, tend to increase the 1A1 → 1B2 transition energy, in comparison to
2. On the other hand, incorporation of pi-electron donating dimethylamino groups,
in the 2- and 7-positions and in the 3- and 6-positions of 2 is calculated to lower
the 1A1 → 1B2 transition energies significantly. These substituent effects illustrate
that dibenzofused derivatives of pentafulvene can also be controlled in a systematic
fashion, by utilizing the knowledge on how pi-electrons prefer to be delocalized in
the excited states. In order to investigate whether the concept applies for the com-
pounds in reality, the 2,7-disubstituted derivatives were investigated experimentally.
Presently, the 3,7-disubstituted derivatives have not been prepared, and can therefore
not be investigated experimentally.
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8.5 The Absorption Spectra of the 2,7-Disubstituted
Compounds
The 2,7-disubstituted compounds, 3 and 5, were prepared by PhD student Chris-
tian Dahlstrand from Uppsala University. The absorption spectra of 3 and 5, were
recorded in toluene, CH2Cl2, and CH3CN, and are shown in Fig. 8.18. The absorp-
tion spectra, of 2, are shown again in Fig. 8.18, for comparison.
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Figure 8.18: Absorption spectra of 2 (top), 3 (middle), and 5 (bottom), in toluene (black
lines), CH2Cl2 (red lines), and CH3CN (green lines) solutions.
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The absorption spectra for 3 and 5 are qualitatively similar, in the different sol-
vents, except for 3 in toluene, which is broader and more featureless, compared to
the spectra of 3 in CH2Cl2 and CH3CN. In the spectrum of 3, the lowest energy ab-
sorption envelope starts to appear at approximately 2.50 eV. This absorption envelope
appears as a shoulder to the remaining spectrum. In toluene, this transition is com-
pletely covered by the remaining spectrum. The intensity of this transition appears,
in the spectrum of 3, to be nearly four times more intense, than the lowest energy
transition in the spectrum of 2. From the shape of the shoulder, this transition is esti-
mated, to be located at approximately 3.10 eV and 3.09 eV in CH2Cl2 and CH3CN,
respectively.
The second lowest energy absorption envelope for 3, is very similar in intensity, to
the second lowest energy absorption envelope of 2. It consists of two bumps separated
by 0.17 eV (1400 cm−1), in both CH2Cl2 and CH3CN. This absorption envelope is
most intense at 3.64 and 3.62 eV in CH2Cl2 and CH3CN, respectively. A small bump
is also observed at approximately 3.70 eV, in the absorption spectrum of 3 in toluene.
The calculated energies for the 1A1 → 1B2 and 1A1 → 1A1 transitions of 3, pre-
sented in the previous section, are very close to the experimentally determined values
mentioned above. Thus, from comparison of the calculated and experimental results,
the S0 → S1 transition for 3 is assigned to the 1A1 → 1B2 transition, and the S0 → S2
transition is assigned to be the 1A1→ 1A1 transition.
The absorption spectrum of 5 starts to appear at 1.15 eV. The lowest energy ab-
sorption envelope has a maximum intensity, at 1.61, 1.58, and 1.59 eV, in toluene,
CH2Cl2, and CH3CN, respectively. The calculated energies for the 1A→ 1B tranis-
tion (1.73, 1.65, and 1.63 eV, in toluene, CH2Cl2, and CH3CN, respectively) are close
to the experimental energies. No other transitions are calculated to appear in the en-
ergy region of the absorption spectrum, where the lowest energy absorption envelope
is observed. Thus, the lowest energy absorption envelope is assigned to be the 1A
→ 1B transition. The calculated small oscillator strength is also supported, by the
low intensity of this absorption band. The second lowest energy absorption envelope
in the absorption spectrum of 5 is, in contrast to 2 and 3, present as a low intensity
absorption envelope, which appears as a shoulder to the remaining spectrum. This
absorption envelope has a maximum intensity, at 2.88, 2.85, and 2.87 eV, in toluene,
CH2Cl2, and CH3CN, respectively. In comparison, the calculated energies, for the S0
→ S2 transition are slightly higher, than the observed experimental values. However,
the calculated oscillator strengths, for the S0 → S2 transition supports, that this tran-
sition is slightly more intense, than the lowest energy transition, which is observed
experimentally. Thus, the result are consistent, with the assignment of the S0 → S2
transition as the 1A→ 1A transition, which involves promotion from the pi5” to the pi∗5
orbital (Fig. 8.16).
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In summary, there is very good correlations, between the calculated results and
the experimental results obtained from absorption spectroscopy. The experimental
results, verify that the 1A1 → 1B2 transition energy of 2 is controllable, by the strate-
gic positioning of substituents, in a similar way as the pentafulvenes. However, the
3,6-disubstituted compounds remain to be experimentally investigated, in order to
elucidate how the absorption properties of 2 are influenced, by substituents in these
positions.
However, it has to be mentioned, that the model presented above has been strongly
criticized and is claimed to be wrong by others. This criticism is justified by inspec-
tion of the absorption spectra. The critique regards the assignment of the lowest en-
ergy absorption envelopes in the absorption spectra for 2, 3, and 5. As previously de-
scribed, the lowest energy absorption bands in the spectra of 2, 3, and 5 were assigned
to be correlating pi → pi∗ transitions, as shown in Model I in Fig. 8.19. However, as
the gray dotted line reveal in Model II, in Fig. 8.19, an absorption envelope similar
to the lowest energy absorption envelope of 2 is present at nearly the same energy
in the three spectra. It can therefore be argued that the absorption envelopes, which
are dissected by the dotted gray line, are correlating pi → pi∗ transitions, which are
uninfluenced by the presence of substituents. The lowest energy absorption envelope
in Model II is assigned to be "a new pi→ pi∗ transition", that does not correlate, with
the lowest energy absorption envelope of 2 and 3. In addition, it was proposed that
the low energy absorption band, could be due to aggregation of 5. The latter is not the
case, as the relative intensity between the lowest energy absorption envelope, and the
other absorption bands in the absorption spectrum of 5 remains constant at different
concentrations. In terms of "pi → pi∗" transitions, the assignment of the transitions
are reasonable in both Model I and Model II, but Model II may appear as the most
reliable. However, the calculated results support the assignment of the transitions in
Model I, as they suggest that the lowest energy absorption envelope in the spectrum
of 5 corresponds to the transition, which correlate with to the lowest energy transi-
tion in 3 and 2. The second lowest absorption envelope is, according the calculated
results, indeed a pi→ pi∗ transition, but this transition does not correlate to the lowest
energy transition in 3 and 2. Thus, Model II is not supported by the computational
results.
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Figure 8.19: Presentation of two explanatory models. Model I is presented in this chap-
ter, and the alternative interpretation of the spectra is presented in Model II.
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8.6 Modification of the Exocyclic Substituent
The low energy absorbing compound 5, was prepared by reacting 2,7-bis(dimethyl-
amino)-9H-fluorenone, (7) with malononitrile, in a solvent-free Knoevenagel con-
densation reaction, analogues to the procedure described by Wang and Cheng.175
The reaction is shown in Fig. 8.20.
O
N N
7 
Purple in solution
N N
CNNC
CNNC
NH4+ CH3CO2–
5 
Green in solution
Solvent-free, !
Yield: 43 %
Figure 8.20: Synthetic scheme for preparation of 5, from Knoevenagel condensation
between malononitrile and 7. The synthesis was performed by Christian Dahlstrand from
Uppsala University.
It was noticed, that 7 is purple in solution, and this encouraged us, to investigate
this compound experimentally, as well as computationally. The absorption spectrum
of 7 (presented later), appears to be very similar, to that of 5. Interestingly, the com-
putational results suggest (discussed later) that the lowest energy absorption band,
can be assigned to a 1A → 1B transition, which involves orbitals that are very sim-
ilar to those involved in the 1A → 1B transition of 5. Triggered by this similarity,
the absorption properties of 7, 9H-fluorenone (8), and 2,7-dinitro-9H-fluorenone (9),
shown in Fig. 8.21, were also investigated. The compounds 8 and 9 were both pur-
chased from Sigma-Aldrich. 8 was recrystallized twice from absolute ethanol. 9 was
recrystallized from glacial acetic acid, as described by Bennett et al.177
O
N N
O
O2N NO2
O
7 8 9
Figure 8.21: The three compounds, which were subject for the investigation presented
in this section.
The absorption spectra of the three fluorenone derivatives were recorded in toluene,
CH2Cl2, and CH3CN solutions. The spectra are presented in Fig. 8.22. As mentioned,
the spectrum of 7 is very similar to that of 5, in Fig. 8.18. Moreover, the similarities
between the spectra of 8 and 2, and between 9 and 3 are also evident.
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Figure 8.22: Absorption spectra of 7 (top), 8 (middle), and 9 (bottom), in toluene (black
lines), CH2Cl2 (red lines), and CH3CN (green lines) solutions. Note the different scalings
of the vertical axis.
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In order to further investigate the relation between the ’carbonyl compounds’ (7,
8, and 9) and the ’dicyanomethylene compounds’ (2, 3, and 5), the vertical excitation
energies were also calculated for the carbonyl compounds, in order to assign the
lowest energy transitions in their absorption spectra. The structural optimization of
7, 8, and 9 resulted in structural parameters, that were similar to structural aspects of
5, 2, and 3. Therefore, the ground state structures of 7, 8, and 9, can be interpreted,
in a fashion similar to the corresponding dicyanomethylene compounds.
For the carbonyl compounds, the vertical excitation energies were only calculated,
in vacuum and a CH3CN environment. The results of the calculations are presented
on the following three pages, in Table 8.7 for 7, in Table 8.8 for 8, and in Table 8.9
for 9. The orbitals involved in the calculated excitations are depicted in Fig. 8.23.
Table 8.7: Calculated lowest two vertical excitation energies (∆Ecal, in eV) and the
corresponding oscillator strengths (f ) for 7. The character of the transitions (Char-
acter) are listed in parentheses, with the weighting of the electron configuration,
given in percent. The orbitals involved in the calculated transitions are shown in
Fig. 8.23.
Compound Environmenta Transition ∆Ecal f (× 103)b
(Character)c (eV)b
7 (C2) Vacuum S0(1A)→ S1(1B) 2.63 19.3
(pi7 → pi∗7 , 97 %)
S0(1A)→ S2(1A) 3.29 0
(n7→ pi∗7 , 90 %)
CH3CN S0(1A)→ S1(1B) 2.35 (2.13)d 22.0
(pi7 → pi∗7 , 97 %)
S0(1A)→ S2(1A) 3.39 0
(n7→ pi∗7 , 90 %)
a Calculations involving solvation have been performed by inclusion of the PCM model. b TD-
M062X/6-311+G(2d,p)//B3LYP/6-311G(d,p). c The contribution percentages are calculated, as
two times the square of the value of the largest expansion coefficient for the excited state Kohn-
Sham solution. d Value in parentheses is determined from the maximum intensity of the lowest
energy absorption envelope.
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Table 8.8: Calculated lowest two vertical excitation energies (∆Ecal, in eV), and the
corresponding oscillator strengths (f ) for 8. The character of the transitions (Charac-
ter) are listed in parentheses, with the weighting of the electron configuration, given
in percent. The orbitals involved in the calculated transitions are shown in Fig. 8.23.
Compound Environmenta Transition ∆Ecal f (× 103)b
(Character)c (eV)b
8 (C2v) Vacuum S0(1A1)→ S1(1A2) 3.24 0
(n8→ pi∗8 , 89 %)
S0(1A1)→ S2(1B2) 3.56 (3.40)d 4.0
(pi8→ pi∗8 , 97 %)
CH3CN S0(1A1)→ S1(1A2) 3.36 0.0
(n8→ pi∗8 , 90 %)
S0(1A1)→ S2(1B2) 3.40 (3.28)d 3.4
(pi8→ pi∗8 , 97 %)
a Calculations involving solvation have been performed by inclusion of the PCM model. b TD-
M062X/6-311+G(2d,p)//B3LYP/6-311G(d,p). c The contribution percentages are calculated, as two
times the square of the value of the largest expansion coefficient for the excited state Kohn-Sham so-
lution. d Values in parentheses are determined from the maximum intensity of the lowest energy
absorption envelope.
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Table 8.9: Calculated lowest two vertical excitation energies (∆Ecal, in eV), and the cor-
responding oscillator strengths (f ) for 9. The character of the transitions (Character) are
listed in parentheses, with the weighting of the electron configuration, given in percent.
The orbitals involved in the calculated transitions are shown in Fig. 8.23.
Compound Environmenta Transition ∆Ecal f (× 103)b
(Character)c (eV)b
9 (C2v) Vacuum S0(1A1)→ S1(1A2) 3.18 0
(n9→ pi∗9 , 58 %)d
S0(1A1)→ S21B2 3.70 91.3
(pi9→ pi∗9 , 86 %)d
CH3CN S0(1A1)→ S1(1A2) 3.30 (3.38)e 0
(n9→ pi∗9 , 47 %)d
S0(1A1)→ S2(1B2) 3.58 156.3
(pi9→ pi∗9 , 84 %)d
a Calculations involving solvation have been performed by inclusion of the PCM model. b TD-M062X/6-
311+G(2d,p)//B3LYP/6-311G(d,p). c The contribution percentages are calculated, as two times the square
of the value of the largest expansion coefficient for the excited state Kohn-Sham solution. d The excitation
involves contributions, from other excitations of the same character ( > 10 %). e Value in parentheses is
determined from the maximum intensity of the lowest energy absorption envelope.
In short, the calculated results indicate that the lowest energy absorption envelope,
in the spectrum of 7, can be assigned to the 1A→ 1B transition, which correlates with
the S0(1A)→ S1(1B) transition for 5.
The spectrum for 8, is consistent with previously reported spectra.178–184 The cal-
culated results, suggest that the S0(1A1)→ S1(1A2) and S0(1A1)→ S2(1B2) transitions
are located underneath the lowest energy absorption envelope, in the experimental
spectrum. This is consistent with experimental results, which verifies that this ab-
sorption envelope covers a pi→ pi∗ transition, to a state of 1B2 symmetry,178,179,181–186
and a much lower intensity n → pi∗ transition, which accounts for the weak vi-
brational structure of the absorption band.180 In consistency with earlier investiga-
tions,178,179,181–186 the absorption maximum of the lowest absorption envelope of 8,
is assigned to be representative for the experimental energy of the 1A1 → 1B2 transi-
tion. The similarities between the 1A1→ 1B2 transitions for 8 and 2, is clear from the
correlation of the pi- and pi∗-orbitals, shown in Fig. 8.23 and Fig. 8.5.
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Figure 8.23: Orbitals involved in the two lowest calculated extatations, for the com-
pounds 7, 8, and 9 (TD-M062X/6-311+G(2d,p)//B3LYP/6-311G(d,p)). The compounds
8 and 9 were calculated to belong within the C2v point group, and 7 within the C2 point
group.
With regard to 9, the calculated results predict the S0 → S1 transition to be a
1A1 → 1A2 transition of n → pi∗ character. The lowest absorption envelope in the
spectrum of 9, appears as a shoulder to the remaining spectrum. The envelope has
an intensity maximum, located at an energy, which is very close to the calculated 1A1
→ 1A2 transition energy. Moreover, this intensity maximum of the shoulder, exhibits
a small hypsochromic shift, when solvent polarity is increased (3.33, 3.37, and 3.38
eV in toluene, dichloromethane, and acetonitrile). Such a solvatochromic behavior is
characteristic for n→ pi∗ transitions,187 and this shoulder is therefore assigned to be
the 1A1 → 1A2 transition. The presence of the calculated S0(1A1)→ S2(1B2) cannot
be verified through inspection of the absorption spectrum, but if it is present, it will
be located at energies higher than 3.33 eV in the absorption spectra.
A particular interesting thing to notice, is that the 1A1 → 1B2 (1A → 1B) tran-
sition energies are in general higher for the three carbonyl compounds, when 7 is
compared with 5, and when 2 is compared with 8. This trend is found between both
the calculated and experimental 1A1 → 1B2 (1A→ 1B) transition energies. When the
calculated 1A1 → 1B2 transition energies are compared for 3 and 9, the same trend is
found. Due to the correlation between the pi-orbitals in Fig. 8.5 and Fig. 8.23, it is
assumed, that the carbonyl compounds, are also influenced, by a similar dipolar pi-
electron density distribution in the FC 1B2 state, as the dicyanomethylene compounds.
The latter trend can be explained, by noting that the dicyanomethylene group is a bet-
ter pi-electron withdrawing group, in comparison to the carbonyl group.
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Thus, the dicyanomethylene compounds can stabilize the more polarized pi-electron
density distribution in the 1B2 state to a larger extent, when compared to the fluo-
renone derivatives. Consequently, the 1A1 → 1B2 (1A → 1B) transition energies are
lower for the dicyanomethylene compounds. Thus, the above discussion illustrates,
that the 1A1→ 1B2 transition energy can also be tuned if the pi-electron withdrawing,
abilities of the exocyclic position is varied through substitution.
In this context it is worth mentioning the recent results reported by Sato et al.,
which illustrates how excitation energies can be varied, in compounds that are closely
related to 2 and 8.188 Sato et al. reported, that the lowest energy absorption of 2,7-
bis-(5-bromo-4-decylthiophen-2-yl)-9H-fluorenone (TFO, in Fig. 8.24) is systemat-
ically shifted to lower energies, when the carbonyl group is exchanged with groups,
possessing better pi-electron withdrawing abilities.188 Their results indicate, that the
tunable lowest energy transition, clearly correlates with the 1A1→ 1B2 transition of 2
and 8.
O
SSBr
C10H21 C10H21
Br
TFO
Figure 8.24: Illustration of 2,7-bis-(5-bromo-4-decylthiophen-2-yl)-9H-fluorenone,
(TFO), which was subject to investigation in the work of Sato et al. 188
On a final note, it should be mentioned, that Christian Dahlstrand from Upp-
sala University, recently succceded in the synthesis of the novel compounds 2,7-
bis(dihexylamino)-9H-fluorenone (10, in Fig. 8.25) and 2-(2,7-bis(dihexylamino)-
9H-fluoren-9-ylidene)malononitrile (11, in Fig. 8.25).
(C6H13)2N N(C6H13)2
O
10
(C6H13)2N N(C6H13)2
11
CNNC
Figure 8.25: Illustration of the recently synthesized compounds 10 and 11.
The absorption spectra of 10 and 11 are shown in Fig. 8.26, and are qualitative
similar to those of 7 and 5. However, the absorption bands that correspond to the S0
→ S1 transition, are shifted to 2.03 and 1.47 eV for 10 and 11, respectively. These are
bathochromic shifts of 0.10 eV and 0.12 eV, when compared to 7 and 5, respectively.
Thus, the dihexylamino groups appear to be more pi-electron donating, in comparison
the the dimethylamino groups. Additionally, 10 and 11 appear to possess greater
solubility in a larger variety of solvents, when compared to 7 and 5.
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(C6H13)2N N(C6H13)2
11
NC CN
O
(C6H13)2N N(C6H13)2
10
Figure 8.26: Absorption spectra of 10 (top) and 11 (bottom) in toluene (black lines),
CH2Cl2 (red lines), and CH3CN (green lines) solutions. Note the different scalings of the
vertical axis.
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It is convenient to close this section of, with a visual illustration of the conse-
quences of the concept of substituent controlled manipulation of excited state ener-
gies. This is shown in Fig. 8.27, where the picture illustrates, how the understanding
of how pi-electrons prefer to be delocalized in the ground and excited states, allows
for design of compounds, with a variety of optical properties. This definitely deserves
further investigations in the future.
An interesting aspect to investigate is how the emissive properties of 2 and 8
are affected by the presence of the substituents, which is the focus of the following
section.
2 7
(Toluene)
7
(CH3CN)
389 10 115
High Absorption Energy      Low Absorption Energy
Figure 8.27: Solutions of the compounds 2, 3, 5, 7, 8, 9, 10, and 11, which illustrate their
different absorption properties - properties which are a result of substituent controlled
manipulation of excited state energies.
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8.7 The Control of Emission Properties
The emission properties of the dicyanomethylene compounds, 2, 3, 5, and 11, to-
gether with the carbonyl compounds 7, 8, 9, and 10 were investigated experimentally
at ambient temperature, in toluene, CH2Cl2, and CH3CN solutions. The recorded
emission spectra are shown in Fig. 8.28 and Fig. 8.29, for the dicyanomethylene and
carbonyl compounds, respectively, on the following two pages. Table 8.10 presents
the experimentally determined emission energies (∆Eem), the corresponding quan-
tum yields Φem, and the energies for the 0-0 transitions (∆E0-0), between the emissive
state and the ground state.
The compounds 5, 10 and 11, were found to be non-emissive at these conditions.
Measurements on these compounds at lower temperature, are in progress. Compound
7 is very weakly emissive in toluene and CH3CN, while no emission could be detected
in CH2Cl2 solution. Thus, determination of quantum yields for this compound was
not performed, due to the poor signal-to-noise ratio in the recorded emission spectra.
Compound 9 appear to be a photoactive compound, and new species are formed upon
irradiation by the intense excitation source in the emission spectrophotometer. This
revealed itself, through changes in the absorption spectrum, recorded after the mea-
surement of emission spectra, and through the development of an emission band, at
approximately 2.25 eV upon elongated irradiation. Therefore no experimental data
are given for this compound. In Table 8.10 the calculated emission energies in vac-
uum and CH3CN environment, are also listed for the compounds 2, 3, 5, 7, and 8.
These will be explained in the following.
The experimental details regarding the emission measurements can be found in
the Appendix.
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Figure 8.28: Normalized emission spectra of 2 (full lines, top) and 3 (full lines, bottom)
in toluene (black), CH2Cl2 (red) and CH3CN (green) solutions. The absorption spectra
are presented with dotted lines, and are normalized with respect to the lowest energy ab-
sorption envelope. The emission spectra for 3, recorded in toluene and CH3CN solutions
for 2 overlap with each other. The emission spectra were recorded with excitation, at
375 nm (3.31 eV) for both compounds. The presented emission spectra (Iem) have been
corrected from wavelength (λ) to energy (E) by Iem(λ) = λ2Iem(E).
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Figure 8.29: Normalized emission spectra of 7 (full lines, top) and 8 (full lines, bottom)
in toluene (black), CH2Cl2 (red) and CH3CN (green) solutions. The absorption spectra
are presented with dotted lines, and are normalized with respect to the lowest energy ab-
sorption envelope. No emission from 7 was observed in CH2Cl2. The emission spectrum
of 7 in CH3CN is noisy at the emission maximum and have therefore been normalized
with respect to what appears as the "center" of the noise. The absorption and emission
spectra of 8 recorded CH2Cl2 and CH3CN solutions, are identical and therefore over-
lap. The emission spectra were recorded with excitation, at 490 nm (2.53 eV) and 400
nm (3.10 eV) for 2 and 8, respectively. The presented emission spectra (Iem) have been
corrected from wavelength (λ) to energy (E) by Iem(λ) = λ2Iem(E).
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Table 8.10: Emission maxima, (∆Eem, in eV) and the corresponding quan-
tum yields (Φem), and 0-0 transition energies (∆E0-0, in eV), for the com-
pounds 2, 3, 5, 7, and 8.
Compound Environment ∆Eem Φem (× 103) ∆E0-0
(eV)a (eV)b
2 Vacuumc 2.14 - 2.61
Toluene 1.90 0.26 2.35
CH2Cl2 1.84 0.17 2.32
CH3CNd 1.80, 1.84 0.09 2.29, 2.27
3 Vacuumc 2.38 - 2.90
Toluene 2.13 3.2 -
CH2Cl2 2.22 1.5 2.56
CH3CNd 2.14 2.20 1.9 2.54 2.68
5 Vacuumc 1.22 - 1.56
Toluene - - -
CH2Cl2 - - -
CH3CNd 0.80 - 1.14
7 Vacuumc 1.95 - 2.31
Toluene 1.65 - 1.91
CH2Cl2 - -
CH3CNd 1.57, 1.50 - 1.8, 1.87
8 Vacuumc 2.67 - 3.17
Toluene 2.46 9.8 2.84
CH2Cl2 2.35 18 2.78
CH3CNd 2.35, 2.40 23 2.78, 2.90
a Determined from the maxima of the energy corrected emission spectra. b Determined
from the intersection between the normalized energy corrected emission spectrum, and the
absorption spectrum normalized with respect to the lowest energy absorption envelope. 160
c Values in italics are energies calculated, at the (TD)-M062X/6-311+G(2d,p)//(TD)-
B3LYP/6-311G(d,p) level. d Values in italics are energies calculated, at the PCM/(TD)-
M062X/6-311+G(2d,p)//PCM/(TD)-B3LYP/6-311G(d,p), with state specific equilibrium
solvation of the 1B2 state optimized structures. See text for details.
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At this point, it is unknown, if the emission for the various compounds originate
from the states, which correlate with the 1B2 state of 2. In order to investigate whether
this is the case, the emission energies from these states were calculated for the com-
pounds 2, 3, 5, 7, and 8. The emission energies were calculated in vacuum, and in
CH3CN environment, in order to compare with the experimental results in Table 8.10.
In vacuum, the calculations were performed as follows. The five compounds were
structurally optimized along the excited energy state potential energy surfaces, which
correlate with the 1B2 state of 2. The structural optimizations were performed at the
TD-B3LYP/6-311G(d,p) level, as previously described for 2. The vertical excitation
energies for the ground state of the 1B2 (1B) excited state optimized structures, were
then calculated at the TD-M062X/6-311+G(2d,p) level. For all five compounds, the
results of the latter calculations suggested that the 1B2 (1B) state, is the lowest excited
state. Thus, according to the results from the calculations, the emission will originate
from the 1B2 (1B) state for each compound in vacuum, if Kasha’s rule is assumed
to be obeyed.189 The emission energy from this state, will be the latter calculated
transition energies.
The calculations of emission energies of the compounds in a CH3CN environment
are less straight-forward. For this purpose Fig. 8.30, in the following page, is helpful
in the description of the steps. Fig. 8.30 illustrates the concept for 2, but the strategy
is equivalent for the other compounds. First, 2 is optimized to the lowest energy
conformation in the 1B2 excited state (red 2 in Fig. 8.30), with inclusion of a PCM
solvation model, to simulate the CH3CN environment for 2 in the 1B2 state. When
the equilibrium conformation of 2 in the 1B2 state is located, the vertical excitation
energy to the 1B2 state is calculated, from the ground state of this conformation, at
the TD-M062X/6-311+G(2d,p) level, using state specific equilibrium solvation.190,191
This yields the energy for 2 in the 1B2 state, with excited state solvation (red brackets
around red 2). The ground state energy of the 1B2 state equilibrium conformation,
is then calculated, at the M062X/6-311+G(2d,p) level, with the PCM solvation data,
from the latter state specific equilibrium solvation calculation. This yields the energy,
which corresponds to the blue colored 2 in the red excited state solvation brackets.
The energy difference between the last two calculated energies, then correspond to
the calculated emission energy of 2 from the 1B2 state in acetonitrile.
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Figure 8.30: Illustration of the different aspects of the absorption and emission processes
for 2. The resonance structures represent the pi-electron density distribution of 2 in the
two states.
The 0-0 transition energies correspond to the energy difference, between the
energy of the ground state equilibrium conformation, calculated at the M062X/6-
311+G(2d,p)//B3LYP/6-311G(d,p) level (with or without PCM solvation), and the
energy of the 1B2 state equilibrium conformation obtained as described above. To
this energy difference is added the difference in zero-point energy in the ground state
(Ezp,g, in Fig. 8.30) and the 1B2 state (Ezp,e, in Fig. 8.30), calculated at the (TD)-
B3LYP/6-311G(d,p) level. For each of the compounds this contribution is less than
0.1 eV, and therefore only accounts for a small contribution to the 0-0 transition en-
ergy.
Before discussing the data in Table 8.10, it is appropriate to comment on the
structural aspect of the 1B2 (1B) state equilibrium structures, from which the emission
is calculated to originate from. In short, the 1B2 (1B) states of 3, 5, 7, and 8 exhibit
the same structural in differences in their fluorene moeity, as those described for 2,
i.e. the most prominent bond length differences are found in the five-membered ring
moiety. Moreover, the dipole moments for each of these compounds are calculated
to be larger in the 1B2 (1B) state, in comparison to the ground state. This underlines
that the dipolar 4npi-electron density distribution, which was argued to be important
in the description of the pi-electron density distribution in the FC 1B2 (1B) states, is
also important for each of the compounds, in their lowest energy conformation in the
1B2 (1B) states. The 1B2 (1B) state equilibrium conformation of the compounds can
therefore be interpreted as shown in Fig. 8.31.
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Figure 8.31: The results of the calculated ground state and 1B2 (1B) state equilibrium
structures and dipole moments, suggest that the various compounds can be interpreted
as the resonance structure representations, shown in black for the ground state structures
and in red for the 1B2 (1B) state structures, for each compound. Point group symmetries
are given in parenthesis, and the dipole moments are calculated at the TD-B3LYP/6-
311G(d,p) and B3LYP/6-311G(d,p) level for the excited and ground state equilibrium
conformations, respectively.
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Some interesting aspects to notice are, that 3 is calculated to adopt a C2 symmetric
conformation in the 1B state, with nitro groups twisted 19.40◦ out of the molecular
plane. This will result in poorer pi-electron orbital overlap, between the fluorene
moiety and the nitro groups, when compared to the planar ground state conforma-
tion. This is interpreted as a consequence of the unfavorable interaction, between
the pi-electron withdrawing nitro groups and the electron deficient fluorene moiety.
The molecule can reduce this unfavorable interaction by twisting the nitro groups as
calculated.
The structures of 5 and 7 adopt C2v symmetric equilibrium conformations in their
1B2 states, and the C−N(CH3)2 bond lengths are shortened by 0.02 Å. This indicates
that the pi-electron interaction between the dimethylamino groups and the fluorene
moiety is more pronounced in the 1B2 state, in comparison to the ground state. From
this result, it appears most likely that the emission energy from 1B2 (1B) state is
controlled by the influence of substituents.
The calculated emission energies and the 0-0 transition energies in CH3CN are
in very good agreement with the available experimental data. Thus, it is therefore
reasonable to assign the emission to originate from the 1B2 (1B2) states of the com-
pounds. This is in accordance with several results of luminescence spectroscopic
measurements, which reveal that the emission from 8 originates from a 1B2 excited
state.179–181,184,185 The calculated result for 5 serves as one explanation for why no
emission is observed for this compound. An emission energy of 0.80 eV, is to low
to be detected by the photomultiplier tubes in the spectrophotometer used, which can
only detect photons, with energies higher than 1.30 eV.
Interestingly, the calculated emission energies in vacuum follow the pattern:
∆Eem(8) > ∆Eem(3) > ∆Eem(2) > ∆Eem(7) > ∆Eem(5). Most importantly, this pat-
tern persists between the experimental results. This verifies, that the substituents can
also be used for tuning emission energies in a systematic manner for 2 and 8, by uti-
lizing the knowledge of how pi-electrons prefer to be delocalized in the excited states.
The ∆E0-0 values follow the same pattern as described above. This is a manipulation
pattern, which is consistent with how substituents affect the ∆EST of pentafulvene,
and illustrate the close similarity between the excited states of pentafulvene and the
fulvenic molecules investigated in this chapter.
In summary, it was illustrated both computationally and experimentally that sub-
stitution of 2 and 8 affect the 1B2 state excited state energies in a predicable manner.
The substituent controlled manipulation of the absorption-, emission-, and 0-0 tran-
sition energies are illustrated in the collective Fig. 8.32.
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Figure 8.32: Illustration of how the substituents (X) affect the absorption- (∆Eabs),
emission- (∆Eem), and 0-0 transition energies (∆E0-0) in derivatives of 2 (Y = C(CN)2)
and 8 (Y = O). Electron withdrawing- and electron donating substituents are abbreviated
EWG and EDG, respectively. For clarity, in this Figure the ∆E0-0 does not include the
zero-point vibrational energies of the ground- and 1B2 state.
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For future investigations, the compounds 13-17 are interesting in the context of
substituent controlled manipulation of excited state energies. Although, these com-
pounds are so far hypothetical, their synthesis are plausible in theory, and should be
attempted. This series of compounds represent a set, where the pi-electron donation
from the substituents to the fluorene moeity, is gradually increased. Thus, if the idea
in Fig. 8.32 is applicable, the 1B2 excited state energies of the compounds, should
exhibit a systemic bathochromic shift from 13 to 17. If the model in Fig. 8.32 is not
supported, it has to be revised, or discarded in the "worst case scenario".
O O
NC CN
17
O O
CNNC
13
NC CN
14
O O
CNNC
O O
NC CN
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16
Figure 8.33: Target molecules for future research.
Chapter 9
Final remarks
In my personal opinion, it is unfortunate that the energetic aspects, associated with
excited state pi-electron delocalization, has not drawn more significant attention in
organic photochemistry. Although photochemistry textbooks describe the photo-
chemical behavior of molecules, which contains cyclic arrays of pi-electrons, this
behavior is rarely set in relation to the energetic aspects associated with pi-electron
delocalization in the excited states. This thesis demonstrates that a range of photo-
chemical and photophysical observations can be rationalized, using the knowledge
pi-electron interactions in cyclic arrays, in both the ground state and excited states.
Recently, we have submitted a comprehensive review, which gathers the research
reports that have in one way or another dealt with cyclic delocalization of pi-electrons
in the excited states.15 This review illustrates the systematic trends associated to
cyclic delocalization of pi-electrons in excited state cyclic polyenic systems. Hope-
fully, this will convince chemists that the understanding, and application of excited
state pi-electron delocalization has been a neglected area in organic chemistry, which
deserves more attention in the future.
Fortunately, there has been a considerable number of research reports recently,
which focus on this topic.25,192–199 Especially, the optical and electrochemical proper-
ties of pentafulvene derivatives, and compounds in close relation to 2 and 8 in Chapter
8, has drawn considerable attention.166,170,188,188,193,200–205 This illustrates that scien-
tist are opening up their eyes for the wonders of the excited state pi-electron delocal-
ization.
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Spectroscopic Methods
Absorption Spectroscopy
The absorption spectra presented in this thesis were recorded by using a Cary 50 Bio
spectrophotometer (Varian Inc.) in a 1 cm quartz cuvette (Hellma) using the pure
solvent as a baseline. All solvents, except dichloromethane and acetonitrile were
purchased from LabScan and were of HPLC grade. Dichloromethane and acetonitrile
were purchased from Sigma-Aldrich and were of spectroscopic grade. All solvents
were used as received.
In this thesis, the absorption spectra are presented as the molar absorption spectra.
They were determined, as the average of three molar absorption spectra recorded with
three different concentrations (1-10 µM) of the compound, using a scan rate of 200
nm per minute and an excitation slit width of 0.5 nm. The molar absorption spectra
of the low intensity regions in the spectra, were determined as the average of four
molar absorption spectra recorded, at four different concentrations (0.1-1 mM) of the
compound, using a scan rate 200 nm per minute and an excitation slit width of 0.5
nm.
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Emission Spectroscopy
The emission spectra presented in this thesis were recorded on a Jobin Yvon Horiba
Fluorolog spectrophotometer with monochromator slit widths at the excitation and
emission sites of 5 and 7 nm, respectively. Compounds 2, 3, were excited at 375 nm,
and 8 at 400 nm in all solvents. In these measurements a longpass filter ( > 400 nm)
was inserted in front of the monochromater at the emission site. 7 was excited at 490
nm, using excitation and emission slit widths of 13 nm. No bandpass filter was used
in the measurement of this compound. The presented emission spectra are average
spectra of three, recorded at three different concentrations of the compounds. Each
spectrum has been corrected for the emission spectra of the solvents used, recorded
at the same conditions.
Quantum yields were calculated with respect to a reference with known quantum
yield (ΦR) calculated from:162
Φ = ΦR
I
IR
AR
A
n2
n2R
(9.1)
Where IR and I are the values of the energy domain integrated emission spectrum
for the reference and the compound in question, respectively. The parameters AR
and A are the values of absorption, at the excitation wavelength used of the reference
compound and the compound in question, respectively. The constants n and nR are
the refractive indexes of the solvents, in which the spectra of the reference compound
and the compound in question are measured, respectively. In the measurement of
quantum yields, A and AR were kept less than 0.1, at the excitation wavelengths to
ensure linearity between the emission and absorption intensities. For 2 and 3, and 8
the quantum yield of 8 in acetonitrile solution was used as reference (Φ = 0.023).206
The detection range of the photomultiplier tube used were limited to an upper
wavelength of 800 nm. To simulate the remaining part of the emission spectra for
2 outside the detection range, the emission spectra were fitted to a sum of Gaussian
functions such that R2 > 0.99. The analytical expressions for the spectra were then in-
tegrated in the energy domain, and used for the determination of the quantum yields.
The quantum yields given as the average of values obtained with three different con-
centrations of the compounds.
Excitation spectra were recorded at the maximum intensity of the emission spec-
tra for the compounds. The excitation spectra were similar to the absorption spectra
of the compounds, suggesting that the observed emission, does not originate from
impurities. Furthermore, no concentration dependent features were observed in the
emission spectra, indicating that no intermolecular interactions, such as exciplex for-
mations, give rise to the observed emission.
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