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Dynamical sampling and systems from iterative
actions of operators
Akram Aldroubi and Armenak Petrosyan
Abstract In this chapter, we review some of the recent developments and prove
new results concerning frames and Bessel systems generated by iterations of the
form {Ang : g ∈ G, n = 0,1,2, . . .}, where A is a bounded linear operator on a sep-
arable complex Hilbert space H and G is a countable set of vectors in H . The
system of iterations mentioned above was motivated from the so called dynamical
sampling problem. In dynamical sampling, an unknown function f and its future
states An f are coarsely sampled at each time level n, 0≤ n < L, where A is an evo-
lution operator that drives the system. The goal is to recover f from these space-time
samples.
1 Introduction
The typical dynamical sampling problem is finding spatial positions X = {xi ∈ Rd :
i ∈ I} that allow the reconstruction of an unknown function f ∈H ⊂ L2 (Rd) from
samples of the function at spatial positions xi ∈ X and subsequent samples of the
functions An f , n = 0, · · · ,L, where A is an evolution operator and n represents time.
For example, f can be the temperature at time n = 0, A the heat evolution operator,
and An f the temperature at time n. The problem is then to find spatial sampling
positions X ⊂Rd , and end time L, that allow the determination of the initial temper-
ature f from samples { f |X ,(A f )|X , · · · ,(AL f )|X}. For the heat evolution operator,
the problem has been considered by Vetterli and Lu [21, 20] and inspired our re-
search in dynamical sampling, see e.g., [3, 4, 5, 6].
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1.1 The dynamical sampling problem
Let H be a separable (complex) Hilbert space, f ∈H be an unknown vector and
fn ∈H be the state of the system at time n. We assume
f0 = f , fn = A fn−1 = An f
where A is a known bounded operator onH . Given the measurements
〈An f ,g〉 for 0≤ n < L(g), g ∈ G (1)
where G is a countable subset ofH and L : G 7→N∪{∞} is a function, the dynami-
cal sampling problem is to recover the vector f ∈H from the measurements (1). It
is important that the recovery of f be robust to noise. Thus, we also require that the
sampling data allow the recovery of f in a stable way. Equivalently, for any f ∈H ,
the samples must satisfy the stability condition
C1‖ f‖2 ≤ ∑
g∈G
L(g)
∑
n=0
|< An f ,g > |2 ≤C2‖ f‖2,
for some C1,C2 > 0 absolute constants.
A related problem for band-limited signals in R2 (i.e., the Paley Wiener spaces
PWσ ) with time varying sampling locations corresponding to trajectories but time-
independent function can be found in [16].
1.2 Dynamical sampling for diagonalizable operators in l2(N)
When the Hilbert space is H = l2(N), and when the operator A is equivalent to
a diagonal matrix D, i.e., A∗ = B−1DB where D = ∑ j λ jPj is an infinite diagonal
matrix, then a characterization of the set of sampling I ⊂ N such that any f ∈H
can be recovered from the data Y = { f (i),(A f )(i), · · · ,(Ali f )(i) : i ∈ I} is obtained
in [6].
The results are stated in terms of vectors bi that are the columns of B corre-
sponding to the sampling positions i ∈ I, the projections Pj that are diagonal infinite
matrices whose non-zero diagonals are all ones and correspond to the projection on
the eigenspace of D associated to λ j, and the smallest integers li such that the sets
{bi,Dbi, . . . ,Dlibi} are minimal [4].
Theorem 1. Let A∗ = B−1DB, and let {bi : i ∈ I} be the column vectors of B whose
indices belong to I. Let li be the smallest integers such that the set {bi,Dbi, . . . ,Dlibi}
is minimal. Then any vector f ∈ l2(N) can be recovered from the samples
Y = { f (i),A f (i), . . . ,Ali f (i) : i ∈ I}
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if and only if for each j, {Pj(bi) : i ∈ I} is complete in the range E j of Pj.
Although Theorem 1 characterizes the sets I⊂N such that recovery of any f ∈ l2(N)
is possible, it does not provide conditions for stable recovery, i.e., recovery that is
robust to noise. Results on the stable recovery are obtained for the case when I is
finite [4]. Stable recovery is also obtained when H = l2(Z), A is a convolution
operator, and I is a union of uniform grids [6]. For shift-invariant spaces, and union
of uniform grids, stable recovery results can be found in [1]. Obviously, recovery
and stable recovery are equivalent in finite dimensional spaces [5]. In [27] the case
when the locations of the sampling positions are allowed to change is considered.
1.2.1 Connections with other fields and applications
The dynamical sampling problem has similarity with wavelets [7, 11, 12, 17, 22, 24,
25, 31]. In dynamical sampling an operator A is applied iteratively to the function
f producing the functions fn = An f . fn is then, typically, sampled coarsely at each
level n. Thus, f cannot be recovered from samples at any single time-level. But,
similarly to the wavelet transform, the combined data at all time levels is required
to reproduce f . However, unlike the wavelet transform, there is a single operator A
instead of two complementary operators L (the lowpass operator) and H (the high
pass operator). Moreover, A is imposed by the constraints of the problem, rather
than designed, as in the case of L and H in wavelet theory. Finally, in dynamical
sampling, the spatial-sampling grids is not required to be regular.
In inverse problems, given an operator B that represents a physical process, the
goal is to recover a function f from the observation B f . Deconvolution or de-
bluring are prototypical examples. When B is not bounded below, the problem
is considered ill-posed (see e.g., [23]). The dynamical sampling problem can be
viewed as an inverse problem when the operator B is the result of applying the
operators SX0 ,SX1A,SX2A
2, . . . ,SXL A
L, where SXl is the sampling operator at time
l on the set Xl , i.e., BX = [SX0 ,SX1A,SX2A
2, . . . ,SXL A
L]T . However, unlike the typ-
ical inverse problem, in dynamical sampling the goal is to find conditions on L,
{Xi : i = 0, . . . ,L}, and A, such that BX is injective, well conditioned, etc.
The dynamical sampling problem has connections and applications to other areas
of mathematics including, Banach algebras, C∗-algebras, spectral theory of normal
operators, and frame theory [2, 8, 10, 13, 14, 15, 26, 32].
Dynamical sampling has potential applications in plenacoustic sampling, on-
chip sensing, data center temperature sensing, neuron-imaging, and satellite re-
mote sensing, and more generally to Wireless Sensor Networks (WSN). In wire-
less sensor networks, measurement devices are distributed to gather information
about a physical quantity to be monitored, such as temperature, pressure, or pollu-
tion [18, 21, 29, 20, 30]. The goal is to exploit the evolutionary structure and the
placement of sensors to reconstruct an unknown field. When it is not possible to
place sampling devices at the desired locations (e.g., when there are not enough de-
vices), then the desired information field can be recovered by placing the sensors
elsewhere and taking advantage of the evolution process to recover the signals at
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Fig. 1 The dynamical sam-
pling procedure when the
sampling happens at different
time levels.
the relevant locations. Even when the placement of sensors is not constrained, if the
cost of a sensor is expensive relative to the cost of activating the sensor, then the
relevant information may be recovered with fewer sensors placed judiciously and
activated frequently. Super resolution is another applications when a evolutionary
process acts on the signal of interest.
1.3 Contribution
In this chapter, we further develop the case of iterative systems generated by the
iterative actions of normal operators which was studied in [3, 4]. This is done in
Section 2.3. In Section 2.4 we study the case of general iterative systems generated
by the iterative actions of operators that are not necessarily normal.
2 Frame and Bessel properties of systems from iterative actions
of operators
In this section we review some results from [3, 4] on the iterative actions of normal
operators, prove some new results for this case and generalize several results to the
case where the operators are not necessary normal.
2.1 Equivalent formulation of the dynamical sampling problem
Using the fact that 〈A f ,g〉 = 〈 f ,A∗g〉, we get the following equivalent formulation
of the dynamical sampling problem described in Section 1.1.
Proposition 1. 1. Any f ∈H can be recovered from {〈An f ,g〉}g∈G,0≤n<L(g) if and
only if the system {(A∗)ng}g∈G,0≤n<L(g) is complete inH .
2. Any f ∈H can be recovered from {〈An f ,g〉}g∈G,0≤n<L(g) in a stable way if and
only if the system {(A∗)ng}g∈G,0≤n<L(g) is a frame inH .
Because of this equivalence, we drop the ∗ and we investigate systems of itera-
tions of the form {Ang}g∈G,0≤n<L(g), where A is a bounded operator on the Hilbert
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space H , G is a subset of H , and L is a function from G to the extended set of
integers N∗ = N∪{∞}. The goal is then to find conditions on A, G and L so that
{Ang}g∈G,0≤n<L(g) is complete, Bessel, a basis, Riesz basis, frame, etc. In the re-
mainder of this chapter, we only study the case where L(g) = ∞, for each g ∈ G.
2.2 Normal operators
Theorem 1 as well as most of the results in [4] have been generalized to the case of
normal operators in general Hilbert spaces [3], and new results have been obtained.
The work relied on the spectral theorem of normal operators in Hilbert spaces (see
e.g., [10] Ch. IX, theorem 10.16, and [9]). Since we will use this theorem again
in this work, we state a version of this landmark theorem and give an example to
clarify its meaning. In essence, the spectral theorem of normal operators is a way of
diagonalizing any normal operator in a separable complex Hilbert space. Using an
appropriate unitary transformation U , a normal operator A is equivalent to a multi-
plication operator UAU−1 f˜ = Nµ f˜ = z f˜ where f˜ is a vector valued function on C,
and Nµ f˜ (z) = z f˜ (z) for every z ∈ C. Specifically,
Theorem 2 (Spectral theorem with multiplicity). For any normal operator A on
H there are mutually singular compactly supported Borel measures µ j, 1≤ j ≤∞
on C, such that A is equivalent to the operator
N(∞)µ∞ ⊕Nµ1 ⊕N(2)µ2 ⊕·· ·
i.e. there exists a unitary operator U
U :H → H˜ = (L2(µ∞))(∞)⊕L2(µ1)⊕ (L2(µ2))(2)⊕·· ·
such that
UAU−1 = Nµ = N
(∞)
µ∞ ⊕Nµ1 ⊕N(2)µ2 ⊕·· · . (2)
Moreover, if M is another normal operator with corresponding measures ν∞,ν1,ν2, . . .
then M is equivalent to A if and only if [ν j] = [µ j], j = 1, . . . ,∞ (are mutually abso-
lutely continuous).
Since the measures {µ j : j ∈ N∗} are mutually singular, we can define the measure
µ =∑ j µ j on C. A function g˜ ∈ H˜ is a vector of the form (g˜ j) j∈N∗ , where g˜ j is the
restriction of g˜ to (L2(µ j))( j).
Remark 1. Note that for every 1 ≤ j < ∞, g˜ j(z) is a finite dimensional vector in
l2{1, . . . , j} and for j = ∞, g˜∞(z) is a vector in l2(N). In order to simplify notation,
we define Ω j to be the set {1, ..., j} and Ω∞ to be the set N. Note that l2(Ω j)∼= C j,
for j ∈ N, and l2(Ω∞) = l2(N). For j = 0 we define l2(Ω0) to be the trivial space
{0}.
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An example to clarify the use of the Theorem above is given below.
Example 1. Let A be the 8×8 diagonal matrix
A =
λ1I2 0 00 λ2I3 0
0 0 λ3I3

where λi 6= λ j if i 6= j and I j denotes the j× j identity matrix. For this case, the
theorem above gives: H˜ = (L2(µ2))(2) ⊕ (L2(µ3))(3), µ2 = δλ1 , µ3 = δλ2 + δλ3 ,
where δx is the Dirac measure at x. If g = (g1, . . . ,g8)T , then Ug = g˜ =
(
g˜ j
)
. In
particular, g˜3(λ2) =
 g3g4
g5
, g˜3(λ3) =
 g6g7
g8
 and g˜3(z) = 0 for z 6= λ2,λ3 (in fact
for z 6= λ2,λ3, g˜3(z) can take any value since the measure µ3 is concentrated on
{λ2,λ3} ⊂ C). We have
〈U f ,Ug〉 =
∫
C
〈 f˜ (z), g˜(z)〉dµ(z)
=
∫
C
〈 f˜2(z), g˜2(z)〉dµ2(z)+
∫
C
〈 f˜3(z), g˜3(z)〉dµ3(z)
= 〈 f˜2(λ1), g˜2(λ1)〉+ 〈 f˜3(λ2), g˜3(λ2)〉+ 〈 f˜3(λ3), g˜3(λ3)〉
=
8
∑
j=1
f jg j = 〈 f ,g〉.
Since the measures µ j in Theorem 1 are mutually singular, there are mutually
disjoint Borel sets {E j} such that µ j is concentrated on E j for every 1≤ j ≤ ∞.
The function n : C→{1,2, . . . ,∞} given by
n(z) =
{
j, z ∈ E j
0, otherwise
is called multiplicity function of the operator A. Thus every normal operator is
uniquely determined, up to a unitary equivalence, by a pair (n, [µ]) where [µ] is the
class of measures mutually singular with the compactly supported Borel measure µ
and n : C→{1,2, . . . ,∞} is a µ measurable function.
2.3 Action of normal operators via infinite iterations
In this section we present results from [3] about a system of infinite iterative action
{Angi}i∈I, n≥0 of a given normal operator A ∈ B(H ) on a set of vectors G ⊂H .
Some of the results assume that A is reductive, i.e., every invariant subspace V for
A is also invariant for A∗.
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Theorem 3. Let A be a normal operator on a Hilbert space H , and let G be a
countable set of vectors in H such that {Ang}g∈G, n≥0 is complete in H . Let
µ∞,µ1,µ2, . . . be the measures in the representation (2) of the operator A. Then
for every 1 ≤ j ≤ ∞ and µ j-a.e. z, the system of vectors {g˜ j(z)}g∈G is complete in
l2{Ω j}.
If in addition to being normal, A is also reductive, then {Ang}g∈G, n≥0 being
complete in H is equivalent to {g˜ j(z)}g∈G being complete in l2{Ω j} µ j-a.e. z for
every 1≤ j ≤ ∞.
Although, the system of iteration {Ang}g∈G, n≥0 is complete, it is shown in [3]
that it cannot be a basis for H . The obstruction is that {Ang}g∈G, n≥0 cannot be
minimal and complete at the same time.
Theorem 4. If A is a normal operator on H then, for any set of vectors G ⊂H ,
the system of iterates {Ang}g∈G,n≥0 is not a basis forH .
Remark 2. The normality assumption on A is essential. For example, if S is the right-
shift operator on H = l2(N), then {Sne0}n≥0 is an orthonormal basis for H =
l2(N). In fact, it can be shown that, in a Hilbert space, a system of vectors H
{T ng}n≥0 generated by T ∈ B(H ) and g ∈H is a Riesz basis if and only if is
unitarily equivalent to the right-shift operator S in l2(N) [19].
The fact that, for a normal operator A, {Ang}g∈G, n≥0 cannot be basis is that when
it is complete, it must be redundant (since it is not minimal). But it is possible for
such a sequence to be a frame. For example, the following theorem characterizes
frames generated by the iterative action of diagonalizable normal operators acting
on a single vector b [4].
Theorem 5. Let Λ = ∑ j λ jPj, acting on l2(N), be such that Pj have rank 1 for all
j ∈ N, and let b := {b(k)}k∈N ∈ l2(N). Then {Λ lb : l = 0,1, . . .} is a frame if and
only if
i) |λk|< 1 for all k.
ii) |λk| → 1.
iii) {λk} satisfies Carleson’s condition
inf
n ∏
k 6=n
|λn−λk|
|1− λ¯nλk|
≥ δ . (3)
for some δ > 0.
iv) b(k)=mk
√
1−|λk|2 for some sequence {mk} satisfying 0<C1≤ |mk| ≤C2 <∞.
In the previous theorem, the spectrum lies inside the unit disk D1. Moreover, the
spectrum concentrates near its boundary S1. These facts can be generalized for nor-
mal operators [3].
Theorem 6. Let A be a normal operator on an infinite dimensional Hilbert space
H and G a system of vectors inH .
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1. If {Ang}g∈G, n≥0 is complete in H and for every g ∈ G the system {Ang}n≥0 is
Bessel in H , then µ (Dc1) = 0 and µ|S1 is absolutely continuous with respect to
arc-length measure (Lebesgue measure) on S1.
2. If |G| < ∞ and {Ang}g∈G, n≥0 satisfies the lower frame bound then, for every
0 < ε < 1, µ
(
Dc1−ε
)
> 0, where D1−ε is the closed disc of radius 1− ε .
It can be proved that if µ (Dc1) = 0 and µ|S1 is absolutely continuous with respect to
arc-length measure on S1 then there exists a set G ⊂H such that {Ang}g∈G, n≥0 is
complete and Bessel system inH . Other developments on this theme can be found
in [28].
Corollary 1. If for a normal operator A ∈ B(H ) in an infinite dimensional space
H the system of vectors {Ang}g∈G, n≥0 with |G|< ∞ is a frame, then A is unitarily
equivalent to an operator Λ = ∑ j λ jPj where Pj are projections such that dimPj ≤
|G|. In particular, if |G|= 1, then λ j satisfy conditions i), ii) in Theorem 5.
Proof. Define the subspace V˜ρ of H˜ to be V˜ρ = { f˜ : supp f˜ ⊆ Dρ}. The restriction
of UAU∗ to V˜ρ is normal with its spectrum equal to the part of the spectrum of A
inside Dρ . If we iterate the z-multiplication operator on the projections Gρ = PV˜ρG
of the vectors in G we get a frame for V˜ρ hence, from part 2), V˜ρ must be finite
dimensional. That implies the spectrum of A is finite inside every Dρ with ρ <
1. We also know from Part (1) of Theorem 6 that µ(Dc1) = 0. Furthermore, from
Corollary 2 below, µ(S1) = 0. Thus, UAU∗ has the form Λ = ∑ j λ jPj. The fact that
dimPj ≤ |G| follows from Theorem 1. The rest follows from Theorem 5. uunionsq
2.4 New results for general bounded operators
This section is devoted to the study of the iterative action of general bounded oper-
ators in B(H ).
Theorem 7. If for an operator A ∈ B(H ) there exists a set of vectors G inH such
that {Ang}g∈G, n≥0 is a frame inH then for every f ∈H , (A∗)n f → 0 as n→ ∞.
Proof. Suppose, for some {g}g∈G, {Ang}g∈G, n≥0 is a frame with frame bounds B1
and B2. Let f ∈H . Then for any m ∈ Z we have
∑
g∈G
∞
∑
n=0
|〈(A∗)m f ,Ang〉|2 = ∑
g∈G
∞
∑
n=0
|〈 f ,An+mg〉|2 (4)
= ∑
g∈G
∞
∑
n=m
|〈 f ,Ang〉|2.
Since∑g∈G∑∞n=0 |〈 f ,Ang〉|2≤B2‖ f‖2, we conclude that∑∞n=m∑g∈G |〈 f ,Ang〉|2→ 0
as m→ ∞. Thus, from (4), we get that ∑g∈G∑∞n=0 |〈(A∗)m f ,Ang〉|2→ 0 as m→ ∞.
Using the lower frame inequality, we get
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B1‖(A∗)m f‖ ≤ ∑
g∈G
∞
∑
n=0
|〈(A∗)m f ,Ang〉|2.
Since the right side of the inequality tends to zero as m tends to infinity we get that
(A∗)m f → 0 as m→ ∞. uunionsq
Corollary 2. For any unitary operator A :H →H and any set of vectors G⊂H ,
{Ang}g∈G, n≥0 is not a frame inH .
If for every f ∈H , (A∗)n f → 0 as n→ ∞, then we can get the following exis-
tence theorem of frames forH from iterations.
Theorem 8. If A is a contraction (i.e., ‖A‖ ≤ 1), and for every f ∈H , (A∗)n f → 0
as n→ ∞, then we can choose G⊆H such that {Ang}g∈G, n≥0 is a tight frame.
Remark 3. The system we find in this case is not very useful since the initial system
G is ’too large’ (it is complete inH in some cases). Moreover, the condition ‖A‖ ≤
1 is not necessary for the existence of a frame with iterations. For example, we can
take nilpotent operators with large operator norm for which there are frames with
iterations.
Proof. Suppose for any f ∈H , (A∗)n f → 0 as n→ ∞ and ‖A‖ ≤ 1. Let D = (I−
AA∗)
1
2 and V = cl(DH ). Let {h}h∈I be an orthonormal basis for V . Then
m
∑
n=0
∑
h∈I
|< f ,AnDh > |2 =
m
∑
n=0
∑
h∈I
|< D(A∗)n f ,h > |2
=
m
∑
n=0
‖D(A∗)n f‖2
=
m
∑
n=0
< D2(A∗)n f ,(A∗)n f >
=
m
∑
n=0
< (I−AA∗)(A∗)n f ,(A∗)n f >
= ‖ f‖2−‖(A∗)m+1 f‖.
Taking limits as m→∞ and using the fact that (A∗)m f → 0 we get from the identity
above that
∞
∑
n=0
∑
h∈I
|< f ,AnDh > |2 = ‖ f‖2.
Therefore the system of vectors G = {g = Dh : h ∈I } is a tight frame forH . uunionsq
Theorem 9. If dimH = ∞, |G| < ∞, and {Ang}g∈G, n≥0 satisfies the lower frame
bound, then ‖A‖ ≥ 1.
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Proof. Suppose ‖A‖< 1. Since {g}g∈G is finite and dim(H ) = ∞, for any fixed N
there exists a vector f ∈H with ‖ f‖= 1 such that < Ang, f >= 0, for every g ∈G
and 0≤ n≤ N. Then
∑
g∈G
∑
n≥0
|< Ang, f > |2 = ∑
g∈G
∞
∑
n=N
|< Ang, f > |2 ≤ ∑
g∈G
‖g‖
∞
∑
n=N
‖A‖2n→ 0
as N→ ∞ hence the lower frame bound cannot hold. uunionsq
Corollary 3. Let {Ang}g∈G, n≥0 with |G|< ∞ satisfies the lower frame bound. Then
for any coinvariant subspace V ⊂ H of A with ‖PV APV ‖ < 1 we have that
dim(V )< ∞.
Proof. V is coinvariant for A is equivalent to
PV A = PV APV .
It follows that PV An = PV AnPV . Hence, if {Ang}g∈G, n≥0 satisfies the lower frame
inequality inH , then {(PV APV )ng}g∈G, n≥0 also satisfies the lower frame inequal-
ity for V and hence from the previous theorem if dim(V ) =∞, then ‖PV APV ‖ ≥ 1.
uunionsq
3 Related work and concluding remarks
There are several features that are particular to the present work: In the system of
iterations {(A∗)ng}g∈G,0≤n<L(g) that we considered in this chapter, we let L(g) = ∞
for all g ∈ G. This setting implies strong constraints on the spectrum of A when
we further require that the system is a Bessel system, a frame, etc. Since in finite
dimensional spaces every finite spanning set is a frame, and since for fixed g, if
K > dim(H ), then the set {(A∗)ng}g∈G,0≤n≤K is always linearly dependent, it does
not make sense to let L(g) > dim(H )+ 1. In fact, the finite dimensional problem
has first been studied [5] in which L(g) is a constant for all g ∈ G and is as small as
possible in some sense.
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