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An algorithm for calculating generalized continued fractions 
M. G. de Bruin (*) 
ABSTRACT 
In this paper the generalization of  a continued fraction in the sense of  the Jacobi-Perron algorithm 
(called an n-fraction) is considered. 
Apart from the known algorithms to calculate an n-fraction a new one is derived and the algorithms 
are compared with respect to the number of  operations required and the time to execute these 
operations. 
1. INTRODUCTION 
The problem at hand is to calculate an n-fraction 
(compare [1], [5]) given by 
~(0 i)= A(ki)/A(k n+l) (i= 1,2 ..... n) (1) 
where the numbers A~ i) ~i = 1,2 ..... n+l;rE IN) satisfy 
the same recurrence relation 
(n) x +a(n-1)X + +a(1)X 
X r=brXr_l+a r r-2 r r-3 "'" r r-n-1 
ordinary continued fraction. 
As has been done in [3], conditions are derived under 
which this new algorithm is faster than the others. 
Recently another paper by J. Miklo~ko [4] 
appeared in which the method of precalculation of 
certain quantities is used to lower the number of 
arithmetical operations required for repeated computa- 
tion of linear recurrence relations of length greater than 
2. The algorithm B2 in [4] has to be adjusted in order 
to lead to algorithm A4 defined in the next section be- 
cause of the form of the recurrence relation for an 
n-fraction. 
(r=1,2 . . . . .  k) (2) 
with initial values 
A('i)-j = ~i+j,n+l (i= 1,2 ..... n+l ;j= 0,1 ..... n) (3) 
The n-fraction following from (1),(2) and (3) is 
usually given in an abbreviated form in which only 
the coefficients of the recurrence relation (2) and the 
initial values A(01), A(02) ..... A(0 n) (the first column) 
appear; A(0 n+l)- is always equal to 1 : 
a~ 1) ... a~ 1) 
1 
~(o ~) o 
0 . . .  
For n = 1 we get an ordinary continued fraction. 
Apart from the algorithm (2,37 and those already 
given in [1], [5], a new one is derived, generalizing 
the algorithm given by J. Miklo~ko in [3] for an 
(4) 
2. ALGORITHMS FOR CALCULATION OF (4) 
To avoid intricacy only the case k ~ n ~ 2 will be 
treated in the sequel. By-A1 we denote the calculation 
by backward computation 
r ÷Sr+l (i=2,3 ..... n) 
-b -~s  (n) ' b +s (n) 
r r+l r r+l 
(5)  
for r=k,k-1,...,2,1 
where s(ki)+l -- 0(i= 1,2 ..... n) and s~ i)= ~(~)(i= 1,2 ..... n). 
Compare [2]. 
By A2 we denote another algorithm for backward 
computation, closely connected with the generalization 
o f  an ordinary C-fraction (compare [1], [5] ). 
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~1) a~2) + a(1) ~(i-1) 
= r+l ,t~i) ^(i+1) ,%+1 (i=2,3 ..... n-l), 
= ~r ";:(n) 
Sr+l 
~:(n-1) 
t/rn) =br t  +'r+l for r = k, k-1 ..... 2,1 
[(n) 
r+l 
all) t(~) = t~ i-17 
~(01) t in ) '  t i  n) (i= 2'3v'"n) 
(6) 
where a (1) - ~:(1) _ e(n-17 = 0 and t(kn+)l = 1. k+l - ~k+l . . . . .  ¢k+1 
There does exist an algorithm for forward computation 
(generalizing A2 from [3]) but it is very complicated 
and will be omitted here. 
The ordinary computation using the recurrence 
relation (2) and initial values (3) will be denoted by 
A3; the values of (47 follow from (1). 
Finally we denote by A4 the generalization of A4 
given in [3] : it consists of the precalculation of a 
sequence ~1'c~2 ..... c~ k by the recurrence relation (9) 
which leads to the desired result by formulae (10) 
and (17. The difference with A3 lies in the fact that 
now only once a recurrence relation is used, while in 
A3 the recurrence relation (2) is used n+l times, each 
time with another set of initial values taken from (3). 
The recurrence relations (2) written down for 
r = 1,2,...,k give rise to a system of k linear equations 
in k unknowns, Mx = b, where M is a triangular matrix 
with entries on n+l diagonals ("matrice-bande"). 
We have x = (X1,X 2 ..... Xk)T, b = (31,32 ..... 3k )T with 
i~ yfl-j+l (n+2-i~) . . . . .  2 , (n+l) , , 
q'PJ= i--0 A.i0=I ...... n*;al :=%/ 
[3j =0 (j=n+2,n+3 ..... k) 
and M as below 
1 
4 2 
~(17 
- n+2 
© 
© 
-b 3 1 • 
a/2;'" b '" 1 - n+2"'" " n:+2 
(1) 
-an+3 "'" -bn+3 1 
• "'1~ " b l  
",_a{ ~.) • , 1 o.. 
(8) 
It can easily be seen that 
• ~[~j[ =1 
= y min(j-l'n +1)_ (n +2-i) . . . . .  
, ak +l_j +i aj_iU= z,a ..... ~;; i= 1 
a~n+l) :=bj) 
(9) 
and that the initial values lead to 
[A (n+l) = akb 1 +ak_la(2n7 +... + C~k_na(l+) 1 
/A! n) =tr, a! n) + tr, ~a (n- l )  + ... + a ,  la(n 1) 
| K K J- K--.I. Z5 K -n  + 
t 
A(kn-J) 
A(k 1) 
= aka~n-J)÷ak_la(2n-j-1)+... 
+c~ a (1) 0=1,2 ..... n-2) k-n+j +1 n-j 
= aka~ 1) 
<1o7 
After this, the values of the n-fraction follow from (1). 
Finally we denote by A1 ,A2 ", A3' resp. A4" the 
algorithms arising from A1, A2, A3 resp. A4 by re- 
placing in each line of (5) the divisions by multiplication 
by 1/[b r + s(n)r+lil (r=k,k-1,..],l), replacing in each line 
(6 7 the divisions by multiplication by l /t! ia) of  
(r = k,k-1 ..... 1) and by replacing the divisions in (1) by 
multiplication by 1/A~ n+17' (thus to get A4" from A4, 
only the last mentioned replacement of divisions by 
multiplications in (17 is necessary 7. 
Although the number of operations i increased, the 
total time to execute them is decreased if 
m < 1 - 1 where m is the time of multiplication and 
d n 
d the time of division. 
3. THE NUMBER OF OPERATIONS REQUIRED 
Keeping in mind the fact that addition of a quantity 
equal to zero does not need to be counted nor multi- 
plication by a factor equal to zero or one, it is easy to 
derive the following table for the number of operations 
required to compute an n-fraction (k > n ~ 2). 
Now x = M'lb and because of the form of the 
equations it suffices to calculate the last row of M -1 
only, denoted by (ak,0tk_ 1..... t~l) and after that the 
coordinates of M-lb up to and including the (n+l)st. 
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ALGO- 
RITHM 
1. A1 
2. A1" 
3. A2 
4. A2" 
5. A3 
6. A3" 
7. A4 
8. A4" 
additions 
(k-1)n 
(k-1)n 
(k-1)n 
(k-1)n 
1-n(n+l) (2k-n-2) 
1-n(n+l)(2k-n-2) 
(k-1)n 
(k-1)n 
number of 
multiplications 
kn 
kn 
!(n+1)2(2k-n-2) 
1- (n+1)2(2k-n-2) +n 
(k-1)(n+l) 
(k-1)(n+l) +n 
divisions 
kn 
k 
kn 
k 
Total number of operations 
2 nk -n 
(2n+l)k-n 
2nk-n 
(2n+l)k-n 
(2n 2+3n+l)k+r-2kn+l)(n+2)(2n+l) 
(2n2+3n+l)k+n+L1 (n+l)(n+2) (2n+1) 
(2n+l)k-n-1 
(2n+l)k-n 
As the problem of calculating an n-fraction (4) uses 
(n+l)k inputs, we see that for n > 2 the number of 
operations required exceeds the number of inputs 
and that the difference between these two numbers 
increases with n. Furthermore it is clear that A1 and 
A2 resp. AI" and A2" are equivalent regarding num- 
ber of operations and execution time; the abbreviation 
A for A1, A2 and A" for A1 ", A2" will be used in 
the sequel. 
Finally we observe that taking n = 1 the formulae 
reduce to those already appearing in [3] (line 1, line 
3, line 7 give A1, A3, A4 in [3] resp.). 
4. COMPARING THE ALGORITHMS 
As A3, A3" are clearly inferior to the others, we focus 
our attention on A, A4, A4". In the following table 
we denote by m and d again the time for multiplication 
and for division and by "BEST" the algorithm for 
which the execution time is minimal; because all 
four algorithms have the same number of additions, 
the time for addition is irrelevant here. 
ratio m 
d 
m 1 ~<l--n 
m=11 
l _ l<m <1._ 1~ 
n d n+l 
m=l_  1 
n+l 
m 1 
> 1- n+l 
BEST 
k=l 
A' ,A4 '  
A,A" ,A4,A4" 
A,A4 
A,A4 
A,A4 
k ; ,2  
A4" 
A4,A4" 
A4 
A,A4 
A 
From the viewpoint of accuracy in the computed 
~01)'" (i = 1,2 ..... n) it is of course better to use values 
multiplication i stead of division; thus the algorithms 
A4, A4" are in a certain sense preferable to A, A' 
(even if they need more time), because the former 
only have dLvision(s) at the end of the algorithm and 
the latter have division(s) at each step. 
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