We study the implementation of a synchronous program as a set of multiple tasks running on the same computer, and scheduled by a real-time operating system using some preemptive scheduling policy, such as fixed priority or earliest-deadline first. Multitask implementations are necessary, for instance, in multiperiodic applications, when the worst-case execution time of the program is larger than its smallest period. In this case, a single-task implementation violates the schedulability assumption and, therefore, the synchrony hypothesis does not hold. We are aiming at semanticspreserving implementations, where, for a given input sequence, the output sequence produced by the implementation is the same as that produced by the original synchronous program, and this under all possible executions of the implementation. Straightforward implementation techniques are not semantics-preserving. We present an intertask communication protocol, called DBP, that is semantics-preserving and memory-optimal. DBP guarantees semantical preservation under all possible triggering patterns of the synchronous program: thus, it is applicable not only to time-, but also event-triggered applications. DBP works under both fixed priority and earliest-deadline first scheduling. DBP is a nonblocking protocol based on the use of intermediate buffers and manipulations of write-to/read-from pointers to these buffers: these manipulations happen upon arrivals, rather than executions of tasks, which is a distinguishing feature of DBP. DBP is memory-optimal in the sense that it uses as few buffers as needed, for any given triggering pattern. In the worst case, DBP requires, at most, N + 2 buffers for each writer, where N is the number of readers for this writer.
INTRODUCTION
Model-based design is being established as an important paradigm for modern embedded software development. The main principle of the paradigm is to use models (with formal semantics) all along the development cycle, from design, to analysis, to implementation. Using models rather than, say, building prototypes is essential for keeping the development costs manageable. However, models alone are not enough. Especially in the safety-critical domain, they need to be accompanied by powerful tools for analysis (e.g., model checking) and implementation (e.g., code generation). Automation here is the key: high system complexity and short time-to-market make model reasoning a hopeless task, unless it is largely automatized.
High-level models facilitate design by allowing the designer to focus on essential functionality and algorithmic logic, while abstracting from implementation concerns. This is also important in order to make designs platform-independent. High-level models, therefore, often assume "ideal" semantics, such as concurrent, zero-time execution of an unlimited number of components. It is essential to use such ideal semantics in order to keep the level of abstraction sufficiently high. This is the case for very popular tool-boxes like SIMULINK, 1 as well as synchronous languages [Benveniste and Berry 1991] .
Naturally, these assumptions break down upon implementation. This often results in implementations that do not preserve the original semantics. In turn, the results obtained by analyzing the model (e.g., model satisfies a given property) may not hold at the implementation level. In order not to lose the benefits of using high-level models, then, the following issue needs to be addressed: how can the semantics of the high-level model be preserved while relaxing the ideal semantical assumptions?
In this work we try to answer this question, in the case where the high-level model is written in a synchronous language, such as SIMULINK or LUSTRE [Caspi et al. 1987] . Compilation (or code generation) of synchronous programs has been extensively studied in the literature and a number of techniques exist (see Halbwachs [1992 Halbwachs [ , 1998 ] for surveys). Most, if not all, of these techniques however, produce single-task implementations, where a sequential, "monolithic" piece of code is produced. Single-task implementation methods generate the simplest kind of code, that presents a number of advantages. For instance, it does not require a real-time operating system (RTOS) with multitasking capabilities (i.e., a scheduler to allocate the processor to the different tasks). Instead, in this paper, we consider multitask implementations, where instead of a single task, the code-generation process produces many tasks triggered by different events. Why worry about multitask implementations when singletask ones are simpler (and also easier to produce)? Let us try to answer this question below.
Single-Task Versus Multitask Implementations
If the original synchronous program is multirate, that is, contains parts that execute at different periods or are triggered by different events, then the singletask implementation must run at the fastest possible rate. Inside the code, ifthen statements can be used to execute the parts that run at slower rates. This presents no problems as long as the monolithic program can be executed fast enough, that is, as long as its worst-case execution time (WCET) is smaller than the activation period (or minimum interarrival time of triggering events, in case the program is aperiodic). If this condition fails, however, then the monolithic implementation may fail to react promptly or may even miss triggering events.
For example, consider a synchronous program consisting of two parts (or tasks) P 1 and P 2 that must be executed every 10 and 100 ms, respectively. Suppose the worst-case execution time (WCET) of P 1 and P 2 is 2 and 10 ms, respectively, as shown in Figure 1 . Then, in a monolithic implementation, a single task P that includes the code of both P 1 and P 2 would have to be executed every 10 ms, since this is required by P 1 . Inside P , P 2 would be executed only once every 10 times (e.g., using an internal counter modulo 10). Assuming that the WCET of P is the sum of the WCETs of P 1 and P 2 (note that this might not always the case), we find that the WCET of P is 12 ms, that is, greater than its period. In practice, this means that every ten times, the task P 1 will be delayed by 2 ms. This may appear harmless in this simple case, but the delays might be larger and much less predictable in more complicated cases. This obviously has an effect on semantical preservation: the outputs produced by the singletask implementation may be different from those defined by the synchronous semantics.
Until recently, there has been no rigorous methodology for handling this problem. In the absence of such a methodology, industrial practice consists in "manually" modifying the synchronous design, for instance, by "splitting" tasks with large execution times, like task P 2 above. Clearly, this is not satisfactory as it is both tedious and error-prone.
Multitask implementations can provide a remedy to schedulability problems as the one discussed above. When an RTOS is available, and the two tasks P 1 and P 2 do not communicate with each other (i.e., do not exchange data in the 15:4
• P. Caspi et al. original synchronous design), there is an obvious solution: generate code for two separate tasks and let the RTOS handle the scheduling of the two tasks. Depending on the scheduling policy used, some parameters need to be defined. For instance, if the RTOS uses a static-scheduling policy, as this is the case most of the time, then a priority must be assigned to each task prior to execution. During execution, the highest-priority task among the tasks that are ready to execute is chosen. In the case of multiperiodic tasks, as in the example above, the rate-monotonic assignment policy is known to be optimal in the sense of schedulability [Liu and Layland 1973] . This policy consists in assigning the highest priority to the task with the highest rate (i.e., smallest period), the second highest priority to the task with the second highest rate, and so on.
This solution is simple and works correctly as long as the tasks do not communicate with each other. However, this is not a common case in practice. Typically, there will be data exchange between tasks of different periods. In such a case, some intertask communication mechanism must be used. On a single processor, this mechanism usually involves some form of buffering, that is, shared memory accessed by one or more tasks. Different buffering mechanisms exist:
-simple ones, such as a buffer for each pair of writer/reader tasks, equipped with a locking mechanism to avoid corruption of data, because of simultaneous reads and writes. -same as above, but also equipped with a more sophisticated protocol, such as a priority-inheritance protocol to avoid the phenomenon of priority inversion [Sha et al. 1990 ], or a lock-free protocol to avoid blocking upon reads or writes [Chen and Burns 1997; Huang et al. 2002 ]. -other shared-memory schemes, like the publish-subscribe scheme used in the PATH project [Puri and Varaiya 1995; Tripakis 2002 ], which allows decoupling of writers and readers.
None of these buffering schemes, however, guarantees preservation of the original synchronous semantics.
2 This means that the sequence of outputs produced by some task at the implementation may not be the same as the sequence of outputs produced by the same task at the original synchronous program. Small discrepancies between semantics and implementation can sometimes be tolerated, for instance, when the task implements a robust controller, which has built-in mechanisms to compensate for errors. In other applications, however, such discrepancies may result in totally wrong results, with catastrophic consequences. For example, controllers contain more and more "discrete logic," which is not robust (a single bit-flip may change the course of an if-then-else statement). Moreover, echos from the industry indicate that determinism is an important requirement. For instance, recent versions of the 2 Many of these schemes guarantee a freshest-value semantics, where the reader always gets the latest value produced by the writer (in Section 3.3, we provide such an example of nonpreservation of the synchronous semantics). Freshness is desirable, in some cases, in particular, in control applications, where the more recent the data, the more accurate they are.
SIMULINK code-generator REAL-TIME WORKSHOP provide options to "ensure deterministic data transfer." Our contacts with Esterel Technologies reveal similar concerns. Having a method that guarantees equivalence of semantics and implementation is then crucial. It implies that the effort spent in simulation or verification of the synchronous program need not be duplicated in order to test the implementation, which is an extremely important cost factor.
Contributions
In this paper we propose a set of semantics-preserving, multitask implementation techniques for synchronous programs. We model synchronous programs abstractly, as sets of communicating tasks. Tasks are triggered by different events and we make no assumption on the occurrence pattern of these events. The synchrony hypothesis is captured in the semantics of the model, which is "ideal": a task produces its output as soon as it is triggered, that is, in zero time.
We then define a set of intertask communication schemes, each of which involves a set of buffers shared by writer and reader tasks, a set of pointers pointing to these buffers, and a protocol to manipulate buffers and pointers. The essential principle behind all protocols is that the pointers must be manipulated not during the execution of the tasks, but upon the arrival of the events triggering these tasks. In that way, the order of arrivals can be "memorized" and the original semantics can be preserved. In Section 3.3, we provide a concrete example in which the above principle is not implemented and, as a result, the ideal semantics is not preserved.
More precisely, we propose two types of buffering protocols: static and dynamic. In the static-buffering protocols, the set of buffers is determined before execution. These protocols are more efficient time-wise, however, they are generally nonoptimal with respect to memory requirements, when the writer communicates data to more than one reader. For this reason, we also propose a dynamic-buffering protocol, called DBP, which allocates buffers only when they are needed, at the expense of some time overhead. The protocols can be applied when the tasks are scheduled using one of the following two types of preemptive scheduling policies: static-priority (SP) scheduling or earliest-deadline first (EDF) scheduling [Liu and Layland 1973] . Note also that the static protocols are, in fact, special cases of the DBP.
Each static-buffering protocol involves a writer task τ i and a reader task τ j . There are three protocols, depending on the relative priorities of τ i and τ j , in case SP scheduling is used, or their relative deadlines, in case EDF scheduling is used.
-The high-to-low protocol is used when τ i has higher priority than τ j , or smaller deadline. -The high-to-low protocol with unit delay is used when τ i has higher priority than τ j , or smaller deadline, and there is a unit delay between the two tasks, that is, τ j reads the one-before-last value written by τ i . -The low-to-high protocol is used when τ i has lower priority than τ j , or larger deadline, and there is a unit delay between the two tasks.
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What is also interesting to note is that, although under SP the protocols are different depending on the relative priorities of the tasks, and despite the fact that under EDF priorities change dynamically, the protocols for EDF are chosen statically, simply by considering the relative deadlines of tasks. For example, when τ i has smaller deadline than τ j then the high-to-low protocol is used. It turns out that even in situations where τ i does not preempt τ j (this is possible under EDF whereas it would preempt it under SP) the protocol works correctly.
The DBP buffering protocol involves one writer task communicating the same set of data to many reader tasks. Some readers may be of higher priority (or smaller deadline) and some of lower priority (or larger deadline). Some readers may involve a unit delay, while others do not. DBP allocates buffers upon arrivals of the writer task, whenever this is necessary, that is, when all previously allocated buffers are still in use. As we show in this paper, DBP is optimal in terms of number of buffers used. In particular, DBP uses n + 1 buffers for n lower-priority readers. This is to be compared with 2n buffers used by the static protocol. When there are also higher-priority readers, the requirements are n + 2, which is independent of the number of higher-priority readers.
It should be emphasized that all protocols work no matter what the arrival pattern of tasks is. In particular, they work for both time-(e.g., multiperiodic) and event-triggered applications. In the case where the arrival pattern of tasks is known a-priori, DBP can be easily turned into a static protocol, as we show in Section 5.3.
AN INTERTASK COMMUNICATION MODEL
We consider a set of tasks, T = {τ 1 , τ 2 , . . .}. The set need not be finite, which allows the modeling of, for example, dynamic creation of tasks.
To model intertask communication, we consider a set of dataflow links of the form (i, j, p) , with i, j ∈ {1, 2, . . .} and p ∈ {−1, 0}. If p = 0 then we write τ i → τ j , otherwise, we write τ i −1 → τ j . The tasks and links result in what we shall call a task graph. For each i, j pair, there can only be one link, so we cannot have both τ i → τ j and τ i −1 → τ j . Intuitively, a link (i, j, p) means that task τ j receives data from task τ i . If p = 0 then τ j receives the last value produced by τ i , otherwise, it receives the one-before-last value (i.e., there is a "unit delay" in the link from τ i to τ j ). In both cases, it is possible that the first time that τ j occurs 3 there is no value available from τ i (either because τ i has not yet occurred, or because it has occurred only once and p = −1). To cover such cases, we will assume that for each task τ i there is a default output value y i 0 . Then, in cases such as the above, τ j uses this default value.
Notice that links model dataflow and not precedences between tasks.
We allow for cycles in the graph of links, provided these cycles are not zero delay, that is, provided there is at least one link (i, j, −1) in every cycle. Notice that we could allow zero-delay cycles if we made an assumption on the arrival patterns of tasks, namely, that all tasks in a zero-delay cycle cannot occur at the same time. However, it is often the case that tasks occur at the same time. For instance, two periodic tasks with the same initial phase, will "meet" at multiples of the least common multiplier of their periods.
Synchronous, Zero-Time Semantics
We associate with this model an "ideal", zero-time semantics. For each task τ i , we associate a set of occurrence times T i = {t for all k. Because of the zero-time assumption, the occurrence time captures the release, start, and finish times of a task. The release time refers to the time the task becomes ready for execution. The start time refers to the time the task starts execution. The end time refers to the time the task finishes execution. In the next section, we will distinguish these three times.
We make no assumption on the occurrence times of a task. This allows us to capture all possible situations, namely, where a task is periodic (i.e., released at multiples of a given period) or where a task is aperiodic or sporadic. Note also that for two tasks i and j , we might have t i k = t j m , which means that i and j may occur at the same time. The absence of zero-delay cycles ensures that the semantics will still be well-defined in such a case.
Given time t ≥ 0, we define n i (t) to be the number of times that τ i has occurred until t, that is:
We denote inputs of tasks by x's and outputs by y's. Let y i k denote the output of the kth occurrence of τ i . Given a link τ i → τ j , x i, j k denotes the input that the kth occurrence of τ j receives from τ i . The ideal semantics specifies that this input is equal to the output of the last occurrence of τ i before τ j , that is:
Notice that if τ i has not occurred yet then = 0 and the default value y i 0 is used.
If the link has a unit delay, that is, τ i −1
→ τ j , then:
Some examples of the ideal semantics are provided in the next section, where we also show potential problems that arise during implementation.
EXECUTION ON STATIC-PRIORITY OR EDF SCHEDULERS

Execution Under Preemptive Scheduling Policies
We consider the situation where tasks are implemented as stand-alone processes executing on a single processor equipped with a real-time operating system (RTOS). The RTOS implements a scheduling policy to determine which of the ready tasks (i.e., tasks released, but not yet completed) is to be executed at a given point in time. In this paper, we consider two scheduling policies: -Static-priority: each task τ i is assigned a unique priority p i . The task with the highest (greatest) priority among the ready tasks executes. We assume no two tasks have the same priority, that is, i = j ⇒ p i = p j . This implies that at any given time, there is a unique task that may be executed. In other words, the scheduling policy is deterministic, in the sense that for a given pattern of release and execution times, there is a unique behavior. -Earliest-deadline first or EDF: each task is assigned a unique (relative) deadline (in short, deadline). We assume no two tasks have the same deadline, that is,
The task with the smallest absolute deadline among the ready tasks executes. The absolute deadline of a task is equal to r + d , where r is the release time of the task and d is the deadline.
In the ideal semantics, task execution takes zero time. In reality, this is not true. A task is released and becomes ready. At some later point it is chosen by the scheduler to execute. Until it completes execution, it may be preempted a number of times by other tasks. To capture this, we distinguish, as explained above, the release time of a task τ i from the time τ i begins execution and from the time τ i ends execution. For the kth occurrence of τ i , these three times will be denoted r Throughout this work, we make only one assumption concerning the release times of the different tasks, namely, that the tasks are schedulable. Schedulability means that no task ever violates its absolute deadline, that is, that the release of a task cannot be prior to the completion of the previous instance, if there exists any, of the same task. Therefore, in the static-priority case, we assume that the absolute deadline is the next release time of the task, that is, the absolute deadline of the kth occurrence of τ i is r i k+1 . In the EDF case, if d i is the deadline of τ i , then the absolute deadline of the kth occurrence of τ i is r i k + d i . Obviously, schedulability depends on the assumptions made on the release and execution times of tasks. Checking schedulability is beyond the scope of this work. A large amount of work exists on schedulability analysis techniques for different sets of assumptions: see, for instance, the seminal paper of Liu and Layland [Liu and Layland 1973] , the books [Harbour et al. 1993; Stankovic et al. 1998 ], or more recent schedulability methods based on timed automata model checking [Fersman and Yi 2004] . Notice, however, that our assumption of schedulability is not related to a specific schedulability analysis method: it cannot be, since we make no assumptions on release times and execution times of tasks.
A "Simple" Implementation
Our purpose is to implement the set of tasks so that the ideal semantics are preserved by the implementation. It is worth examining a few examples in order to see that a "simple" implementation does not preserve the ideal semantics.
What we call simple implementation is a buffering scheme where, for each link τ i → τ j , there is a buffer B i, j used to store the data produced by τ i and consumed by τ j . This buffer must ensure data integrity: a task writing on the buffer might be preempted before it finishes writing, leaving the buffer in an inconsistent state. To avoid this, we will assume that the simple implementation scheme uses atomic reads and writes, so that a task writing to or reading from a buffer cannot be preempted before finishing.
For links with unit delays, of the form τ i −1 → τ j , the simple implementation scheme uses a double buffer (B
i, j is used to store the current value written by the producer (i.e., the value written by the last occurrence of the producer) and B 0 i, j is used to store the previous value (i.e., the value written by the one-before-last occurrence). Every time a write occurs, the data in the buffers is shifted, that is, B For the purposes of this section, we assume that each task is implemented in a way such that all reads happen right after the beginning and all writes happen right before the end of the execution of the task. Also, there is only one read/write per pair of tasks, that is, if τ i → τ j then τ i cannot write twice to τ j . These assumptions are not part of the implementation scheme. They are a "programming style." Our aim is to show that, even when this programming style is enforced, the ideal semantics are not generally preserved. Note that these assumptions are not needed in the sections that follow: the protocols we propose work even when these assumptions do not hold. However, we will assume that every writer task writes at least once at each occurrence. This is not a restrictive assumption since "skipping" a write amounts to memorizing the previously written value (or the default output) and writing this value.
Problems with the "Simple" Implementation
Even with the above provisions, the ideal semantics are not always preserved. Consider, as a first example, the case τ i → τ j , where static-priority scheduling is used and τ i has lower priority than τ j , p i < p j . Consider the situation shown in Figure 2 . We can see that, according to the semantics, the input of the mth occurrence of τ j is equal to the output of the (k +1)-th occurrence of τ i . However, this is not true in the implementation, because τ j preempts τ i before the latter has time to finish, thus, before it has time to write its result.
One possible solution to the above problem is to use some type of priorityinheritance protocol, which essentially "lifts" the priority of a task while this task is accessing a resource (see, for instance Sha et al. [1990] ). In such protocols, the consumer task "blocks" and waits for the producer task to finish. In this work, we are interested in wait-free solutions because they are easier to implement. However, there is no wait-free solution to the above problem, unless we require that, whenever τ i has lower priority than τ j and τ j receives data from τ i , a unit delay is used between the two tasks. In other words, the link must be:
→ τ j . From now on, we will assume that this is the case. Even when the above requirement is satisfied, the simple implementation scheme is not correct. Consider the case τ i −1
→ τ j , where p i < p j , that is, a lowto-high priority communication, with unit delay. Suppose there is another task τ q with p q > p j > p i . Consider the situation shown in Figure 3 , where the order of task releases is τ i , τ i , τ q , τ i , and τ j . In the ideal semantics, the reader task τ j uses the output y i k−1 . However, in the simple implementation, it uses the output y i k−2 . This is because τ q "masks" the releases of τ i and τ j , which results in an execution order of τ i and τ j , which is the opposite of their arrival order.
As a third example, consider the high-to-low static-priority case, where the producer has higher priority than the consumer. In particular, we have τ i → τ j and p i > p j . There is also a third task τ q with higher priority than both τ i and τ j , p q > p i > p j . Consider the situation shown in Figure 4 . We can see that, according to the semantics, the input of the mth occurrence of τ j is equal to the output of the kth occurrence of τ i . However, this is not true in the implementation. This is again because τ q "masks" the order of arrival of τ j and τ i (r j m < r i k+1 ). As a result, the order of execution of τ j and τ i is reversed and the reader τ j consumes a "future" (according to the semantics) output of the writer τ i .
These examples show that a simple implementation scheme like the one above will fail to respect the ideal semantics. Note that the problems are not particular to static-priority scheduling. Similar situations can happen with EDF scheduling, depending on the deadlines of the tasks. For instance, the situation shown in Figure 
SEMANTICS-PRESERVING IMPLEMENTATION: THE ONE-READER CASE
To overcome the above problems, we propose an implementation scheme that preserves the ideal semantics. The scheme can be applied to both cases of static-priority and EDF scheduling. For simplicity and in order to facilitate understanding, we first present the scheme in the special case of a writer task communicating to a single reader task. In this case, there are three protocols depending on the relative priorities (or deadlines) of the tasks as well as on whether a unit delay is present or not. Thus, there are three protocols: the low-to-high protocol, the high-to-low protocol, and the high-to-low protocol with unit delay. These protocols are special cases of the general protocol presented in Section 5.
The first is used in the static-priority case when the writer task has lower priority than the reader task, or in the EDF case when the writer has smaller deadline than the reader. The second is used in the static-priority case when the writer has higher priority than the reader, or in the EDF case when the writer has greater deadline than the reader. The third is used in the same cases as the second, but where there is a unit delay between the writer and the reader.
The essential idea of all protocols is that, contrary to the simple implementation scheme of the previous section, actions must be taken not only while tasks execute but also when they are released. These actions are simple (and inexpensive) pointer manipulations. They can, therefore, be provided as operating system support.
The protocols specify such release actions for both writer and reader tasks. It is essential for the correctness of the protocol that when both writer and reader tasks are released simultaneously, writer release actions are performed before reader release actions.
The Low-to-High Buffering Protocol
The low-to-high buffering protocol is described in Figure 5 . Notice that, as mentioned in the previous section, we assume a unit delay between writer and reader. In this protocol, the writer τ i maintains a double buffer and a one-bit variable current. The reader τ j maintains a one-bit variable previous. current points to the buffer currently written by τ i and previous points to the buffer written by the previous occurrence of τ i . The buffers are initialized to the default value y i 0 and current is initialized to 0. previous does not need to be initialized, since it is set by the reader task upon its release.
When the writer task is released, it toggles the current bit. When the reader task is released, it copies the negation of the current bit and stores it in its local variable previous. Notice that these two operations happen when the tasks are released and not when the tasks start executing. During execution, the writer writes to B[current] and the reader reads from B [previous] .
A typical execution scenario is illustrated in Figure 6 . We assume staticpriority scheduling in this example. One time axis is shown for each task. The double buffer is shown in the middle. The arrows indicate where each task writes to or reads from. In this example, the low-priority writer is preempted by the high-priority reader. It is worth noting that the beginning of execution of the high-priority task does not always coincide with its release. This is because, in general, there may be other tasks with even higher priority and they may delay the beginning of the task in question (in fact, they may also preempt it, but this is not shown in the figure). It can be checked that the semantics are preserved. A proof of preservation is provided in Section 6.
The High-to-Low Buffering Protocol
The high-to-low buffering protocol is described in Figure 7 . In this protocol, it is the reader τ j that maintains a double buffer. The reader also maintains two 1-bit variables current, next. current points to the buffer currently being read by τ j and next points to the buffer that the writer must use when it arrives next, in case it preempts the reader. The two buffers are initialized to the default value y i 0 and both bits are initialized to 0. When the reader task is released, it copies next into current and, during its execution, it reads from B[current]. When the writer task is released, it checks whether current is equal to next. If they are equal, then a reader might still be reading from B [current] . Therefore, the writer must write to the other buffer, in order not to corrupt this value. Thus, the writer toggles the next bit in this case. If current and next are not equal, then this means that one or more instances of the writer have been released before any reader was released. Thus, the same buffer can be reused. During execution, the writer writes to B [next] .
A typical execution scenario is illustrated in Figure 8 . This example also assumes static-priority scheduling. Here, it is the reader that is preempted. It is worth noting that the beginning of execution of the high-priority writer does not coincide with its release. This is because, in general, there may be other tasks with even higher priority and they may delay the beginning of the writer. In fact, such tasks may also preempt the writer, but this is not shown in the figure.
The High-to-Low Buffering Protocol with Unit Delay
This protocol is intended for the case τ i −1 → τ j . Before presenting this protocol, we must first point out that we can often handle this case without need for a new protocol, but using the high-to-low protocol presented above. This can be done by modifying the writer task τ i so that it outputs not only its usual output y i but also the previous value of y i . That is, the kth occurrence of τ i will output both y i k and y i k−1 , for k = 1, 2, . . . . This can be done at the expense of adding an internal buffer to τ i , which stores the previous value of the output. Then, it suffices to "connect" the reader τ j to y i k−1 , which means that we have transformed the
Thus, we can use the high-to-low protocol of Section 4.2.
The modification of τ i suggested above is not always possible, since it requires access to the task internals (e.g., source code). This is not always available, for instance, because of intellectual property restrictions. For this reason, we also provide a protocol dedicated to the high-to-low with unit delay case. This protocol can be used by considering the writer and reader tasks as "black boxes."
The high-to-low buffering protocol with unit delay is described in Figure 9 . In this protocol, the reader τ j maintains a triple buffer. There are also three pointers previous, current, and reading. previous points to the buffer that contains the previous last value written by τ i . This is the value that was written by the execution of the one before last occurrence of the writer (the execution that correspond to the previous last release of the writer). current points to the buffer that the writer last wrote to or is still writing to. Finally, reading points to the buffer that τ j is reading from. Buffer B[0] is initialized to the default value y i 0 . Pointers previous and reading are initialized to 0 whereas current is initialized to 1.
When the reader task is released, it copies previous into reading, and during its execution reads from B [reading] . When the writer is released, it sets previous to current, so that previous points to the value previously written. Then, current is assigned to a free position in the buffer, that is, a position different from both previous and reading. Note that after the first execution the previous pointer will still point in the first buffer, which has the default value. A typical execution of this protocol is shown in Figure 10 .
Some Examples Under EDF Scheduling
All examples we have given so far have assumed static-priority scheduling. In this section, we provide some informal arguments and examples to intuitively justify why the protocols can also be applied to EDF. Notice that, a priori, one might think that the protocols are not applicable to EDF, for the following reason. Under EDF, the priorities of tasks change dynamically. On the other hand, the above protocols have been designed assuming a static priority assignment to the writer and the reader. Indeed, if the two priorities are swapped, a different protocol must be used. These facts could lead one to conclude that, under EDF, the buffering scheme needs to be dynamic as well.
Fortunately, this is not the case: the buffering scheme can be defined statically, that is, before execution begins. In particular, the buffering scheme depends on the relative deadlines d i and d j of the writer τ i and the reader τ j , respectively. → τ j , then the high-to-low with unit delay scheme is used.
, that is, the absolute deadline of τ j is smaller than that of τ i . Therefore, we have a situation which is "almost the same" as the lowto-high static-priority case. The difference is that in the static-priority case τ j always preempts τ i , whereas in the EDF case this might not happen. Therefore, in order to guarantee the correctness of the scheme, we must examine this last possibility, to ensure that nothing goes wrong. Figure 11 illustrates what might happen when τ j does not preempt τ i as it normally would in the low-to-high static-priority scenario. One can see that this poses no problems for the buffering scheme. In fact, the situation is as if the kth instance of τ j was released after the (m + 1)th instance of τ i finished.
Let us now turn to the case d i < d j . This case implies that, if τ i is released before τ j then τ j cannot preempt τ i , neither can it start before τ i ends. is smaller than that of τ j . Therefore, we have a situation which is "almost the same" as the high-to-low priority case. The difference is that in the high-to-low priority case τ i always preempts τ j , whereas in the EDF case this might not happen. As before, we must examine this possibility. Figure 12 illustrates what might happen when τ i does not preempt τ j as it normally would in the high-to-low static-priority scenario. Again, this poses no problems to the buffering scheme. The situation is as if the (k + 1)th instance of τ i was released after the mth instance of τ j finished.
The same situation is for the case where τ i −1
→ τ j and d i < d j . Figure 13 shows a typical execution, where the writer task does not preempt the reader, despite the fact that the latter has a larger deadline. This does not cause any problem, however. In fact, the situation is exactly the same as the one where τ i arrives after τ j finishes.
It is worth noting that, contrary to static-priority scheduling, under EDF scheduling, there are cases where the choice of which task to execute next is nondeterministic. This is when the absolute deadlines of two tasks are equal. 4 Such nondeterminism in scheduling is not problematic for our protocol.
Application to General Task Graphs
The three protocols presented above can also be used in a general task graph as the one described in Section 2. Here, we show how this can be done in a simple way. Notice that the method we present here is not always optimal in terms of buffer utilization. Section 5 presents a generalized protocol, which is also optimal.
We can assume that tasks are ordered with respect to their priorities or deadlines, depending on whether we are in a static-priority or EDF setting, respectively. For instance, in a static-priority setting, we assume that tasks are ordered as τ 1 , τ 2 , . . . , meaning that τ 1 has the highest priority, τ 2 has the second highest, and so on. In an EDF setting, τ 1 has the smallest deadline, and so on.
We will also assume, as we already said above, that there is no link τ i → τ j such that i > j . This would correspond to the low-to-high priority case without unit delay, where semantics cannot be generally preserved. Thus, with i > j , we have only three types of links, namely, τ i
One simple way of using the protocols is to consider each data-flow link separately. In other words, assuming i > j , for each link τ i −1
→ τ j we apply the low-to-high protocol, for each link τ j → τ i we apply the high-to-low protocol, and for each link τ j → τ i links. We also have memory requirements for the 1-bit variables, but these are negligible. Note that we use the notation of M , N 1 , and N 2 because it will be similar (corresponding to the case we use) when we explain the generalized protocol in Section 5.1.
We can immediately improve the above memory requirement by observing that, in the case of the low-to-high protocol, it is the writer that maintains the double buffer and not the reader. Therefore, if we have a set of links τ i
. . , M , and if τ i communicates the same data to all tasks τ j k , then we do not need 2m buffers, but only 2.
Let us give an example. Consider the task graph shown in Figure 14 . Unit delays are depicted as −1 on the links. Notice that all unit delays are mandatory, except the one on the link τ 3 −1 → τ 4 . We assume that every writer communicates the same data to all readers. Using the simple method, we have buffer requirements equal to 2M + 2N 1 + 3N 2 = 2 * 4 + 2 * 2 + 3 * 1 = 15. Using the improved method, the buffers maintained by each task are as follows:
-τ 1 is the highest-priority (or lowest-deadline) task. It maintains one double buffer as the writer of the link τ 1 → τ 3 . It maintains no buffer as a reader, since, in this case, the buffers are maintained by the lower-priority writers. -τ 2 maintains no buffer. Thus, in total, the improved method uses 2 + 2 + 2 + 3 + 2 = 11 buffers, or 4 buffers less than the simple method. There is still room for improvement, however. In particular, we show in the next section how the buffer requirements can be optimized.
SEMANTICS-PRESERVING IMPLEMENTATION: THE GENERAL CASE
As already mentioned, the protocols presented in Section 4 are specializations of a generalized protocol, called DBP, that we present in this section. DBP is used for one writer communicating (the same) data to N lower-priority (or larger-deadline) readers and M higher-priority (or smaller-deadline) readers, as shown in Figure 15 . In N 1 among the N lower-priority readers there is no unit delay, while in the rest N 2 = N − N 1 readers there is a unit delay. DBP can be applied to general (i.e., multi-writer) task graphs, as we show in Section 5.2.
Apart from being semantics-preserving, DBP also allows to reduce the memory requirements with respect to the simple method presented in Section 4.5. In particular, DBP requires N +2 (single) buffers, assuming M = 0 and N 2 = 0. If M = N 2 = 0 (i.e., there are no readers linked with a unit delay) then DBP requires N + 1 = N 1 + 1 buffers. This is to be compared, for example, to 2N buffers required when using the method of Section 4.5. Buffer requirements are presented in detail in Section 7.
The Dynamic Buffering Protocol
DBP is shown in Figure 16 . The figure shows the protocol in the case where M = 0 or N 2 = 0, that is, the case where there are links with unit delay. If M = N 2 = 0 then the protocol is actually simpler: the pointer previous is not needed and instead of N + 2 = N 1 + 2, only N 1 + 1 buffers are needed.
The operation of DBP is as follows. The writer τ w maintains all buffers and pointers except the pointers of the higher-priority readers P[i]. The current pointer points to the position that the writer last wrote to. The previous pointer points to the position that the writer wrote to before that. R[i] points to the position that τ i must read from.
The key point is that when the writer is released, a free position in the buffer array must be found, and this is where the writer must write to. By free we mean a position that is not currently in use by any reader, as defined by the predicate free(j). Finding a free j ∈ [1..N + 2] amounts to finding some j , which is different from previous (because B [previous] may be used by the higher-priority reader or a possible lower-priority with unit delay reader may need to copy its value) and also different from all R[i] (because B[R [i] ] is used, or will be used, by the lower-priority reader τ i ). Notice that such a j always exists, by the pigeon-hole principle: there are N + 2 possible values for j and up to N + 1 possible values for previous and all R [i] .
Finding a free position is done in the second instruction executed upon the release of the writer. The first instruction updates the previous pointer. This pointer is copied by each higher-priority reader τ i , when released, into its local
When a lower-priority reader τ i is released, we have two cases: (i) either τ i is one of the N 1 readers that are linked without a unit delay, or (ii) τ i is one of the N 2 readers that are linked with unit delay. In case (i), τ i needs the last value written by the writer. In case (ii), τ i needs the previous value. Pointer R[i] is set to the needed value. Besides this pointer assignment, the rest of the procedure remains the same for both kinds of lower-priority readers. While executing, τ i reads from B[R [i] ]. When τ i finishes execution, R[i] is set to null. This is done for optimization purposes, so that buffers can be reused as early as possible. Notice that even if this operation is removed, DBP will still be correct and it will use, at most, N + 2 buffers. However, DBP will be suboptimal, in the sense that the buffer pointed to by R[i] will not be freed until the next release of τ i . With the above operation present, the buffer is freed earlier, namely, when the current release of τ i finishes.
Notice that DBP also relies on the fact that no more than one instance of every task can be active at any point in time, which follows from the schedulability assumption. In more detail, there can be no more than one pointer per lower-priority task, which allow us to use the pigeon-hole principle as we did before.
Like the protocols discussed in the previous section, DBP also specifies release actions for both writer and reader tasks. In case of simultaneous release of more than one task, we require that the release actions of the writer task are performed before the release actions of the simultaneously released readers. The actions of the readers can be performed in any order. Another major contribution of the above algorithm is that it does not take into account any possible initial offset of the concerning tasks. This is important mostly for the multiperiodic application of the algorithm, as we will study in Section 5.3, since methods used up to now, exclude the use of the initial offset.
An Example.
To illustrate how DBP works, we provide an example. Consider the task graph shown in Figure 17 . There are four tasks: one writer τ w with period T w = 2, one higher-priority reader τ 1 with period T 1 = 1, and two lower-priority readers τ 2 and τ 3 with periods T 2 = 3 and T 3 = 5, respectively. This means that for the one writer of this task graph N = 2, where N is the number of lower-priority readers. Moreover, there is one task with higher priority. Suppose the priorities of the tasks follow the rate-monotonic assignment policy (note that DBP does not require this, as it can work with any priority assignment):
According to the algorithm, the writer will maintain a buffer array B, a pointer array R of size 2, and two pointers current and previous. Also, τ 1 maintains a local pointer P. Note that, since N = 2, B cannot grow larger than four buffers. The initial values are current=previous=1 and
A sample execution of DBP is shown in Figures 18 and 19 . Figure 19 shows the values of the pointers during execution. Figure 18 shows the release, beginning of execution, and end of execution events for each task. Task τ 1 is released at times 0, 1, 2, 3, 4, 5, task τ w is released at times 0, 2, 4, and so on. We use the notation τ 1 , τ 1 , . . . to denote different instances of the same task. Notice that a task instance may be "split" because of preemption: this is, for instance, the case of τ 2 which is split between the first and second cycle. The heights of the task "boxes" in the figure denote the relative priorities of the tasks. Figure 18 also shows exactly where each task reads from and writes to at any given time (dashed and solid arrows, respectively). The "boxes" at the bottom of the figure correspond to the buffer array B and the values stored in each buffer: y 0 is the initial (default) value, y 1 is the value written by the first instance of τ w , and so on. Notice that B grows to three buffers in this example. It can be verified that the synchronous semantics are preserved. For example, the first instance of reader 2, τ 2 , reads the value produced by the first instance of the writer, which was released at the same time. The third instance of reader 1, τ 1 , reads the same value: this is because a unit delay is present in this case. It is worth noting that the unique instance of reader 3 shown in the figure, although it is preempted multiple times, consistently reads the correct value, namely, y 1 . The fact that this instance has not terminated execution when the writer is released at time 4 is what triggers the allocation of a new buffer B[3].
Specializations.
It can be easily shown that the three protocols presented in Section 4 are specializations of DBP. First, consider the low-to-high protocol ( Figure 5 ). It can be obtained by using DBP with N = 0 and M = 1. Then, DBP uses two buffers B[1..2] and three pointers: previous, current, P[1]. In fact, previous is redundant, since it always points to the buffer not pointed to by current. Thus, current corresponds to the pointer current of Figure 5 and P[1] corresponds to the pointer previous of Figure 5 (the latter is local to the reader).
Next, consider the high-to-low protocol (Figure 7 ). It can be obtained by using DBP with N 2 = M = 0 and N 1 = 1. As we said above, in this case only N 1 + 1 = 2 buffers are needed and the pointer previous is useless. Thus, DBP uses two pointers current, R[1]: they correspond to pointers next and current of Figure 7 , respectively.
Finally, consider the high-to-low protocol with unit delay (Figure 9 ). It can be obtained by using DBP with N 1 = M = 0 and N 2 = 1. Then, DBP uses three buffers B[1..3] and three pointers previous, current, R[1]: they correspond to pointers previous, current, reading of Figure 9 , respectively.
Application of DBP to General Task Graphs
Applying DBP to a general task graph is easy: we consider each writer task in the graph and apply DBP to this writer and all its readers. As an example, let us consider again the task graph shown in Figure 14 . There are three writers in this graph, namely, τ 1 , τ 3 , and τ 4 . We assume, for each writer, that it communicates the same data to all its readers. Then, the buffer requirements are as follows:
-τ 1 has only one lower-priority reader without unit delay. That is, we are in the case M = N 2 = 0 and N 1 = 1. As said above, in this case DBP specializes to the high-to-low protocol, which requires one double buffer. -τ 3 has two higher-priority readers τ 1 and τ 2 (with unit delay), one lowerpriority reader τ 4 without unit delay, and one lower-priority reader τ 5 with unit delay. That is, we are in the case N 1 = N 2 = 1 and M = 2. We apply DBP and we need N + 2 = 4 buffers. -τ 4 has two higher-priority readers. That is, we are in the case N = 0 and M = 2. We apply DBP and we need two buffers.
Thus, in total, we have eight single buffers. This is to be compared to 11 single buffers needed using the method described in Section 4.5.
In the case that we have more than one writer, as we said earlier, there is distinctive application of the DBP protocol with new memory space and pointers. Therefore, we do not need to take care about the execution of assignments implied by two different instances of DBP (we could impose for example a partial order for the readers and the writers depending on the priority of the writers of the corresponding DBP). This means that the assumption we expressed earlier, i.e., when a reader and a writer arrive simultaneously, we give priority to the actions of the writer, is sufficient in the general case we just described.
Application of DBP to Tasks with Known Arrival Pattern
DBP is a dynamic protocol in the sense that it reacts to task arrivals and assigns (or even allocates) buffers accordingly. This implies a runtime overhead, for instance, in order to search for a free buffer every time the writer is released. This cannot be avoided in the general case, since the task arrival times are not known in advance. In the case where task arrivals are known, we can turn DBP into a static protocol, using the method described in what follows.
Known task arrival patterns are common: one case is the one of multiperiodic applications where each task is periodic with a known period. Other cases can be more involved, but still the designer may be able to predict with accuracy the arrivals of tasks. We will not assume that the task arrivals are necessarily deterministic. For example, we may only know that a task will arrive within some interval, but not know exactly at what time. However, we will assume that the order of task arrivals is deterministic. Therefore, the task arrival intervals should not overlap. We will also assume that the task arrival pattern is ultimately periodic. This means that the pattern repeats itself forever after some point. This allows for a static representation of the pattern.
Using this information, we can build a static-periodic schedule, which indicates, for each task and each occurrence of this task, where the task should write to or read from. This can be done by simulating DBP with the a-priori known release order of the reader(s) and writer tasks. During simulation, we keep track where the writer stores data and where the reader(s) read from. Those positions can be directly entered into a table that represents the static-periodic schedule. The simulation is performed for the entire period of the arrival pattern. In the multiperiodic case, this is equal to the hyperperiod of the tasks, that is, the least common multiplier of all periods. Notice that for large hyperperiods, the table can become inaffordably large. In such a case, the dynamic version of the protocol may be more advantageous, despite its time overhead. This is an instance of a standard trade-off between time versus memory savings.
Knowledge about task arrivals can be also used in another, very important, way: namely, for memory optimizations. We briefly explain the idea here and defer a detailed description to Section 7.3. DBP is a nonclairvoyant protocol: it reacts to task arrivals but does not know when future arrivals of a task will occur. This is because the protocol is general: it can be applied to any task arrival pattern. For reasons of memory optimization that will become clear in Section 7, it is worth specializing DBP for the case where the arrival pattern of tasks is known. In this case, DBP can exploit knowledge about future arrivals of tasks in order to reduce the number of buffers used, for example, by "freeing" a buffer written by the writer when it knows that no reader will ever use this value in the future. (See Section 7.3 for details).
PROOF OF CORRECTNESS
In this section, we formally prove that the protocols proposed in Sections 4 and 5 are correct, that is, they preserve the ideal semantics. We will use two different proof techniques. For the one-writer/one-reader protocols of Section 4, we reduce correctness to a problem of model-checking on a finite-state model, where automatic verification techniques can be applied [Queille and Sifakis 1981; Clarke et al. 2000] . For the general protocol of Section 5, we provide "manual" proof. Although the latter establishes the correctness of the special protocols as well, we believe that the model-checking proof technique is still worth presenting, because it can serve to establish correctness of other similar protocols in an automatic way. Moreover, from a historical point of view, the one-writer to one-reader protocols, have been founded earlier and the modelchecking proof was used in the first place.
Proof of Correctness Using Model Checking
In order to use model checking, we must justify why finite-state models suffice. We do this in a series of steps.
The first step is to prove correctness of each protocol for a single writer and a single reader. Obviously, the protocols must function correctly for an arbitrary number of tasks. However, we do not want to model all these tasks, since this would yield a model with an unbounded number of tasks, where model checking is not directly applicable. To avoid this, we employ the following argument. We claim that proving correctness of a given protocol only for two tasks, one writer and one reader, is sufficient, provided the effect of other tasks on these two tasks is taken into account.
But what is the "effect of other tasks"? In the case where a protocol of Section 4 is used only for a single writer/reader link, the buffers are not shared with the other tasks. Therefore, the only way the other tasks influence the writer/reader pair in question is by preemption. We will show how to model this influence, although we are not going to model preemption explicitly.
Having eliminated the problem of infinite number of tasks, we still have the problem of data types. Our buffering protocols are able to convey any data type. However, in order to use model checking directly, variables must take values in a finite domain. To solve this problem, we use the technique of uninterpreted functions [Burch and Dill 1994] , which allows to replace the unknown data type with a fixed number of distinct values. This number is the maximum number m of distinct values that can be present in the system at the same time. To implement this idea, we replace the data type with a n-vector of booleans, such that 2 n ≥ m. The general architecture of the model we shall use for model checking is shown in Figure 20 . The model has four components. An event generator component which produces the events of the tasks. A component modeling the ideal semantics. A component modeling the behavior of the buffering protocol. A preservation monitor component, which compares the two behaviors and checks whether they are "equivalent" (where the notion of equivalence is to be defined).
The above described approach, using the model-based paradigm, is interesting because it provides means to verify the preservation of semantics in a larger extend. One can use this scheme to generate sequences of inputs and compare the results of the protocol in question with respect to an automaton representing some "ideal" behavior, or some behavior under test.
Event Generator Model.
A task τ i is modeled by three events, r i , b i , and e i , corresponding to the release, beginning of execution, and end of execution of (an instance of) the task, respectively. In the ideal semantics, these three events occur simultaneously. In the real implementation, these events follow a cyclic order
which corresponds to two facts. First, that each task instance is first released, then starts execution, and finally ends execution. Second, that when a new instance is released the previous instance has finished, which is our schedulability assumption. Notice that although preemption may occur between b i and e i , they are not modeled explicitly.
The scheduling policy is captured by placing restrictions on the possible interleavings of the above events. Let us first show how to model static-priority scheduling. Let τ 1 be the high-priority task and τ 2 be the low-priority task. Then, we know that neither b 2 nor e 2 can occur between r 1 and e 1 . Indeed, τ 2 cannot start before τ 1 finishes. Also, if τ 2 has already started when r 1 occurs then it is preempted and, thus, will not finish before τ 1 finishes. These ordering restrictions can be modeled using the finite-state automaton shown in Figure 21 . 5 The automaton has five states. The state labeled "false" corresponds to the violation of the static-priority scheduling assumption. In other words, the legal orderings of the events r i , b i , e i are those orderings where the "false" state is not reached. For example, r 2 r 1 b 1 e 1 b 2 e 2 is legal, but r 2 r 1 b 2 e 2 is not. The other four states correspond to the cases where no task, only one task, or both tasks have been released. EDF scheduling can be modeled in a similar way. Let τ 1 be the task with the smaller deadline and τ 2 be the task with the larger deadline. Figure 22 shows an automaton modeling this case. Again, when state "false" is reached the EDF scheduling assumption is violated. Note that the restrictions imposed by the automaton of Figure 22 are weaker than those imposed by the automaton of Figure 21 . For example, the sequence r 2 r 1 b 2 e 2 b 1 e 1 is accepted by the former automaton, but not by the latter. This sequence corresponds to the case where the absolute deadline of τ 1 is greater than the one of τ 2 , thus, τ 2 is not preempted.
Ideal Semantics Model.
The other three models are described in the synchronous language LUSTRE. In fact, this is the language we used for model checking. In LUSTRE, as we have seen, variables denote infinite sequences of values, the flows. The ideal semantics for the case τ 1 → τ 2 can be described in LUSTRE, as shown in Figure 23 . A similar model can be built for the case τ 1 −1 → τ 2 . The boolean flows r1 and r2 model the events r 1 and r 2 . That is, event r 1 occurs when, and only when, r1 is "true," and similarly for r 2 . These flows are generated by the event generator model presented previously.
The flow val models the values written by the writer task. It is an n-vector of booleans, according to the abstraction technique explained previously. This flow is also generated externally, in a totally nondeterministic manner (i.e., all possible values are explored in model checking).
The flow ideal1 models the output of the writer task. The output is initialized to value init, also provided externally (this is the LUSTRE expression init -> ...). The output is updated to val every time r 1 occurs. Otherwise, it keeps its previous value (pre ideal1).
The flow ideal2 models the input of the reader task. The input is initialized to init and is updated to the output of the writer every time r 2 occurs. Otherwise, it keeps its previous value.
6.1.3 Buffering Protocol Model. The buffering protocol is also modeled in LUSTRE. Figure 24 shows the model for the low-to-high protocol. Similar models are built for the other protocols.
The model is a LUSTRE node, similar to a C function. The node takes as inputs boolean flows r1, r2, e1 (corresponding to events r 1 , r 2 , e 1 ) and nvector boolean flow w_val (corresponding to the output of the writer) and returns the flow r_val (corresponding to the input of the reader). The flows buff_0, buff_1, curr, prev are internal variables corresponding to the double buffer and boolean pointers manipulated by the protocol (see Figure 5) .
Although event e 1 is not a trigger of the low-to-high protocol, it is used in the modeling in order to update the double buffer: the latter is updated when e 1 occurs, i.e., when the writer task finishes.
Preservation Monitor Model.
The preservation monitor is also modeled in LUSTRE, as shown in Figure 25 . The monitor verifies whether the input of the reader task in the ideal semantics, ideal2, is always equal to the input of the reader task as this is produced by the Low_to_High node (vecteq is a function that checks equality of vectors). The only subtlety is that this check is performed only at certain moments in time and, in particular, during the interval from the beginning until the end of execution of the reader task. This interval is captured by the Boolean flow verif_period. Indeed, outside this interval the values of the reader input in the ideal and real semantics are generally different.
6.1.5 Verification Using LESAR. We performed model checking of the models described above using LESAR, the model checker associated with the LUSTRE tool suite [Ratel et al. 1991] . For the first two cases, the verification of the hito-low and low-to-hi protocols, the model checker, replied with TRUE PROPERTY, i.e., that the protocol is always equal to the ideal semantics, in less than onehalf minute time and using almost 100,000 states for this computation. On the other hand, for the hi-to-low with unit delay, the computation time was more than 4 minutes, the use of states exceeded the 520,000, and the result was also TRUE PROPERTY.
The above computation time and state space, is for the verification of our protocols given that we assert static-priority scheduling, i.e., that the generated releases, starts and ends of the tasks have fixed priorities, as seen in Figure 21 . However, using the EDF scheduling policy there is a larger "freedom" in the generation of those events, resulting in larger computation time and state space. Indeed, for the verification of the hi-to-low protocol with a unit delay, with an EDF scheduler, the computation time is more than 40 minutes and the state space reaches the 1,700,000 states, to prove the TRUE PROPERTY as before.
Proof of Correctness of the Dynamic Buffering Protocol
In this section we will prove the correctness of the protocol DBP (Section 5.1). In this case, model checking is not directly applicable, since we have an arbitrary number of reader tasks. Instead, we provide a "manual" proof.
What we want to prove is semantical preservation, that is, that for any possible arrival pattern and values written by the writer, the values read by the readers in the ideal semantics are equal to the values read by the readers in the implementation, assuming DBP is used. More formally, consider a reader τ i and let t i be the time when an arbitrary instance of τ i is released. We denote this instance by τ t i i . Let t i ≥ t i be the time when τ t i i reads. Let τ w be the writer task. For the moment, let us assume that τ w is released at least twice before time t i . We relax this assumption later in this section.
Let t ≤ t i be the last time before t i that an instance of τ w was released. We denote this instance by τ t w . Let t e > t be the time that τ t w produces its output and finishes. Let y(t) be the output of τ t w . Let t < t be the last time before t that an instance of the writer τ w was released. This instance is denoted τ t w . It finishes execution at time t e > t . Let y(t ) be the output of τ t w . Figure 26 illustrates the notation defined above. Notice that the order of events shown in the figure is just one of the possible orders.
6.2.1 Lower-Priority Reader without Unit Delay. Suppose, as a first case, that the reader τ i has a lower priority than the writer τ w and we have τ w → τ i . Let x(t i ) be the value read by τ t i i . The ideal semantics states that x(t i ) = y(t). We want to show that this equality holds in the implementation as well.
BUFFER REQUIREMENTS: LOWER BOUNDS AND OPTIMALITY OF DBP
In this section, we study the buffer requirements of semantics-preserving implementations. First, we provide lower bounds on the number of buffers required in the worst case, that is, the maximum number of buffers required for any possible arrival/execution pattern. These lower bounds are equal to the number of buffers used by DBP, thus, the corresponding numbers of buffers are both necessary and sufficient. Second, we show that DBP is using buffers optimally not just in the worst case (i.e., worst arrival pattern), but in any arrival pattern.
Lower Bounds on Buffer Requirements and Optimality of DBP in the Worst Case
We begin this section with a concrete example, for the sake of understanding. Consider the scenario of Figure 27 , where there is one writer task and two lowerpriority reader tasks without unit delay. The writer τ w has period T w = 2 and the readers τ 1 and τ 2 have periods T 1 = 3 and T 2 = 5, respectively. We assume staticpriority, rate-monotonic scheduling [Liu and Layland 1973] , where priorities are ordered according to the inverse of the periods. That is: p w > p 1 > p 2 . In this example, we need 3 = 2 + 1 buffers. The three buffers are used to store the outputs of the first, second, and third occurrences of τ w , respectively. The first output is needed by the first occurrence of both τ 1 and τ 2 . The second output is needed by the second occurrence of τ 1 . The third buffer is necessary because when τ w starts writing at time 4, τ 2 may not have finished reading from the first buffer yet. Note that in the above example the rate-monotonic assumption is not required, only that the writer has the highest priority is sufficient to generate the described results. We now provide generalized scenarios and bounds. We consider again the situation of Section 5: one writer, N 1 lower-priority readers without unit delay, N 2 lower-priority readers with unit delay, and M higher-priority readers (with unit delay). Again we let N = N 1 + N 2 .
First, consider the case M = N 2 = 0 (i.e., there is no unit delay). We claim that N +1 = N 1 +1 buffers are required in the worst case. Consider the scenario shown in Figure 28 . There are N + 1 arrivals of the writer and one arrival of each reader. We assume that when the (N + 1)th arrival of the writer occurs, none of the readers has finished execution. This is possible, because the readers have lower priority from the writer and they can be preempted on every new release of it. Moreover, the schedulability assumption is not violated. In the figure we show the lifetime of each buffer: for i= 1, . . . , N , buffer B[i] is used from the moment of the ith arrival of the writer until the (N + 1)th arrival. A buffer is needed at the last arrival so that the writer does not corrupt the data stored in one of the other buffers. Next, consider the case M > 0 and N 2 = 0 (i.e., there is a unit delay). Then, N 1 + 2 buffers are required in the worst case. This can be shown using a slight modification of the previous scenario, by adding one more occurrence of the writer at the end: this is shown in Figure 29 . The last buffer B[N + 2] is needed because none of the first N + 1 buffers can be used: buffers B[1..N ] are used by the N lower-priority readers and buffer B[N + 1] stores the previous value, which may be needed when a higher-priority reader with unit delay arrives (the latter is not shown in the figure) .
Finally, consider the case M = 0 and N 2 > 0 (i.e., there is again a unit delay). Then, N + 2 buffers are required in the worst case, where N = N 1 + N 2 . A worst-case scenario is shown in Figure 30 . In the first part of this scenario, N 1 lower-priority readers without unit delay arrive, interlaced with N 1 occurrences of the writer. This requires N 1 buffers. Next, N 2 lower-priority readers with unit delay arrive, interlaced with N 2 + 1 occurrences of the writer, as shown in the figure. This requires N 2 + 1 buffers, since the previous values are used by the readers: reader r 1 uses B[N 1 + 1], . . . , and reader r N 2 uses B[N 1 + N 2 ]. The last writer cannot overwrite any of the first N 1 + N 2 buffers, since they are used by readers that have not yet finished. The last writer cannot overwrite buffer B[N 1 + N 2 +1] either, since this stores the previous value, which may be needed when a lower-priority reader with unit delay arrives (the latter is not shown in the figure).
These lower bounds show that DBP is optimal in the worst case, that is, in the "worst" arrival/execution pattern. In the next subsection we show that DBP actually has a stronger optimality property, in particular, it uses buffers optimally in any arrival/execution pattern.
Optimality of DBP for Every Arrival/Execution Pattern
The protocol DBP is, in fact, optimal not only in the worst case, but for every arrival/execution pattern, in the following sense:
for every task graph, for every arrival/execution pattern of the tasks, and at any time t, the values memorized by DBP at time t are precisely those values necessary in order to preserve the semantics.
We proceed into formalizing and proving this result.
Let ρ be an arrival/execution pattern: ρ is a sequence of release, begin and end events in real time (i.e., we know the times of occurrence of each event). We will assume that all writer tasks occur at least once in ρ, at time 0, and output their respective default values. This is simply a convention which simplifies the proofs that follow.
For an arrival/execution pattern ρ and for some time t, we define needed(ρ, t) to be the set of all outputs of writer tasks occurring in ρ that are still needed at time t. Formally, needed(ρ, t) is defined to be the set of all y such that y is the output of THE writer task τ w occurring in ρ at some time t w , and one of the following two conditions holds:
1. There exists a link τ w → τ i , task τ i is released in ρ after t w and before the next occurrence of τ w (if it exists), and τ i finishes after t. 2. There exists a link τ w −1 → τ i , there is a second occurrence of τ w in ρ at time t w , where t w < t w , τ i is released after t w and before the next occurrence of τ w (if it exists), and τ i finishes after t.
We assume that outputs y are indexed by the writer identifier and occurrence number, so that no two outputs are equal and needed(ρ, t) contains all values that have been written. This is not a restricting assumption since, in the general case, the domain of output values will be infinite, thus, there is always a scenario where all outputs are different.
needed(ρ, t) captures precisely the minimal set of values that must be memorized by any protocol so that semantics are preserved. Another way of looking at the definitions above is that needed(ρ, t) contains all outputs whose lifetime extends from some point before t to some point after t. Notice that needed(ρ, t) is clairvoyant in the sense that it can "see" in the future, after time t. For instance, needed(ρ, t) "knows" whether a reader τ i will occur after time t or not, and if so, whether this will be before the next occurrence of τ w .
Obviously, a real implementation cannot be clairvoyant, unless it has some knowledge of the arrival/execution pattern. This motivates us to define another set of outputs, denoted maybeneeded(ρ, t). The latter contains all outputs that may be needed, given the knowledge up to time t. Formally, maybeneeded(ρ, t) is defined to be the set of all y such that y is the output of some writer task τ w occurring in ρ at some time t w , and one of the following two conditions holds:
1. There exists a link τ w → τ i , such that, if there is a second occurrence of τ w in ρ at time t w , with t w < t w < t, then there is an occurrence of τ i at time t i , with t w < t i < t w , and τ i finishes after t.
2. There exists a link τ w −1
→ τ i , such that, if there is a second and a third occurrence of τ w in ρ at times t w and t w , with t w < t w < t w < t, then there is an occurrence of τ i at time t i , with t w < t i < t w , and τ i finishes after t.
The intuition is that y may be needed because the reader task τ i may perform a read operation, say, right after time t. It should be clear that for any ρ and t, needed(ρ, t) ⊆ maybeneeded(ρ, t).
We want to compare the values stored by DBP to the above sets. To this end, we define DBPused(ρ, t) as the set of all values stored in some buffer B[i] of DBP at time t, when DBP is executed on the arrival/execution pattern ρ, such that free(i) is false 7 (recall that the predicate free is defined in Figure 16 ). We then have the following result. PROOF. Consider some y in DBPused(ρ, t). There must be some position j such that free(j) is false and the value of B[j] at time t is y. This value was written by the writer τ w at time t w < t. We reason by cases:
1. free(j) is false because previous=j. This means that there is a reader task τ i communicating with τ w with a unit delay link τ w −1
→ τ i . We must show that Condition 2 in the definition of maybeneeded(ρ, t) holds. We consider the following cases, depending on how many times τ w was released before t: -τ w is not released before t. This means that previous = j = 1 and B [j] holds the default value y 0 . -τ w is released only once before t. When this happens, previous is set to current, which is equal to 1, since this is the first release of τ w . Thus, again B[j] holds the default value y 0 . -τ w is released at least twice before t, and the last two times where at t w < t w < t. At t w , previous is set to current, which equals j at that point. Thus, B[j] holds the value y written by the instance of τ w released at t w . In none of the three cases above there is more than one occurrence of τ w after t w . Thus, Condition 2 in the definition of maybeneeded(ρ, t) holds. 2. free(j) is false because there is some i ∈ [1.. → τ i . This case is similar to Case 1 above.
The above result shows that DBP never stores redundant data, only data that may be needed. In the absence of any knowledge about the future (which is unknown if arrival/execution patterns are not known), this is the best that can be achieved, if we are to preserve semantics. However, we can also show that DBP is not too far from the ideal case.
Exploiting Knowledge about Future Task Arrivals
As we have seen in Section 5.3, the a-priori knowledge of the release times of the tasks can be used to build a static schedule where DBP can refer to for buffer assignments during execution. This static schedule, however, is not sufficient to make DBP optimal in the number of buffers used. This is because DBP is not clairvoyant, as explained before. Therefore, it does not exploit knowledge about future task arrivals, even when such knowledge is available. In this section we describe how such knowledge can be used. Let us first explain the technique in the multiperiodic case.
We equip DBP with a predicate isNeeded(t), which is true when the value produced by the writer τ w at time t is needed by a forthcoming reader. This predicate can be computed based on the periods of writer and reader tasks. For this, we also need the function l (i, t), defined below:
where T w is the period of the writer task τ w and T i is the period of the reader task τ i . l (i, t) is equal to the last time that τ w was released before the last arrival of τ i before t. Intuitively, this function shows which data of the writer is needed by reader i if this reader is to be executed at time t. Then, we can define the predicate isNeeded(t) as follows:
We can now modify DBP as shown in Figure 31 , in order to avoid assigning buffers to cases where the output of the writer is not needed.
A similar technique can be applied to other cases apart from multiperiodic where the order of task arrivals is known. The difference will be that the predicate isNeeded(t) must be defined in a different way: when a writer is released at time t w , we check if there is a release of a reader between time t w and time t w − 1, where t w is the next release of writer after t w . If there is such a release of a reader, then isNeeded(t w )=true and the standard procedure is followed. 
CONCLUSIONS AND PERSPECTIVES
We have studied the problem of semantics-preserving, multitask implementations of synchronous programs. We have proposed a number of nonblocking buffering protocols that allow for such implementations, for any possible task triggering patterns, under fixed-priority or earliest-deadline first scheduling, and with optimal memory requirements.
The only assumption that we used throughout this work is that the set of tasks must be schedulable in the sense that when a task is released, its previous instance (if any) must have completed execution. This assumption guarantees that, at most, one instance of each task will be active at any given time. One possible future work direction is to relax the above assumption and come up with a semantics-preserving scheme that works for less strict definitions of schedulability, where the deadline of a task can be greater than its minimum interarrival time. Such a scheme will require more buffers than ours in the worst case, as shown in [Baleani et al. 2005] .
Another research direction is to extend this work to distributed, multiprocessor execution platforms, linked with different communication media. This problem has been partially studied in [Caspi et al. 2003 ] for synchronous distributed architectures and multiperiodic tasks, where static, nonpreemptive scheduling was assumed. We still need to cover many more architectures, for instance, loosely synchronous [Benveniste et al. 2002] or asynchronous architectures (e.g., using CAN bus or Ethernet) with preemptive scheduling for more general task arrival patterns.
