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We provide a general construction of quantum generalized master equations with memory kernel leading
to well defined, that is completely positive and trace preserving, time evolutions. The approach builds on an
operator generalization of memory kernels appearing in the description of non-Markovian classical processes,
and puts into evidence the non uniqueness of the relationship arising due to the typical quantum issue of operator
ordering. The approach provides a physical interpretation of the structure of the kernels, and its connection with
the classical viewpoint allows for a trajectory description of the dynamics. Previous apparently unrelated results
are now connected in a unified framework, which further allows to phenomenologically construct a large class
of non-Markovian evolutions taking as starting point collections of time dependent maps and instantaneous
transformations describing the microscopic interaction dynamics.
PACS numbers: 03.65.Yz, 02.50.-r, 42.50.Lc, 03.65.Ta
In the presence of an external environment the time evolu-
tion of a quantum system is no more given by a reversible uni-
tary dynamics. For the description of such open quantum sys-
tems one of the important issues is the determination of equa-
tions providing a well-defined reduced dynamics [1]. While
for a reversible quantum evolution Stone’s theorem implies
that the determination of the time evolution amounts to the
identification of the system Hamiltonian, no such general re-
sult is available for a generic reduced dynamics. Such a result
would be of major importance also in view of phenomenolog-
ical approaches, since the very complexity of a general sys-
tem environment setting suggests that a microscopic approach
starting from a Hamiltonian description for both system and
environment is often unfeasible. Indeed, while perturbative
techniques are known in order to formally obtain the reduced
dynamics of the system degrees of freedom both in the form of
integro-differential equations and of time-local master equa-
tions [1], the perturbative analysis is quite cumbersome and
in particular preservation of complete positivity (CP) is not
warranted unless all terms of the perturbation expansion are
considered. The property of CP [2] ensures positivity of the
time evolution in the presence of an arbitrary ancillary sys-
tem regardless of its interaction with the system of interest.
Given a factorized initial system-environment state and a uni-
tary interaction between system and environment the reduced
time evolution has to be CP [3]. It is therefore natural to ask
phenomenological evolution equations to preserve this prop-
erty. A key characterization has been given for the case in
which the evolution maps combine as Φ(t + s) = Φ(t)Φ(s)
for positive times only, corresponding to a semigroup compo-
sition law. The most general expression for a semigroup of
quantum CP transformations is given by Φ(t) = eLt, where
the socalled Lindblad generator L solves the master equa-
tion ρ˙(t) = Lρ(t), and its structure is fixed by a famous
theorem [4]. Further important results on the possible struc-
ture of time-local master equations leading to a well-defined
CP dynamics have been obtained. In such a case hermiticity
and trace preservation already strongly constrains the opera-
tor structure of the equation, and this has allowed to determine
quite general sufficient conditions warranting the existence of
a CP reduced dynamics [5]. Basically one considers a master
equation whose operator structure is the same as in the semi-
group case, but coefficients and operators can now depend on
time and one looks for conditions on this time dependence
warranting CP. Much less is known in the case of generalized
master equations of the form
d
dt
ρ(t) =
∫ t
0
dτK(t − τ)ρ(τ), (1)
where the operator K(t) is called memory kernel (MK), pos-
sibly including at the r.h.s. a term of the form I(t)ρ(0), that
is a inhomogeneous contribution. In this framework even the
requirement of hermiticity and trace preservation is not easily
satisfied, let alone CP. Moreover in this case one often lacks a
simple connection between the expression of the MK and the
basic microscopic physical interaction mechanisms, at vari-
ance with the time-local case, in which coefficients can often
naturally be interpreted as rates and the so-called Lindblad op-
erators appearing in the structure can typically be connected
e.g. with transitions among system states. This fact further
hindered the determination of well-defined MK on the basis
of physical intuition, and indeed innocent looking or appar-
ently physically motivated MK actually lead to ill defined time
evolutions [6]. Despite this, well-defined generalized mas-
ter equations have been obtained, both within mathematical
or phenomenological approaches [7–14] and considering def-
inite microscopic models [15–17]. However a general con-
struction both encompassing known examples and providing
hints for the determination of generalized master equations
based on the introduction of quantum maps, to be guessed
phenomenologically or determined from microscopic physi-
cal interactions, is yet not available. The determination of
time evolutions beyond a semigroup law is also relevant in or-
der to describe quantum memory effects [18]. In this Letter
we show how to obtain general classes of quantum MK mas-
ter equations building on the structure of classical MK leading
2to non-Markovian classical processes. In moving from the
classical to the quantum realm the correspondence between
classical quantities and quantum operators is not unique and
the different viable options of operator ordering lead to a rich
structure, reflecting themselves in the different time ordering
of the operators in the solution. Indeed this subtle issue allows
to understand and connect apparently unrelated results. Com-
ing from classical non-Markovian processes also a trajectory
viewpoint is naturally available, allowing a physical interpre-
tation of the operators determining the MK. Our result further
shows how much can be learnt coming to quantum mechanics
from a classical probabilistic viewpoint [3].
Classical and quantum memory kernel Let us consider a
classical system living on a denumerable set of states. Once
in a state k it will remain there for a time determined by a
probability distribution fk(t), called waiting time distribution,
and then jump to another state n with a probability given by
the element pink of a given stochastic matrix. To each wait-
ing time distribution fk(t) is associated its survival probabil-
ity gk(t) = 1 −
∫ t
0
dτfk(τ), providing the probability not to
leave the state up to time t. The conditional transition proba-
bility of the process Tnm(t), namely the probability to be in
state n at time t under the condition of starting in m at time
zero, obeys the integro-differential equation [19]
Tnm(t) = δnmgm(t) +
∫ t
0
dτ
∑
k
wnk(t− τ)Tkm(τ), (2)
where the function wnk(t) has a simple expression in Laplace
transform, namely wˆnk(u) = gˆn(u)pinkfˆk(u)/gˆk(u). The
case of a Markovian process is then recovered for waiting time
distributions of exponential form with rate λk, corresponding
to wnk(t) = e−λn(t−τ)pinkλk. Considering a process start-
ing in a fixed state, as described in the Supplemental Material
[20] its probability vector Pn(t) obeys the same generalized
master equation, which in Laplace transform reads
uPˆn(u)− Pn(0) =∑
m
[
pinm
fˆm(u)
gˆm(u)
− δnm
(
1
gˆm(u)
− u
)]
Pˆm(u), (3)
providing a convenient starting point for a quantum general-
ization. Indeed written in this way the MK is determined by
quantities, such as stochastic matrix and waiting time distri-
bution, admitting a direct physical interpretation. It further
warrants that the solution Pn(t) is at any time a well-defined
probability vector and arises from a reading of the time evolu-
tion in term of trajectories, corresponding in particular to ex-
amples of so-called semi-Markov processes [21]. At variance
with [10], where the existence of such processes was a moti-
vation to look for quantum MK in the form of time-dependent
Lindblad generators, further pointing to conditions on the war-
ranting of CP based on a perturbative analysis of the solution,
we will here more closely focus on the specific form of the
MK appearing in Eq. (3), thus in particular keeping the con-
nection with a trajectory viewpoint. This aspect was partially
developed in [13], though fully missing the deep connection
with the MK of classical non-Markovian processes and inad-
vertently using a particular operator ordering.
In quantum mechanics probability vectors are replaced by
statistical operators and in order to obtain suitable MK for
Eq. (1) one can start from (3) replacing the differentC-number
quantities by operator-valued ones according to
K̂(u) = O[pi(fˆ (u)/gˆ(u))]−O[ĝG(u)−1 − u] (4)
where O[·] denotes an operator replacement rule also keeping
into account the issue of operator ordering. This ordering will
determine the distribution of the action in time of the different
non commuting operators. Note that, while the dynamics will
be defined in terms of time dependent operators, it is conve-
nient for the sake of simplicity to introduce the replacement
rule in Laplace transform. The quantum counterpart of the
stochastic matrix pi is an arbitrary CP trace preserving trans-
formation E , while the waiting time distributionf(t) will be
replaced by f(t)F(t), with F(t) a collection of time depen-
dent CP trace preserving maps describing the transformation
of the system between jumps. Similarly the survival probabil-
ity g(t) goes over to g(t)G(t), where again the maps G(t) are
CP trace preserving and such that G(0) = 1. We then consider
the following operator replacement rule
O[pi(fˆ(u)/gˆ(u))]→ ĝG(u)−1f̂F(u)E , (5)
where f̂F(u) denotes the Laplace transform of f(t)F(t) and
similarly for g(t)G(t), leading to
K̂R(u) = ĝG(u)
−1f̂F(u)E − (ĝG(u)−1 − u), (6)
where note that operator ordering only plays a role in the first
term at the r.h.s. of Eq. (4). This operator MK immediately
leads to the expression of the time evolution map [20] trans-
forming the initial quantum state in the time evolved one
ΦˆR(u) = (1− f̂F(u)E)
−1ĝG(u), (7)
so that in the time domain, replacing the inverse by a Neu-
mann series and exploiting the fact that multiplication goes
over to convolution, we obtain for ρ(t) = ΦR(t)ρ(0)
ρ(t) =
∞∑
n=0
(∗n(fFE) ∗ (gG))(t)ρ(0), (8)
where ∗n denotes the n-fold convolution. This very expres-
sion warrants CP of ΦR(t), as composition of CP maps, while
the requirement of trace preservation, calling for a kind of bal-
ance between the two contributions of Eq. (6), can be read
directly from the kernel as shown in [20] and leads to
dTr {g(t)G(t)ρ} /dt = −Tr{M(t)ρ}, (9)
where Mˆ(u) = ĝG(u)−1f̂F(u)E ĝG(u). Since F(t) and G(t)
are trace preserving (9) takes the simple form
dg(t)/dt = −f(t), (10)
3namely just the basic relation between an arbitrary waiting
time distribution f(t) and its survival probability g(t). We
have thus obtained in a straightforward way a class of MK en-
suring CP and trace preservation of the associated time evo-
lution, both non trivial requirements in the case of integro-
differential equations. It immediately appears that due to the
non commutativity of operators in quantum mechanics be-
sides (5), for the very same collection of time dependent maps,
one can also consider a different operator replacement
O[pi(fˆ (u)/gˆ(u))]→ E f̂F(u)ĝG(u)−1, (11)
identifying a different kernel KL(t) and an evolution map
ΦL(t) leading for ρ(t) = ΦL(t)ρ(0) to
ρ(t) =
∞∑
n=0
((gG) ∗n (EfF))(t)ρ(0). (12)
Again one immediately has CP while the trace preserva-
tion condition takes the simpler form dTr{g(t)G(t)ρ}/dt =
−Tr{Ef(t)F(t)ρ}, still satisfied thanks to trace preservation
of the single contributions and Eq. (10). Kernels falling within
this latter choice have been obtained in [14]. The two MK
thus obtained, arising from different operator orderings, in-
deed lead to different dynamical evolution equations. While
in the Markovian case the structure of quantum dynamical
semigroups as quantum counterpart of classical Markov semi-
groups appears to be uniquely fixed and captured by the ex-
pression of the Lindblad generator [4], for the quantum coun-
terpart of non-Markovian classical processes a greater free-
dom appears. In a Lindblad master equation we only have to
fix the Lindblad operators, here the presence of a MK implies
that also the time sequence in the action of the different oper-
ators is relevant. We stress moreover that even for fixed MK
Eq. (1) can be written in different ways. Indeed while the ex-
pression of the MK in Laplace transform are quite simple, in
the time domain it is convenient to introduce also a inhomo-
geneous term, so that the generalized master equations corre-
sponding to the kernelsKR,L(t) read [20]
d
dt
ρ(t) =
∫ t
0
dτKR,L(t− τ)ρ(τ)
=
∫ t
0
dτWR,L(t− τ)ρ(τ) + I(t)ρ(0), (13)
where the common inhomogeneous term reads I(t) =
d[g(t)G(t)]/ dt, while the kernels WR,L are given by
WR(t) = d[f(t)F(t)]/dt E + δ(t)f(0)F(0)E (14)
WL(t) = d[H(t)]/dt, (15)
where H(t) has Laplace transform uĝG(u)E f̂F(u)ĝG(u)−1.
Note the different complexity in the kernels, which not al-
ways allow for a direct interpretation in terms of the relevant
collections of CP maps determining the dynamics. The differ-
ence betweenWR andWL just arises due to non commutativ-
ity, even though this simple connection is only transparent in
the Laplace domain. While further choices can be considered
moving E in different positions [20], the one considered here
is suggested by the trajectory expansion (18).
An interesting case arises assuming as an Ansatz that the
dynamics between the microscopic interaction events, de-
scribed by the map E , is given by a quantum dynamical semi-
group with generatorL in Lindblad form. In this case the only
relevant ordering depends on the positioning of E with respect
to the functions of L. We can thus consider the replacement
O[pi(fˆ(u)/gˆ(u))] =
fˆ(u− L)
gˆ(u− L)
E , (16)
leading to the master equation [20]
d
dt
ρ(t) = Lρ(t) +
∫ t
0
dτeL(t−τ)k(t− τ)Mρ(τ), (17)
where the function k(t) is given in Laplace transform by
kˆ(u) = fˆ(u)/gˆ(u), in analogy with the classical MK in (3),
and M = (E − 1) is itself a generator in Lindblad form. The
alternative choice of operator ordering in (16) leads to a simi-
lar equation where the position of L and M is exchanged.
Trajectory description and physical examples We now
want to connect the obtained results more closely to a descrip-
tion of the dynamics in terms of trajectories, further pointing
to physical realizations. Let us first observe that the time evo-
lution maps ΦR(t) and ΦL(t) admit the representations
ΦR(t)=p
0
R(t)G(t) +
∞∑
n=1
∫ t
0
dtn . . .
∫ t2
0
dt1 (18)
×pnR(t; tn, . . . , t1)F(t− tn)E . . .F(t2 − t1)EG(t1)
ΦL(t)=p
0
L(t)G(t) +
∞∑
n=1
∫ t
0
dtn . . .
∫ t2
0
dt1 (19)
×pnL(t; tn, . . . , t1)G(t− tn) . . .EF(t2 − t1)EF(t1)
with pnR,L(t; tn, . . . , t1) the exclusive probability densities for
jumps corresponding to the action of E at times t1, . . . , tn
within the time interval from 0 to t. They are given by
pnR(t; tn, . . . , t1) = f(t − tn) . . . f(t2 − t1)g(t1) (20)
pnL(t; tn, . . . , t1) = g(t − tn) . . . f(t2 − t1)f(t1) (21)
where the different time arguments become relevant in the in-
tegrals (18) and (19) due to connection with the operator ac-
tion. This fact embodies the further freedom available in this
situation with respect to the Markovian case. In particular (20)
is the standard expression considered in a renewal process de-
scribing events randomly taking place after a time interval de-
termined by the distribution f(t). As discussed in [22, 23]
and detailed in [20] Eqs. (18) and (19) provide a trajectory
description of the dynamics at the level of the statistical oper-
ator in that they express the solution of the master equation as
a sum of contributions corresponding to statistical operators
determined by the number and the time of jumps, weighted
according to the probability densities (20) and (21). Each con-
tribution is characterized by the repeated action of the map E
at the given times, together with the application of the maps
4F(t) and G(t) in the intermediate time evolution, in analogy
to what happens in the standard Markovian case [3].
It turns out that Eq. (18) corresponding to the kernel (6) in-
cludes and generalizes [13], allowing for possibly distinct col-
lections F(t) and G(t). It thus provides the theoretical frame-
work encompassing quantum collisional models [16], includ-
ing a most recently introduced generalization [17], where the
time evolution of the system in the first time interval is differ-
ent from those in later ones. Conversely Eq. (19) describes a
situation in which the dynamics has a different characteriza-
tion in the last time interval. For a semigroup evolution among
jumps, as in Eq. (17), one recovers a model of non-Markovian
dynamics first considered in a simplified case in [8]. If on
top of this E acts as the identity, independently of the waiting
time distribution one recovers a semigroup dynamics. Keep-
ing a non trivial E and f(t) but assuming the system does not
appreciably change between jumps one obtains models of so-
called continuous time quantum random walk [24, 25].
The situation described by Eq. (19) instead, arising in pres-
ence of the kernel KL(t) determined by Eq. (11), for the case
of an intermediate semigroup time evolution encompasses the
description of non-Markovian dynamics in the physics of the
micromaser [15, 26, 27]. The micromaser or one-atom maser
provides one of the most fundamental systems to study light-
matter interaction [28]. In this system single two-level atoms
are sent through a resonant high quality single-mode mi-
crowave cavity. The interaction between the single atoms and
the cavity mode is described by a Jaynes-Cummings Hamil-
tonian, and takes place for the time the atom takes to cross
the cavity, assumed to be constant. By taking the trace with
respect to the atom degrees of freedom of this unitary inter-
action one obtains a CP trace preserving transformation E .
In between the arrival of subsequent atoms the cavity mode
dynamics is well described by a semigroup evolution with a
standard Lindblad generatorL giving the Markovian decay of
the cavity field. The further information necessary in order to
determine the dynamics is the distribution in time of the atoms
flying through the cavity. For the case of a Poissonian distri-
bution of time of arrivals of atoms, the dynamics of the field
can be described by a Markovian master equation, as can be
seen considering an exponential waiting time distribution and
assuming the semigroup assignment F(t) = G(t) = eLt in
Eq. (19). Different distributions, allowing for non-Markovian
effects, call for a more general treatment and lead to MK mas-
ter equations. Note that Eq. (19) can actually encompass more
general situations with respect to an intermediate semigroup
evolution. Our approach thus recovers on the one side quan-
tum collisional models, showing that they can be generalized
to include general waiting time distributions still leading to
closed evolution equations, on the other side a dynamics like
the one of the micromaser, pointing to the fact that it can be
extended to consider situations in which the intermediate time
evolution is not necessarily of semigroup type. In particular it
shows a common path to describe the two phenomena.
We stress that the obtained results are not restricted to the
case of a finite dimensional Hilbert space, indeed while quan-
tum collisional models have been realized up to now consid-
ering qubit systems, in the case of the micromaser one is ac-
tually interested in how the field dynamics is affected by the
atoms passing through the cavity. While the expansion of the
time evolution in terms of trajectories as in Eq. (19) is easily
obtained in this approach from the MK (6), more general situ-
ations can be obtained starting directly from Eq. (21) and con-
sidering rather than an ordinary a so-called modified renewal
process, in which the first waiting time is different from the
remaining ones and described by a distribution f1(t). In this
case the evolution map is given by
Φ(t)= g1(t)e
Lt +
∞∑
n=1
∫ t
0
dtn . . .
∫ t2
0
dt1 × (22)
g(t− tn)e
L(t−tn) . . .Ef(t2 − t1)e
L(t2−t1)Ef1(t1)e
Lt1 ,
with Lindblad generator L and jump map E as described
above. As detailed in [20] one still obtains a closed evolution
equation in integro-differential form as in Eq. (1) with kernel
K̂(u) = L+[1−M(Sˆ(u−L)− Sˆ1(u−L))]
−1Mkˆ1(u−L).
Here M is defined as in (17), the classical kernel kˆ1(u) =
fˆ1(u)/gˆ(u) appears operator-valued due to the dependence
on L, while S(t) is the so-called renewal density or sprin-
kling distribution [29], giving the probability for a jump to
occur at a given time, defined for an ordinary process as
Sˆ(u) = fˆ(u)/(1 − fˆ(u)) and as Sˆ1(u) = fˆ1(u)/(1 − fˆ(u))
for a modified one, again appearing operator-valued. For the
special case of a stationary distribution of jumps one has the
constraint f1(t) = g(t)/〈τ〉, with 〈τ〉 the mean waiting time
associated to the reference distribution f(t), leading to the
model obtained in a much less straightforward way in [15].
Also here all terms appearing in the MK have a direct mean-
ing as physical transformation maps or quantities related to the
renewal process giving the time distribution of the jumps de-
scribing microscopic interaction events. Furthermore despite
the complicated expression of the MK both trace preservation
and CP is granted from the analysis of the ensuing dynamics
in terms of trajectories, for arbitrary waiting time distributions
f(t), f1(t) and Lindblad generator L.
We have provided a simple general construction of quan-
tum MK leading to well-defined reduced dynamics. The result
builds on an analogy with classical non-Markovian processes,
thus allowing for a direct physical interpretation of the differ-
ent contributions appearing in the MK and for a connection
to a trajectory description of the dynamics. The interpreta-
tion of the different kernels is best understood in Laplace do-
main, and can be read in the time domain by suitably rewriting
the integro-differential equation and introducing a inhomoge-
neous contribution. The approach provides a general way to
build MK, complying with both trace preservation and CP, on
the basis of microscopic physical information encoded in the
collection of time dependent maps describing the time evo-
lution in between jumps, the channel providing the instanta-
neous transformation, the random distribution in time of these
5transformations and the related time ordering of these maps.
As in standard quantum mechanics, an operator replacement
rule has to be introduced, leading, at variance with the Marko-
vian case, to a variety of quantum stochastic dynamics corre-
sponding to a given non-Markovian classical one. One thus
obtains a large class of non-Markovian quantum dynamics in-
cluding a wide range of previous results as special cases.
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SUPPLEMENTAL MATERIAL
In this Supplemental Material we provide technical details
on the derivation of equations discussed in the main text of the
paper.
Derivation of Eq. (3)
We now show how to obtain Eq. (3) starting from Eq. (2)
for the case of a generic waiting time distribution. In Laplace
transform Eq. (2) takes the form
Tˆnm(u) = δnmgˆm(u) +
∑
k
gˆn(u)pink
fˆk(u)
gˆk(u)
Tˆkm(u),
so that considering the initial condition Tnm(0) = δnm and
denoting by Pn(t) the probability to be in state n at time t
starting from the state m at the initial time zero one can also
write this equation, dividing by gˆn(u)
Pˆn(u)
gˆn(u)
= Pn(0) +
∑
k
pink
fˆk(u)
gˆk(u)
Pˆk(u),
so that finally adding and subtracting terms we obtain Eq. (3).
Generalized master equation and trace preservation
In order to obtain the time evolution map Eq. (7), once
given the operator replacement rule Eq. (5) and the MK
Eq. (6), let us rewrite Eq. (1) in Laplace transform, thus ob-
taining, recalling that ρ(t) = ΦR(t)ρ(0)
uΦˆR(u)− 1 = K̂R(u)ΦˆR(u)
and therefore
ΦˆR(u) = (u − K̂R(u))
−1
= (1− f̂F(u)E)−1ĝG(u)
thanks to Eq. (6). The trace preservation condition can be read
from Eq. (1), implying that the MK has to be trace annihilat-
ing, so that starting from Eq. (6) we have for any ρ
0 = Tr K̂R(u)ĝG(u)ρ
= uTr ĝG(u)ρ− 1 + Tr ĝG(u)−1f̂F(u)E ĝG(u)ρ,
leading to Eq. (9) once we define as M(t) the function
admitting as Laplace transform the expression Mˆ(u) =
ĝG(u)−1f̂F(u)E ĝG(u). A similar calculation starting from
the expression of K̂L(u) which is explicitly given by
K̂L(u) = E f̂F(u)ĝG(u)
−1 − (ĝG(u)−1 − u)
leads to
0 = Tr K̂L(u)ĝG(u)ρ
= uTr ĝG(u)ρ− 1 + Tr E f̂F(u)ρ,
and therefore the condition
d
dt
Tr {g(t)G(t)ρ} = −Tr{Ef(t)F(t)ρ}.
Let us note that also different operator orderings with respect
to Eq. (5) and Eq. (11), such as
O[pi(fˆ (u)/gˆ(u))] → ĝG(u)−1E f̂F(u)
and
O[pi(fˆ(u)/gˆ(u))]→ f̂F(u)E ĝG(u)−1,
still leading to well-defined MK and CP trace preserving
transformations. This can be seen noting the fact that given a
collection of time dependent CP trace preserving maps F(t),
also the maps F ′(t) = EF(t) provide a collection with the
same property, so that one can use the previous construction
with the replacements F(t) → F ′(t) and E → 1, and simi-
larly considering the maps F ′′(t) = F(t)E . The operator re-
placement rules dealt with in detail in the main text have been
chosen due to their direct connection with physical implemen-
tations already considered in the literature such as quantum
collisional models and the field dynamics in a micromaser.
Equivalent expressions of the generalized master equation
The MK master equation Eq. (1) can be written in an equiv-
alent way by admitting besides a convolution kernel also a
inhomogeneous contribution. To this aim one observes that
while Eq. (1) can be written in Laplace transform as
K̂(u) = u− Φˆ(u)−1,
once fixed a inhomogeneous term I(t) the time evolution map
in Laplace transform Φˆ(u) determines according to
Ŵ(u) = u− (1+ Î(u))Φˆ(u)−1
a new kernel W(t) which leads to the master equation
d
dt
ρ(t) =
∫ t
0
dτW(t− τ)ρ(τ) + I(t)ρ(0).
6Generalized master equation for the case of intermediate semigroup
dynamics
For the case in which the collections of time dependent
maps F(t) and G(t) are given by the quantum dynamical
semigroup eLt, one can proceed as in [13]. Exploiting the
properties of the Laplace transform one has ĥF(u) = ĥ(u −
L) for any function of u, so that from Eq. (7) we have
Φˆ(u) = (1− fˆ(u− L)E)−1gˆ(u− L)
and according to Eq. (23)
K̂(u) = u−
1
gˆ(u− L)
(1− fˆ(u− L)E),
so that rearranging terms
K̂(u) = L+
fˆ(u − L)
gˆ(u− L)
E −
(
1
gˆ(u − L)
− (u− L)
)
= L+ kˆ(u− L)(E − 1)
upon defining
kˆ(u) =
fˆ(u)
gˆ(u)
,
and further multiplying by ρˆ(u) and taking the inverse Laplace
transform one obtains Eq. (17) whereM = (E−1). A similar
procedure for the alternative operator ordering
O
[
pi
fˆ(u)
gˆ(u)
]
= E
fˆ(u− L)
gˆ(u− L)
leads through analogous calculations to the generalized mas-
ter equation
d
dt
ρ(t) = Lρ(t) +
∫ t
0
dτMeL(t−τ)k(t− τ)ρ(τ).
This equation corresponds to the class of master equations
used for the non-Markovian description of the micromaser dy-
namics for the case in which the considered renewal process
describing the incoming atoms is not a delayed one [26]. Note
that the solution of this master equation can be written accord-
ing to Eq. (19) as
ρ(t) = g(t)eLtρ(0) +
∞∑
n=1
∫ t
0
dtn . . .
∫ t2
0
dt1
×g(t−tn)e
L(t−tn) . . . Ef(t2−t1)e
L(t2−t1)Ef(t1)e
Lt1ρ(0),
corresponding to Eq. (23) for f1 → f .
Trajectory description of the time evolution
We here discuss in more detail how the expressions
Eqs. (18) and (19) for the solutions of the MK master equa-
tions lead to a stochastic trajectory description of the dynam-
ics. The solution of the master equation Eq. (1) with MK
Eq. (6) according to Eq. (18) can be written
ρ(t) = ΦR(t)ρ(0)
= p0R(t)G(t)ρ(0) +
∞∑
n=1
∫ t
0
dtn . . .
∫ t2
0
dt1
×pnR(t; tn, . . . , t1)F(t− tn)E . . .F(t2 − t1)EG(t1)ρ(0),
so that the statistical operator at time t is given by a sum of
statistical operatorsF(t− tn)E . . .F(t2− t1)EG(t1)ρ(0) cor-
responding to trajectories determined by the number and the
time of jumps. Indeed each contribution arises by the action
of the map G for a time t1, followed by jumps described by the
action of the superoperator E at given times t1, . . . , tn, taking
place after intermediate time evolutions described by the ac-
tion of the map F over a time interval given by the difference
in time of two consecutive jumps. The probability of a given
trajectory is fixed by the expression pnR(t; tn, . . . , t1) as given
by Eq. (20), normalized according to
p0R(t) +
∞∑
n=1
∫ t
0
dtn . . .
∫ t2
0
dt1p
n
R(t; tn, . . . , t1) = 1,
which together with the trace preservation property of the
maps E , F(t) and G(t) ensures normalization of ρ(t). In
the Markovian case these trajectories can be obtained as so-
lutions of a stochastic master equation for the statistical op-
erator, and connected to a measurement interpretation as dis-
cussed in detail in [30, 31], while the possible extension of
this approach to the non-Markovian case has been discussed
within the present context in [22, 23]. Of course a similar
analysis holds for the statistical operator ρ(t) = ΦL(t)ρ(0)
given by Eq. (19) arising as solution of Eq. (1) with MK ob-
tained using the assignment Eq. (11).
Generalized master equation for a generic delayed renewal process
We now want to show that the expansion Eq. (23), despite
not falling in the class given by the kernels Eq. (4), still leads
to a closed evolution equation. Also in this case it is conve-
nient to work in terms of Laplace transforms, so that Eq. (23)
becomes
Φˆ(u) = ĝ1(u− L)
+gˆ(u− L)(1 − E fˆ(u− L))−1E f̂1(u− L)
=
1− f̂1(u− L)
u− L
+
1− fˆ(u− L)
u− L
(1− E fˆ(u − L))−1E f̂1(u− L)
and upon multiplication by u− L we come to
(u− L)Φˆ(u)− 1 = −f̂1(u − L)
+ (1− fˆ(u− L))(1 − E fˆ(u− L))−1E f̂1(u− L).
7Further noticing the identity
(1− fˆ(u− L))(1 − E fˆ(u− L))−1E
= (E − 1)(1− fˆ(u − L)E)−1 + 1
we obtain
(u− L)Φˆ(u)− 1 = (E − 1)(1− fˆ(u− L)E)−1f̂1(u − L)
and consider the rewriting
(1− fˆ(u − L)E)−1
= [1− Sˆ(u − L)(E − 1)]−1(1− fˆ(u− L))−1,
where we have introduced the so-called renewal density or
sprinkling distribution [29]
Sˆ(u) =
fˆ(u)
1− fˆ(u)
.
We can now express Φˆ(u) introducing everywhere the more
compact notation M = (E − 1), thus obtaining
(u−L)Φˆ(u)−1 = [1−MSˆ(u−L)]−1M
f̂1(u− L)
1− fˆ(u− L)
= [1−MSˆ(u− L)]−1Mk̂1(u − L)
1
u− L
where
k̂1(u) =
f̂1(u)
gˆ(u)
.
As a last step, in order to obtain a closed evolution equation
for the statistical operator, we need to reexpress the r.h.s. of
the previous expression as the action of a map on Φˆ(u). To
this aim we multiply both sides by [1 − MSˆ(u − L)] and
suitably add and subtract a term, coming to[
1−MSˆ(u− L) +Mk̂1(u)
1
u− L
]
[(u − L)Φˆ(u)− 1]
=Mk̂1(u)Φˆ(u),
and thus finally
[(u− L)Φˆ(u)− 1]
= [1 −M(Sˆ(u− L)− Ŝ1(u− L))]
−1Mk̂1(u)Φˆ(u)
upon defining
Ŝ1(u) =
f̂1(u)
1− fˆ(u)
=
k̂1(u)
u
,
so that one recovers the expression of the kernel given below
Eq. (23).
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