In this paper we study the existence, uniqueness, and iterative approximation of solutions for certain classes of functional equations arising in dynamic programming of multistage decision processes. The results presented here generalize, improve, and unify the corresponding results of other authors.
INTRODUCTION
w x Bellman 2, 3 was the first to study the existence and uniqueness problems of solutions for certain classes of functional equations arising in w x dynamic programming. Bellman and Roosta 5 obtained an approximation solution for a class of the infinite-stage equation arising in dynamic programming.
w x As stated in Bellman and Lee 4 , the basic form of the functional equations of dynamic programming is f x s opt H x, y, f T x, y , 1 . 1
y where x and y represent the state and decision vectors, respectively, T Ž . represents the transformation of the process, and f x represents the Ž . optimal return function with initial state x here opt denotes sup or inf . 529 0022-247Xr01 $35.00 w x w x Ž . As suggested in Wang 11᎐13 and Chang and Ma 9 , the form 1. y w x w x Baskaran and Subrahmanyan 1 , Bhakta and Choudhury 6 , and Bhakta w x and Mitra 7 considered the existence and uniqueness problems of solu-Ž . w x tions of functional equation 1.1 under certain assumptions. Chang 8 obtained the existence theorems of coincidence solutions of system of Ž . functional equations 1.3 .
In this paper, we study the existence, uniqueness, and iterative approxi-Ž . mation of solutions of functional equation 1.1 by using fixed point theorems and obtain the existence theorems of coincidence solutions for several new classes of systems of functional equations arising in dynamic programming of multistage decision processes. Our results generalize, w x improve, and unify the corresponding results of Bellman 2 , Bellman and w x w x w x Roosta 5 , Bhakta and Choudhury 6 , Bhakta and Mitra 7 , and Chang w x 8 .
Throughout this paper, let N and be the sets of positive and Ž . w . nonnegative integers, respectively, R s yϱ, ϱ and R s 0, ϱ . Define 
Ž . where condition ) is defined as follows:
Ž . ) For any a g R , there exists c s c a g R such that for allt g R , t F a q t « t F c and n c ª 0 as n ª ϱ. t g R , then g ⌽ l ⌽ . The following result is evident. 
Ž . Ž .
Ž . Ž . Clearly, ⌽ > ⌽ j ⌽ and ⌽ > ⌽ . If r g 0, 1 and if t s rt for all
FIXED POINT THEOREMS
Ä 4 Let X be a nonempty set and let d be a countable family of
X is said to be f-orbitally complete iff every Cauchy sequence that is Ž . contained in O x for x g X converges in X. In the rest of this section, f Ž . we assume that the metric space X, d is f-orbitally complete. THEOREM 2.1. Suppose that the following conditions hold.
a2 There exists g ⌽ such that
for any k g N and x, y g X.
Ä n 4 Then f has a unique fixed point w in X and the iterati¨e sequence f x ng N con¨erges to w for each x g X. Proof . Let k be in N and let x be an arbitrary point of X. Define
is nonincreasing and bounded below by 0, it converges to a k i ig number r G 0. Suppose that r ) 0. Given ) 0, there exists j g N with
Ž . k iqjq1 k iqj
Letting j ª ϱ, by the right continuity of we have
which is a contradiction. Therefore,
is a Cauchy sequence. Thus f x converges to some
nonincreasing and c ª s for some s G 0. We claim that s s 0; other-
Ž . k mq1
Letting ª 0, we have
Ž n n . a contradiction. Hence s s 0 and d f x , f w ª 0 as n ª ϱ.
we can find some M g N such that for n G M,
This gives that for n G M,
follows that f n w ª w as n ª ϱ. We next prove that for any i g N,
Letting n ª ϱ, we get
then as in the preceding proof we have 
Ž . a contradiction. Therefore, 2.2 holds for i s j q 1. Thus, by induction we
and 2.2 ensure that d w s 0. It follows that
That is, w s¨. Thus, f has a unique fixed point w g X. This completes the proof. 
Ž .
a3 There exists g ⌽ such that
Then

Ž . i f has a unique fixed point w in X and the iterati¨e sequence
Proof. Let k be in N and let x be an arbitrary point of X. Define 0 x s f n x for all n g N. We first prove that for each n g N, there exists
Ž .
Ž . This means that there exists p g 1, 2, . . . , n satisfying 2.5 . Thus, by a3 Ž . and 2.5 we have for each n g N,
is a Cauchy sequence. It follows from a3 ,
, and 2.7 that for any
is a Cauchy sequence and it converges to some w g X n ng N
Ž . We next prove that w is a fixed point of f. It follows from a3 that
Letting n ª ϱ, by the right continuity of we have
Hence w s fw. That is, w is a fixed point of f. The uniqueness of fixed Ž . points of f follows from a3 .
Ž . It follows from 2.8 that for any m ) n G 1, 
EXISTENCE AND UNIQUENESS OF SOLUTIONS
Ž 5 5 . Throughout this section we assume that X, и and Y, и Ј are real Banach spaces, S ; X is the state space, and D ; Y is the decision space.
Ž . We denote by BB S the set of all real-value mappings on S that are Ž . bounded on bounded subsets of S. Clearly BB S is a linear space over R under usual definitions of addition and multiplication by scalars. For any Ž . k g N and a, b g BB S , let
. is a countable family of pseudometrics on BB S and that BB S , d is a complete metric space.
Ž . Let H be a mapping of S = D = BB S into R, let T be a mapping of S = D into S, and let u be a mapping of S = D into R. 
where the mapping f is defined as
b2 There exists g ⌽ such that
Then the functional equation 
Ž .
Ž . Proof. Let k be in N and let a be in BB S . It follows from b1 that
Note that
Ž . In view of 3.3 , 3.6 , and b2 , we get that
Ž . It follows from 3.7 and 3.8 that
Ž . k kf
Letting ª 0, we obtain that 
Ž . for all k, n g N and a g BB S .
Proof. As in the proof of Theorem 3.1, we similarly obtain that f maps Ž . BB S into itself and that 
Ž . and a g BB S , by b5 , b6 , and b7 , we have
Ä 4
This means that For k g N, x, y g B 0, k = D, and a, b g BB S , by Lemma 1.1, Ž .
Ž . b6 , and b7 , we get that
Ž . 
Ž .
Ž . b8 Gi¨en k g N, there exists p k ) 0 such that
Then the functional equation
Ž . possesses a solution w g BB S that satisfies the following conditions:
The sequence a con¨erges to w, where the sequence a n ng N n n g N is defined as
; D and x s T x , y for all n g N,
Ž . Furthermore, the solution w in BB S of the functional equation 3.12 is Ž . also unique with respect to condition b12 . k g N, x, y g B 0, k Ž . = D, and a, b g BB S . Then proceeding as in Theorem 3.1, we infer that
It follows from 3.13 , b9 , and b10 that for x g S and n g ,
ygD that is,
n for x g S and n g . We now show by induction that for x g S,
Clearly,
Assume that for some n g N and all x g S, 3.15 , 3.20 , and b10 , we have
. . .
Ž . Ž .
This gives that 
Ž .
n n ž / 2 Ž . Letting n ª ϱ, by b12 we infer that w x G y .
Whereas ) 0 is arbitrary, it follows that w x G 0.
We last show that w is a unique solution of the functional equation 
, y , t s T t , z for n g and x s t s x, such that n n y1 n n n y1 n 0 0
for any i g ,
Clearly, for each i g we have Letting n ª ϱ, we get that < < w x y¨x F .
Ý is0
