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Pre´face
On trouve de nombreux livres, notes de cours, vide´os,. . . qui proposent une introduction
ade´quate a` la logique. Dans ce sens ces notes de cours sont redondantes ; elles n’ont d’autre
ambition que de fournir une trace synthe´tique des sujets traite´s dans un cours d’introduction
aux outils logiques qui s’adresse aux e´tudiants d’informatique de l’Universite´ Paris Diderot. 1
La lecture des premiers 6 chapitres de [BA12] est fortement conseille´e. Le chapitre 2 de
[GLM97] donne une perspective un peu plus avance´e et les sections de [Knu12] et [Knu18]
de´die´es au calcul propositionnel sont une mine d’informations. Pour approfondir les notions
traite´es dans le chapitre 1 (Pre´liminaires), on peut lire [BN99] (chapitres 2 et 3).
La premie`re partie du cours introduit le calcul propositionnel. On pre´sente notamment
la syntaxe et la se´mantique du calcul et les notions de validite´, satisfaisabilite´ et e´quivalence
logique. On discute aussi un syste`me de preuve base´ sur le calcul des se´quents et on aborde ainsi
les concepts de correction, comple´tude, conse´quence logique et compacite´. La deuxie`me partie
s’inte´resse a` 3 me´thodes de de´duction automatique qui s’appliquent au calcul propositionnel :
la me´thode de re´solution pour la re´futation d’une formule, la me´thode de Davis-Putnam pour
la satisfaisabilite´ d’une formule et les diagrammes de de´cision binaire pour la repre´sentation
d’une fonction boole´enne.
Du cote´ des pre-re´quis mathe´matiques, on suppose que l’e´tudiant a de´ja` e´te´ expose´ au
raisonnement mathe´matique (par exemple, preuve par l’absurde, preuve par re´currence,. . .)
et a` la manipulation d’assertions semi formelles. On suppose aussi qu’il a e´te´ confronte´ a` la
pre´sentation axiomatique de structures alge´briques (groupe, anneau, corps,. . .). Cote´ infor-
matique, on suppose que l’e´tudiant a une bonne connaissance d’un langage de programmation.
En particulier, on suppose qu’il a e´te´ sensibilise´ a` la diffe´rence entre syntaxe et se´mantique
et qu’il sait manipuler les conditions logiques du langage a` l’aide des ope´rateurs de conjonc-
tion, disjonction et ne´gation. On suppose aussi que l’e´tudiant a e´te´ introduit a` des notions
d’algorithmique : structures de donne´es e´le´mentaires, arbres, graphes, notion de complexite´
asymptotique d’un algorithme dans le pire des cas, notation O. Une certaine familiarite´ avec
les notions d’automate fini et de circuit combinatoire permettra d’appre´cier l’inte´reˆt de cer-
taines digressions.
1. En re´digeant ces notes, j’ai be´ne´ficie´ des remarques de mes colle`gues Ahmed Bouajjani, Antonio Buccia-
relli et Michele Pagani ; bien entendu, les erreurs qui restent sont les miennes.
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Notation
Ensembles
∅ ensemble vide
2 = {0, 1} valeurs boole´ennes
N nombres naturels
Z nombres entiers
Zm = {0, . . . ,m− 1} nombres entiers modulo m
R nombres re´els
∪,∩ union, intersection de deux ensembles⋃
,
⋂
union, intersection d’une famille d’ensembles
Xc comple´mentaire de X
Y X fonctions de X dans Y
P(X) sous-ensembles de X
Pfin(X) sous-ensembles finis de X
]X cardinale de X
R∗ cloˆture re´flexive et transitive d’une relation R
Logique (syntaxe)
x, y, . . . variables
A,B, . . . formules
[B/x]A substitution d’une formule
∧ conjonction
∨ disjonction
¬ ne´gation
→ implication
↔ si et seulement si
⊕ ou exclusif
; conditionnel
β, β′, . . . diagrammes de de´cision binaire
Logique (se´mantique)
v, v′, . . . affectations
[[A]]v interpre´tation d’une formule
(v[b/y])(x) =
{
b si x = y
v(x) autrement
mise a` jour d’une affectation
Algorithmique
f est O(g) ∃n0, k ≥ 0 ∀n ≥ n0 (f(n) ≤ k · g(n))
f polynomiale ∃d ≥ 0 f est O(nd)
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8 Notation
Chapitre 1
Pre´liminaires
1.1 Alge`bre initiale
Un zeste d’alge`bre va nous permettre de pre´ciser les notions de ‘syntaxe’ et de ‘se´mantique’
(ou ‘interpre´tation de la syntaxe’).
De´finition 1 (signature) Une signature est un couple (Σ, ar) ou` Σ est un ensemble et ar :
Σ→ N est un fonction qui associe a` chaque e´le´ment de Σ un nombre naturel.
On peut penser aux e´le´ments de Σ comme a` des symboles de fonction et a` ar comme la
fonction qui associe a` chaque symbole de fonction son arite´, c’est-a`-dire le nombre d’arguments
attendus par le symbole de fonction. Pour indiquer un symbole de fonction f avec ar(f) = n,
on e´crira aussi fn.
Exemple 1 Voici quelques exemples de signatures avec des de´nominations qui seront jus-
tifie´es dans la suite (exemple 4).
{z0, s1} signature des nombres unaires
{0, a1, b1, . . . , z1} signature des mots finis sur {a, b, . . . , z}
{nil0, b2} signature des arbres binaires (ordonne´s et enracine´s)
{00, 10,+2, ite3, x0, y0, z0, . . .} signature des expressions conditionnelles nume´riques
{¬1,∧2,∨2, x0, y0, z0, . . .} signature des formules du calcul propositionnel.
De´finition 2 (Σ-alge`bre) Soit (Σ, ar) une signature. Une Σ-alge`bre est compose´e d’un en-
semble A et d’un ensemble de fonctions {fs : Aar(s) → A | s ∈ Σ}. Dans une Σ-alge`bre on a
donc un ensemble et une fonction pour chaque symbole de la signature.
Exemple 2 Conside´rons la signature Σ = {z0, s1}. On peut construire une Σ-alge`bre en
prenant l’ensemble des nombres naturels avec la fonction constante fz = 0 et la fonction
unaire fs(x) = x+ 2. Une autre Σ-alge`bre pourrait eˆtre l’ensemble des nombres re´els avec la
fonction constante gz = 1 et la fonction unaire gs(x) = 3 · x.
Remarque 1 Si l’ensemble qui compose une Σ-alge`bre est vide alors la signature Σ ne
contient pas de symboles d’arite´ 0.
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De´finition 3 (morphisme) Soient (A, {fs | s ∈ Σ}) et (B, {gs | s ∈ Σ}) deux Σ-alge`bres.
On dit que la fonction h : A → B est un morphisme si elle commute avec les ope´rations de
l’alge`bre, a` savoir pour tout s ∈ Σ tel que ar(s) = n et pour tout a1, . . . , an ∈ A on a :
h(fs(a1, . . . , an)) = gs(h(a1), . . . , h(an)) .
Exemple 3 On reprend les deux Σ-alge`bres de l’exemple 2. Le lecteur peut ve´rifier que la
fonction h : N→ R suivante est un morphisme :
h(n) =
{
3k si n = 2 · k
0 autrement.
Exercice 1 Trouvez un autre morphisme entre les Σ-alge`bres introduites dans l’exemple 2.
Il y a une fac¸on canonique de construire une Σ-alge`bre qu’on appelle Σ-alge`bre initiale ;
cette de´nomination est justifie´e par la proposition 1.
De´finition 4 (Σ-alge`bre initiale) Soit (Σ, ar) une signature. On de´finit les ensembles :
T0 = {s ∈ Σ | ar(s) = 0},
Tn+1 = Tn ∪ {(s, t1, . . . , tm) | s ∈ Σ, ar(s) = m ≥ 1, ti ∈ Tn, i = 1, . . . ,m},
TΣ =
⋃
n≥0 Tn .
Soit s ∈ Σ. Si ar(s) = 0 on de´finit la (fonction) constante s = s ∈ TΣ. Et si ar(s) = m ≥ 1
on de´finit une fonction s : (TΣ)
m → TΣ par :
s(t1, . . . , tm) = (s, t1, . . . , tm) .
Exemple 4 On explicite quelques e´le´ments de l’ensemble TΣ pour les signatures Σ introduites
dans l’exemple 1.
Signature TΣ
Nombres unaires {z, (s, z), (s, (s, z)), (s, (s, (s, z))), . . .}
Mots finis {, (a, ), . . . , (z, ), (a, (a, )), . . .}
Arbres binaires {nil , (b,nil ,nil), (b, (b,nil ,nil),nil), (b,nil , (b,nil ,nil)), . . .}
Expressions conditionnelles {0, 1, x, . . . , (+, 0, 0), . . . , (ite, x, y, z), . . .}
Formules propositionnelles {x, . . . , (¬, x), . . . , (∧, x, y), . . .}
Proposition 1 Soit A = (A, {fs | s ∈ Σ}) une Σ-alge`bre. Alors il existe un unique mor-
phisme de la Σ-alge`bre initiale dans A.
Preuve. D’apre`s la de´finition 4 d’alge`bre initiale, pour tout x ∈ TΣ on peut de´finir :
rang(x) = min{n ∈ N | x ∈ Tn} .
On montre que pour tout x ∈ TΣ, il y a une seule de´finition possible de h(x). On proce`de
par re´currence sur rang(x). Si rang(x) = 0 alors x = s ∈ Σ, ar(s) = 0 et on doit avoir
h(s) = h(s) = fs. Si rang(x) = n + 1 alors x = (s, t1, . . . , tm), ar(s) = m ≥ 1, rang(ti) ≤ n
pour i = 1, . . . ,m et on doit avoir :
h(s(t1, . . . , tm)) = h(s, t1, . . . , tm) = fs(h(t1), . . . , h(tm)) .
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Exemple 5 Pour de´finir un morphisme sur une Σ-alge`bre initiale il suffit de fixer l’in-
terpre´tation des symboles de la signature. Conside´rons les Σ-alge`bres initiales de l’exemple
4. On peut de´finir la fonction qui associe un nombre naturel a` un nombre en repre´sentation
unaire en conside´rant l’ensemble des nombres naturels avec fonctions fz = 0 et fs(x) = x+1.
La longueur d’un mot correspond a` la Σ-alge`bre sur les nombres naturels ou` f = 0 et fa(x) =
· · · = fz(x) = x+ 1. De fac¸on similaire, la fonction qui calcule la hauteur d’un arbre binaire
correspond a` la Σ-alge`bre sur les nombres naturels ou` fnil = 0 et fb(x, y) = 1 + max (x, y).
Pour construire un morphisme qui associe un nombre a` chaque expression conditionnelle, on
peut prendre l’ensemble des nombres naturels. On associe aux symboles 0 et 1 les nombres 0
et 1. On suppose aussi disposer d’une fonction v : V → N des variables aux nombres naturels
qui spe´cifie le nombre associe´ a` chaque variable. Bien suˆr, on interpre`te le symbole + par
l’addition sur les nombres naturels et le symbole ite par la fonction ternaire :
fite(x, y, z) =
{
y si x 6= 0
z autrement.
De fac¸on similaire, on peut associer une valeur a` chaque formule du calcul propositionnel
en prenant l’ensemble des valeurs boole´ennes 2 = {0, 1}. On suppose disposer d’une fonction
v : V → 2 des variables aux valeurs boole´ennes qui spe´cifie la valeur de chaque variable. Il reste
a` de´finir les fonctions NOT, AND et OR associe´es aux symboles ¬, ∧ et ∨, respectivement.
Ces fonctions sont spe´cifie´es par les tableaux suivants :
x NOT (x) x y AND(x, y) x y OR(x, y)
0 1 0 0 0 0 0 0
1 0 0 1 0 0 1 1
1 0 0 1 0 1
1 1 1 1 1 1
En changeant de Σ-alge`bre, on peut trouver d’autres interpre´tations inte´ressantes des for-
mules propositionnelles. Par exemple, on peut associer a` chaque formule sa taille, a` savoir le
nombre de symboles qu’elle contient. Dans ce cas, on prend comme domaine d’interpre´tation
l’ensemble des nombres naturels, on associe aux variables le nombre naturel 1 et on de´finit
les fonctions f¬(x) = x + 1 et f∧(x, y) = f∨(x, y) = 1 + x + y. Dans une autre direction, on
peut fixer un ensemble E et interpre´ter les variables comme des sous-ensembles de E et les
symboles ¬, ∧ et ∨ comme le comple´mentaire, l’intersection et l’union, respectivement.
1.2 De´finitions inductives
On trouve souvent des de´finitions dites ‘inductives’ de la forme ‘le plus petit ensemble qui
satisfait un certain nombre de proprie´te´s’. On donne une condition suffisante pour l’existence
d’un tel ensemble et on montre comment manipuler ce type de de´finitions.
De´finition 5 (fonction monotone) Soit E un ensemble et P(E) les parties de E. On dit
qu’une fonction F : P(E)→ P(E) est monotone si pour tout X ⊆ Y ⊆ E on a F(X) ⊆ F(Y ).
Proposition 2 Soient E un ensemble et F : P(E)→ P(E) une fonction monotone. Alors :
Y =
⋂
{X | X ⊆ E et F(X) ⊆ X} ,
est le plus petit ensemble X ⊆ E tel que F(X) ⊆ X.
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Preuve. Si F(X) ⊆ X alors par de´finition de Y on a Y ⊆ X. Il reste a` montrer que
F(Y ) ⊆ Y . On observe :
F(Y ) = F(⋂{X | X ⊆ E et F(X) ⊆ X})
⊆ ⋂{F(X) | X ⊆ E et F(X) ⊆ X} (par monotonie)
⊆ ⋂{X | X ⊆ E et F(X) ⊆ X}
= Y .
2
Remarque 2 Dans les hypothe`ses de la proposition 2, pour montrer que Y ⊆ X, il suffit de
montrer que F(X) ⊆ X.
Exemple 6 Soit A un ensemble et R ⊆ A × A une relation binaire sur A. On dit que la
relation R est re´flexive si pour tout x ∈ A on a que (x, x) ∈ R et qu’elle est transitive si pour
tout x, y, z ∈ A elle satisfait la condition :
(x, y) ∈ R et (y, z) ∈ R implique (x, z) ∈ R .
On est inte´resse´ a` la plus petite relation re´flexive et transitive qui contient R. Ve´rifions que
l’existence d’une telle relation suit de la proposition 2. Prenons E = A × A. Soit IdA =
{(x, x) | x ∈ A} la relation identite´. On de´finit F : P(E)→ P(E) par :
F(S) = IdA ∪R ∪ {(x, z) | ∃ y (x, y) ∈ S et (y, z) ∈ S} .
On remarque que S ⊆ S′ implique F(S) ⊆ F(S′), donc la fonction F est monotone. Aussi
une relation S contient la relation R et est re´flexive et transitive ssi F(S) ⊆ S. On peut donc
conclure que la plus petite relation transitive qui contient R existe et est e´gale a` :⋂
{S | S ⊆ E et F(S) ⊆ S} .
On de´note cette plus petite relation par R∗. Conside´rons maintenant la relation T de´finie de
la fac¸on suivante :
T0 = IdA ∪R ,
Tn+1 = {(x, z) | ∃ y (x, y) ∈ Tn et (y, z) ∈ Tn} ,
T =
⋃
n∈N Tn .
On peut montrer par re´currence sur n que Tn ⊆ R∗. Donc, par de´finition de T , on a T ⊆ R∗.
D’autre part, pour montrer que R∗ ⊆ T il suffit de ve´rifier que F(T ) ⊆ T et d’appliquer la
remarque 2.
Exercice 2 Soit R un relation comme dans l’exemple 6 . Montrez l’existence de la plus petite
relation transitive qui contient R. On de´note cette relation par R+.
Exercice 3 Montrez que l’ensemble Y de la proposition 2 est le plus petit point fixe de la
fonction F , a` savoir le plus petit ensemble X ⊆ E tels F(X) = X.
Exercice 4 Soit Σ la signature des mots finis (exemple 1) et TΣ l’ensemble associe´ a` l’alge`bre
initiale (de´finition 4). Soit Σ′ = {0, a1, b1} une sous-signature de Σ. Montrez que TΣ′ peut
eˆtre de´fini comme un ensemble inductif sur TΣ.
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1.3 Ordres bien fonde´s et terminaison
Les ordres bien fonde´s sont un outil logique naturel pour montrer la terminaison de pro-
grammes.
De´finition 6 (ordre partiel) Un ordre partiel (P,>) est un ensemble P avec une relation
binaire >⊆ P × P qui est transitive. On utilisera aussi ≥ comme un abre´viation pour la
relation binaire (> ∪ IdP ).
De´finition 7 (ordre partiel bien fonde´) Un ordre partiel (P,>) est bien fonde´ s’il n’existe
pas une se´quence {xi}i∈N dans P telle que x0 > x1 > x2 > · · · .
Remarque 3 Dans un ordre partiel bien fonde´, on ne peut pas avoir un x tel que x > x car
dans ce cas la suite ou` xi = x pour tout i ∈ N contredit la condition de bonne fondation.
Dans cette section, il convient de penser a` la relation > comme a` un ordre strict.
Exemple 7 Voici des exemples d’ordres bien fonde´s : les nombres naturels avec l’ordre stan-
dard, les mots finis ordonne´s d’apre`s leur longueur, les arbres binaires ordonne´s d’apre`s leur
hauteur, les formules du calcul propositionnel ordonne´es d’apre`s leur taille. Par contre, les
nombres entiers avec l’ordre standard ainsi que les nombres rationnels positifs avec l’ordre
standard ne sont pas des ordres bien fonde´s.
Exercice 5 Soient N l’ensemble des nombres naturels, Nk le produit carte´sien N× · · · ×N
k fois et A =
⋃{Nk | k ≥ 1}. Soit > une relation binaire sur A telle que : (x1, . . . , xn) >
(y1, . . . , ym) ssi il existe k ≤ min(n,m) (x1 = y1, . . . , xk−1 = yk−1, xk > yk). L’ordre > est-il
bien fonde´ ?
On introduit deux me´thodes pour construire un ordre bien fonde´ a` partir d’ordres bien
fonde´s.
De´finition 8 (ordre produit) Soient (P1, >1) et (P2, >2) deux ordres partiels. On de´finit
l’ordre produit par (P1 × P2, >prod ) ou` :
(x, y) >prod (x
′, y′) si (x >1 x′ et y ≥2 y′) ou (x ≥1 x′ et y >2 y′) .
Proposition 3 Si (P1, >1) et (P2, >2) sont deux ordres partiels alors (P1 × P2, >prod ) est
un ordre partiel. De plus si (P1, >1) et (P2, >2) sont deux ordres partiels bien fonde´s alors
(P1 × P2, >prod ) est bien fonde´ aussi.
Preuve. On laisse au lecteur la ve´rification que >prod est transitif. Pour la bonne fondation,
on proce`de par contradiction. Si (x0, y0) >prod (x1, y1) >prod · · · alors ou bien la premie`re ou
bien la deuxie`me composante diminue strictement infiniment souvent. On a donc une suite
de´croissante ou bien dans P1 ou bien dans P2. 2
De´finition 9 (ordre lexicographique) Soient (P1, >1) et (P2, >2) deux ordres partiels. On
de´finit l’ordre lexicographique par (P1 × P2, >lex ) ou` :
(x, y) >lex (x
′, y′) si (x >1 x′) ou (x = x′ et y >2 y′) .
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Proposition 4 Si (P1, >1) et (P2, >2) sont deux ordres partiels alors (P1 × P2, >lex ) est
un ordre partiel. De plus si (P1, >1) et (P2, >2) sont deux ordres partiels bien fonde´s alors
(P1 × P2, >lex ) est bien fonde´ aussi.
Preuve. Encore une fois, la ve´rification de la transitivite´ est laisse´e au lecteur. Pour ve´rifier
la bonne fondation, on proce`de aussi par contradiction. Si (x0, y0) >lex (x1, y1) >lex · · ·
alors ou bien la premie`re composante diminue strictement infiniment souvent ou bien la
premie`re composante se stabilise et la deuxie`me diminue strictement. Dans le deux cas on a
une contradiction. 2
Remarque 4 L’ordre produit et l’ordre lexicographique sont de´finis sur le produit carte´sien
et l’ordre produit implique toujours l’ordre lexicographique, a` savoir : si (x, y) >prod (x
′, y′)
alors (x, y) >lex (x
′, y′).
On introduit un notion tre`s ge´ne´rale de syste`me de re´e´criture.
De´finition 10 (syste`me de re´e´criture) Un syste`me de re´e´criture est un couple (X,→) ou`
X est un ensemble et →⊆ X ×X est une relation binaire sur X.
De´finition 11 (terminaison) Un syste`me de re´e´criture (X,→) termine 1 s’il n’existe pas
une se´quence {xi}i∈N dans X telle que x0 → x1 → x2 → · · ·
Notez que si un syste`me termine on ne peut pas avoir un x tel que x→ x. On de´note par
+→ la cloˆture transitive de la relation → (exemple 6). Les ordres bien fonde´s et les syste`mes
de re´e´criture qui terminent sont deux faces de la meˆme pie`ce.
Proposition 5 Soit (X,→) un syste`me de re´e´criture. Les assertions suivantes sont e´quivalentes.
1. (X,→) termine.
2. (X,
+→) est un ordre partiel bien fonde´.
3. Il existe un ordre partiel bien fonde´ (P,>) et une fonction µ : X → P telle que pour
tout x, y ∈ X si x→ y alors µ(x) > µ(y).
Preuve. (1)⇒ (2). Par de´finition, +→ est transitive et donc (X, +→) est un ordre partiel. Si on
a une se´quence x0
+→ x1 +→ x2 +→ ou a aussi une se´quence x0 → · · · → x1 → · · · → x2 → · · ·
ce qui contredit la terminaison.
(2)⇒ (3). Il suffit de prendre (P,>) = (X, +→) et µ = idX , la fonction identite´ sur X.
(3)⇒ (1). Si x0 → x1 → x2 → · · · alors on a µ(x0) > µ(x1) > µ(x2) > · · · ce qui contredit
la bonne fondation de P . 2
Exercice 6 Conside´rons l’ensemble des mots finis sur les symboles {a, b}. On e´crit w → w′ si
w′ est obtenu de w en remplac¸ant un sous-mot ab par le mot bba. Trouvez une interpre´tation
sur les nombres naturels positifs qui montre que → termine.
1. Tout proble`me de terminaison de programmes peut eˆtre formule´ comme un proble`me de terminaison
d’un syste`me de re´e´criture.
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Exercice 7 Conside´rons la plus petite relation → sur N×N telle que pour tout x, y, z ∈ N
on a que :
(x+ 1, y)→ (x, z) , et (x, y + 1)→ (x, y) .
Le syste`me (N×N,→) termine-t-il ?
Exercice 8 Les programmes while suivants terminent-t-ils en supposant que les variables
varient sur les nombres naturels positifs ?
while(m 6= n){ if(m > n){m = m− n; } else {n = n−m; } } ,
while(m 6= n){ if(m > n){m = m− n; } else {h = m;m = n;n = h; } } .
Exercice 9 Soient Σ la signature des formules du calcul propositionnel (exemple 1) et TΣ
l’ensemble associe´ a` l’alge`bre initiale (de´finition 4). Soit → la plus petite relation binaire sur
TΣ telle que pour tout A,A
′, B ∈ TΣ :
— (¬, (¬, A))→ A,
— (¬, (∧, A,B))→ (∨, (¬, A), (¬, B)),
— (¬, (∨, A,B))→ (∧, (¬, A), (¬, B)),
— si A → A′ alors (¬, A) → (¬, A′), (∧, A,B) → (∧, A′, B), (∧, B,A) → (∧, B,A′),
(∨, A,B)→ (∨, A′, B) et (∨, B,A)→ (∧, B,A′).
On peut voir (TΣ,→) comme un syste`me de re´e´criture qui transforme une formule jusqu’a`
ce que les ne´gations paraissent uniquement devant les variables. On dit qu’une formule avec
cette proprie´te´ est en forme normale ne´gative.
1. Expliquez pourquoi la relation → existe.
2. Une formule A est en forme normale s’il n’existe pas A′ tel que A→ A′. Donnez une
description inductive de l’ensemble des formules en forme normale et de l’ensemble
des formules qui ne sont pas en forme normale.
3. Montrez la terminaison du syste`me de re´e´criture (TΣ,→). Suggestion : interpre´tez les
symboles comme des fonctions affines.
4. Montrez que si A
∗→ B et B est en forme normale alors la taille de B (exemple 5) est
au plus 2 fois la taille de A.
1.4 Ordres bien fonde´s et principe d’induction
On suppose que le lecteur est familier avec le principe de preuve par re´currence. Ce principe
se ge´ne´ralise a` un principe d’induction sur les structures ordres bien fonde´s.
De´finition 12 (principe d’induction) Soit (P,>) un ordre partiel. Si x ∈ P on de´note
par ↓ (x) = {y ∈ P | x > y} l’ensemble des e´le´ments plus petits que x. Soit X ⊆ P . Le
principe d’induction affirme que pour montrer que X = P il suffit de montrer que pour tout
x ∈ P si ↓ (x) ⊆ X alors x ∈ X.
On peut voir le principe d’induction comme une ge´ne´ralisation du principe de re´currence
sur les nombres naturels.
Proposition 6 Si (P,>) est un ordre partiel bien fonde´ alors le principe d’induction est
valide.
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Preuve. Soit X ⊆ P un ensemble qui satisfait le principe d’induction, a` savoir : pour tout
x ∈ P si ↓ (x) ⊆ X alors x ∈ X. Soit x0 ∈ P . Si ↓ (x0) = ∅ alors le principe d’induction stipule
que x0 ∈ X. Donc supposons x0 ∈ P\X et ↓ (x0) 6= ∅. On peut donc trouver x1 ∈↓ (x0) tel
que x1 ∈ P\X. En effet si ↓ (x0) ⊆ X alors le principe d’induction garantit que x0 ∈ X.
On peut maintenant ite´rer le meˆme argument sur x1, x2, . . . On construit donc une se´quence
de´croissante x0 > x1 > x2 > · · · qui est en contradiction avec l’hypothe`se que (P,>) est bien
fonde´. 2
Exercice 10 Montrez que si (P,>) est un ordre partiel dans lequel le principe d’induction
est valide alors (P,>) est bien fonde´.
Donc les ordres partiels bien fonde´s sont exactement les ordres partiels dans lesquels le
principe d’induction est valide.
Chapitre 2
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2.1 Syntaxe et se´mantique
La logique est a` l’origine une re´flexion sur le discours (logos) et sur sa cohe´rence. En
particulier, la logique mathe´matique s’inte´resse a` l’organisation et a` la cohe´rence du discours
mathe´matique et donc aux notions de validite´ et de preuve. Dans le calcul propositionnel
classique, on dispose d’un certain nombre de propositions qui peuvent eˆtre vraies ou fausses
et d’un certain nombre d’ope´rateurs qui permettent de combiner ces propositions.
On rappelle (section 1.1) que la syntaxe du calcul propositionnel est de´finie comme l’
alge`bre initiale sur la signature Σ = V ∪ {¬1,∧2,∨2} ou` V = {x0, y0, . . .} est un un ensemble
de´nombrable de symboles de variables d’arite´ 0. 1 On appelle formules les e´le´ments de TΣ et
on les de´note par les lettres A,B, . . . On choisit une variable x0 (arbitraire mais fixe´e) et on
utilise les abre´viations suivantes :
¬A = (¬, A), (A ∧B) = (∧, A,B), (A ∨B) = (∨, A,B),
1 = (x0 ∨ ¬x0), 0 = (x0 ∧ ¬x0) . (2.1)
De´finition 13 (litte´ral) Un litte´ral est une formule qui est une variable ou la ne´gation
d’une variable. Dans le premier cas on dit que le litte´ral est positif et dans le deuxie`me qu’il
est ne´gatif. On de´note un litte´ral avec `, `′, . . .
De´finition 14 (variables dans une formule) L’ensemble var(A) des variables pre´sentes
dans une formule A est de´fini par :
var(x) = {x}, var(¬A) = var(A), var(A ∧B) = var(A ∨B) = var(A) ∪ var(B).
De´finition 15 (substitution) Si A,B sont des formules et x est une variable alors on
de´note par [B/x]A la substitution de la variable x par la formule B dans la formule A.
La fonction de substitution est de´finie sur TΣ par :
[B/x](y) =
{
B si y = x
y autrement
[B/x](¬A) = ¬[B/x]A,
[B/x](A ∧A′) = ([B/x]A ∧ [B/x]A′) [B/x](A ∨A′) = ([B/x]A ∨ [B/x]A′) .
1. La syntaxe, telle qu’on l’entend dans ce cours, est aussi appele´e syntaxe abstraite dans le cadre de l’analyse
syntaxique des langages. Un programme d’analyse syntaxique rec¸oit en entre´e une suite de caracte`res et produit
en sortie soit la syntaxe abstraite d’une phrase du langage soit un message d’erreur.
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Exercice 11 Explicitez les Σ-alge`bres qui induisent au sens de la proposition 1, la fonction
var de la de´finition 14 et la fonction [B/x]( ) de la de´finition 15 (voir exemple 5).
On verra dans la section 2.3 que les ope´rateurs ¬, ∨ et ∧ suffisent a` exprimer tous les
autres. Cependant, un certain nombre d’ope´rateurs logiques sont utilise´s assez souvent pour
me´riter un symbole spe´cifique.
De´finition 16 (ope´rateurs de´rive´s)
(A→ B) = (¬A ∨B) (implication)
(A↔ B) = ((A→ B) ∧ (B → A)) (si et seulement si)
(A⊕B) = ((A ∧ ¬B) ∨ (¬A ∧B)) (ou exclusif)
(A; B,C) = ((A ∧B) ∨ (¬A ∧ C)) (conditionnel).
L’interpre´tation standard des formules utilise les valeurs boole´ennes 2 = {0, 1} avec la
convention que 0 correspond a` ‘faux’ et 1 a` ‘vrai’. On rappelle (section 1.1) qu’une fois qu’on
a fixe´ l’interpre´tation des variables et des symboles ¬, ∨ et ∧, on a une fonction qui est de´finie
de fac¸on unique.
De´finition 17 (interpre´tation) L’interpre´tation d’une formule A par rapport a` une affec-
tation v : V → 2 est la fonction (unique) [[ ]]v qui satisfait :
[[x]]v = v(x) , [[¬A]]v = NOT ([[A]]v) ,
[[A ∧B]]v = AND([[A]]v, [[B]]v) , [[A ∨B]]v = OR([[A]]v, [[B]]v) ,
ou` les fonctions NOT, AND, OR sont de´finies par :
x NOT (x) x y AND(x, y) x y OR(x, y)
0 1 0 0 0 0 0 0
1 0 0 1 0 0 1 1
1 0 0 1 0 1
1 1 1 1 1 1
De´finition 18 (mise a` jour) Si v est une affectation, x est une variable propositionnelle et
b ∈ 2 est une valeur boole´enne alors la mise a` jour de v avec b pour x est de´finie par :
v[b/x](y) =
{
b si y = x
v(y) autrement.
Notation On peut expliciter les valeurs d’une affectation en e´crivant [b1/x1, . . . , bn/xn] ou`
xi 6= xj si i 6= j. Dans ce cas, il est entendu que les valeurs de l’affectation sur les variables
diffe´rentes de x1, . . . , xn n’ont pas d’importance.
La proposition suivante met en relation la substitution au niveau syntaxique avec la mise
a` jour au niveau se´mantique. Elle permet de remplacer les variables propositionnelles par des
formules arbitraires.
Proposition 7 Soient A,B deux formules, x une variable et v une affectation. Alors :
[[[B/x]A]]v = [[A]]v[[[B]]v/x] .
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Preuve. Par re´currence sur la taille (exemple 5) de A. 2
On introduit maintenant 3 de´finitions fondamentales pour la suite du cours. On e´crit
v |= A si [[A]]v = 1 et |= A si pour tout v, v |= A.
De´finition 19 (validite´) Une formule A est valide (on dit aussi qu’elle est une tautologie)
si |= A, c’est-a`-dire si pour toute affectation v on a v |= A.
De´finition 20 (satisfaisabilite´) Une formule A est satisfaisable s’il existe une affectation
v telle que v |= A.
De´finition 21 (e´quivalence logique) Deux formules A et B sont logiquement e´quivalentes
si pour toute affectation v on a v |= A ssi v |= B. Dans ce cas on e´crit A ≡ B.
Par exemple, 1 est valide, x est satisfaisable mais pas valide, 0 n’est pas satisfaisable, x
est e´quivalente a` x ∧ 1 et n’est pas e´quivalente a` x ∨ 1. D’un point de vue mathe´matique, on
peut prendre une de ces notions comme fondamentale et de´river les deux autres. 2
Exercice 12 Soient A,B deux formules du calcul propositionnel. Montrez que :
1. A est valide ssi ¬A n’est pas satisfaisable,
2. A est valide ssi A ≡ 1,
3. A ≡ B ssi A↔ B est valide.
Meˆme si les notions de validite´, satisfaisabilite´ et e´quivalence logique sont d’une cer-
taine fac¸on interchangeables on verra dans la suite du cours que chaque notion a ses propres
me´thodes algorithmiques.
2.2 E´quivalence logique
Proposition 8 Dans le calcul propositionnel, on dispose des e´quivalences logiques pre´sente´es
dans la table 2.1.
Preuve. En calculant les tables de ve´rite´. 2
Le groupe (G1) dit que le ∨ est un ope´rateur commutatif, associatif et idempotent qui a
0 comme identite´ et 1 comme absorbant. Le groupe (G2) dit que le ∧ est aussi un ope´rateur
commutatif, associatif et idempotent mais son identite´ est 1 et son absorbant est 0. Le groupe
(G3) permet de distribuer l’ope´rateur ∧ (∨) par rapport a` l’ope´rateur ∨ (∧). Le groupe (G4)
affirme que la ne´gation est un ope´rateur involutif et qu’il peut eˆtre distribue´ d’une certaine
fac¸on sur les ope´rateurs ∨ et ∧ (lois de De Morgan). Avec ces e´quivalences on peut de´duire
¬0 ≡ 1 et ¬1 ≡ 0. D’apre`s la convention (2.1), les formules 1 et 0 de´pendent d’une variable x0
fixe´e. Le dernier groupe (G5), nous permet de de´duire, par exemple, que pour toute variable
x, (x ∨ ¬x) ≡ 1, aussi connue comme loi du tiers exclu.
2. Quand on traite des formules, attention a` ne pas confondre la relation = (identite´) avec la relation ≡
(e´quivalence logique) ; la premie`re est strictement contenue dans la deuxie`me.
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(G1) (x ∨ 0) ≡ x, (x ∨ 1) ≡ 1, (x ∨ y) ≡ (y ∨ x),
((x ∨ y) ∨ z) ≡ (x ∨ (y ∨ z)), (x ∨ x) ≡ x,
(G2) (x ∧ 0) ≡ 0, (x ∧ 1) ≡ x, (x ∧ y) ≡ (y ∧ x),
((x ∧ y) ∧ z) ≡ (x ∧ (y ∧ z)), (x ∧ x) ≡ x,
(G3) (x ∧ y) ∨ z ≡ (x ∨ z) ∧ (y ∨ z), (x ∨ y) ∧ z ≡ (x ∧ z) ∨ (x ∧ z),
(G4) ¬¬x ≡ x, ¬(x ∨ y) ≡ (¬x ∧ ¬y), ¬(x ∧ y) ≡ (¬x ∨ ¬y) ,
(G5) (x ∨ ¬x) ≡ 1, (x ∧ ¬x) ≡ 0.
Table 2.1 – E´quivalences logiques
Graˆce a` la proposition 7, on peut toujours remplacer une variable par une formule. Ainsi,
si l’on veut montrer (A∧A) ≡ A pour une formule A arbitraire, on fait appel a` l’e´quivalence
(x ∧ x) ≡ x (groupe (G2)) et on note que pour toute affectation v :
[[A ∧A]]v = [[[A/x](x ∧ x)]]v = [[x ∧ x]]v[[[A]]v/x] = [[x]]v[[[A]]v/x] = [[A]]v .
Il est donc possible de pratiquer un raisonnement e´quationnel sur les formules du calcul
propositionnel qui est similaire a` celui que le lecteur a de´ja` pratique´ dans le cadre, par exemple,
de la the´orie des groupes. En effet, les e´quivalences de la table 2.1 forment la base d’une the´orie
e´quationnelle qu’on appelle alge`bre boole´enne.
Exercice 13 Soient A,B,C,D des formules x une variable. Montrez que si A ≡ B et C ≡ D
alors [A/x]C ≡ [B/x]D.
Exercice 14 Utilisez un raisonnement e´quationnel pour de´duire les (ce´le`bres) lois suivantes :
((¬y → ¬x)→ (x→ y)) ≡ 1 (contrapose´e),
(((x ∧ ¬y)→ 0)→ (x→ y)) ≡ 1 (re´duction a` l’absurde),
(x ∨ (x ∧ y)) ≡ x (absorption).
Exercice 15 Montrez que si on ajoute aux e´quivalences de la table 2.1 l’e´quivalence (x∨y) ≡
(x⊕ y) alors on peut de´river par un raisonnement e´quationnel 0 ≡ 1.
Exercice 16 On conside`re une interpre´tation des formules sur un ensemble 3 = {0, ?, 1}
qui est e´quipe´ d’un ordre total < tel que 0 < ? < 1. On interpre`te la formule 0 par 0, la
formule 1 par 1, la conjonction ∧ par la fonction binaire minimum, la disjonction ∨ par la
fonction binaire maximum et la ne´gation par la fonction unaire NOT 3 telle que NOT 3(0) =
1, NOT 3(?) = NOT 3(1) = 0. Certaines e´quivalences logiques de la table 2.1 ne sont plus
ve´rifie´es. Lesquelles ?
2.3 De´finissabilite´ et formes normales
Notation Si ` est un litte´ral, on pre´tendra parfois que ¬` est aussi un litte´ral. Ceci est
justifie´ par le caracte`re involutif de la ne´gation, a` savoir on peut toujours remplacer ¬¬x par
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x. Si {Ai | i ∈ I} est une famille de formules indexe´es sur un ensemble fini I on peut e´crire :∧{Ai | i ∈ I} ou ∧i∈I Ai, et ∨{Ai | i ∈ I} ou ∨i∈I Ai .
Comme la disjonction et la conjonction sont associatives et commutatives, cette notation
de´finit une formule unique a` e´quivalence logique pre`s. Par convention, si I est vide on a :∧
∅ = 1 et
∨
∅ = 0 . (2.2)
De´finition 22 (fonction de´finissable) Soit A une formule et x1, . . . , xn une liste de va-
riables distinctes telle que var(A) ⊆ {x1, . . . , xn}. Alors la formule A de´finit une fonction
fA : 2
n → 2 par :
fA(b1, . . . , bn) = [[A]][b1/x1, . . . , bn/xn] .
Remarque 5 Notez que la fonction fA non seulement de´pend de A mais aussi de la liste de
variables x1, . . . , xn. Par exemple, la formule x de´finit la premie`re projection par rapport a` la
liste x, y et la deuxie`me projection par rapport a` la liste y, x.
Exercice 17 Montrez que deux formules A et B sont e´quivalentes ssi elles de´finissent la
meˆme fonction sur une liste des variables dans var(A) ∪ var(B).
De´finition 23 (DNF) On appelle monoˆme une conjonction de litte´raux. Une formule est en
forme normale disjonctive (DNF pour Disjunctive Normal Form) si elle est une disjonction
de monoˆmes.
De´finition 24 (CNF) On appelle clause une disjonction de litte´raux. Une formule est en
forme normale conjonctive (CNF pour Conjunctive Normal Form) si elle est une conjonction
de clauses.
Proposition 9 Toute fonction f : 2n → 2, n ≥ 1, est de´finissable par une formule A en
forme normale disjonctive (DNF) telle que var(A) ⊆ {x1, . . . , xn}.
Preuve. On construit un tableau de ve´rite´ avec 2n entre´es. Si f(b1, . . . , bn) = 1 avec bi ∈ {0, 1}
alors on construit un monoˆme (`1 ∧ · · · ∧ `n) ou` `i = xi si bi = 1 et `i = ¬xi autrement. La
formule A est la disjonction de tous les monoˆmes obtenus de cette fac¸on. Par exemple, si
f(0, 1) = f(1, 0) = 1 et f(0, 0) = f(1, 1) = 0 alors on obtient A = (¬x1 ∧ x2) ∨ (x1 ∧ ¬x2).
On note que si f est la fonction constante 0 alors on obtient une disjonction vide qui, par la
convention (2.2), est 0. 2
La formule DNF construite dans la proposition 9 est unique si l’on conside`re que conjonc-
tion et disjonction sont associatives et commutatives. Cependant, cette formule n’est pas
forcement de taille minimale (conside´rez, par exemple, la fonction constante 1).
Remarque 6 Les e´le´ments d’un ensemble fini X peuvent eˆtre code´s par les e´le´ments de
l’ensemble 2n pour n suffisamment grand (certains e´le´ments peuvent avoir plusieurs codes).
Toute fonction f : 2n → 2m se de´compose en m fonctions f1 : 2n → 2, . . . , fm : 2n → 2.
Ainsi toute fonction f : X → Y ou` X et Y sont finis peut eˆtre de´finie, modulo codage, par
un vecteur de formules du calcul propositionnel. Avec un peu de re´flexion, tout objet fini peut
eˆtre repre´sente´ par des formules du calcul propositionnel. Cette puissance de repre´sentation
explique en partie la grande varie´te´ d’applications possibles du calcul propositionnel.
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Tout ce qui a e´te´ dit de la forme DNF peut eˆtre transfe´re´ a` la forme CNF ‘par dualite´’.
Corollaire 1 Toute fonction f : 2n → 2, n ≥ 1, est de´finissable par une formule A en forme
normale conjonctive (CNF) telle que var(A) ⊆ {x1, . . . , xn}.
Preuve. Par la proposition 9 on peut construire une formule A en forme normale disjonctive
pour la fonction NOT ◦ f : 2n → 2. Donc la formule ¬A de´finit la fonction f . On applique
maintenant les lois de De Morgan et on obtient :
¬
∨
i∈I
(
∧
j∈Ji
`i,j) ≡
∧
i∈I
(¬(
∧
j∈Ji
`i,j)) ≡
∧
i∈I
(
∨
j∈Ji
(¬`i,j) ) ≡
∧
i∈I
(
∨
j∈Ji
`′i,j ) ,
ou` `′i,j = ¬xi,j si `i,j = xi,j et `′i,j = xi,j si `i,j = ¬xi,j . Bien suˆr, on utilise ici l’e´quivalence
logique x ≡ ¬¬x. 2
Exercice 18 Proposez et justifiez une ‘re`gle’ pour construire une CNF a` partir de la table
de ve´rite´ d’une fonction boole´enne.
Exercice 19 Montrez que la satisfaisabilite´ d’une formule en DNF et la validite´ d’une for-
mule en CNF peuvent eˆtre de´cide´es en temps line´aire dans la taille de la formule.
Exercice 20 Soit pair(x1, . . . , xn) = (Σi=1,...,nxi) mod 2 la fonction qui calcule la parite´
d’un vecteur de bits. (1) Montrez que la formule DNF de´finissant cette fonction de´rive´e de la
proposition 9 a une taille (exemple 5) exponentielle en n. (2) Soit M un monoˆme dans une
DNF A qui de´finit la fonction pair. Montrez que toutes les variables xi doivent paraˆıtre dans
M . (3) Conclure que toute DNF A qui de´finit la fonction pair doit contenir 2(n−1) monoˆmes.
Exercice 21 Est-ce possible de de´finir toutes les fonctions de type 2n → 2, n ≥ 1, avec des
formules dont la taille est au plus n3 ?
Exercice 22 Montrez que toute formule est logiquement e´quivalente a` une formule compose´e
de ne´gations et de conjonctions (ou de ne´gations et de disjonctions).
Exercice 23 On se focalise sur l’ope´rateur conditionnel (de´finition 16). Montrez que toute
fonction f : 2n → 2, n ≥ 1, est de´finissable per une formule qui utilise l’ope´rateur conditionnel
et les formules 0 et 1.
Exercice 24 On conside`re l’ou exclusif, de´note´ par le symbole ⊕ (de´finition 16). Montrez
que : (1) ⊕ est associatif et commutatif, (2) x ⊕ 0 ≡ x et x ⊕ x ≡ 0, (3) toute fonction
boole´enne f : 2n → 2, n ≥ 1, est de´finissable par une formule qui utilise 1, ∧ et ⊕.
Exercice 25 Les fonctions binaires NAND et NOR sont de´finies par :
NAND(x, y) = NOT (AND(x, y)) , NOR(x, y) = NOT (OR(x, y)) .
Montrez que toute fonction f : 2n → 2, n ≥ 1, s’exprime comme composition de la fonction
NAND (ou de la fonction NOR). Montrez que les 4 fonctions unaires possibles n’ont pas cette
proprie´te´ et que parmi les 16 fonctions binaires possibles il n’y en a pas d’autres qui ont cette
proprie´te´.
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Exercice 26 L’ensemble {0, 1} e´quipe´ avec l’addition et la multiplication modulo 2 est un
corps qu’on de´note par Z2. Notez que la multiplication modulo 2 co¨ıncide avec la conjonction
mais que l’addition modulo 2 co¨ıncide avec le ou exclusif. Chaque polynoˆme en n variables
a` coefficients dans Z2 de´finit une fonction f : 2
n → 2. Un polynoˆme multiline´aire est un
polynoˆme dans lequel chaque variable peut apparaˆıtre avec degre´ au plus 1. Montrez que :
(1) Chaque polynoˆme dans Z2 est e´quivalent a` un polynoˆme multiline´aire. (2) Toute fonction
f : 2n → 2, n ≥ 1 est de´finissable par un polynoˆme multiline´aire sur Z2 en n variables.
Exercice 27 On peut ordonner l’ensemble {0, 1} en supposant 0 < 1 et e´tendre l’ordre a` 2n
en obtenant ainsi la version non stricte de l’ordre produit de la de´finition 8. Une fonction
monotone f : 2n → 2, n ≥ 0, est une fonction qui pre´serve l’ordre (non-strict). Montrez
que les fonctions monotones sont exactement celles qui sont de´finissables par composition des
fonctions binaires AND et OR et des constantes 0 et 1.
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Chapitre 3
Syste`mes de preuve
3.1 Correction et comple´tude
Pour l’instant on a conside´re´ un langage logique (la logique propositionnelle classique)
et une notion de validite´. Comment s’assurer qu’une formule est valide ? Dans le cas de
la logique propositionnelle, on peut envisager de ve´rifier toutes les affectations mais cette
me´thode demande 2n ve´rifications pour une formule qui contient n variables. De plus pour
ve´rifier la validite´ de formules en logique du premier ordre on aurait a` conside´rer une infinite´
de cas car les domaines d’interpre´tation sont infinis.
Une autre possibilite´ serait d’utiliser les e´quations de la table 2.1. Pour monter que A
est valide, il suffit de de´river A ≡ 1 par un raisonnement e´quationnel. He´las, ce type de
raisonnement n’est pas si facile a` manier (voir, par exemple, l’exercice 14).
L’objectif est donc de se donner des axiomes et des re`gles pour de´duire avec un effort fini
(et on espe`re raisonnable) de calcul des formules valides. Par exemple, on pourrait avoir les
axiomes (A1− 3) et la re`gle (R) :
(A1)
A→ (B → A) (A2) (A→ (B → C))→ ((A→ B)→ (A→ C))
(A3)
(¬B → ¬A)→ (A→ B) (R)
A A→ B
B
.
A` partir des axiomes et des re`gles on peut construire des preuves. Une preuve est un arbre
dont les feuilles sont e´tiquete´es par des axiomes et dont les noeuds internes sont e´tiquete´s par
des re`gles d’infe´rence. La formule qui se trouve a` la racine de l’arbre est la formule que l’on
de´montre et l’arbre (c’est-a`-dire la preuve) est un certificat de sa validite´. Par exemple, en
prenant B = (A → A) et C = A on peut construire une preuve de A → A par application
des axiomes (A1 − 2) et de la re`gle (R) (2 fois). On remarquera qu’axiomes et re`gles sont
toujours donne´s en forme sche´matique. Par exemple, dans l’axiome (A1) il est entendu qu’on
peut remplacer les formules A et B par des formules arbitraires.
De´finition 25 (correction et comple´tude) On dit qu’un syste`me de preuve est correct
s’il permet de de´duire seulement des formules valides et qu’il est complet si toute formule
valide peut eˆtre de´duite.
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Il est trivial de construire des syste`mes corrects ou complets mais il est beaucoup plus
de´licat de construire des syste`mes corrects et complets. On va examiner un syste`me correct
et complet propose´ par Gerhard Gentzen [Gen34, Gen35]. 1 Une ide´e ge´ne´rale est d’e´crire
des re`gles d’infe´rence qui permettent de re´duire la ‘complexite´ structurale (ou logique)’ des
formules jusqu’a` une situation qui peut eˆtre traite´e directement par un axiome.
Exercice 28 Soit A = `1 ∨ · · · ∨ `n une clause. Montrez que A est valide si et seulement si
une variable propositionnelle x et sa ne´gation ¬x sont pre´sentes dans A.
Ceci sugge`re un axiome :
x ∨ ¬x ∨B ,
ou plus en ge´ne´ral :
A ∨ ¬A ∨B .
On conside`re maintenant la situation pour la conjonction et la disjonction.
Exercice 29 Montrez que si |= A et |= B alors |= A ∧B.
Ceci sugge`re une re`gle pour la conjonction :
A B
A ∧B .
Exercice 30 Montrez que si ou bien |= A ou bien |= B alors |= A ∨B.
Ceci sugge`re deux re`gles pour la disjonction :
A
A ∨B
B
A ∨B .
Comment traiter la ne´gation ? L’exercice suivant montre comment re´duire la ne´gation en
faisant passer la formule a` droite ou a` gauche d’une implication.
Exercice 31 Montrez que :
|= B → (¬A ∨ C) ssi |= (B ∧A)→ C ,
|= (B ∧ ¬A)→ C ssi |= B → (A ∨ C) .
Ce type de conside´rations nous me`nent a` la notion de se´quent.
De´finition 26 (se´quent) Un se´quent est un couple (Γ,∆) qu’on e´crit Γ ` ∆ d’ensembles
finis (e´ventuellement vides) de formules. Un se´quent Γ ` ∆ est valide si la formule suivante
est valide :
(
∧
A∈Γ
A)→ (
∨
B∈∆
B) .
1. Le syste`me compose´ des axiomes (A1 − 3) et de la re`gle (R) ci-dessus est aussi correct et complet et il
est connu comme syste`me de Hilbert. Sa preuve de comple´tude est plutoˆt technique.
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(Ax )
A,Γ ` A,∆
(∧ `) A,B,Γ ` ∆
A ∧B,Γ ` ∆ (` ∧)
Γ ` A,∆ Γ ` B,∆
Γ ` A ∧B,∆
(∨ `) A,Γ ` ∆ B,Γ ` ∆
A ∨B,Γ ` ∆ (` ∨)
Γ ` A,B,∆
Γ ` A ∨B,∆
(¬ `) Γ ` A,∆¬A,Γ ` ∆ (` ¬)
A,Γ ` ∆
Γ ` ¬A,∆
Table 3.1 – Calcul des se´quents de Gentzen
Par convention, on e´crit un se´quent {A1, . . . , An} ` {B1, . . . , Bm} comme A1, . . . , An `
B1, . . . , Bm et un ensemble Γ ∪ {A} comme Γ, A. D’apre`s la de´finition 26, on peut voir le
symbole ` comme une implication et interpre´ter la virgule comme une conjonction a` gauche
et comme une disjonction a` droite du symbole `.
Dans la table 3.1, on reformule nos ide´es sur la simplification des formules en utilisant la
notion de se´quent. Ce syste`me est remarquable par sa simplicite´ conceptuelle : il comporte
un axiome ‘identite´’ qui dit que de A on peut de´river A et des re`gles d’infe´rence. Pour chaque
ope´rateur de la logique, on dispose d’une re`gle qui introduit l’ope´rateur a` gauche du ` et
d’une autre qui l’introduit a` droite.
Exercice 32 Montrez que : (1) un se´quent A,Γ ` A,∆ est valide, (2) pour toute re`gle
d’infe´rence, si les hypothe`ses sont valides alors la conclusion est valide et (3) pour toute
re`gle d’infe´rence, si la conclusion est valide alors les hypothe`ses sont valides.
Proposition 10 Le calcul des se´quents de Gentzen de´rive exactement les se´quents valides.
Preuve. Par l’exercice 32(1-2), tout se´quent de´rivable est valide. Donc le syste`me est correct.
Soit Γ ` ∆ un se´quent valide. On applique les re`gles jusqu’a` ce que toutes les formules dans
les se´quents soient des variables. Le lecteur peut ve´rifier qu’il y a toujours au moins une re`gle
qui s’applique et par l’exercice 32(3), si la conclusion d’une re`gle est valide alors les se´quents
en hypothe`se de la re`gle sont aussi valides. Ensuite on remarque qu’un se´quent valide dont
toutes les formules sont des variables peut eˆtre de´rive´ par application de l’axiome (Ax ) ; il
s’agit d’une simple reformulation de l’exercice 28. 2
Remarque 7 Il convient de regarder de plus pre`s la convention que A1, . . . , An est une no-
tation pour l’ensemble de formules {A1, . . . , An}. Cette convention implique que l’ordre et la
multiplicite´ des formules n’a pas d’importance. Par exemple, les notations A,B,A et B,A
repre´sentent le meˆme ensemble de formules. Il faut donc se poser la question de comment
appliquer les re`gles d’infe´rence. Un premier point est qu’il est toujours possible de re´ordonner
les formules dans A1, . . . , An. Ensuite, si on applique les re`gles en allant de la conclusion
vers les hypothe`ses alors il suffit de garder pour chaque notation A1, . . . , An une seule copie
d’une formule. Ainsi, dans l’application de la re`gle (∧ `) on peut passer de la conclusion
(A ∧ A) ` ∆ a` l’hypothe`se A ` ∆ (et la meˆme remarque s’applique a` la re`gle (` ∨)). Si par
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contre on applique les re`gles en allant des hypothe`ses vers la conclusion alors il faut se sou-
venir qu’il est toujours possible de dupliquer une formule. Ainsi de Γ ` A avec la re`gle (` ∨)
on peut de´river Γ ` (A ∨ A) car la notation Γ ` A de´finit le meˆme se´quent que la notation
Γ ` A,A (et la meˆme remarque s’applique a` la re`gle (∧ `)). En pratique, il faut garder a`
l’esprit que dans la notation A1, . . . , An : (i) on peut toujours re´ordonner les formules, (ii) il
suffit de garder une copie de chaque formule, (iii) pour appliquer les re`gles (` ∨) ou (∧ `) on
peut dupliquer une formule. 2
De´finition 27 (sous-formules) Soit A une formule. L’ensemble sf (A) des sous formules
de A est de´fini par :
sf (A) =

{A} si A variable
{A} ∪ sf (B) si A = ¬B
{A} ∪ sf (B1) ∪ sf (B2) si A = B1 ∧B2 ou A = B1 ∨B2 .
Exercice 33 Explicitez la Σ-alge`bre qui correspond a` la fonction sous-formule de la de´finition
27.
Exercice 34 Montrez que si un se´quent est de´rivable alors il y a une preuve du se´quent qui
contient seulement des sous formules de formules dans le se´quent.
Exercice 35 Montrez que si le se´quent Γ ` ∆ est de´rivable alors le se´quent Γ ` A,∆ l’est
aussi. On appelle cette re`gle de´rive´e affaiblissement.
Exercice 36 Dans le syste`me de Gentzen on peut donner un traitement direct de l’implica-
tion :
(→`) Γ ` A,∆ B,Γ ` ∆
A→ B,Γ ` ∆ (`→)
Γ, A ` B,∆
Γ ` A→ B,∆
Rede´montrez la proposition 10 pour le calcul des se´quents e´tendu avec ces re`gles.
Exercice 37 Montrez que les re`gles pour la disjonction et l’implication sont de´rivables des
re`gles pour la conjonction et la ne´gation en utilisant les e´quivalences : A ∨B ≡ ¬(¬A ∧ ¬B)
et A→ B ≡ ¬A ∨B.
Exercice 38 Utilisez les re`gles pour la ne´gation et l’implication (exercice 36) pour construire
une preuve des se´quents suivants :
` (¬¬A→ A) et (A→ B), (A→ ¬B) ` ¬A .
Exercice 39 La re`gle de coupure (en anglais, cut) est :
(coupure)
A,Γ ` ∆ Γ ` A,∆
Γ ` ∆ .
Montrez que le calcul des se´quents e´tendu avec cette re`gle est toujours correct (et complet). 3
2. Dans certaines formulations du calcul des se´quents, on traite la notation A1, . . . , An comme des listes et
on ajoute explicitement des re`gles dites structurelles qui permettent, par exemple, de permuter deux e´le´ments
et de dupliquer un e´le´ment.
3. Le re´sultat principal de Gentzen est un algorithme pour transformer une preuve avec coupure en une
preuve sans coupure (qui peut eˆtre beaucoup plus longue).
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Exercice 40 On conside`re les formules suivantes :
A = (x ∨ z) ∧ (y ∨ w), B = (¬x ∨ ¬y) ∧ (¬z ∨ ¬w), C = (¬x ∨ ¬z) ∧ (¬y ∨ ¬w) .
1. Conside´rez le se´quent A,C ` B. S’il est valide, construisez une preuve du se´quent,
autrement donnez une affectation des variables x, y, z, w qui montre qu’il ne l’est pas.
2. Meˆme proble`me pour le se´quent A,B ` C.
Exercice 41 Fixez une repre´sentation des se´quents et programmez une fonction qui prend
en argument un se´quent et applique les re`gles du calcul des se´quents de la table 3.1 (dans un
ordre que vous allez pre´ciser) afin de de´cider si le se´quent est valide.
3.2 Conse´quence logique
De´finition 28 (conse´quence logique, se´mantique) Soit T un ensemble de formules et A
une formule. On dit que A est une conse´quence logique de T et on e´crit T |= A si pour toute
affectation v, si v satisfait chaque formule dans T alors v satisfait A.
Remarque 8 Si T est un ensemble fini de formules alors T |= A ssi |= (∧B∈T B) → A.
Donc dans ce cas la notion de conse´quence logique se re´duit a` la notion de validite´ d’une
formule.
On peut aussi introduire une version syntaxique de la notion de conse´quence logique.
De´finition 29 (conse´quence logique, syntaxique) Soit T un ensemble de formules et A
une formule. On e´crit T ` A si on peut trouver n formules B1, . . . , Bn ∈ T et construire une
preuve du se´quent B1, . . . , Bn ` A.
A priori il n’est pas clair que la version syntaxique est e´quivalente a` la version se´mantique.
En particulier, on peut remarquer que si T est infini on sait que toute preuve de A va
utiliser seulement une portion finie de T . On va de´montrer dans la prochaine section que cette
proprie´te´ (dite de compacite´) est vraie aussi pour la version se´mantique de la conse´quence
logique. 4
3.3 Compacite´
De´finition 30 (ensemble satisfaisable) Un ensemble (e´ventuellement infini) de formules
T est satisfaisable s’il existe une affectation qui satisfait chaque formule dans T .
Exercice 42 Montrez que si T est satisfaisable alors chaque sous ensemble fini de T est
satisfaisable.
On va montrer que la re´ciproque est aussi vraie.
4. La notion de compacite´ est bien e´tablie en topologie et dans les espaces me´triques et le fait que la
proprie´te´ en question s’appelle compacite´ n’est pas un hasard. En effet, on peut la de´river d’un the´oreme de
topologie sur les espaces compacts duˆ a` Tykhonov.
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De´finition 31 (ensemble finiment satisfaisable) Un ensemble T de formules est fini-
ment satisfaisable si tout sous ensemble fini de T est satisfaisable.
De´finition 32 (ensemble maximal) Un ensemble T de formules est maximal si pour toute
formule A, ou bien A ∈ T ou bien ¬A ∈ T .
Dans la suite on s’inte´resse a` un T qui est finiment satisfaisable et maximal ; pour cet
ensemble, on ne peut pas avoir une formule A telle que A,¬A ∈ T .
Exercice 43 Montrez que :
(1) Si S est un ensemble finiment satisfaisable et maximal alors :
A ∈ S ssi ¬A /∈ S ,
A ∧B ∈ S ssi A ∈ S et B ∈ S ,
A ∨B ∈ S ssi A ∈ S ou B ∈ S .
(2) Soit S un ensemble de formules finiment satisfaisable et maximal. On de´finit une affec-
tation vS par :
vS(x) =
{
1 si x ∈ S
0 si ¬x ∈ S .
Pourquoi cette de´finition est-elle correcte ? C’est-a`-dire pourquoi pour toute variable x, on
peut dire que soit x ∈ S soit ¬x ∈ S (ou exclusif) ?
(3) Soit S finiment satisfaisable et maximal. Montrez que S est satisfaisable.
(4) Soit T un ensemble de formules. Montrez que s’il existe S ⊇ T finiment satisfaisable et
maximal alors T est satisfaisable.
Exercice 44 Soit T un ensemble de formules finiment satisfaisable et A une formule. Mon-
trez que soit T ∪ {A} est finiment satisfaisable soit T ∪ {¬A} est finiment satisfaisable.
Proposition 11 Si un ensemble de formules T est finiment satisfaisable alors il est satisfai-
sable.
Preuve. Soit {An | n ∈ N} une e´nume´ration de toutes les formules. On de´finit T0 = T et
Tn+1 =
{
Tn ∪ {An} si Tn ∪ {An} est finiment satisfaisable
Tn ∪ {¬An} autrement.
S =
⋃
n∈N Tn .
On de´montre que Tn est finiment satisfaisable par re´currence sur n en utilisant l’exercice 44.
On en de´rive que S est finiment satisfaisable car si X ⊆ S et X est fini alors ∃n X ⊆ Tn. On
ve´rifie aussi que S est maximal car pour toute formule A il existe n tel que A = An et donc
A ∈ Tn+1 ou ¬A ∈ Tn+1. Donc par l’exercice 43, S est satisfaisable et donc T l’est aussi. 2
Corollaire 2 Si T |= A alors il existe T0 ∈ Pfin(T ) tel que T0 |= A.
Preuve. Par contrapose´e. Supposons que pour tout T0 ∈ Pfin(T ) on a T0 6|= A. Alors pour
tout T0 ∈ Pfin(T ) on a que T0 ∪ {¬A} est satisfaisable. Ceci implique que pour tout T0 ∈
Pfin(T ∪{¬A}) on a que T0 est satisfaisable. Par la proposition 11, on en de´duit que T ∪{¬A}
est satisfaisable et donc que T 6|= A. 2
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Corollaire 3 T ` A ssi T |= A.
Preuve. (⇒) Cette direction suit de la correction du calcul des se´quents. (⇐). Supposons
T |= A. Alors, par le corollaire 2, il existe T0 ∈ Pfin(T ) tel que T0 |= A. Ceci est e´quivalent
a` dire : {B | B ∈ T0} |= A. Par comple´tude (proposition 10), il suit que le se´quent {B | B ∈
T0} ` A est de´rivable. 2
Exercice 45 On e´tudie une application amusante de la compacite´. Soit G = (N,A) un graphe
non-dirige´ (il peut eˆtre infini). On dit que G est k-coloriable s’il existe une fonction c : N →
{1, . . . , k} telle que c(n) 6= c(n′) si n et n′ sont deux noeuds adjacents.
1. Pour n ∈ N et i ∈ {1, . . . , k} on introduit une variable xn,i. On suppose que xn,i vaut
1 ssi le noeud n a couleur i. Explicitez les ensembles de formules qui expriment les
conditions suivantes :
— Chaque noeud a au moins une couleur parmi {1, . . . , k}.
— Chaque noeud a au plus une couleur parmi {1, . . . , k}
— Deux noeuds adjacents n’ont pas la meˆme couleur.
Soit TG,k l’ensemble des formules qui expriment les 3 conditions.
2. Montrez que TG,k est satisfaisable ssi G est k-coloriable.
3. On dit que G est finiment k-coloriable si tout sous-graphe fini de G est k-coloriable.
Montrez que si G est finiment k-coloriable alors l’ensemble de formules TG,k est fini-
ment satisfaisable.
4. Conclure que si un graphe est finiment k-coloriable alors il est k-coloriable.
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Chapitre 4
Re´futation et principe de re´solution
4.1 Transformation efficace en CNF
Toute formule peut eˆtre transforme´e en une formule e´quivalente (de´finition 21) ou` l’ope´rateur
de ne´gation ¬ peut apparaˆıtre seulement devant une variable. Pour ce faire il suffit d’appliquer
les lois de De Morgan et l’involution de la ne´gation (proposition 8, groupe (G4)) :
¬¬A ≡ A , ¬(A ∧B) ≡ ¬A ∨ ¬B , ¬(A ∨B) ≡ ¬A ∧ ¬B .
La taille de la formule obtenue est toujours line´aire dans la taille de la formule de de´part
(exercice 9). Ensuite, pour obtenir une CNF on pourrait juste ite´rer l’application de la re`gle
de distribution, a` savoir (modulo commutation) :
A ∨ (B ∧ C) ≡ (A ∨B) ∧ (A ∨ C) . (4.1)
Cependant une application aveugle de cette re`gle peut produire une formule dont la taille est
exponentielle dans la taille de la formule de de´part.
Exercice 46 Construisez une formule A et une strate´gie d’application de l’e´quivalence (4.1)
qui montre qu’on peut obtenir une formule CNF dont la taille est exponentielle dans la taille
de la formule de de´part A.
Par l’exercice 19, si pour toute formule A on avait une me´thode efficace pour construire
une CNF e´quivalente alors on aurait aussi une me´thode efficace pour de´cider de la validite´ de
A. Ce proble`me e´tant ouvert (voir section 5.3), en suivant Tseitin [Tse70], on prend un chemin
alternatif qui permet d’obtenir une formule en CNF dont la taille est toujours line´aire dans la
taille de la formule de de´part et qui est satisfaisable ssi la formule de de´part est satisfaisable.
Soit A une formule qui n’est pas en CNF. Alors on peut trouver une sous-formule B
(de´finition 27) de A de la forme (` op `′) ou` ` et `′ sont des litte´raux et op est soit ∧ soit ∨.
Ensuite on peut construire une formule A′ qui contient une nouvelle variable x exactement
une fois avec la proprie´te´ que [B/x]A′ = A.
Proposition 12 La formule A est satisfaisable ssi la formule suivante (4.2) est satisfai-
sable : 1
(A′ ∧ (x↔ (` op `′))) . (4.2)
1. La formule A n’est pas e´quivalente a` la formule (4.2) ; une formule e´quivalente est ∃x (A′∧(x↔ (` op `′)))
ou` ∃x C est une abre´viation pour ([0/x]C ∨ [1/x]C).
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Preuve. Pour toute affectation v, on ve´rifie, en utilisant la proposition 7, que v |= A ssi
v[[[B]]v/x] |= A′. 2
Maintenant, il est facile de calculer une formule C en CNF e´quivalente a` x ↔ (` op `′).
Cette formule a une taille borne´e par une (petite) constante. Si A′ est en CNF on termine,
autrement on ite`re la me´thode sur A′ dont la taille est infe´rieure a` celle de la formule A car
on a remplace´ la formule B par la variable x.
Exercice 47 Construisez une formule CNF qui est satisfaisable ssi la formule suivante est
satisfaisable : x1 ↔ (x2 ↔ (x3 ↔ (x4 ↔ x5))).
Exercice 48 Programmez une fonction efficace qui prend une formule A et calcule une for-
mule CNF A′ qui est satisfaisable ssi A est satisfaisable.
4.2 Re´solution
La me´thode de re´solution, popularise´e par John Alan Robinson [Rob65], peut eˆtre vue
comme un syste`me de preuve spe´cialise´ dans lequel on utilise une seule re`gle d’infe´rence.
Exercice 49 Montrez que la re`gle d’infe´rence suivante est valide, c’est-a`-dire la validite´ des
hypothe`ses implique la validite´ de la conclusion.
A ∨ ¬D B ∨D
A ∨B . (4.3)
On va reformuler la re`gle 4.3 pour des formules en CNF. D’abord, on introduit une notation
ensembliste pour repre´senter ces formules. Cette notation nous permet d’utiliser implicitement
les re`gles d’associativite´, commutativite´ et idempotence de la disjonction et de la conjonction
(table 2.1, groupe (G1)).
De´finition 33 (CNF, notation ensembliste) Dans la notation ensembliste :
— une clause C est un ensemble de litte´raux (peut eˆtre vide),
— une formule CNF A est un ensemble de clauses (peut eˆtre vide).
De´finition 34 (substitution, notation ensembliste) Par rapport a` la notation ensem-
bliste, on de´finit la substitution [b/x]A d’une valeur boole´enne b ∈ {0, 1} dans la CNF A
comme suit (ici 1 de´note une clause valide) :
[b/x]A = {[b/x]C | C ∈ A et [b/x]C 6= 1} ,
[b/x]C =

1 si (b = 1 et x ∈ C) ou (b = 0 et ¬x ∈ C)
C\{`} si (b = 1 et ` = ¬x ∈ C) ou (b = 0 et ` = x ∈ C)
C autrement.
De´finition 35 (re`gle de re´solution) Avec cette notation, on formule une variante de la
re`gle (4.3).
A ∪ {C ∪ {x}} ∪ {C ′ ∪ {¬x}} x /∈ C ¬x /∈ C ′
A ∪ {C ∪ {x}} ∪ {C ′ ∪ {¬x}} ∪ {C ∪ C ′} . (4.4)
On appelle (4.4) re`gle de re´solution.
Re´solution 35
L’effet de l’application de la re`gle (4.4) consiste a` ajouter une nouvelle clause C∪C ′ qu’on
appelle re´solvant des deux clauses C ∪ {x} et C ′ ∪ {¬x}. On remarque au passage que sans
les conditions x /∈ C et ¬x /∈ C ′ on pourrait par exemple ‘simplifier’ les clauses {x} et {¬x}
en {x,¬x}.
Exercice 50 Montrez que l’hypothe`se de la re`gle 4.4 est logiquement e´quivalente a` la conclu-
sion. Conclure que si la conclusion n’est pas satisfaisable alors l’hypothe`se n’est pas satis-
faisable. En particulier, si la conclusion contient la clause vide alors l’hypothe`se n’est pas
satisfaisable.
Exercice 51 Soit A une formule en CNF avec m variables et n clauses. Donnez une borne
supe´rieure en fonction de m et n au nombre de fac¸ons d’appliquer la re`gle de re´solution (4.4).
On va montrer que si une formule A en CNF n’est pas satisfaisable alors la re`gle de
re´solution permet de de´river une formule A′ avec une clause vide. On dit que la re`gle de
re´solution est comple`te pour la re´futation, c’est-a`-dire pour la de´rivation de la clause vide. Une
application typique de la me´thode est la suivante. On a une formule A en CNF (par exemple,
A pourrait eˆtre une base de connaissances) et on cherche a` savoir si la formule C est une
conse´quence logique de A, c’est-a`-dire si A→ C est valide. On observe que A→ C ≡ ¬A∨C
et donc ¬(A→ C) ≡ (A∧¬C). Il suit que la formule A→ C est valide ssi la formule (A∧¬C)
n’est pas satisfaisable. On peut donc calculer une formule CNF C ′ e´quivalente a` la formule
¬C et appliquer la me´thode de re´solution a` la CNF A ∧ C ′.
4.3 Comple´tude de la re´solution pour la re´futation
Il est facile de ve´rifier (exercice 28) qu’une clause est valide si et seulement si elle contient
une variable et sa ne´gation. On appelle une telle clause triviale. Les clauses triviales n’ont
aucun impact sur la recherche d’une re´futation. On peut e´liminer les clauses triviales au de´but
du calcul et ensuite s’abstenir de ge´ne´rer une clause re´solvante triviale. Dans la suite, on traite
seulement des clauses non-triviales.
Soit A une CNF avec n variables. Si on ite`re la re`gle de re´solution sur A on sait a` priori
qu’on peut obtenir au plus 3n clauses (non-triviales) diffe´rentes. En effet chaque variable peut
paraˆıtre soit positivement, soit ne´gativement soit ne pas paraˆıtre du tout. La terminaison de
la me´thode est donc assure´e et la correction suit de l’exercice 50. Il reste deux questions a`
re´gler.
— Il faut s’assurer que si A n’est pas satisfaisable alors la me´thode de re´solution va
bien ge´ne´rer la clause vide (la proprie´te´ de comple´tude de la re´solution qu’on a de´ja`
e´voque´e).
— Pour des raisons d’efficacite´, il est souhaitable de controˆler le nombre de clauses a`
traiter. En d’autres termes, on aimerait e´liminer autant que possibles celles qui ne
sont plus ne´cessaires a` la ge´ne´ration de la clause vide.
Conside´rons d’abord deux strate´gies qui permettent de re´duire la taille de la CNF et le
nombre de variables.
De´finition 36 (variable monotone) Une variable x paraˆıt positivement (ne´gativement)
dans A si tous les litte´raux qui contiennent x sont de la forme x (¬x). Une variable x est
monotone dans A si elle paraˆıt soit positivement soit ne´gativement (mais pas dans les deux
formes).
36 Re´solution
Exercice 52 Soit A une CNF et soit x une variable monotone dans A. Montrez que A est
satisfaisable ssi {C ∈ A | x /∈ var(C)} est satisfaisable.
De´finition 37 (clause unitaire) Une clause est unitaire si elle contient exactement un
litte´ral.
Exercice 53 Soit A une CNF et soit {x} ∈ A ({¬x} ∈ A) Montrez que A est satisfaisable
ssi [1/x]A ([0/x]A) est satisfaisable.
Il reste donc a` traiter le cas d’une variable x dans A qui est ni monotone ni dans une
clause unitaire. Pour ce faire on va introduire un ope´rateur Rx qui va calculer dans un coup
toutes les clauses re´solvantes par rapport a` x et e´liminer en meˆme temps x de la formule.
Remarque 9 La strate´gie est similaire a` celle adopte´e, par exemple, dans la re´solution d’un
syste`me d’e´quations line´aires avec la me´thode de Gauss. Dans la me´thode de Gauss on a
un syste`me d’e´quations qu’il faut satisfaire alors que dans la me´thode de re´solution on a un
syste`me, ou de fac¸on e´quivalente une conjonction, de clauses qu’il faut satisfaire. En ge´ne´ral,
l’e´limination d’une variable dans une CNF est une ope´ration beaucoup plus couˆteuse que dans
un syste`me d’e´quations line´aires (voir remarque 10). Ceci dit, l’exercice 59 montre que pour
certaines formules il est possible d’obtenir un algorithme efficace en s’appuyant sur la me´thode
de Gauss.
De´finition 38 (re´solution d’une variable) Si A est une CNF et x ∈ var(A) on de´finit :
Rx(A) = {C | C ∈ A et x /∈ var(C)} ∪
{C0 ∪ C1 | C0 ∪ {x} ∈ A,C1 ∪ {¬x} ∈ A, x /∈ var(Ci), i = 0, 1, C0 ∪ C1 pas triviale.}
Exercice 54 Montrez que si A est satisfaisable et x ∈ var(A) alors Rx(A) est satisfaisable.
La re´ciproque est aussi vraie ! On peut donc re´duire la re´futation de A a` la re´futation de
Rx(A).
Proposition 13 Si A n’est pas satisfaisable et x ∈ var(A) alors Rx(A) n’est pas satisfaisable.
Preuve. Par contradiction on suppose que v |= Rx(A). Notez que par de´finition x /∈
var(Rx(A)). Soient v0 = v[0/x] et v1 = v[1/x]. On sait que vi 6|= A pour i = 0, 1. Donc
on peut trouver deux clauses C0, C1 ∈ A telles que v0 6|= C0 et v1 6|= C1. Comme v |= Rx(A)
on doit avoir x ∈ var(C0)∩var(C1). En particulier on doit avoir C0 = C ′0∪{x} car autrement
v0 |= C0 et aussi C1 = C ′1 ∪ {¬x}. Il en suit que C ′0 ∪ C ′1 ∈ Rx(A) et donc que v |= C ′0 ∪ C ′1.
Si v |= C ′0 alors v0 |= C0 ; contradiction. Et si v |= C ′1 alors v1 |= C1 ; contradiction. 2
La table 4.1 propose un algorithme correct et complet pour la re´futation d’une CNF A
(non-triviale). L’algorithme retourne 1 si la formule est satisfaisable et 0 si elle est re´futable.
Pour des raisons d’efficacite´, il est entendu que le cas (i + 1) s’applique seulement si le cas
(i) ne s’applique pas. Aussi on remarquera qu’on pourrait omettre le cas (3), car si x est
monotone dans A alors le calcul du cas (3) co¨ıncide avec le calcul du cas (6). 2
2. La strate´gie de re´solution de´crite dans la table 4.1 a e´te´ choisie par sa simplicite´ mais elle n’est pas
forcement la plus efficace. D’ailleurs, l’efficacite´ de la me´thode va aussi de´pendre de la structure de donne´es
choisie pour repre´senter une CNF ; l’exercice 57 est une invitation a` re´fle´chir a` la question.
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Res(A) = analyse de cas
(1) A = ∅ : 1
(2) ∅ ∈ A : 0
(3) x monotone dans A : Res({C ∈ A | x /∈ var(C)})
(4) {x} ∈ A : Res([1/x]A)
(5) {¬x} ∈ A : Res([0/x]A)
(6) x ∈ var(A) : Res(Rx(A))
Table 4.1 – Me´thode de re´solution
Exemple 8 On conside`re les clauses suivantes :
C1 = {x, y,¬z}, C2 = {x, y, w, z}, C3 = {x,¬y, w}, C4 = {¬x,¬z} .
On veut savoir si la CNF A = {C1, C2, C3, C4} a comme conse´quence logique {w}. Ceci est
e´quivalent a` de´terminer si A0 = A ∪ {C5} avec C5 = {¬w} a une re´futation.
— Il n’y a pas de variable monotone mais C5 est une clause unitaire. Par le cas (5), on
obtient : {x, y,¬z}, {x, y, z}, {x,¬y}, {¬x,¬z}.
— Il n’y a pas de variable monotone ou de clause unitaire. Par le cas (6) applique´ a` y,
on obtient : {x,¬z}, {x, z}, {¬x,¬z}.
— On applique le cas (6) a` x et on obtient juste {¬z} car la clause {z,¬z} est triviale.
— Comme z est monotone, par le cas (3) on reste avec un ensemble de clauses vide et
par le cas (1) on peut conclure que A0 est satisfaisable et donc que w n’est pas une
conse´quence logique de A.
Remarque 10 Au pire, le cas (6) produit une croissance quadratique de la formule a` traiter.
Il y a des situations de´favorables (exemple a` suivre dans la section 4.4) ou` on a une suite de
croissances quadratiques de la formule ce qui donne a` la fin une formule de taille exponentielle.
Exercice 55 Meˆme question que dans l’exemple 8 mais avec C3 = {¬y, w} et C4 = {¬x}.
Exercice 56 Soit G = (N,A) un graphe non-dirige´ fini. E´crivez une formule du calcul pro-
positionnel en CNF qui est re´futable ssi le graphe G n’est pas 3-coloriable (exercice 45).
Exercice 57 Fixez une repre´sentation des clauses et des formules CNF et programmez la
me´thode de re´solution (table 4.1).
4.4 Proble`mes faciles et difficiles
Clauses de Horn
De´finition 39 (clause et formule de Horn) Une clause de Horn est une clause (c’est-a`-
dire une disjonction de litte´raux) qui contient au plus un litte´ral sans ne´gation (positif). Une
formule de Horn est une formule en CNF dont les clauses sont des clauses de Horn.
Un formule de Horn est e´quivalente a` la conjonction (e´ventuellement vide) de clauses de
Horn de la forme suivante :
(1) ∅ , (2) {x} , (3) {¬x1, . . . ,¬xn} , (4) {¬x1, . . . ,¬xn, xn+1} ,
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ou` n ≥ 1 et xi 6= xj si i 6= j. Dans ce cas on dit que la formule de Horn est re´duite (une telle
formule de ne contient pas de clauses triviales).
Proposition 14 Une formule de Horn re´duite qui ne contient pas de clauses de la forme (1)
et (2) est satisfaisable.
Preuve. Il suffit d’affecter 0 a` toutes les variables pour satisfaire les clauses de la forme (3)
et (4). 2
A cause de la proposition 14, pour les formules de Horn l’algorithme Res (table 4.1) peut
eˆtre grandement simplifie´, a` savoir si on arrive au dernier cas (6), on retourne directement
la valeur 1 (la formule est satisfaisable) sans calculer les re´solvants avec l’ope´rateur Rx ;
l’algorithme ainsi simplifie´ a une complexite´ polynomiale.
Exemple 9 Soient A = {C1, C2, C3, C4, C5} avec : C1 = {¬x,¬y, z}, C2 = {¬x,¬y,¬w,¬z},
C3 = {¬x, y,¬w}, C4 = {x,¬y,¬w} et C5 = {w}.
— On se´lectionne w et on obtient : {¬x,¬y, z}, {¬x,¬y,¬z}, {¬x, y}, {x,¬y}.
— Il n’y a pas de variable monotone ou de clause unitaire donc A est satisfaisable.
Exercice 58 Une formule 2-CNF (3-CNF) est une formule CNF dont toutes les clauses
ont au plus 2 (3) litte´raux. Montrez que l’algorithme dans la table 4.1 est efficace (temps
polynomial) sur les formules 2-CNF. Expliquez pourquoi votre argument ne s’applique pas aux
formules 3-CNF.
Exercice 59 Une XCNF est une conjonction de clauses exclusives et une clause exclusive
est une disjonction exclusive (un xor) de litte´raux. (1) Expliquez comment transformer une
XCNF en un syste`me d’e´quations line´aires dans Z2 (voir exercice 26) qui a une solution ssi
la formule A est satisfaisable. (2) Adaptez la me´thode d’e´limination de Gauss a` la solution
d’un syste`me dans Z2. (3) Conclure que la satisfaisabilite´ d’une formule XCNF est de´cidable
en temps polynomial.
Proble`me des tiroirs
Il est possible de construire des formules pour lesquelles la me´thode de re´solution va
prendre un temps exponentiel dans la taille de la formule. On pre´sente un exemple d’une telle
formule sans entrer dans les de´tails de la preuve. On dispose de m chaussettes et n tiroirs.
Le proble`me des tiroirs T (m,n) a une solution si : (i) chaque chaussette a un tiroir et (ii)
chaque tiroir contient au plus une chaussette. En d’autres termes, il faut que la fonction des
chaussettes aux tiroirs soit injective, ce qui est impossible si m > n (il y a plus de chaussettes
que de tiroirs). 3 Il se trouve que toute re´futation de l’assertion T (n + 1, n) en utilisant le
principe de re´solution a une longueur exponentielle en n [Hak85]. On formule le proble`me
T (m,n) en CNF en introduisant les variables xi,j pour i ∈ {1, . . . ,m}, j ∈ {1, . . . , n}. On
interpre`te xi,j par la chaussette i est dans le tiroir j. On a les conditions :
(1)
∧
i=1,...,m(
∨
j=1,...,n xi,j) ,
(2)
∧
i=1,...,n, j,k=1,...,m,j<k(¬xj,i ∨ ¬xk,i) ,
(3)
∧
i=1,...,m, j,k=1,...,n,j<k(¬xi,j ∨ ¬xi,k) .
3. En anglais, le meˆme proble`me est formule´ en remplac¸ant chaussettes et tiroirs par pigeons et nids,
respectivement. Le fait (trivial) que si m > n alors il y a un tiroir avec au moins deux chaussettes est connu
comme pigeon principle.
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La condition (1) dit que chaque chaussette doit se trouver dans un tiroir, la (2) que chaque
tiroir ne peut pas contenir deux chaussettes et la (3) que chaque chaussette ne peut pas eˆtre
dans deux tiroirs. 4 On prend la conjonction des trois CNF ci dessus, qui est encore une CNF
dont la taille est O(m2n+mn2).
Exercice 60 Construisez la formule A en CNF pour le proble`me T (2, 1) et de´rivez la clause
vide en utilisant la re`gle de re´solution. Meˆme question pour le proble`me T (3, 2).
4. Le lecteur qui a fait l’exercice 45 devrait avoir une impression de de´ja` vu. En effet, on obtient les formules
ci-dessus aussi dans le cadre de la coloration d’un graphe complet (tous les sommets sont adjacents).
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Chapitre 5
Satisfaisabilite´ et me´thode DP
5.1 Me´thode DP
La me´thode de Davis-Putnam-Logemann-Loveland [DP60, DLL62] (abre´ge´ en me´thode
DP) permet de de´cider si une formule en CNF est satisfaisable. La me´thode est un exemple
d’application du principe de se´paration et e´valuation (en anglais, branch and bound) qui est
une heuristique standard dans la conception d’algorithmes d’optimisation combinatoire. Ici il
s’agit d’explorer toutes les affectations possibles en e´cartant celles qui sont sans issue.
Comme pour la re´solution, on repre´sente :
— une formuleA en CNF comme un ensemble (e´ventuellement vide) de clauses {C1, . . . , Cn},
— une clause C comme un ensemble (e´ventuellement vide) de litte´raux,
— on utilise la notation [b/x]A pour substituer une valeur boole´enne b ∈ {0, 1} pour une
variable x dans la CNF A.
Ensuite, on de´finit dans la table 5.1 une fonction DP qui agit re´cursivement sur une
formule A non-triviale en CNF dans la repre´sentation de´crite ci-dessus et de´cide si la formule
est satisfaisable (retourne 1) ou pas (retourne 0). On remarquera que les cas (1–5) sont
identiques a` ceux discute´s pour la re´solution (table 4.1). La nouveaute´ concerne le cas (6).
Dans la me´thode de re´solution, on calcule les re´solvants par rapport a` une variable x alors
que dans la me´thode DP on explore les deux possibles affectations de valeurs de ve´rite´ a` x.
Exercice 61 Montrez que : (1) si A est une formule en CNF alors DP(A) termine, (2)
DP(A) retourne 1 (0) si et seulement si A est satisfaisable (ne l’est pas).
Exercice 62 Modifiez la fonction DP pour que : (1) si la formule A est satisfaisable, elle
retourne une affectation v qui satisfait A et (2) elle retourne le nombre d’affectations sur les
DP(A) = analyse de cas
(1) A = ∅ : 1
(2) ∅ ∈ A : 0
(3) x monotone dans A DP ({C ∈ A | x /∈ var(C)})
(4) {x} ∈ A : DP([1/x]A)
(5) {¬x} ∈ A : DP([0/x]A)
(6) x ∈ var(A) : OR(DP([0/x]A),DP([1/x]A))
Table 5.1 – Me´thode DP
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variables dans var(A) qui satisfont A (si ]var(A) = n, ce nombre est compris entre 0 et 2n).
Exercice 63 Analysez la satisfaisabilite´ et la validite´ des formules suivantes :
(x→ w)→ ((y → z)→ ((x ∨ y)→ w)) , (x→ y)→ ((y → ¬w)→ ¬x) .
Calculez les CNF des deux formules et de leurs ne´gations. Appliquez la me´thode DP pour
de´terminer la satisfaisabilite´ des formules obtenues.
Exercice 64 On conside`re les formules en CNF suivantes :
¬x ∨ (¬y ∨ x),
(x ∨ y ∨ ¬z) ∧ (x ∨ y ∨ z) ∧ (x ∨ ¬y) ∧ ¬x,
(x ∨ y) ∧ (z ∨ w) ∧ (¬x ∨ ¬z) ∧ (¬y ∨ ¬w).
Pour chaque formule : (i) si la formule est valide, calculez une preuve de la formule dans le
calcul des se´quents de Gentzen (chapitre 3), (ii) si la formule n’est pas satisfaisable, de´rivez
la clause vide en utilisant la me´thode de re´solution (chapitre 4.4), (iii) si la formule est
satisfaisable mais pas valide, calculez une affectation qui satisfait la formule en utilisant la
me´thode DP.
Exercice 65 Soit A une CNF (en notation ensembliste) telle que C,C ′ ∈ A et C ⊂ C ′.
Montrez que A est satisfaisable ssi A\{C ′} est satisfaisable. 1
Exercice 66 En utilisant la repre´sentation de´finie pour l’exercice 57, programmez la me´thode
DP.
5.2 Proble`me 2-sat
Certains proble`mes difficiles pour la re´solution comme le principe des tiroirs (section 4.4)
le sont aussi pour la me´thode DP. Du coˆte des proble`me faciles, le cas des formules de Horn
(de´finition 39) est traite´ exactement comme dans la me´thode de re´solution : a` savoir on utilise
la proposition 14 qui affirme qu’une formule de Horn qui ne contient ni une clause vide ni une
clause unitaire de la forme {x} est toujours satisfaisable en affectant la valeur 0 a` toutes les
variables.
On pourrait penser qu’une fac¸on de controˆler la difficulte´ du proble`me de la satisfaisabilite´
d’une formule en CNF (abre´ge´ en proble`me sat) pourrait eˆtre de borner le nombre de litte´raux
par clause. Il se trouve que le proble`me ou` on a 3 litte´raux par clause (proble`me 3-sat) est
aussi difficile que le proble`me ge´ne´ral.
Proposition 15 Soit A une formule en CNF qui ne contient pas la clause vide. On peut
construire en temps line´aire une formule B en CNF avec les proprie´te´s suivantes : (1) A est
satisfaisable ssi B est satisfaisable, (2) toutes les clauses dans B ont 3 litte´raux et (3) la taille
de B est line´aire dans la taille de A.
1. Cette proprie´te´ connue comme clause subsumption peut eˆtre utilise´e pour simplifier les CNF.
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Preuve. Si une clause a la forme {`} on introduit deux nouvelles variables y1 et y2 et
on construit les clauses {`, y1, y2}, {`,¬y1, y2}, {`, y1,¬y2} et {`,¬y1,¬y2}. Si une clause a
la forme {`, `′} on introduit une nouvelle variable y et on construit les clauses {`, `′, y, }
et {`, `′,¬y, }. Enfin, si une clause a la forme {`1, . . . , `n} avec n > 3, on introduit n − 3
nouvelles variables y1, . . . , yn−3 et on construit les clauses : {`1, `2, y1}, {¬y1, `3, y2},. . . ,
{¬yn−3, `n−1, `n}. 2
Par contre, le proble`me de savoir si une CNF avec au plus 2 litte´raux par clause est
satisfaisable est ‘facile’. Ce proble`me est connu comme proble`me 2-sat. Il peut eˆtre attaque´
avec la me´thode de re´solution (exercice 58) et on va voir qu’il peut aussi eˆtre re´duit a` un
proble`me d’accessibilite´ dans un graphe associe´ a` la formule. 2
De´finition 40 (graphe associe´ a` 2-sat) Soit A une formule CNF dont les clauses sont
non-triviales et contiennent exactement deux litte´raux. Soit var(A) = {x1, . . . , xn}. On de´finit
un graphe dirige´ GA avec noeuds N = {x1, . . . , xn,¬x1, . . . ,¬xn}. Dans le graphe GA on a
une areˆte de ` a` `′ ssi {¬`, `′} ∈ A, en rappelant qu’il faut voir ¬¬x comme x.
Remarque 11 Dans cette construction si on a une areˆte de ` a` `′ alors on a aussi une areˆte
syme´trique de ¬`′ a` ¬` car {¬`, `′} = {¬¬`′,¬`}. On remarque aussi qu’on peut lire l’existence
d’une areˆte de ` a` `′ comme une implication logique `→ `′ car (`→ `′) ≡ (¬` ∨ `′).
Proposition 16 Soit A une formule CNF dont les clauses contiennent exactement deux
litte´raux. Alors A n’est pas satisfaisable ssi on peut trouver un noeud (variable) x dans GA et
un chemin qui va de x a` ¬x et ensuite revient a` x.
Preuve. Supposons qu’un tel chemin existe et que A est satisfaisable par une affectation v.
Disons que v(x) = 1. Comme il y a un chemin de x a` ¬x on doit avoir au moins une areˆte de
` a` `′ avec v(`) = 1 et v(`′) = 0. Mais une telle areˆte correspond a` une clause {¬`, `′} ∈ A qui
n’est pas satisfaite par v. Contradiction. Si v(x) = 0 alors on obtient aussi une contradiction
en conside´rant le chemin de ¬x a` x.
D’autre part, supposons que des tels chemins n’existent pas. On peut construire une
affectation qui satisfait A en ite´rant la me´thode suivante. On conside`re un litte´ral (noeud) `
dont l’affectation n’est pas encore fixe´e et tel qu’il n’y pas de chemin de ` a` ¬`. On conside`re
tous les noeuds accessibles de ` et on leur affecte la valeur 1. On affecte aussi la valeur 0 aux
noeuds qui correspondent aux ne´gations des noeuds accessibles. Ceci est bien de´fini car s’il y
a des chemins de ` a` x et ¬x alors par la remarque 11 il y aussi des chemins de x et ¬x a` ¬` et
donc un chemin qui va de ` a` ¬`. De plus il n’est pas possible que la valeur 0 ait e´te´ affecte´e
a` un noeud accessible depuis ` dans un pas pre´ce`dent. Car dans ce cas ` est un pre´de´cesseur
du noeud en question et il aurait aussi la valeur 0. Cette me´thode affecte une valeur de ve´rite´
a` chaque noeud de fac¸on a` satisfaire chaque clause. 2
Remarque 12 Pour ve´rifier la condition de la proposition 16, il suffit de calculer la cloˆture
transitive de la relation qui de´finit les areˆtes du graphe associe´ a` la formule. Pour un graphe
avec n noeuds, ce calcul prend O(n3) en utilisant un algorithme classique de Warshall [War62] ;
et cette borne supe´rieure peut eˆtre ame´liore´e en utilisant des algorithmes qui calculent en temps
line´aire les composantes fortement connexes d’un graphe.
Exercice 67 Appliquez la proposition 16 au proble`me T (3, 2) de l’exercice 60.
2. On peut montrer l’autre direction aussi : le proble`me d’accessibilite´ dans un graphe peut eˆtre re´duit au
proble`me 2-sat.
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5.3 Mode´lisation
Une grande varie´te´ de proble`mes combinatoires peuvent eˆtre formule´s comme proble`mes
de satisfaisabilite´ d’une formule CNF (abre´ge´ en sat).
Le jeu du Sudoku
Le Sudoku est un puzzle en forme de grille. Le but du jeu est de remplir la grille avec
des chiffres allant de 1 a` 9 en respectant certaines contraintes, quelques chiffres e´tant de´ja`
dispose´s dans la grille. La grille de jeu est un carre´ de neuf cases de coˆte´, subdivise´ en autant
de carre´s identiques, appele´s re´gions. Par exemple :
5 3 7 9
6 1 9 5
9 8 6
8 6 3
4 8 3 1
7 2 6
6 8
4 1 9 5
8 7 9
La re`gle du jeu est simple : chaque ligne, colonne et re´gion ne doit contenir qu’une seule
fois tous les chiffres de 1 a` 9. Formule´ autrement, chacun de ces ensembles doit contenir tous
les chiffres de 1 a` 9.
La recherche d’une solution du proble`me du Sudoku peut eˆtre exprime´e comme un proble`me
de satisfaisabilite´ d’une formule CNF. Pour chaque case (x, y) de la grille (ligne x et colonne
y) et chaque valeur z ∈ {1, . . . , 9} on introduit une variable propositionnelle sxyz.
— Tout d’abord on veut que chaque case (x, y) contienne au moins un chiffre entre 1 et
9. Par exemple, pour la case (1, 3) la clause ge´ne´re´e sera : s131 ∨ s132 ∨ s133 ∨ · · · ∨ s139.
— Ensuite, chaque chiffre de 1 a` 9 apparaˆıt au plus une fois dans chaque ligne. Par
exemple, le fait que le chiffre 1 apparaˆıt au plus une fois dans la ligne 1 correspond
aux clauses : (¬s111 ∨ ¬s121), (¬s111 ∨ ¬s131), . . . , (¬s111 ∨ ¬s191), (¬s121 ∨ ¬s131), . . .
— De meˆme, chaque chiffre de 1 a` 9 apparaˆıt au plus une fois dans chaque colonne.
— Chaque chiffre de 1 a` 9 apparaˆıt au plus une fois dans chaque re´gion.
— Enfin, il faut s’occuper des cases pre´-remplies dans la grille de de´part. Chacune de ces
cases correspond a` une clause unitaire.
Notez que si on s’arreˆte la` le codage est suffisant, mais on peut ajouter les contraintes sui-
vantes : (a) Chaque case (x, y) contient au plus un chiffre entre 1 et 9. (b) Chaque chiffre
apparaˆıt au moins une fois dans chaque ligne. (c) Chaque chiffre apparaˆıt au moins une fois
dans chaque colonne. (d) Chaque chiffre apparaˆıt au moins une fois dans chaque re´gion.
Exercice 68 E´crivez une formule CNF qui est satisfaisable ssi la version re´duite aux chiffres
1, 2, 3, 4 du jeu du Sudoku suivant a une solution.
1 2
4
2 4
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Exercice 69 Pour n ≥ 1, on introduit n2 variables propositionnelles xi,j avec 1 ≤ i, j ≤ n.
Construisez une formule CNF An qui a la proprie´te´ suivante : une affectation v satisfait An
ssi il existe une permutation pi : {1, . . . , n} → {1, . . . , n} telle que v(xi,j) = 1 ssi pi(i) = j.
Exercice 70 Soit k un nombre naturel. Construisez une formule CNF An telle que var(An) =
{x1, . . . , xn} et une affectation v satisfait An ssi Σi=1,...,nv(xi) ≤ k.
5.4 Codification d’un calcul
Une caracte´ristique du proble`me sat est que la recherche d’une solution est difficile car
on ne connaˆıt pas d’algorithme polynomial dans la taille de la formule. D’autre part, la
ve´rification d’une solution est facile. En effet il suffit d’interpre´ter la formule par rapport a`
une affectation qui satisfait la formule ; un calcul qu’on peut effectuer en temps polynomial.
On dit que l’affectation en question est un certificat de la satisfaisabilite´ de la formule.
Un autre exemple de proble`me qui a cette caracte´ristique est le proble`me du coloriage d’un
graphe fini (exercice 45) : il est difficile de trouver un coloriage mais il est facile de ve´rifier si
on a un coloriage. On peut de´finir de fac¸on formelle la classe des proble`mes qui sont faciles a`
ve´rifier (on appelle cette classe NP) et montrer que pour tous ces proble`mes il est possible de
construire une formule en CNF de taille raisonnable (polynomiale dans la taille du proble`me
initial) qui est satisfaisable ssi le proble`me initial a une solution. On dit que le proble`me de
la satisfaisabilite´ est NP-complet.
On note au passage qu’on ne sait pas si les proble`mes de la validite´ ou de la re´futation
sont dans la classe NP. L’ide´e de prendre la preuve comme certificat de validite´ ne marche pas
car la preuve peut avoir une taille exponentielle dans la taille de la formule (voir par exemple
le proble`me des tiroirs). Et on ne sait pas non-plus si la classe NP est contenue dans la classe
P des proble`mes qui peuvent eˆtre re´solus en temps polynomial ; il s’agit probablement du
proble`me ouvert le plus ce´le`bre en informatique.
Revenons a` ce qu’on sait. Un passage clef pour montrer que tout proble`me dans NP peut
eˆtre re´duit a` un proble`me de satisfaisabilite´ consiste a` montrer que tout calcul qui prend un
temps polynomial peut eˆtre codifie´ par une formule de taille polynomiale. Pour simplifier le
travail de codage, il convient d’utiliser un mode`le de calcul tre`s rudimentaire (la machine de
Turing) mais pour lequel on peut montrer que la perte d’efficacite´ est controˆle´e (de´gradation
polynomial). En particulier, dans ce mode`le l’acce`s aux donne´es n’est pas direct (comme dans
un tableau) mais se´quentiel (comme dans une liste). Une configuration de la machine peut
eˆtre vue comme une suite de symboles et un pas de calcul consiste a` modifier les symboles
qui se trouvent autour d’un symbole spe´cial qui repre´sente l’e´tat de la machine. Un calcul
est une suite de pas de calculs qui me`nent d’une configuration initiale a` une configuration
terminale. Un calcul peut eˆtre repre´sente´ comme une matrice dont les lignes correspondent
aux configurations. A partir de cette codification, il est assez aise´ de trouver une description
du calcul par une formule propositionnelle. Un peu comme dans l’exemple du Sudoku, on
introduit des variables propositionnelles xi,j,k qui valent 1 ssi au pas de calcul i l’e´le´ment j
contient le symbole k. Ensuite il s’agit d’e´crire les contraintes qui expriment les de´pendances
entre les symboles.
On propose une formalisation de ces ide´es dans le cadre d’un mode`le de calcul encore plus
simple que les Machines de Turing, a` savoir le mode`le des automates finis de´terministes dont
on rappelle la de´finition.
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De´finition 41 (automates finis) Un automate fini (de´terministe) (AFD) est un vecteur
M = (Σ, Q, qo, F, δ) ou` Σ est un ensemble fini non-vide de symboles, Q est une ensemble fini
non-vide d’e´tats, q0 ∈ Q est l’e´tat initial, F ⊆ Q est un ensemble (fini) d’e´tats accepteurs et
δ : Σ×Q→ Q est une fonction de transition.
On de´note par Σ∗ les mots finis sur Σ et par  le mot vide. Une configuration est un couple
(q, w) ∈ Q× Σ∗. La relation binaire → est de´finie a` partir de la fonction δ et elle permet de
passer d’une configuration a` une autre. Il s’agit de la plus petite relation (voir section 1.2)
qui pour tout q ∈ Q, a ∈ Σ et w ∈ Σ∗ satisfait :
(q, aw)→ (δ(a, q), w) .
On interpre`te ce pas de calcul en disant que l’automate e´tant dans l’e´tat q et en lisant le
symbole a se place dans l’e´tat δ(a, q). On de´note par
∗→ la plus petite relation re´flexive et
transitive qui contient → (exemple 6).
De´finition 42 (mot accepte´) On dit que M = (Σ, Q, qo, F, δ) automate fini accepte le mot
w ∈ Σ∗ si (qo, w) ∗→ (q, ) et q ∈ F .
Pour tout mot w on va construire une formule Aw telle que Aw est satisfaisable ssi w est
accepte´ par M . Supposons w = a1 · · · an. Un calcul a` partir de la configuration initiale (q0, w)
a la forme triangulaire suivante :
qo a1 a2 · · · an
q1 = δ(qo, a1) a2 · · · an
q2 = δ(q1, a2) · · · an
· · · an
δ(qn−1, an) .
Pour i = 0, . . . , n et q ∈ Q on introduit une variable xi,q qui vaut 1 ssi l’e´tat au pas i est
q. Pour i = 0, . . . , n − 1, j = i + 1, . . . , n et a ∈ {a1, . . . , an} on introduit une variable yi,j,a
qui vaut 1 ssi au pas i le symbole en position j est a. La condition initiale est exprime´e par :
x0,q0 ∧ y0,1,a1 ∧ y0,2,a2 ∧ · · · ∧ y0,n,an .
La condition d’acceptation est exprime´e par :∨
q∈F
xn,q .
La transition δ(q, a) est traduite par les conditions :
xi,q ∧ yi,i+1,a → xi+1,δ(q,a) ,
pour i = 0, . . . , n− 1. Il faut ensuite ajouter des conditions pour exprimer le fait qu’au pas i
on recopie tous les symboles sauf celui lu par l’automate :
yi,j,a → yi+1,j,a ,
pour i = 0, . . . , n − 1 et j = i + 2, . . . , n. Il faut aussi pre´ciser qu’a` chaque pas l’automate
peut eˆtre dans un seul e´tat. A savoir pour i = 0, . . . , n, q, q′ ∈ Q et q 6= q′ :
(¬xi,q ∨ ¬xi,q′) .
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De meˆme, il faut assumer qu’on a au plus un symbole dans chaque cellule. A savoir pour
i = 0, . . . , n− 1, j = i+ 1, . . . , n, a, b ∈ Σ, a 6= b :
(¬yi,j,a ∨ ¬yi,j,b) .
Exercice 71 Soit M = ({a, b}, {qo, q1}, qo, {q1}, δ) un automate fini avec une fonction δ telle
que :
δ(a, qo) = q1, δ(b, qo) = qo, δ(a, q1) = q1, δ(b, q1) = qo .
Pour tout mot w ∈ {a, b}∗, e´crivez une formule CNF Aw qui est satisfaisable ssi le mot w est
accepte´ par l’automate.
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Chapitre 6
E´quivalence logique et diagrammes
de de´cision binaire
6.1 Arbres de de´cision binaire
On sait (exercice 23) que toute fonction boole´enne s’exprime par combinaison de l’ope´rateur
ternaire conditionnel et les formules 0 et 1. Ceci implique que toute formule A est e´quivalente
a` une formule B qui utilise l’ope´rateur conditionnel et les constantes 0 et 1. Il est inte´ressante
de remarquer que la formule B peut eˆtre obtenue par un processus de transformation de la
formule A.
Exercice 72 Ve´rifiez l’e´quivalence logique :
A ≡ x; [1/x]A, [0/x]A . (6.1)
L’e´quivalence logique (6.1) est connue comme expansion de Shannon. Si var(A) = {x1, . . . , xn}
on peut appliquer l’expansion a` la variable x1 pour obtenir :
x1 ; [1/x1]A, [0/x1]A .
Maintenant, la variable x1 n’apparaˆıt plus dans les formules [1/x1]A et [0/x1]A et on peut
leur appliquer l’expansion par rapport a` la variable x2. En continuant de la sorte, on arrive
a` une formule B qu’on peut visualiser comme un arbre binaire complet 1 qui contient 1 = 20
noeud e´tiquete´ par x1, 2
1 noeuds e´tiquete´s par x2,. . ., 2
n−1 noeuds e´tiquete´s par xn et 2n
noeuds e´tiquete´s par 1 ou 0.
Cette repre´sentation est aussi mauvaise que les tables de ve´rite´ (exponentielle dans le
nombre de variables) mais elle permet d’expliciter certaines redondances et de viser une
repre´sentation plus compacte. En pratique, il s’agit de de´tecter des sous-arbres communs
et de les partager. Pour effectuer l’ope´ration de partage il est ne´cessaire de travailler avec
des structures plus ge´ne´rales que les arbres, a` savoir avec des graphes dirige´s acycliques (en
anglais, DAG pour directed acyclic graph). Une proprie´te´ importante de cette repre´sentation
est qu’e´tant donne´ un ordre sur les variables, le diagramme de de´cision binaire (abre´ge´ en BDD
pour binary decision diagram) peut eˆtre re´duit efficacement a` une forme canonique (une forme
normale unique). On parle alors de BDD ordonne´ et re´duit. En pratique, la repre´sentation
canonique est conside´rablement plus compacte que la repre´sentation comme arbre obtenue
par ite´ration de l’expansion de Shannon.
1. Un arbre binaire est complet s’il n’y a pas un arbre binaire de la meˆme hauteur qui a plus de noeuds.
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6.2 Diagrammes de de´cision binaire (BDD)
Re`gles de construction
Soit V = {x1, . . . , xm} un ensemble fini de variables avec un ordre total x1 < x2 < . . . <
xm. Par convention, on suppose aussi que xm < 0 et xm < 1. Un diagramme de de´cision
binaire (BDD) par rapport a` cet ordre est un graphe dirige´ avec un ensemble fini de noeuds
N et avec les proprie´te´s suivantes :
— Un noeud n ∈ N est de´signe´ comme noeud racine et tout noeud est accessible depuis
la racine.
— Chaque noeud n a une e´tiquette v(n) ∈ V ∪ {0, 1}.
— Si v(n) ∈ V alors les noeud n a deux areˆtes sortantes vers les noeuds b(n) et h(n). Par
convention, le noeud b(n) (b pour bas) correspond a` la branche 0 et le noeud h(n) (h
pour haut) a` la branche 1. 2
— si v(n) ∈ {0, 1} alors le noeud n n’a pas d’areˆte sortante.
— il y a au plus un noeud e´tiquete´ par 0 et un noeud e´tiquete´ par 1.
— Pour tout noeud n, si v(n) ∈ V alors v(n) < v(b(n)) et v(n) < v(h(n)). Cette condition
force l’acyclicite´ du graphe. 3
Se´mantique
Chaque BDD β de´fini selon les re`gles de´crites ci-dessus induit une fonction unique fβ :
2m → 2. Pour calculer la sortie de fβ(c1, . . . , cm), ci ∈ 2 pour i = 1, . . . ,m, on se place au
noeud racine de β et on progresse dans le graphe jusqu’a` arriver a` un noeud e´tiquete´ par 0
ou 1. La valeur de l’e´tiquette est alors la sortie de la fonction. La re`gle de progression est que
si on se trouve dans le noeud n et v(n) = xi alors on se de´place vers b(n) si ci = 0 et vers
h(n) si ci = 1. La syntaxe des BDD garantit que ce chemin existe et est unique et que donc
la fonction fβ est bien de´finie.
Remarque 13 (1) Il y a des notions plus ge´ne´rales de BDD qui ne seront pas conside´re´es
dans ce cours. Dans ce cours, un BDD est toujours donne´ par rapport a` un ordre des variables
et chaque variable est examine´e au plus une fois dans un chemin de la racine a` une feuille.
Pour cette classe de BDD, le proble`me de l’e´quivalence logique peut eˆtre re´solu en temps
polynomial.
(2) Les BDD peuvent aussi eˆtre vus comme des circuits combinatoires compose´s de multi-
plexeurs et de constantes 0 et 1. Une multiplexeur est un circuit avec 3 entre´es et une sortie
qui re´alise l’ope´rateur conditionnel (de´finition 16). Chaque noeud e´tiquete´ par une variable x
correspond a` un multiplexeur et les noeuds e´tiquete´s avec 0 et 1 correspondent a` des entre´es
constantes 0 et 1. On remarquera que dans le circuit le calcul proce`de des feuilles vers la
racine plutoˆt que de la racine vers les feuilles.
Simplification
A partir d’un BDD on applique 2 re`gles de simplification :
2. En anglais, le noeud bas est souvent de´note´ par l(n) (l pour low).
3. Dans la repre´sentation graphique d’un BDD, on utilise parfois une ligne pointille´e pour l’areˆte de n a`
b(n) et une ligne continue pour celle de n a` h(n). De fac¸on e´quivalente, on peut mettre les e´tiquettes 0 et 1,
respectivement, sur les areˆtes.
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(S1) Soit n un noeud tel que v(n) ∈ V et b(n) = h(n) = n′. Alors toutes les areˆtes vers n
peuvent eˆtre re´dirige´es sur n′, et n peut eˆtre e´limine´. Cette re`gle imple´mente au niveau
BDD l’e´quivalence logique : x; A,A ≡ A.
(S2) Soient n et n′ deux noeuds distincts tels que v(n) = v(n′) ∈ V , b(n) = b(n′) et
h(n) = h(n′). Alors toutes les areˆtes vers n′ peuvent eˆtre re´dirige´es sur n et n′ peut
eˆtre e´limine´. Cette re`gle est spe´cifique aux graphes car elle permet de partager deux
occurrences d’une meˆme formule x; A,B.
On e´crit β 7→ β′ si un BDD β est transforme´ en β′ par une des re`gles de simplification
(S1) ou (S2). On dit qu’un BDD est re´duit si aucune re`gle de simplification s’applique.
Proposition 17 (1) Si β est un BDD bien forme´ par rapport a` un ordre donne´ des variables
et β 7→ β′ alors β′ est un BDD bien forme´ par rapport au meˆme ordre.
(2) Toute se´quence de simplification termine.
(3) Si β 7→ β′ et β 7→ β′′ alors ou bien β′ = β′′ ou bien il existe β′1 et β′′1 tels que β′ 7→ β′1,
β′′ 7→ β′′1 et β′1 et β′′1 sont e´gaux a` renommage des noeuds pre`s.
(4) Tout BDD peut eˆtre simplifie´ en une forme normale et cette forme est unique a` renommage
des noeuds pre`s.
Preuve. (1) On ve´rifie que la syntaxe des BDD est respecte´e. (2) Chaque simplification
e´limine un noeud. (3) On examine comment les re`gles de simplification peuvent agir sur la
meˆme portion du graphe. (4) Par (2) on arrive a` des formes normales et en ite´rant (3) on
peut conclure que ces formes normales sont identiques a` renommage des noeuds pre`s. 2
Exercice 73 Calculez le BDD re´duit qui de´finit la fonction f : 23 → 2 avec ordre x < y < z.
xyz 000 001 010 011 100 101 110 111
f(x, y, z) 0 0 0 1 0 1 0 1
Exercice 74 Soit p : 2n → 2 la fonction pour le controˆle de parite´, c’est-a`-dire
p(x1, . . . , xn) = (Σi=1,...,nxi) mod 2 .
Donnez le sche´ma et pre´cisez le nombre de noeuds du BDD re´duit qui repre´sente la fonction
p par rapport a` l’ordre x1 < · · · < xn.
Exercice 75 Montrez que dans un BDD re´duit la satisfaisabilite´ et la validite´ peuvent eˆtre
de´cide´es en temps constant.
Exercice 76 Programmez une fonction qui prend en argument un BDD et calcule un BDD
e´quivalent et re´duit (il est possible d’effectuer le calcul en traversant le graphe une seule fois).
Ordre des variables
L’ordre des variables a un effet important sur la taille d’un BDD. Par exemple, conside´rons
la fonction de´finie par
∨
i=1,...,n(xi ∧ yi). Avec l’ordre x1 < y1 < · · · < xn < yn la taille du
BDD re´duit est line´aire en n alors qu’avec l’ordre x1 < · · ·xn < y1 < · · · < yn la taille du
BDD re´duit est exponentielle en n (argument a` suivre dans la section 6.4).
Une bonne heuristique est de garder proche dans l’ordre les variables qui interagissent
dans le calcul du re´sultat. Il est inte´ressant d’e´tudier la meilleure et la pire repre´sentation
possible pour certaines classes de fonctions.
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— Pour les fonctions syme´triques, c’est-a`-dire pour les fonctions dont le re´sultat est in-
variant par permutation de l’entre´e, la taille du BBD re´duit varie entre line´aire et
quadratique (voir exercice 77).
— Pour la fonction d’addition sur n bits, la taille des BDD re´duits varie entre line´aire
et exponentielle. Le comparateur n bits de l’exercice 79 est un autre exemple de cette
situation.
— La taille du BDD re´duit pour la fonction suivante (connue comme hidden weighted bit
function) est exponentielle pour tout ordre des variables :
h(x1, . . . , xn) = xs(x1,...,xn) ou` s(x1, . . . , xn) = Σi=1,...,nxi, et x0 = 0 . (6.2)
La section 6.4 de´crit une technique de preuve. La meˆme technique peut eˆtre utilise´e
pour montrer que les BDD re´duits pour la fonction de multiplication sur n bits ont
toujours une taille exponentielle [Bry91].
Exercice 77 (1) Montrez qu’une fonction f : 2n → 2 est syme´trique si et seulement si il y
a une fonction h : {0, . . . , n} → 2 telle que f(x1, . . . , xn) = h(Σi=1,...,nxi).
(2) Conclure qu’une fonction syme´trique est de´finie par un BDD re´duit dont la taille est
O(n2).
Exercice 78 On conside`re la fonction boole´enne f : 22n → 2 telle que
f(xn−1, . . . , x0, yn−1, . . . , y0) = 1 ssi (xn−1 · · ·x0)2 ≤ (yn−1 · · · y0)2 ,
ou` (zn−1 · · · z0)2 est la valeur en base 2 de la suite zn−1 · · · z0. On ordonne les variables de
la fac¸on suivante : xn−1 < yn−1 < · · · < x0 < y0. (1) Calculez le BDD re´duit qui de´finit la
fonction f pour n = 3. (2) Calculez en fonction de n le nombre de noeuds du BDD re´duit qui
de´finit la fonction f .
Exercice 79 (1) Calculez le BDD re´duit pour la fonction de´finie par la formule (x ∧ y) ∨
(w ∧ z) avec l’ordre x < y < w < z.
(2) Calculez le BDD re´duit pour un comparateur de 2-bits
∧
i=1,2(xi ↔ yi) en utilisant les
ordres x1 < y1 < x2 < y2 et x1 < x2 < y1 < y2.
(3) Ge´ne´ralisez a` un comparateur de n-bits et estimez le nombre de noeuds dans le BDD
re´duit pour les ordres x1 < y1 < · · · < xn < yn et x1 < · · ·xn < y1 < · · · < yn.
6.3 Combinaison de diagrammes
Une autre proprie´te´ importante des BDD est qu’il est possible d’effectuer les calculs lo-
giques (ne´gation, conjonction, disjonction,. . .) directement sur les BDD (re´duits). Cette pos-
sibilite´ a eu des retombe´es fort inte´ressantes dans le domaine de la ve´rification de circuits
[Bry86].
Restriction
Soit β un BDD relativement aux variables x1 < · · · < xn. Ce BDD de´finit une fonction
fβ : 2
n → 2. Soit b ∈ 2 une valeur de ve´rite´. Pour construire le BDD qui correspond a` la
fonction :
([0/xi]fβ)(x1, . . . , xn) = fβ(x1, . . . , xi−1, 0, xi+1, . . . , xn) ,
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A(n, n′, op) = analyse de cas
(1) v(n) = v(n′) ∈ V : let n′′ = new(v(n)) in
b(n′′) := A(b(n), b(n′), op); h(n′′) := A(h(n), h(n′), op); n′′
(2) v(n) <V v(n
′) : let n′′ = new(v(n)) in
b(n′′) := A(b(n), n′, op); h(n′′) := A(h(n), n′, op); n′′
(3) v(n′) <V v(n) : let n′′ = new(v(n′)) in
b(n′′) := A(n, b(n′), op); h(n′′) := A(n, h(n′), op); n′′
(4) v(n), v(n′) ∈ 2 : let b = (v(n) op v(n′)) in nb
(5) v(n) ∈ 2 : let n′′ = new(v(n′)) in
b(n′′) := A(n, b(n′), op); h(n′′) := A(n, h(n′), op); n′′
(6) v(n′) ∈ 2 : let n′′ = new(v(n)) in
b(n′′) := A(b(n), n′, op); h(n′′) := A(h(n), n′, op); n′′
Table 6.1 – Algorithme pour l’application
il suffit de re´diriger toute areˆte qui pointe a` un noeud n tel que v(n) = x vers b(n). La
construction du BDD pour [1/xi]fβ est similaire. On appelle cette ope´ration restriction.
Exercice 80 Montrez que l’application d’une ope´ration de restriction sur un BDD re´duit
peut ne pas produire un BDD re´duit.
Application
Soient A et B deux formules avec var(A) ∪ var(B) ⊆ {x1, . . . , xn} et op : 22 → 2 une
ope´ration binaire. On remarque que l’ope´ration commute avec l’expansion de Shannon (6.1),
a` savoir :
A op B ≡ x; ([1/x]A op [1/x]B), ([0/x]A op [0/x]B) . (6.3)
On applique cette remarque aux BDD. Soient β, β′ deux BDD qui de´finissent les fonctions
fβ : 2
n → 2 et fβ′ : 2n → 2 par rapport aux variables x1 < . . . < xn. Dans la table 6.1, on
de´finit un algorithme A (A pour application) qui construit un BDD A(β, β′) de´finissant la
fonction :
fβ(x1, . . . , xn) op fβ′(x1, . . . , xn) . (6.4)
L’algorithme visite les BDD β et β′ en profondeur d’abord. En supposant que n et n′ soient
les racines de β et β′, l’appel A(n, n′, op) retourne la racine d’un BDD qui de´finit la fonction
(6.4). Dans la description de l’algorithme on suppose que new(x) est une fonction qui retourne
un nouveau noeud n avec v(n) = x, que le champs b(n) et h(n) d’un noeud n sont modifiables
(la notation ‘ :=’ indique une modification du contenu de ces champs) et que nb pour b ∈ 2
sont deux noeuds pre´de´finis tels que v(nb) = b. Dans le cas (1), les deux noeuds ont la meˆme
variable comme e´tiquette. Dans les cas (2) et (3), un noeud a comme e´tiquette une variable qui
pre´ce`de dans l’ordre l’e´tiquette de l’autre noeud qui est aussi une variable. Dans le cas (4), les
deux noeuds ont une valeur boole´enne comme e´tiquette. Dans les cas (5) et (6), exactement
un noeud a une valeur boole´enne comme e´tiquette.
Remarque 14 Cet algorithme peut eˆtre amene´ a` e´valuer plusieurs fois le meˆme couple de
sous-diagrammes. Pour e´viter cela, on peut utiliser une optimisation standard en program-
mation dynamique qui consiste a` garder dans une table de hachage les couples de sous-
diagrammes de´ja` visite´s. Une deuxie`me optimisation est d’arreˆter les appels re´cursifs chaque
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fois qu’on arrive a` une feuille d’un des sous-diagrammes avec la proprie´te´ que la valeur de
la feuille est suffisante pour de´terminer le re´sultat de l’ope´ration op. Enfin, il est possible
de modifier l’algorithme de fac¸on a` ce qu’il recherche a` la vole´e une des simplifications pos-
sibles ; de cette fac¸on, on peut ge´ne´rer directement un BDD re´duit a` partir de BDD re´duits.
Quand toutes ces optimisations sont mises en oeuvre et e´tant donne´ une table d’hachage qui
garantit un temps d’acce`s constant en moyenne, il est possible de montrer que la complexite´
de l’ope´ration d’application est de l’ordre du produit de la taille des BDD rec¸us en entre´e.
En gros, une ope´ration logique peut au plus e´lever au carre´ la taille de la repre´sentation ; on
appelle cela une proprie´te´ de de´gradation gracieuse. Bien suˆr, l’ite´ration d’un carre´ donne un
exponentiel ; un phe´nome`ne similaire a` celui observe´ dans le cadre de la me´thode de re´solution.
Exercice 81 Utilisez l’algorithme A pour construire un BDD re´duit qui de´finit la fonction :
AND(NOR(x, y),AND(z, w)) .
Exercice 82 Un additionneur complet est une fonction f : 23 → 22 telle que si f(x, y, z) =
(u,w) alors u est la somme (modulo 2) de x, y et z et w est la retenue de la somme. (1)
Repre´sentez la fonction f par deux BDD re´duits. (2) Expliquez comment combiner n addi-
tionneurs complets pour construire un additionneur de 2 nombres sur n bits.
Exercice 83 Proposez un algorithme qui prend un BDD β par rapport aux variables or-
donne´es x1 < · · · < xn et calcule le nombre :
]f−1β (1) = ]{(b1, . . . , bn) ∈ 2n | fβ(b1, . . . , bn) = 1} .
Exercice 84 Programmez l’algorithme d’application de la table 6.1.
Exercice 85 Soit β un BDD par rapport aux variables ordonne´es x1 < · · · < xn. Proposez
une me´thode pour construire un automate fini (de´finition 41) qui accepte l’ensemble des mots
de la forme b1 · · · bn tels que bi ∈ 2 et fβ(b1, . . . , bn) = 1.
6.4 Bornes infe´rieures
On introduit des techniques pour montrer une borne infe´rieure exponentielle sur la taille
d’un BDD re´duit qui calcule certaines fonctions. Ces techniques peuvent sembler un peu
ad hoc mais sont en re´alite´ des spe´cimens d’une the´orie connue comme complexite´ de la
communication ; une branche de la the´orie de la complexite´ du calcul qui est souvent utilise´e
pour e´tablir des bornes infe´rieures, voir par exemple [KN97].
Premier argument
On commence avec la fonction :
f(x1, . . . , xn, y1, . . . , yn) =
∨
i=1,...,n
(xi ∧ yi)
e´voque´e dans la section 6.2. Avec l’ordre x1 < y1 < · · · < xn < yn, il est facile de construire un
BDD re´duit avec 2n+1 noeuds. On veut montrer qu’avec l’ordre x1 < · · · < xn < y1 < · · · < yn
le BDD re´duit a un nombre de noeuds exponentiel en n. Soit donc β un BDD re´duit pour
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la fonction f par rapport a` cet ordre. Pour toute tuple (b1, . . . , bn) ou` bi ∈ 2 il existe unique
un chemin dans β qui commence a` la racine de β et progresse en se basant sur l’affectation
v = [b1/x1, . . . , bn/xn] jusqu’a` arriver a` un noeud n(β, v). Ce noeud aura comme e´tiquette
soit une valeur boole´enne soit une variable dans {y1, . . . , yn}. Il y a 2n affectations possibles
de ce type. Soient v, v′ deux affectations telle que v(xi) = 1 et v′(xi) = 0. On affirme que
dans ce cas n(β, v) 6= n(β, v′). En effet si on comple`te les affectations avec :
v′′ = [0/y1, . . . , 0/yi−1, 1/yi, 0/yi+1, . . . , 0/yn]
le BDD doit retourner 1 pour l’affectation v, v′′ et 0 pour l’affectation v′, v′′. Donc le BDD
re´duit doit avoir au moins 2n ≥ (1, 41)2n noeuds.
Exercice 86 Expliquez pourquoi l’argument pre´sente´ ne marche pas avec l’ordre x1 < y1 <
· · · < xn < yn.
Deuxie`me argument
On aborde maintenant la fonction h (6.2) de la section 6.2 (la hidden weighted bit function).
Exercice 87 Montrez que la fonction h n’est pas syme´trique.
Exercice 88 Soient f : 2n → 2 et g : 2m → 2 deux fonctions telles que n < m et pour toute
entre´e b1, . . . , bn ∈ 2 :
f(b1, . . . , bn) = g(b1, . . . , bn, 0, . . . , 0) .
Montrez qu’une borne infe´rieure pour la taille d’un BDD qui calcule f est aussi une borne
infe´rieure pour un BDD qui calcule g.
Exercice 89 Montrez que 2n est une borne infe´rieure pour
(
2·n
n
)
(aussi connu comme le
coefficient binomiale central). 4
On conside`re d’abord l’ordre x1 < · · · < xn et on cherche a` adapter l’argument utilise´
pour la fonction f en conside´rant des affectations de la forme [b1/x1, . . . , bm/xm] pour m < n.
Soient v, v′ deux affectations telle que v(xi) = 1 et v′(xi) = 0 avec 1 ≤ i ≤ m. Comment
de´finir un v′′ qui permet de distinguer v de v′ ? Une solution pourrait eˆtre de faire en sorte
que :
Σj=1,...,mv(xj) + Σj=m+1,...,nv
′′(xj) = Σj=1,...,mv′(xj) + Σj=m+1,...,nv′′(xj) = i .
Pour ce faire il faut que :
1. on ait autant de ‘1’ dans v que dans v′ :
Σj=1,...,mv(xj) = Σj=1,...,mv
′(xj) = k ,
2. l’indice i de la variable ou` v et v′ diffe`rent puisse s’exprimer par une somme k + j ou`
0 ≤ j ≤ (n−m),
3. on ait un nombre exponentiel en n d’affectations qui satisfont les conditions 1 et 2. Par
exemple, si i = 1 alors on force k = 1 et le nombre d’affectations possibles est line´aire
en n. Il faut donc que le i ne soit pas trop petit.
4. On peut ame´liorer cette borne.
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Voici une solution possible. On suppose que n = 5 · t. Si ce n’est pas le cas, on se rame`ne
a` un multiple de 5 en appliquant l’exercice 88. Si on peut montrer que le BDD re´duit doit
contenir au moins 2t noeuds on a une borne infe´rieure exponentielle car 2t ≥ (1, 14)n. Pour
ce faire, on va utiliser le fait que le coefficient binomial central a une croissance exponentielle
(exercice 89). On va conside´rer les affectations v telles que m = 3·t, v(x1) = · · · = v(xt) = 0 et
v(xt+1)+ · · ·+v(x3·t) = t. Il y a exactement
(
2·t
t
) ≥ 2t affectations de cette forme. Soient alors
v et v′ deux affectations de cette forme telles que v(xi) = 1 et v′(xi) = 0 et t+ 1 ≤ i ≤ 3 · t.
Pour distinguer v de v′ on prend une affectation v′′ telle que
v′′(x3·t+1) + · · ·+ v′′(x5·t) = i− t
ce qui est toujours possibles car t+ 1 ≤ i ≤ 3 · t et donc 1 ≤ (i− t) ≤ 2 · t.
Troisie`me argument
En suivant [Bry91], on va maintenant raffiner encore notre technique pour montrer que
si on prend une permutation σ : {1, . . . , n} → {1, . . . , n} et on conside`re les variables dans
l’ordre :
xσ(1) < · · · < xσ(n) (6.5)
le BDD re´duit qui calcule la fonction h a toujours un nombre exponentiel de noeuds. Cette
fois on va supposer que n = 10 · t. Soit :
L = {σ(i) | i = 1, . . . , 6 · t}
l’ensemble d’indices de variables qui constituent le premier 60% de l’ordre (6.5). On de´note
avec [i, j] l’ensemble {i, i+ 1, . . . , j}. On doit avoir :
— ]L ∩ [t+ 1, 9 · t] ≥ 4 · t,
— (i) ]L ∩ [t+ 1, 5 · t] ≥ 2 · t ou (ii) ]L ∩ [5 · t+ 1, 9 · t] ≥ 2 · t
On prend maintenant une ensemble d’indices de variables D tel que :
— ]D = 2 · t,
— si on est dans le cas (i), D ⊂ L ∩ [t+ 1, 5 · t] et sinon D ⊂ L ∩ [5 · t+ 1, 9 · t] (cas (ii)).
Si on est dans le cas (i), on conside`re les affectations v telles que :
— Σj∈Dv(xj) = t et
— v(xj) = 0 si j ∈ L\D.
On a
(
2·t
t
) ≥ 2t ≥ (1, 07)n affectations qui satisfont cette proprie´te´. Soient alors v et v′ deux
affectations de cette forme telles que v(xi) = 1, v
′(xi) = 0 et t+1 ≤ i ≤ 5 · t. Pour discriminer
v de v′ il suffit de prendre une affectation v′′ telle que :
Σj∈[6·t+1,10·t]v′′(xσ(j)) = i− t ,
ce qui est toujours possible. De fac¸on similaire, si on est dans le cas (ii), on conside`re les
affectations v telles que :
— Σj∈Dv(xj) = t et
— v(xj) = 1 si j ∈ L\D.
Conclusion
En conclusion, on peut se demander quelle me´thode il convient de choisir parmi celles
discute´es dans ce cours (re´solution, DP et BDD). La re´ponse a` cette question est complexe et
la litte´rature sur le sujet tre`s vaste. On se limitera a` faire quelques remarques e´le´mentaires.
— Les 3 me´thodes sont sensibles a` l’ordre des variables.
— Pour chaque me´thode, on peut formuler des proble`mes qui prennent un temps expo-
nentiel pour n’importe quel ordre des variables.
— Les 3 me´thodes visent des questions (re´futation, satisfaisabilite´, e´quivalence logique)
et des domaines d’application (de´duction automatique, optimisation combinatoire,
ve´rification de circuits) diffe´rents. Par exemple, si on veut comparer re´solution et DP
il faut plutoˆt conside´rer des formules qui ne sont pas satisfaisables (voir, par exemple,
[BKPS02]). Dans une autre direction, la comparaison de DP (ou re´solution) et BDD
devrait plutoˆt porter sur des proble`mes d’e´quivalence de circuits (voir, par exemple,
[US94]).
— Avec la me´thode DP on a une borne line´aire sur la taille des donne´es qu’il faut traiter
ce qui n’est pas le cas pour re´solution et BDD (avec ces 2 me´thodes on peut assez
rapidement e´puiser la me´moire).
— Les me´thodes par re´solution et par BDD proce`dent par transformation de la contrainte
(formule ou BDD) jusqu’a` arriver a` une forme ou` la solution est manifeste, par contre
la me´thode DP proce`de par une approche de se´paration et e´valuation.
— Les meilleurs algorithmes utilisent un certain nombre d’heuristiques (par exemple, dans
le choix de la variable a` traiter) dont la pre´sentation est omise.
— On trouve de nombreuses me´thodes pour la satisfaisabilite´ qui raffinent la me´thode
DP mais il est bon de savoir qu’on trouve aussi une classe de me´thodes qui s’appuient
sur des me´thodes probabilistes (marches ale´atoires) qui ne sont pas du tout aborde´es
dans ce cours (voir, par exemple, [MU05][chapitre 7]).
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