INTRODUCTION
Mixtures of regression models are well known as switching regression models in econometrics literature, which were introduced by Goldfeld and Quandt (1973) . These models are useful to study the relationship between some interested variables coming from several unknown latent components. The model setting can be stated as follows. Let C be a latent class variable with P (C = c | X = x) = π c for c = 1, 2, · · · , C, where x is a p-dimentional vector.
Given C = c, suppose that the response y depends on x in a linear way y = x T β c + ϵ c , where Mixture models including model (1.1) are comprehensively summarized in McLachlan and Peel (2000) . Frühwirth-Schnatter (2006) and Hurn et al. (2003) focus on the Bayesian approaches for model (1.1), including the selection of number of components C. Many applications can be found in literature, i.e., in econometrics (Wedel and DeSarbo, 1993; Frühwirth-Schnatter, 2001) , and in biology and epidemiology (Wang et al., 1996; Green and Richardson, 2002) .
In this paper, we study a class of mixtures of regression models by allowing the mixing proportions to depend on a covariate z nonparametrically, where z can be either from x or not. Consider the analysis of a CO 2 -GDP dataset published by World Resource Institute. As shown in Figure 3 (a), the CO 2 -GDP dataset contains two related variables of 171 countries in year 2005. The response variable is the CO 2 -emission per capita in year 2005, and the predictor is the GDP per capita in the same year, measured by the current US dollars. From Figure 3 (a), we can see that likely there are two homogenous groups, and thus we may consider fitting a two-component mixture of regression models for the data. The purpose of the analysis is to identify the group of countries through their development path as featured by the relationship of GDP and CO2-emission. However, we can also observe that the data are more likely from the lower group when the predictor is larger. Therefore, the mixing proportions for the two components may depend on z = x, which violates the constant proportion assumption of the model (1.1).
The ideas that allow the proportions to depend on the covariates in a mixture model can be found in literature, e.g., the hierarchical mixtures of experts model (Jordan and Jacobs, 1994) in machine learning. Huang (2009) and Huang and Li (2010) proposed a fully nonparametric mixture of regression models by assuming the mixing proportions, the regression functions, and the variance functions are nonparametric functions of a covariate. Young and Hunter (2010) used kernel regression to model covariates-dependent proportions for mixture of linear regression models. In Young and Hunter (2010) , mixing proportions may depend on a multivariate covariate z, however, there lacks of theoretical results, and such extension may not be very useful in practice for the reason of "curse of dimensionality".
In this paper, we systematically study the mixture of regression models with varying proportions. Since the mixing proportions are nonparametric, while the regression function and variance of each component are parametric, the proposed model indeed is a semiparametric model. Compared to the nonparametric mixture of regression models of Huang (2009) and Huang and Li (2010) , the new semiparametric model offers more flexibility by combining both parametric and nonparametric information together. However, the new model poses more challenge for estimation since it contains both global parameters and nonparametric functions. To estimate the unknown smoothing function π c (z), we introduce kernel regression technique and local likelihood method (Fan and Gijbels, 1996) . To achieve the optimal convergence rate for the global parameters β c s and σ 2 c s and the nonparametric functions π c (z)s, we propose a one-step backfitting estimation procedure. A fully iterative estimation procedure is also investigated. For the mixture of regression models with varying proportions, this paper makes the following major contributions to the literature: (a) We show that mixture of regression models with varying mixing proportions are identifiable under certain conditions.
(b) We propose a new one step backfitting estimation procedure for the proposed model.
In addition, we prove that the one-step estimators for the regression coefficients and variance parameters are √ n consistent, and follow an asymptotic normal distribution; The rest of this paper is structured as follows. We present the semiparametric mixture of regression model and the estimation procedure in Section 2. In particular, we develop a one step backfitting estimation procedure for the proposed model using modified EM algorithm and kernel regression. The asymptotic properties for the resulting estimates and the ascent properties of the proposed EM-type algorithms are investigated. Simulation studies and a real data application are presented in Section 3. In Section 4, we give some discussion.
Technical conditions and proofs are given in Section 5.
ESTIMATION PROCEDURE AND ASYMPTOTIC PROPERTIES

The Semiparametric Mixture of Regressions
Throughout this paper, X is p-dimensional and Y and Z are univariate. Let C be a latent class variable, and assume that conditioning on X = x, Z = z, C has a discrete distribution
Here, Z can be part of X. We assume that π c (z)s are smooth functions of z for c = 1, 2, · · · , C, and ∑ C c=1 π c (z) = 1 for all z. Given C = c, X = x, and Z = z, Y follows a normal distribution with mean x T β c and variance σ 2 c . In other words, conditioning on X = x and Z = z, the response variable Y follows a finite mixture of normals (Goldfeld and Quandt, 1973) . So model (2.1) can be regarded as a natural extension of traditional finite mixture of linear regression models. In this article, we will mainly consider one dimensional Z. But the method and the results proposed in this article can be easily extended to multivariate Z. However, such extension is less desirable due to the "curse of dimensionality".
Identifiability is a major concern for most mixture models. Section 3.1 of Titterington et al. (1985) provided detailed accounts of the identifiability of finite mixture of distributions.
In particular, mixture of univariate normals is identifiable up to relabeling. However, identifiability of mixture of regression models does not directly follow the result of univariate normal mixture. To achieve identifiability for finite mixture of regression models, the variability of x can not be too small; see Hening (2000) Denote by ℓ * (π(·), β, σ 2 ) the log-likelihood function of the collected data
where β = {β
is not yet ready for maximization. In order to estimate this semiparametric model, we propose a one-step backfitting procedure. Specifically, we first estimate π(·) locally by maximizing the following local likelihood function 
Letβ andσ 2 be the solution of maximizing (2.4). Their root n consistency will be established in the next section under certain regularity conditions. After getting the estimatesβ and σ 2 , we can further improve the estimate of π(z) by maximizing the following local likelihood
Letπ c (z) =π c be the solution of (2.5). We refer toπ c (z),β, andσ 2 as the proposed one-step backfitting estimates.
In semiparametric modeling, one-step estimation procedure provides convenience for deriving asymptotic properties and achieves the optimal convergence rates for both global parameters and nonparametric regression functions. Given undersmoothing conditions we are able to estimate the parametric part in the rate of n −1/2 . In section 2.2, we will show that the one-step backfitting estimates achieve the optimal convergence rates for the parameters, and the nonparametric functions can be estimated as good as if the parameters were known.
Asymptotic Properties
In this section, we first study the sampling properties of the proposed one-step backfitting estimatorsπ c (z),β, andσ 2 . We will show that the one-step estimatorsβ andσ 2 are root n consistent and follow an asymptotic normal distribution. In addition, we will provide the asymptotic bias and variance of the estimatorπ(·), and show that it has smaller asymptotic covariance compared toπ(·).
Similarly, we can define q η , q ηη , q ηπ , and q ππ . Furthermore, define
and 
where B = E{I η (Z)}, and
where ω(x, y, z) = I ηπ (z)ψ(x, y, z). 
Based on the above theorem, we can see that estimating η does not have first order effect onπ(z), which is obvious sinceπ(z) is the result of nonparametric estimation with a slower rate thanη. Therefore,π(z) is more efficient thanπ(z), which needs to account for the uncertainty of estimating η.
Computing Algorithms and Their Properties
EM-type algorithm for (2.3)
We first propose a modified EM algorithm to maximize (2.3) to obtain estimatesπ(Z i ).
In the l-th cycle of the EM algorithm iteration, we have β
c (·), and π (l) (·). In the E-step, we calculate expectation of component identities
Let {u 1 , · · · , u N } be a set of grid points at which the unknown functions are evaluated, where N is the number of grid points. In the M-step, we update for z ∈ {u j , j = 1, · · · , N },
where c = 1, . . . , C, w
In practice, if n is not very large, we may directly set the observed {X 1 , · · · , X n } to be the grid points. We also set grid points to be {X 1 , · · · , X n } when deriving the asymptotic ascent properties for the proposed algorithm.
In (2.7), for simplicity of presentation and computation, we use the same bandwidth for all π c (z)'s. One might use different bandwidths for π c (z)'s to improve the estimation accuracy but with much more complexity of computation and bandwidth selection. Note that in the M-step, the nonparametric functions are estimated simultaneously at a set of grid points; thus, the classification probabilities in the E-Step can be estimated globally to avoid the label switch problem (See, for example, Stephens, 2000; Celeux et al., 2000; Yao and Lindsay, 2009 ). The classical EM algorithm estimates the nonparametric functions separately for a set of grid points, which makes it difficult to assign the same component labels for these estimators across all the grid points.
EM algorithm for (2.4)
Given the estimateπ(z), we maximize (2.4) by a regular EM algorithm to get the estimatesβ andσ 2 . In the E-step, we calculate the expectation of component identities
Then in the M-step, we update β c s and σ 2 c s,
12)
}. The ascent property of the above algorithm follows the theory of ordinary EM algorithm.
EM algorithm for (2.5)
Givenβ andσ, we would maximize (2.5) to obtain the estimateπ(z). Sinceβ c and σ c are well labeled, we can use the regular EM algorithm without worrying about the label switching problem. In the E-step of l-th cycle, the expectation of component identities are given by
In the M-step, we update π(z) by
We may also use the idea of the modified EM algorithm for (2.3) to estimate π(·) simultaneously in a set of grid points, and speed up the computation.
A computational accelerating scheme
To avoid extensive computation, many researchers prefer to using one-step estimate in semiparametric modeling, e.g., in partially linear model (Hunsberger, 1994; Severini and Staniswalis, 1994) , generalized partially linear single-index model (Carroll et al., 1997) , and generalized varying-coefficient partially linear model (Li and Liang, 2008) . However, the fully iterated estimation procedure is of great interest if extensive computation can be avoid.
Next, we discuss one approach to approximate the fully iterated estimation procedure with less computation.
In the E-step of l-th cycle,
In the M-step, we simultaneously update β, σ, and π(z) by
In the following theorem, we provide the ascending properties for the EM algorithms proposed in this section. Its proof is given in Section 5.
Theorem 4 (a) For EM type algorithm of (2.6)-(2.9), supposing nh → ∞ as n → ∞
and h → 0, we have
in probability, for any given point z, where
(b) Each iteration of the algorithm from (2.13) to (2.14) will monotonically increase the
5). (c) The iterations of (2.15)-(2.18) have the following property:
Theorem 4 (a) implies that when the sample size n is large enough, the algorithm of (2.6)-(2.9) possesses the ascent property for ℓ 1 {θ(z)} at any given z. Theorem 4 (c) implies that the iterations of (2.15)-(2.18) possess similar asymptotic ascent property for the global log-likelihood (2.2).
SIMULATION AND APPLICATION
In this section, we conduct simulation studies to test the performance of the proposed methodologies. The performance of the estimates of the mixing proportion functions π c (z)s is measured by the square root of the average square errors (RASE),
where {u j , j = 1, · · · , N } are the grid points at which the unknown functions π c (·) are evaluated. In simulation, we set N = 100. The same set of grid points are used for the algorithm proposed in Section 2.3. For simplification, the grid points are taken evenly on the range of the z-variable.
To apply our proposed methodologies, we need to first select a proper bandwidth for estimating π(·). In practice, data driven methods can be used for bandwidth selection, such as cross-validation (CV). Denote by D as the full data set. We then partition D into a training set R j and a test set T j , i.e., D = T j ∪ R j for j = 1, · · · , J. We use the training set
Then we can estimate π c (z) for the data points belonging to the corresponding test set.
Based on the estimatedπ c (z l ) of test set T j , we consider a likelihood version CV, which is given by
In practice, we usually set the value of J to be 5 or 10, and randomly partition the data. Since different random partitions may lead to different selected bandwidth, we suggest repeating the procedure 30 times, and taking the average of the selected bandwidth as the optimal bandwidth. Note that the required under-smoothing conditions for the proposed procedure are nh 4 → 0 and nh 2 log(1/h) → ∞ in order to get the root n consistency for the global parameters. The optimal bandwidthĥ selected by CV will be of order n −1/5 , which does not satisfy the under-smoothing conditions. As suggested by Li and Liang (2008) , a good adjusted bandwidth is given byh =ĥ × n −2/15 = O(n −1/3 ). This bandwidth satisfies the under-smoothing requirement. In our simulation study, both cases of appropriate smoothing and under-smoothing will be investigated.
When fitting a mixture of regression model with varying proportions, it is natural to ask whether the mixing proportions actually depend on the covariates. This leads to the following testing hypothesis problem:
Denote by ℓ * (H 0 ) and ℓ * (H 1 ) the log-likelihood functions computed under null and alternative hypothesis, respectively. Then we can construct a likelihood ratio test statistic
This likelihood ratio is different from the parametric likelihood ratio, since the alternative is a semiparametric model, and the number of parameters under H 1 is undefined. One approach is to study the asymptotic distribution of T . Alternatively, here we consider the conditional bootstrap method (Cai et al., 2000) to construct the null distribution. Let {π,β,σ 2 } be the MLE under null hypothesis. For given x i , we can generate
For each bootstrap sample, we calculate the test statistics T , and then obtain its approximate distribution. If the asymptotic null distribution is independent of the nuisance parameters π c , c = 1, · · · , C − 1, then the conditional bootstrap method is valid.
Although a solid theoretical research is out of the scope in this paper, we investigate the Wilk's phenomenon (Fan et al., 2001 ) via Monte Carlo simulation. Our simulation results
show that the Wilk's type of results continue to hold for the proposed model (2.1). Therefore, the conditional bootstrap method is applicable. This provides a convenience way to conduct the likelihood ratio test for the above testing problem.
In addition, we use a bootstrap procedure to construct confidence intervals for the parameters and point-wise confidence intervals for the proportion functions. For given covariates, the response variable Y * i can be generated from the distribution
. We apply the proposed estimation procedure to each of the bootstrap samples, and further obtain the confidence intervals. The bootstrap approach to construct confidence intervals for nonparametric regression has been studies by many authors, such as Härdle and Bowman (1988) , Härdle and Marron (1991) , Eubank and Speckman (1993) , Neumann and Polzehl (1998) , Xia (1998) , and Claeskens and Van Keilegom (2003) . It is well known that theoretically the traditional bootstrap fails for kernel estimates when the bandwidth is chosen to be of order n −1/5 (Davison and Hinkley (1997) , page 226). To account for bias, Härdle and Bowman (1988) proposed to adjust the constructed interval using an estimated bias; Härdle and Marron (1991) proposed to estimate the simulation model curve by over-smoothing and then smooth the bootstrapped data using the appropriate smoothing; Neumann and Polzehl (1998) proposed to use only one under-smoothing bandwidth for the whole procedure. Our simulation studies will investigate the under-smoothing, appropriate smoothing, and oversmoothing situations.
E xample 1. In the following example, we conduct a simulation for a 2-component mixture of regression model with varying mixing proportions: we first generate several simulation datasets for a given sample size, and then apply the CV bandwidth selector to determine the optimal bandwidth for each dataset. The selected bandwidth, denoted byĥ, was the average of these CV bandwidths with rounding. In the simulation, we consider three different bandwidths:ĥ × n −2/15 ,ĥ, 2ĥ, which correspond to the under-smoothing, appropriate smoothing, and over-smoothing, respectively. It was shown that the asymptotic distribution of the non-parametric functional estimates does not have to account for the variability due to the estimation of the parametric components. We examine this via simulation studies in finite samples. In the tables, the line marked with "M1" gives the results given by the proposed method, while "M2" gives the results assuming η were known. moderate n, the coverage levels are a bit low for σ 1 and σ 2 .
The bootstrap procedure also enables us to investigate the point-wise coverage probabilities for the proportion functions. For a set of grid points evenly distributed in the support of x, Table 3 shows the results at the level of 95% for both "M1" and "M2". For most points, the cases of under-smoothing and appropriate smoothing give better performance than over-smoothing case. However, for n = 200 the coverage levels are a bit low for point 0.5, but a bit high and thus conservative for points 0.7 and 0.8. In addition, based on Table 2 and Table 3 , we can see that the over-smoothing does not provide very satisfactory coverage levels.
We next conduct a simulation to investigate whether the Wilk's type of phenomenon holds for the proposed model. Under the null hypothesis H 0 , the mixing proportion π 1 is a constant. For 3 different values of π 1 ∈ {0.25, 0.5, 0.75}, we compute the unconditional null distribution with n = 200 via 500 Monte Carlo simulations. The resulting 3 densities were very close, as plotted in solid lines in Figure 1 . This suggests that the asymptotic distribution of T under the null hypothesis was not sensitive to the true value of π. To validate the conditional bootstrap method, we select 3 typical samples generated from the 3 values of π 1 s. For each typical sample, we compute the conditional null distribution based on its 500 bootstrap samples. The resulting 3 densities were depicted as dotted curves in the same figures. From Figure 1 , we can see that our conditional bootstrap method worked reasonably well to approximate the true null distribution.
The power of the proposed test is also of interest. We evaluate the power function under a sequence of local alternatives indexed by λ: E xample 2. CO2-GDP Data Application.
We illustrate the proposed methodology by an analysis of the CO2-GDP Data described in Section 1. This dataset was published by World Resource Institute. We know that GDP is a measure of the size of a nation's economy, and Carbon dioxide (CO2) is an important greenhouse gas which causes the greenhouse effect and may relate to global warming. Development with high GDP per capita and relative low CO2-emission is a desired goal and consensus for modern governments. It is of interest to study the relationship between a country's CO2-emission from its industrial activities and the economy size per capita. In the analysis, we set CO2-emission per capita (Y) to be the response variable, and the GDP per capita (X) to be predictor. Note that both variables have positive observed values. We divide Y by 10000 and divide X by 10, so that they have comparable numerical scale.
For this dataset, we consider a two-component mixture of regression models with varying mixing proportions. An optimal bandwidth is selected at 2.85 by CV procedure, and the under-smoothing bandwidth and over-smoothing bandwidth are selected at 1.44 and 5.70.
For the optimal bandwidth, we first test whether the mixing proportions vary by using the proposed conditional bootstrap method. Based on 500 conditional bootstrap simulations, the resulting test statistics T is 26.10, and the approximate p-value of the test is less than 0.001. In fact, the testing procedure rejects the constant proportion hypothesis under a wide range of bandwidths, including both the under-smoothing and over-smoothing bandwidths.
This suggests that it is appropriate to use a mixture of regression models with varying proportions.
The resulting estimate of β along with its 95% confidence interval (CI) are shown in Figure 3 (b). The result shows that as GDP per capita increases, the proportion of low CO2 emission counties increases, which indicates that high GDP-per-capita countries tend to develop in a relative low-CO2-emission path.
DISCUSSION
In this article, we assume that the number of components C is known. However, in many cases, C might be unknown and we need to estimate both C and bandwidth h. One might first select C and then select the bandwidth h after C is given. Choosing the number of components in mixture model is an important problem, which attracts many attentions in statistical research. For parametric mixture models, many methods have been proposed to deal with this selection issue. One popular and simple approach is the information criteria, such as AIC and BIC. Leroux (1992) The choice of the number of components is related to degrees of freedom. However, the degrees of freedom of the proposed model is not clear. In practice, we may use the results of traditional parametric mixture models. Note that locally in covariate z, the mixing proportions of model (2.1) can be considered as constant. Therefore, one might apply the information criteria to the partial data in a local area. We may take several typical local areas, and determine C by comparing several selection results. Since the variance of Y tends to increase when the separation of mixture components increases, the local areas can be those with relatively large variation of Y . More research are needed on how to choose the number of components for model (2.1).
PROOFS
Lemma 1
The finite mixture of normal distributions is identifiable. More precisely, if
where the parameters satisfy 
where
For any two distinct pairs of parameters (β a , σ
hyperplane in R p , and thus has zero Lebesgue measure in R p . This implies that there are at most a finite number of (p − 1)-dimensional hyperplanes on which (x T β a , σ conditioning on t = (x, z) is identifiable. Therefore, C = D and there exists a permuta- 
All the above conditions are mild conditions and have been used in the literature of local likelihood estimation and mixture models. Let
is the normal density of y with mean x T β c and variance σ 2 c . Then
Note that ϕ
k is bounded for any c and k > 0.
Then we have
if X have sixth finite moments.
The following lemma is taken from Lemma A.1 of Fan and Huang (2005) and will be used throughout the proofs of this section. 
To establish asymptotic properties ofη, we first study the asymptotic behaviors of {π,σ 2 ,β}, the maximum local likelihood estimator of (2.3). Denotẽ
Lemma 3. Assume that Conditions (A)-(H) hold, in addition with nh → ∞ as n → ∞, h → 0, then for all z in the support Z, we have
where ∆ n is defined in (5.4), and
Proof.
By the Taylor expansion and some calculation,
By the SLLN and some calculations, it follows that by the convexity lemma (Pollard, 1991) ,
holds uniformly for all z ∈ Z and θ * in any compact set Ω. We know that f −1 (z)I −1 θ (z)∆ n is a unique maximizer of (5.6), and is continuous in z;θ * is a maximizer of (5.3). Then by Lemma A.1 of Carroll et al. (1997) , we have
Then by the definition ofθ * ,
By a Taylor expansion, we have 
By (5.8), it is obvious that sup z∈Z |θ * | = O p (1). Thus for the left side of (5.12), we have
It follows that the order also holds for the right side of (5.12), i.e.,
The proof is completed by the conditions that f (z) and I θ (z) are bounded and continuous functions in a closed set of Z.
Proof of Theorem 2. Denoteη * = √ n(η − η), where η is the true value. Further, define
By a Taylor expansion and some calculation,
For B n , it can be shown that
Then by (5.14), we have
Next, we expand A n as
By Lemma 2, we havẽ 
is symmetric about 0, we have
It can be shown, by calculating the second moment, that 16) where
By condition nh 4 → 0, we know
By (5.15) and quadratic approximation lemma,
Then we calculate the mean and variance of A n . It is obvious that Var(A n ) = Σ, and
We can show that the elements of E(∂ℓ(π(Z), η, X, Y )/∂η) are equal to 0, and Proof of Theorem 3. Using similar arguments in the proof of Lemma 3, we have
It can be calculated that
Since √ n(η − η) = O p (1), it can be shown that
We can show that Thus, we have
Based on the M-step of (2.7) -(2.9) we have
It suffices to show that lim sup
in probability. Define
and
Next we show that L J → 0 in probability. For the simplicity of proof, we assume g{c|X, Y, θ (l) (Z)} ≥ a > 0 for some small value a, which can always be done in practice . To this end, we first calculate the expectation of L J .
E(L
By a standard argument, we know
Noting that ∆ n (X, Y ) is bounded, we have
We next calculate the variance of L J . Note that the variance of L J is dominated by the following term 
Based on the Jensen's inequality, we have
Based on the M-step of (2.14), we have
