Digital image restoration requires some knowledge of the degradation phenomena in order to attempt an inversion of that degradation.
Introduction
When a scene is recorded by an imaging device certain degradations are inevitable. Image restoration is the estimation of the original object intensity distribution from the image and knowledge of the system point spread function (PSF). The PSF may include any of several degrading factors including the atmosphere, imaging system optics, electronic filters, detector instantaneous-field-of-view (IFOV), discretization of the continuous scene (pixel sampling), motion blur and ground processing. Most of the imaging system parameters can be determined or estimated from engineering design data and pre-flight testing. Atmospheric effects are difficult to model, but are sometimes accounted for using a statistical approach. Motion blur is accounted for through a knowledge of the relative motion between object and imaging system, and ground processing is usually well documented. Pixel sampling has not been an explicit component in previous restoration work. We present here one approach which includes sampling degradation in the restoration process.
Landsat images were restored using a PSF which takes into account the system parameters including optics, electronics, IFOV and pixel sampling. These system parameters were used to construct the system transfer function (TF) and the corresponding least-squares (Wiener) filter. The Wiener filter requires knowledge of the scene and noise statistics, which were modeled. The filter is then inverse Fourier transformed to find a restoration PSF which is spatially windowed to improve the restoration.
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The Wiener filter For linear shift -invariant imaging, the Wiener filter minimizes the mean square error between the original scene and the restored image in the presence of noise./ This minimization results in the following filter: 1 IH(u,v)I 2 M(u,v) ------ (1) H (u,v) 1H(u,v)12 + Sn(u,v)/Sf (u,v) where H(u,v) is the imaging system TF, Sf(u,v) the power spectrum of the scene and Sn(u,v) the noise power spectrum.
Pixel sampling
Most discussions of image restoration assume that both the object and its image can be represented as continuous functions. However, many modern imaging devices, including Landsat MSS and TM, are "sampled" systems. That is, the continuous output of the electronic sensors is sampled and digitized before being coded and transmitted to the ground.
The importance of including the effects of sampling in the system analysis was pointed out by Park et. al. 2 in a study of the Landsat MSS imaging system.
It was shown that the effect of sampling is to increase the average amount of blurring in the image, especially in the along -track direction.
Sampling increases the effective IFOV from 77 m to 86 m alongscan and from 65 m to 122 m along-track. Thus, incorporation of sampling into the system transfer function, and tnerefore into the restoration procedure, should improve the restored image since another blurring effect had been removed.
Sampled systems are not shift-invariant. The output of a sampled system resulting from a point-source input will depend not only on the intensity of the point-source but also on its location with respect to the sampling grid. The output for a point-source located precisely on a sample point will be different from one located, say, between two sample points.
This "sample scene phasing" has an important effect on the derivation of the system's transfer function.
The mathematical function describing sampling cannot be simply cascaded with the other system element transfer functions to produce an overall system transfer function, because the process of cascading transfer functions depends on the assumption of linearity and shift-invariance of the component functions.
One way of dealing with this sampling phenomenon is a stochastic approach 2 in which sampling effects are accounted for by assuming a random distribution of point sources and averaging the overall system output over all possible point-source locations. This results in an average system transfer function, or in the spatial domain, an average system pointspread function. This averaging is necessary because one does not know the exact distribution of the point -sources in the scene.
If one did, then restoration would be pointless since the original scene would already be known! The procedure used by Park, et. al.2 is to derive a shift-variant sampled system pointspread function (SPSF) of the form SPSF(x,y;s,t) = h(x-s,y -t):E: U 6(x-m,y -n) m n (2) where the notation indicates that the system is shift-variant.
The point -spread function h (exclusive of sampling) represents an image formation system whose output from a pointsource input depends only on the intensity of the point-source and not on its location in the object plane. The effect of adding sampling, represented by the double sum, is to make the overall system point -spread function lose that invariance. The output to a point -source input now depends both on its intensity and its location.
The parameters s and t locate the point-source with respect to the sampling grid. If s and t are assumed to be random variables having a uniform distribution (that is, a pointsource is equally likely to be located anywhere with respect to the sampling grid), then an average system point-spread function (ASPSF) can be found2 by adding (or integrating) the system point-spread function over all possible point-source locations. This results in 
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The parameters s and t locate the point-source with respect to the sampling grid. If s and t are assumed to be random variables having a uniform distribution (that is, a pointsource is equally likely to be located anywhere with respect to the sampling grid), then an average system point-spread function (ASPSF) can be found 2 by adding (or integrating) the system point-spread function over all possible point-source locations. This results in
This ASPSF and its corresponding average system transfer function can be found for the imaging system of interest using system component design or test data.
In modeling "whiskbroom" scanners, such as MSS and TM, the average system PSF is separable. Each of the components of the system PSF then corresponds to the system linespread function (LSF) in the corresponding direction, In the work presented here, the Fourier transform of Eq. (4) is substituted for H(u,v) in the Wiener filter of Eq. (1). Thus, our Wiener filter corrects for the average system degradation over all sample -scene phases.
Model for scene autocorrelation
Implementation of the Wiener filter requires knowledge of the scene and noise power spectra Sf(u,v) and Sf(u,v). Frequently the ratio Sf(u,v) /Sf(u,v) is taken to be a constant. However, better results can be expected if specific information about signal and /or noise statistics is included. Toward this end, a model has been applied for the signal autocorrelation.
The use of the power spectrum in the Wiener filter is valid for a stationary random process, an assumption which does not hold for images of natural scenes, because the statistics of the scene may vary widely over the image.
To account for this, one would need an adaptive filter which changed its parameters with the statistical variations encountered in the image. However, for mathematical tractability and implementation efficiency, it is desirable to employ stationary image models.
Such models work well in image restoration3, the major drawbacks being the possibility of under -restoring high frequency information (such as edges) and overrestoring low frequency regions (resulting in noise enhancement). The restoring filter parameters are chosen to result in an acceptable tradeoff between these effects.
A simple mathematical model of an image might consist of a sequence of rectangular pulses of randomly determined height (corresponding to pixel gray levels) and random duration 4,s (corresponding to the sizes of the objects in the Image). For such a model it can be shown that the corresponding autocorrelation function is of the form of the first order Markov model which is given by R(x,y) = 02 expIa2x 2+ b2 y2 (5) The first order Markov function is rotationally symmetric, but not separable. For reasons of computational efficiency and mathematical tractability the Markov process is often assumed to be separable having the form R(x,y) = a2 exp -alxl -blyl (6) where 1/a and 1/b are the data correlation half-widths in the two orthogonal directions. The corresponding power spectrum for this autocorrelation model is
which is also separable.
To meausure a and b, several 32 -by -32 pixel "windows ", chosen to have different scene characteristics, were taken from a (geometrically uncorrected) Landsat MSS Washington D.C. image (ID #84039218152). The autocorrelation of each window was then found via inverse Fourier transformation of the power spectrum of the window, and the parameters a and b determined by fitting the model of Eq. (6) to the average autocorrelation.
The 32 -by -32 window autocorrelation data for each MSS spectral band was analyzed for the along -scan and along -track directions separately. This resulted in eight values for the correlation half -width parameters, one for each band along -scan and along-track.
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This ASPSP and its corresponding average system transfer function can be found for the imaging system of interest using system component design or test data.
In modeling "whiskbroom" scanners, such as MSS and TM, the average system PSP is separable. Each of the components of the system PSF then corresponds to the system linespread function (LSF) in the corresponding direction, r ASPSP(x,y) = I LSP(x;s) ds / LSP(y;t) dt (4) 0 'O In the work presented here, the Pourier transform of Eq. (4) is substituted for H(u,v) in the Wiener filter of Eq . (1). Thus, our Wiener filter corrects for the average system degradation over all sample-scene phases.
Model for scene autocorrelation Implementation of the Wiener filter requires knowledge of the scene and noise power spectra S f (u,v) and S n (u,v) . Frequently the ratio S n (u,v)/Sf(u,v) is taken to be a constant. However, better results can be expected if specific information about signal and/or noise statistics is included. Toward this end, a model has been applied for the signal autocorrelation.
The use of the power spectrum in the Wiener filter is valid for a stationary random process, an assumption which does not hold for images of natural scenes, because the statistics of the scene may vary widely over the image. To account for this, one would need an adaptive filter which changed its parameters with the statistical variations encountered in the image. However, for mathematical tractability and implementation efficiency, it is desirable to employ stationary image models. Such models work well in image restoration 3 , the major drawbacks being the possibility of under-restoring high frequency information (such as edges) and overrestoring low frequency regions (resulting in noise enhancement). The restoring filter parameters are chosen to result in an acceptable tradeoff between these effects . A simple mathematical model of an image might consist of a sequence of rectangular pulses of randomly determined height (corresponding to pixel gray levels) and random duration ^5 (corresponding to the sizes of the objects in the Image). For such a model it can be shown' that the corresponding autocorrelation function is of the form of the first order Markov model which is given by 2 / 2 2 22
R(x,y) = a exp -/ax + b y
The first order Markov function is rotationally symmetric, but not separable. For reasons of computational efficiency and mathematical tractability the Markov process is often assumed to be separable having the form R(x,y) = a 2 exp -a|x| -b|y| (6) where I/a and 1/b are the data correlation half-widths in the two orthogonal directions. The corresponding power spectrum for this autocorrelation model is
To meausure a and b, several 32-by-32 pixel "windows", chosen to have different scene characteristics, were taken from a (geometrically uncorrected-) Landsat MSS Washington D.C. image (ID #84039218152) . The autocorrelation of each window was then found via inverse Pourier transformation of the power spectrum of the window, and the parameters a and b determined by fitting the model of Eq. (6) to the average autocorrelation.
The 32-by-32 window autocorrelation data for each MSS spectral band was analyzed for the along-scan and along-track directions separately. This resulted in eight values for the correlation half -width parameters, one for each band along-scan and along-track.
The correlation half -width parameters were found from a least -squares linear fit between the natural logarithm of trie average autocorrelation and the logarithm of taie model of Eq. (6) .
The resulting correlation half-widths in pixels are given in Table 1 . Table 1 .
Image autocorrelation half-widths (pixels) These values are the correlation half-widths of the Landsat MSS test images, which are degraded recordings of the scenes, not the undegraded scenes. That is, the scene correlation length is not really being measured, but rather the image correlation length. Since MSS and TM systems are separable, the image along -scan or along -track is the convolution of the scene with the corresponding system LSF.
For convolution, the widths of the functions to be convolved add to yield the width of the resulting function.6 The next step, then, is to measure and correct for the autocorrelation of the imaging system.
The autocorrelations for the Landsat MSS point spread function in the along -scan and along -track directions were computed and their half -widths found to be along -scan: Subtracting these values from the image correlation half-widths yields the scene correlation half-widths in Table 2 . Table 2 . Scene Autocorrelation Half-Widths 5.28 pixels or 306 meters along -scan 4.14 pixels or 337 meters along -track These correlation half-widths agree well with previous work that finds a total correlation length (full-width) for Landsat data of about 10 pixels. Because the values in Table 2 are scene parameters, they may be used for both the MSS and TM.
The noise power spectrum was assumed to be that for white Gaussian noise with a variance of one gray level, which approximates the actual noise level in MSS imagery.8 The mathematical form of the ratio Sn /Sf is then given by the form of. Sf
Spatial implementation and windowing
The restoration was to be implemented by spatial convolution with a relatively small kernel on full Landsat scenes as part of the geometric rectification process. From the restoration filter calculated using the Wiener filter, a restoration LSF (or deconvolution LSF) can be found by taking the filter's inverse Fourier transform. Because it is bandlimited at the sampling frequency, the resulting restoration LSFs have significant side lobes which, if applied directly to an image, would result in ringing at object edges and in considerable noise enhancement. For this reason windows were applied to the along -scan and along -track LSFs which act to reduce the higher order side lobep while keeping the main and first order lobes intact. A trade -off must be made, as any significant decrease in the side lobes, while reducing ringing and noise enhancement, will also reduce the amount of restoration obtained. Efforts to increase restoration through larger window sizes will also increase ringing and noise enchancement. This is the classic "finite-impulse response" design problem in signal processing.
Many criteria have been proposed for the proper choice of window which will give the "best" results. 9,10,11,12 Such criteria are usually user-defined and always heuristic. The correlation half-width parameters were found from a least-squares linear fit between the natural logarithm of the average autocorrelation and the logarithm of the model of Eq. (6). The resulting correlation half-widths in pixels are given in Table 1 . Table 1 These values are the correlation half-widths of the Landsat MSS test images, which are degraded recordings of the scenes, not the undegraded scenes. That is, the scene correlation length is not really being measured, but rather the image correlation length. Since MSS and TM systems are separable, the image along-scan or along-track is the convolution of the scene with the corresponding system LSF. For convolution, the widths of the functions to be convolved add to yield the widtri of the resulting function.
The next step, then, is to measure and correct Tor the autocorrelation of the imaging system.
The autocorrelations for the Landsat MSS point .spread function in the along-scan and along-track directions were computed and their half-widths found to be along-scan: along-track:
1.10 pixels (1 pixel = 58m) 0.42 pixels (1 pixel = 81.5m)
Subtracting these values from the half-widths in Table 2 . image correlation half-widths yields the scene correlation Table 2 . Scene Autocorrelation Half-Widths 5.28 pixels or 306 meters along-scan 4.14 pixels or 337 meters along-track These correlation half-widths agree well with previous work 7 that finds a total correlation length (full-width) for Landsat data of about 10 pixels. Because the values in Table 2 are scene parameters, they may be used for both the MSS and TM.
The noise power spectrum was assumed to be that for white Gaussian noise with a variance of one gray level, which approximates the actual noise level in MSS imagery. 8 The mathematical form of the ratio Sn /S f is then given by the form of Sf .
The restoration was to be implemented by spatial convolution with a relatively small kernel on full Landsat scenes as part of the geometric rectification process. From the restoration filter calculated using the Wiener filter, a restoration LSF (or deconvolution LSF) can be found by taking the filter's inverse Fourier transform. Because it is bandlimited at the sampling frequency, the resulting restoration LSFs have significant side lobes which, if applied directly to an image, would result in ringing at object edges and in considerable noise enhancement. For this reason windows were applied to the along-scan and along-track LSFs which act to reduce the higher order side lobes while keeping the main and first order lobes intact. A trade-off must be made, as any significant decrease in the side lobes, while reducing ringing and noise enhancement, will also reduce the amount of restoration obtained. Efforts to increase restoration through larger window sizes will also increase ringing and noise enchancement. This is the classic "finite-impulse response" design problem in signal processing.
Many criteria have been proposed for the proper choice of window which will give the "best" results. 9,10,11,12 Such criteria are usually user-defined and always heuristic. For our purpose, in the frequency domain, the power (or area under the curve) of the restoration filter below 0.5 cycles /pixel was maximized while the power at frequencies above 0.5 cycles /pixel was minimized.
This has the effect in the spatial domain of minimizing the ringing and noise enhancement while maximizing the restoration.
Windowing in the spatial domain is equivalent to convolution in the frequency domain, so teat windowing of the restortation LSF has a direct effect on the frequency response of the restoration filter. If the spatial window is too abrupt, then in the frequency domain the result will be the familiar Gibbs phenomenon in which there is significant overshoot at high frequencies which may result in objectionable visual artifacts in the restored image. If tie window is too smooth, there will he a loss of power at all frequencies resulting in loss of resolution in the restored image. The Manning window was selected because it is a widely used, well-behaved window with desirable characteristics. 11
The Hanning window is:
(1/2)
where 1 is the half -width of the window and is user -specified. This window was applied to the restoration LSF resulting from the Wiener filter discussed previously. Various values for I were used, and the resulting windows multiplied by the restoration LSF. The Fourier transforms of these products were taken, and the area under the curves above the folding frequency (0.5 cycles /pixel) calculated for each one. As previously mentioned, the best value for 1 is then the one that minimizes this "side -lobe" power.
The image of a simple edge was studied in order to verify the best value to assign to 1 , especially important in cases where the side -lobe power as a function of did not have an absolute minimum. This edge image was a 256 -by -256 image, half of which was assigned the gray level 60 and the other the gray level 190.
The image was blurred using the LSF which models each of. the Landsat imaging systems, then subsampled to the pixel inteval of the appropriate system in order to simulate an edge image for that system. The resulting (blurred, subsampled) edges were then resampled using a restoration LSF with different Hanning window half -width values.
The amount of restoration which occurred is related to the slope of the restored edge. A perfect edge would have infinite slope. Thus the restoration is maximized when this slope is maximized.
As the window size increases, the slope (and therefore the amount of restoration) increases. The trade -off is that for larger kernel sizes, the amount of ringing near the edge becomes objectionable. Figure 1 shows a comparison of two restored edge profiles for large and small kernel sizes. Figure 2 shows a comparison of a restored edge to one resampled using cubic convolution with a = -1. The slope of the restored edge is significantly steeper than that of the resampled edge, indicating a sharpening of this feature in the case of restoration. our purpose, in the frequency domain, the power (or area under the curve) of the restoration filter below 0.5 cycles/pixel was maximized while the power at frequencies above 0.5 cycles/pixel was minimized. This has the effect in the spatial domain of minimizing the ringing and noise enhancement while maximizing the restoration.
Windowing in the spatial domain is equivalent to convolution in the frequency domain, so that windowing of the restortation LSF has a direct effect on the frequency response of the restoration filter. If the spatial window is too abrupt, then in the frequency domain the result will be the familiar Gibbs phenomenon in which there is significant overshoot at high frequencies which may result in objectionable visual artifacts in the restored image. If tue window is too smooth, there will be a loss of power at all frequencies resulting in loss of resolution in the restored image. The Hanning window was selected because it is a widely used, well-behaved window with desirable characteristics. n The Hanning window is:
where I is the half-widtn of the window and is user-specified. This window was applied to the restoration LSF resulting from the Wiener filter discussed previously. Various values for t were used, and the resulting windows multiplied by the restoration LSF. The Fourier transforms of these products were taken, and the area under the curves above the folding frequency (0.5 cycles/pixel) calculated for each one. As previously mentioned, the best value for i is then the one that minimizes this "side-lobe" power.
The image of a simple edge was studied in order to verify the best value to assign to i , especially important in cases where the side-lobe power as a function of did not have an absolute minimum. This edge image was a 256-by-256 image, half of which was assigned the gray level 60 and the other the gray level 190. The image was blurred using the LSF which models each of the Landsat imaging systems, then subsampled to the pixel inteval of the appropriate system in order to simulate an edge image for that system. The resulting (blurred, subsampled) edges were then resampled using a restoration LSF with different Hanning window half-width values.
The amount of restoration which occurred is related to the slope of the restored edge. A perfect edge would have infinite slope. Thus the restoration is maximized when this slope Is maximized. As the window size increases, the slope (and therefore the amount of restoration) increases. The trade-off is that for larger kernel sizes, the amount of ringing near the edge becomes objectionable. Figure 1 shows a comparison of two restored edge profiles for large and small kernel sizes. Figure 2 shows a comparison of a restored edge to one resampled using cubic convolution with a = -1. The slope of the restored edge is significantly steeper than that of the resampled edge, indicating a sharpening of this feature in the case of restoration. 05 Figure 3 shows the increase in high modulation obtainable from the restoration. This figure includes the system transfer function, restoration filter without windowing, or infinite impulse response (IIR), and their product. It also shows the increased modulation obtainable from windowing, or finite impulse response (FIR).
Based on this attempt to minimize the power under the side lobes of the Fourier transform of the restoration LSF while maximizing the amount of restoration, we found kernel sizes of six -by -six pixels to be appropriate Cor restoration of Landsat MSS and TM images.
Examples and discussion
A qualitative experiment was performed to compare TM imagery resampled with three different interpolators: bilinear, bicubic and the system restoration kernel. A coincident, nearly simultaneously acquired aerial scanner image13,14 was used as a high resolution reference. The TM imagery (band 3) was resampled with each interpolator to create a four times magnification, i.e. the pixel interval in the resampled imagery was about seven meters, to coincide with the pixel interval of the aerial scanner imagery. The results are shown in Figure 4 . Clockwise from upper left: Aerial scanner image, bilinear resampled, bicubic resampled and restored.
It is obvious from Figure 4 that the restoration kernel produces a visually superior image, with increased contrast and better boundary definition for small features. Some evidence of the edge overshoot induced by restoration (and cubic resampling) can be seen Figure 3 shows the increase in high modulation obtainable from the restoration. This figure includes the system transfer function, restoration filter without windowing, or infinite impulse response (IIR), and their product. It also shows the increased modulation obtainable from windowing, or finite impulse response (FIR).
Based on this attempt to minimize the power under the side lobes of the Fourier transform of the restoration LSF while maximizing the amount of restoration, we found kernel sizes of six-by-six pixels to be appropriate for restoration of Landsat MSS and TM images. It is obvious from Figure 4 that the restoration kernel produces a visually superior Image, with Increased contrast and better boundary definition for small features. Some evidence of the edge overshoot induced by restoration (and cubic resampling) can be seen near the water -land boundary.
There also appears to be greater noise enhancement in the restored imagery. To confirm that this is indeed enhanced noise, and not artifacts caused by the restoration, a severely contrast-stretched version of the original TM image is compared in Figure 5 with a similarly processed restored image.
Clearly, the restoration process is enhancing existing noise in the image, and not creating unique artifacts. Clockwise from upper left: Resampled using bilinear, resampled using bicubic, restored not including the effects of sampling, restored including sampling effects. Figure 6 compares the effects of interpolation and restoration for resampling TM images of small, high contrast targets to a 15 -meter grid. These targets, which are black tar squares laid atop the highly reflective sands of the White Sands Missile Range in New Mexico, were constructed to measure the modulation transfer function (MTF) of the TM sensor. 13,14 The targets measure 15 meters on a side (about half the sample spacing for the TM sensor)
and are spaced such that each target falls into a different intersample interval with respect to the TM sampling grid.
It can be seen from this figure that the blurring associated with resampling using bilinear (6a) or cubic convolution (6b) interpolations is reduced when using restoration -based resampling (6c and 6d).
In fact, the restoration methods improve the local contrast of the dark targets against the light background. Furthermore, these improvements are more evident in . Figure 6d near the water-land boundary. There also appears to be greater noise enhancement in the restored imagery. To confirm that this is indeed enhanced noise, and not artifacts caused by the restoration, a severely contrast-stretched version of the original TM image is compared in Figure 5 with a similarly processed restored image. Clearly, the restoration process is enhancing existing noise in the image, and not creating unique artifacts. Resampled using bilinear, resampled using bicubic, restored not including the effects of sampling, restored including sampling effects. Figure 6 compares the effects of interpolation and restoration for resampling TM images of small, high contrast targets to a 15-meter grid. These targets, which are black tar squares laid atop the highly reflective sands of the White Sands Missile Range in New Mexico, were constructed to measure the modulation transfer function (MTF) of the TM sensor. l 3 l k The targets measure 15 meters on a side (about half the sample spacing for the TM sensor) and are spaced such that each target falls into a different intersample interval with respect to the TM sampling grid.
It can be seen from this figure that the blurring associated with resampling using bilinear (6a) or cubic convolution (6b) interpolations is reduced when using restoration-based resampling (6c and 6d). In fact, the restoration methods improve the local contrast of the dark targets against the light background. Furthermore, these improvements are more evident in Figure 6d than 6c, clearly indicating the importance of including the effects of sampling in the restoration process.
