Abstract. This paper presents asymptotic formulas for the abundance of binomial, generalized binomial, multinomial, and generalized multinomial coefficients having any given degree of prime-power divisibility. In the case of binomial coefficients, for a fixed prime p, we consider the number of (x, y) with 0 ≤ x, y < p n for which is divisible by p zn (but not p zn+1 ) when zn is an integer and α < z < β, say. By means of a classical theorem of Kummer and the probabilistic theory of large deviations, we show that this number is approximately p nD((α,β)) , where D((α, β)) := sup{D(z) : α < z < β} and D is given by an explicit formula. We also develop a "p-adic multifractal" theory and show how D may be interpreted as a multifractal spectrum of divisibility dimensions. We then prove that essentially the same results hold for a large class of the generalized binomial coefficients of Knuth and Wilf, including the q-binomial coefficients of Gauss and the Fibonomial coefficients of Lucas, and finally we extend our results to multinomial coefficients and generalized multinomial coefficients.
Introduction
The purpose of this paper is to present asymptotic formulas regarding the primepower divisibility of binomial coefficients and their generalizations that follow from a classical theorem of Kummer and its generalizations. Specifically, for a fixed prime p and large n, we consider initially how many binomial coefficients x+y x with 0 ≤ x, y < p n are divisible by p zn (but not p zn+1 ) when zn is an integer and α < z < β, say. We will find that this number is approximately p nD((α,β)) , where D((α, β)) := sup{D(z) : α < z < β} and D is a function we will determine explicitly.
First we will derive the exact answer by combinatorial means for ordinary binomial coefficients, and then, starting afresh, we will find the asymptotic result by means of the probabilistic theory of large deviations. In yet a third approach, we will show that the function D represents the "p-adic multifractal spectrum" of divisibility dimensions.
Then we will show that essentially the same results hold for a large class of generalized binomial coefficients, as defined by Knuth and Wilf [32] , by means of their generalization of Kummer's theorem; special cases include the q-binomial coefficients of Gauss and the Fibonomial coefficients of Lucas. Passing from binomials to multinomials, we will apply Dickson's generalization of Kummer's theorem to obtain an asymptotic prime-power divisibility result for multinomial coefficients. Finally, we will subsume all these results under the rubric of generalized multinomial coefficients.
Notation. Throughout this paper, p will denote a fixed prime. For any positive integer m, let ord p m denote the number of times p occurs as a factor of m. For real z and nonnegative integer n (and nonnegative integers x and y), let N n (z) denote the number of (x, y) with 0 ≤ x, y < p n for which ord p x+y x = zn. We will soon see that N n (z) = 0 unless z ∈ 0, Similarly, to deal with multinomial coefficients, let N n (Γ) = (x 1 , . . . , x m ) 0 ≤ x 1 , . . . , x m < p n and 1 n ord p x 1 + · · · + x m x 1 , . . . , x m ∈ Γ .
Summary of Results.
In Theorem 1 we will present an exact formula for N n (Γ).
In Theorems 2 and 5 we will show that for every nondegenerate interval Γ ⊆ [0, m − 1],
where D is a concave "dimension" function that is finite and continuous on [0, m−1] and symmetric about (m − 1)/2. See Figure 1 . Moreover, Theorem 2 will give an elementary formula for D in the binomial case. In Theorem 4 and the "Main Theorem" we will show that the conclusion of Theorem 2 also holds for a wide class of generalized binomial and multinomial coefficients. Meanwhile, a new, "p-adic" multifractal formalism will be developed (see Section 2, esp. Proposition 2), and Theorems 3 and 6 will establish that the function D gives the multifractal spectrum of divisibility dimensions. Let Z n = (C 1 + · · · + C n )/n, the average carry. Then Kummer's theorem tells us that ord p x+y x = C 1 + · · · + C n = nZ n . Notice that we always have Z n ∈ 0, 1 n , 2 n , . . . , 1 .
A Probabilistic Perspective.
Assume that the digits {X k }, {Y k } are independent random variables uniformly distributed on {0, 1, . . . , p − 1}. Then x = n−1 k=0 X k p k and y = n−1 k=0 Y k p k are (uniform) random numbers in {0, 1, . . . , p n − 1}, and N n (z) can be expressed in terms of probabilities: If z = h/n, then N n (z) = # (x, y) 0 ≤ x, y < p n , ord p x + y x = h = Pr(nZ n = h) · (p n ) 2 = Pr(Z n = z) · p 2n , and, if Γ ⊆ R, N n (Γ) = p 2n Pr(Z n ∈ Γ). (1) (For background on Markov chains, see, e.g., [4] . ) Consider the addition in the k th place:
There will be a carry out (C k+1 = 1) if and only if C k + X k + Y k ≥ p. By counting cases, we get π 00 π 01 π 10 π 11 = p −2 p(p + 1)/2 p(p − 1)/2 p(p − 1)/2 p(p + 1)/2 , or,
Notice that this is an ergodic Markov chain with stationary vector v = ( Thus, for large n, N n ( 1 2 )/p 2n ≈ 1: predominantly, the highest power of p that divides the binomial coefficients in a p n × p n block of Pascal's triangle is half the maximum possible.
1.3. A Combinatorial Formula. For completeness, we will derive a formula for N n (h/n). Although we could follow up on this with an asymptotic analysis via Stirling's formula, we will instead develop the asymptotics via large deviation theory in the following sections.
It should be noted that Carlitz ([2] , p. 302) has also given a formula for the number of (x, y) with 0 ≤ x, y < p n for which ord p x+y x = h, but assuming in addition that x+y < p n , and that Knuth ([31] , Section 4.3.1) has given a generating function for N n (h/n).
Theorem 1. Let p be a prime. Let h and n be nonnegative integers. The number of entries in the first
Proof. By Kummer's theorem, N n (h/n) is the number of pairs of n-digit base-p numbers whose base-p addition yields exactly h carries. Notice that each column in such an addition may be classified as follows:
For example, the addition of two numbers having n = 27 digits each might lead to the following sequence having h = 10 carries: 
IIMMMMM
First we will count the number of sequences of i I's, m M's, and k K's, where i + m + k = n, for which the number of carries is exactly h. Let us start by arranging the i I's and k K's; this may be done in i+k k
ways. Next we put in the m M's so as to achieve exactly r = h − k ripple carries. Thus, we must put r M 's to the left of various K's (without any intervening I's)-this may be done in
h−k ways-and we must put the remaining m − r M's to the left of various I's (without intervening K's) or at the far right end of the string, which may be done in
ways. So the number of arrangements of i I's, k K's, and m M's yielding exactly h carries is
Next we factor in the p(p − 1)/2 ways to choose digit pairs for each I and K case and the p choices for each M . Finally, summing over the possible k and i values, we get
As an immediate corollary of this theorem, we find that
Large Deviation Principle for Markov Chains.
The theory of large deviations provides the key technique for our asymptotic analysis. The following definitions therefrom will suffice for this paper.
Definitions.
A rate function I is a lower semicontinuous mapping
If I is a rate function and Γ ⊆ R, then I(Γ) denotes inf z∈Γ I(z). We say that a sequence of measures µ n on the Borel sets of R satisfies the large deviation principle with rate function I if, for every Borel set Γ,
The set Γ is an I-continuity set if I(Γ • ) = I(Γ); for such a set lim n→∞ log µ n (Γ) = −I(Γ).
For Markov chains, an early version of the large deviation principle was given by Miller [40] ; see also [8] , [9] , and [10] , pp. 288-291. The Markov chain theorem we use is that given in Dembo and Zeitouni [7] , p. 60.
We shall also make use of the Perron-Frobenius theory ( [42] , [19] ) of nonnegative matrices (see [48] for a modern treatment). The "Perron-Frobenius" eigenvalue of such a matrix is the (necessarily nonnegative) eigenvalue of largest magnitude.
Theorem B.
Let ξ k be a finite Markov chain having irreducible transition matrix Π = [π ij ], and let f be a deterministic real-valued function on the state space. Define
and
Then I is a convex function, and for any starting state σ, the measures defined by
satisfy the large deviation principle.
The rate function I is the convex conjugate, or Fenchel-Legendre transform, of log(Π t ) (see [16] ; [51] , sect. 4.6; or [47] , sect. 12). Thus, this theorem says that the time-averaged value of a function of a Markov chain has a probability distribution which satisfies the large deviation principle with rate function given by the FenchelLegendre transform of the logarithm of the spectral radius of Π t .
We will apply this theorem with ξ k = the carries process C k , Π = its transition matrix, and f = the identity function, so that Z n = (C 1 + · · · + C n )/n. In our case, C 0 = 0 necessarily, and so we write P r(Z n ∈ Γ) for Pr(Z n ∈ Γ | C 0 = 0), but we note for later use that the following proposition would also be true if we had C 0 = 1, because the theorem allows an arbitrary starting state. The theorem implies that
for each I-continuity set Γ, where I is defined as in the theorem. By equation (1) , Pr(Z n ∈ Γ) = p 2n N n (Γ), and so (4) becomes
where D(Γ) := 2 − I(Γ)/ log p. Working backwards from this definitional equation, we define D(z) = 2 − I(z)/ log p and note that
We have proved the following.
Proposition 1. Let p be a prime. Let
Then, for every I-continuity set Γ,
In the next section we will show that I is continuous on [0, 1] . Therefore all nondegenerate subintervals of [0, 1] are I-continuity sets.
1.5. A Prime-power Divisibility Spectrum. In this section we present our main theorem for binomial coefficients, which includes an explicit, elementary formula for the rate function, I, and the related function D which characterizes the asymptotic prime-power divisibility.
Theorem 2. Let p be a prime. Then, for every nondegenerate interval
where
and I(z) is defined as follows. For 0 < z < 1,
Also, I(0) = I(1) = log Proof. In view of Proposition 1 and the above discussion, it remains to prove the assertions concerning the rate function, I. The characteristic polynomial for Π t is
and so the eigenvalues are given by
Since p ≥ 2, we have −14/9 ≤ c < 2, and so 1 + ce t + e 2t is always positive. Therefore the eigenvalues are real and the larger eigenvalue is
Now we have
, and so I(z) = ∞. If z = 0, then I(z) is
we see that I(z) = ∞ for z > 1 and I(1) = log 2p p+1 . Now assume 0 < z < 1. We will evaluate the supremum (actually, maximum) in the above formula for I(z) by elementary calculus. To simplify the formulas, let
If 0 < z < 1 2 ) > 0, while as u → ∞, the numerator → −∞; so there is also a value of u ∈ (1, ∞) where the derivative is zero. Now, setting the (numerator of the) derivative equal to zero, we get
Rearranging, squaring, and simplifying, we get
The root u = lim t→−∞ e t = 0 is extraneous, because it does not satisfy (7) when z = 0. The other roots of (8) are
After ruling out extraneous roots here, we find that u = u − if 0 < z ≤ 1 2 and u = u + if 1 2 ≤ z < 1, which is the formula stated in the theorem. Finally, we check the claimed properties of I. The large deviation theorem for Markov chains tells us that I is convex. (Alternatively, a tedious calculation will show I (z) ≥ 0.) Our formula for I(z) implies that it is symmetric about z = and is continuous for 0 < z < 1. To check continuity from the right at 0 (and, by symmetry, from the left at 1), we calculate
Hence, as z → 0+, we have u → 0 and
Therefore,
1.6. Special Dimensions. The graph of D(z) for p = 2 is shown in Figure 1 . The appearance of the graph for other primes is very similar. The value of D(z) at z = 0 is particularly interesting:
According to [56] , this is the self-similiarity dimension of the binomial coefficients not divisible by p. In fact, it is the Hausdorff dimension of the closure of the subset of the unit square representing the entire fractal pattern of the elements of Pascal's triangle not divisible by p "viewed from infinity"; this is described precisely and proved by Flath and Peele [17] , who also prove that the Hausdorff dimension of the closure of the set corresponding to the elements divisible precisely by p h for a fixed h (not p zn as in our approach) is equal to D(0). They also note that when h > 0 the pattern is usually not self-similar ( [17] , p. 229). A paper of v. Haeseler, Peitgen, and Skordev "deciphers exactly the hierarchical self-similarity features of the Pascal triangle (mod p)
. It is also of interest to note that there is a neat connection between results on the structure of Pascal's triangle modulo 2 and Chaitin's work on algorithmic information theory and Hilbert's tenth problem (see [3] , especially section 2.2).
Using Theorem 1, we can establish related results for the (more elementary) boxcounting dimension of appropriate sets (see, e.g., [14] , sect. 3.1). First consider the case where h = 0. Map the initial p n × p n block of Pascal's triangle into the unit square by making
. Then define the fractal set F := n∈N F n , where
and where the union is taken over (x, y) satisfying 0 ≤ x, y < p n and p x+y x . The facts that F n are nested sets and that F is self-similar with scaling factor 1/p may be deduced from Kummer's theorem. (Alternatively and more generally, the self-similarity of each set of residues modulo p is a consequence of a theorem of Lucas [36] , Section 21; Long [35] and Sved [49] provide pictures as well as proofs. See also [46] , Lemma 4; [1] ; and [39] , p. 329. Mandelbrot, who promoted the fractal perspective in [39] , noted that when p = 2 the resulting figure is one studied by Sierpiński [50] , and dubbed it (p. 131) a Sierpiński gasket.)
The box-counting dimension of F is
Taking h = 0 in Theorem 1, we get
for every n. Thus, even though Γ = {0} is not an I-continuity set (because Γ • is empty, making inf z∈Γ • I(z) = ∞), we still have
For fixed h ≥ 0, redefine F n in equation (9) by taking the union over (x, y) satisfying 0 ≤ x, y < p n and p h+1 x+y
x . Again the F n are nested sets, by Kummer's theorem. By Theorem 1,
Here the inner sum is (crudely) bounded between 1 and
Thus, for n large enough (n > 2h),
is the box-counting dimension of the redefined fractal set F corresponding to the binomial coefficients not divisible by p h+1 . Another interesting value occurs at z = 
= 2. In this case, in view of ergodicity, we see that if 1 2 ∈ Γ, then the set of points in the unit square for which, for some n, the corresponding Z m ∈ Γ for every m > n is a set of probability (two-dimensional Lebesgue measure) 1, and thus it is a set of dimension 2.
Thus the minimum and maximum values of D may be interpreted as dimensions. Additionally, D satisfies D(A ∪ B) = max{D(A), D(B)}, a familiar property of dimension, by virtue of (5), and the expression
superficially resembles a box-counting dimension, but it is not clear whether there is a natural fixed set for which this is the fractal dimension. Still, the function D can be shown to represent a multifractal spectrum of dimensions, as we shall see in the next section. [13] . Let µ denote a probability measure supported by a bounded subset of R m . For each δ ∈ (0, 1), let M δ denote the collection of δ-mesh boxes that intersect the support of µ. For each α ∈ R, let
A p-adic Multifractal Spectrum
Define the multifractal spectrum for α ∈ R by the double limit
Also define the "partition function" for q ∈ R by
Here S δ (0) = #M δ , the number of δ-coordinate-mesh boxes covering supp(µ), and so
for −∞ < q < ∞ may be considered to provide generalizations of the box-counting dimension, and we have
Because µ(supp(µ)) < ∞, we have τ(1) = 0, and the difference quotient D q := τ (q)/(q − 1) is known as a "generalized dimension" (it is normalized so that D q = m = dim(supp(µ)) when µ has constant density) ( [15] , p. 87). In the scientific literature Legendre transformations connecting τ (q) and f(α) are often adduced. But it appears that only a few cases have been worked out rigorously ( [27] , p. 821). It was Mandelbrot who introduced precursors of the multifractal notion to describe turbulence and other phenomena ( [37] , [38] , [39] , pp. 375-381). Frisch and Parisi [18] coined the term "multifractal" and, along with Jensen et al. [30] , introduced the singularity spectrum f (α). The quantity D q is related to Rényi information (see [45] , ch. XI), and in the physics literature ( [22] , [26] , [41] ), as noted, it is called generalized dimension. Following [27] , we will use the term Rényi exponent for τ (q) and its counterpart below.
2.2.
A p-adic Approach to Multifractals. Let N 0 = {0, 1, 2, . . . }, let m denote the dimension, let p be a prime, and let δ denote a real number in (0, 1). Define M δ anew as
Now, instead of measuring the size of δ-mesh boxes by a measure µ, we shall measure the size of elements of M δ by a fixed function φ : N m 0 → N 0 and the p-norm ( [33] , p. 2) of p-adic analysis ( [25] ), which is defined on N 0 as follows:
We take ord p 0 = ∞ so that |0| p = 0.
Note that
For α ∈ R, define the multifractal spectrum by
The new partition function is
It is known ( [33] , pp. 3, 7) that all the norms y = β ordpy with 0 < β < 1, i.e., q > 0, induce equivalent metrics on Q, so, for q > 0, S δ (q) yields values based on norms equivalent to | · | p . Let
which is the generating function of M δ (k) evaluated at p −q . We shall find that when f (α) exists for every α, then
Binomial and Multinomial Coefficients.
In order to apply the p-normbased approach to binomial coefficient multifractals, we take
in the case of multinomial coefficients, we take
and note that this agrees with the earlier definitions of N n (Γ) in the case of binomial and multinomial coefficients. As a consequence of equation (10) and the definitions, we have the following.
where n is a positive integer, then for α ∈ R and ε > 0, we have
Therefore, the inequalities asserted in the lemma follow when 0 < ε < α or α = 0 < ε. If α < 0 and 0 < ε < |α|, then all the terms in the lemma inequalities become zero, and so the lemma holds in this case too.
Now we are in a position to show that the function D of Theorem 2 coincides with the multifractal spectrum of the binomial coefficients. Remark. Anticipating Theorem 5, we note that the same conclusion, and the proof given below, hold also for the multifractal spectra of multinomial coefficients.
Proof. Let ε, η > 0. First suppose α ≥ 0, and require 0 < η < ε and, if α > 0, 0 < ε < α. Choose n so large that (α − ε)/(n − 1) < η. Then
By Lemma 2)
n .
Let n → ∞. By Theorem 2,
Let ε → 0+ (whence η → 0+). By the continuity of D from Theorem 2 for
The Rényi Exponent τ (q)
. Returning now to the general case, where φ : N m 0 → N 0 is an arbitrary given function, we will find evidence that the padic multifractal formulation is a pleasant and appropriate one in a proof that the "Legendre transform" formalism works. Specifically, we will show that if
where f c (q) = inf α {qα − f (α)} is the concave conjugate of f , then the partition function follows the power law,
Proposition 2. Assume that the double limit
for q > 0. In addition, if there is a constant c > 0 such that, for every δ, ord p φ(x) ≤ c log p δ −1 for every x ∈ M δ , then this limit also holds for q ≤ 0.
Remark. The additional hypothesis for q ≤ 0 rules out functions with very high p-power divisibility: If whenever x ∈ M p −n the highest power p k dividing φ(x) has k ≤ cn, then this hypothesis is satisfied. The hypothesis is also equivalent to the existence of c > 0 such that |φ(x)| p ≥ δ c for every x ∈ M δ , for arbitrary δ.
Proof. Our proof follows Falconer's ( [14] , p. 258) for q > 0. Fix q. Let η > 0.
The assumption that f (α) exists implies that there exists ε 0 > 0 such that whenever 0 < ε < ε 0 ,
for every δ smaller than some δ 0 > 0. We require in addition that ε < η/q in the case that q > 0. Now,
where we choose + if q > 0 and − if q ≤ 0. Therefore,
Next let us consider the limit supremum in the case that q > 0. As noted in (11), f (α) = −∞ for α < 0, so
From this it is clear that τ is a nonincreasing function. Since f (α) ≤ m for α ≥ 0, τ (q) ≤ m for q > 0. Choose β ≥ (m − τ (q))/q ≥ 0, so that m − qβ ≤ τ (q). Now for every α in [0, β] there exists ε α > 0 such that whenever 0 < ε < ε α -say ε = ε α and ε α < η/q-we have that (12) holds for every δ smaller than some δ α . The intervals {(α − ε α , α + ε α )} cover [0, β]. By the Heine-Borel theorem, a finite subcollection of them, now denoted
, also covers [0, β]. Let δ 0 denote the minimum of the corresponding δ's. Now
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Because η was arbitrary in (13) and (14),
Now assume q ≤ 0 and, for all δ, |φ(x)| p ≥ δ c for every x ∈ M δ . In this case we use the interval [0, c] in place of [0, β] and get a finite subcover as before. Now, since q ≤ 0,
Because η was arbitrary in (13) and (15),
2.5. Special Values of the Rényi Exponent. Figure 2 depicts the graph of the Rényi exponent τ (q) for binomial coefficients when p = 2. It was calculated numerically using the definition of τ and the formula for D from Theorem 2. The graph shows a nonincreasing function. This is a general feature of τ , because τ (q) = sup α≥0 (f(α) − qα).
The value at q = 0 is of special interest. From the definition of τ we have τ (0) = sup α f (α). Furthermore, if f is defined everywhere, then, by (11) , sup α f (α) ≤ m, and so τ (0) ≤ m. Under the additional hypothesis of Proposition 2 limiting the divisibility of φ, we get
The value of τ (1) for classical multifractals is always 0. But in Figure 2 ,
What is lim q→∞ τ (q)? Since τ is nonincreasing, it has a limit in
. If we make the additional assumption that f is continuous from the right at 0, we can show that lim q→∞ τ (q) = f(0). For, letting α q = (m − f(0))/q, we have
In the case of binomial coefficients, then, we conclude that τ (0) = 2 and
For m-multinomial coefficients, we find τ (0) = m and lim q→∞ τ (q) = D(0). The value of D(0) for multinomials will be discussed further in Section 4.
3. Generalized Binomial Coefficients 3.1. A Generalization of Kummer's Theorem. Knuth and Wilf ([32] ) have extended Kummer's theorem to a large class of generalized binomial coefficients. These include Gauss's q-binomial coefficients ( [20] , Section 5),
and the Fibonomial coefficients of Lucas ([36] , Section 9),
where F n ∞ 1 is the Fibonacci sequence: F 1 = F 2 = 1; F n = F n−1 + F n−2 for n ≥ 3. They identified "regular divisibility" as the key to a Kummer-like theorem.
Definitions. Let U = U 1 , U 2 , . . . be a sequence of positive integers. For every pair of nonnegative integers (x, y) define the U-nomial coefficient
Also define, for m ∈ N, the rank of apparition of m in U by r(m) = min{k : m|U k } (r(m) = ∞ if no U k is divisible by m), and for n ∈ N define
The sequence U is regularly divisible if, for each m ∈ N, r(m) = ∞ or m|U k ⇐⇒ r(m)|k. For a regularly divisible sequence one has
Furthermore, the U-nomial coefficients corresponding to a regularly divisible sequence U must all be integers ( [32] 
The mixed-radix representation of a nonnegative integer x is given by
where 0 ≤ X k < b k+1 for each k and r(p 0 ) := 1. Proof. By Proposition 1 of [32] and (16), The q-binomial coefficents may be generated by 
from which we also see that 4 is the highest power of 2 dividing this 3-binomial coefficient.) When p = 3 there are no carries; in fact, there would be no carries for any x + y, because b 1 = ∞. So 3 does not divide any 3-binomial coefficient.
3.2. Asymptotic Prime-power Divisibility. Consider the carries process C 0 = 0, C 1 , C 2 , . . . , C n arising from the addition of random n-digit mixed-radix numbers.
(If r(p g ) = ∞ for some g ∈ N, we naturally have n < g.) As in the fixed-base case, we still have the Markov property,
because the carry-out, C k+1 , is a function of only C k and the random digits X k and Y k . There is a carry out (C k+1 = 1) if and only if C k + X k + Y k ≥ b k+1 . So the transition matrices are given by
Thus, the Markov chain does not necessarily have stationary transition probabilities. But for the "ideal" primes of [32] , Π(k) is eventually constant.
Definition ([32] , p. 215). The prime p is ideal for a regularly divisible sequence if there exists s = s(p) ∈ N such that the radices of the Generalized Kummer Theorem satisfy b k = 1 for 1 < k ≤ s and b k = p for k > s.
It is well known ( [32] , pp. 216-217) that every odd prime that does not divide q is ideal for the sequence that generates the q-binomial coefficients, and that every odd prime is ideal for the Fibonacci sequence.
For an ideal prime p, equation (17) becomes
Thus, Π(k) is eventually the same as the transition matrix (2) for the carries process in the ordinary binomial case. The special values for an ideal prime specified by equation (18) turn out to be unimportant in the asymptotic analysis, and so we do not need to assume them. Property (19) alone is sufficient to guarantee similar asymptotic behavior for the number of generalized binomial coefficients divisible precisely by p zn for z in an interval:
Theorem 4. Let U be a regularly divisible sequence, let p be a prime, let r(m) denote the rank of apparition of m in U, and assume that there exists s(p)
∈ N such that b k := r(p k )/r(p k−1 ) = p for every k > s(p). Define D as in Theorem 2. For each interval Γ, let N U n (Γ) = # (x, y) 0 ≤ x, y < r(p n ) and 1 n ord p x + y x U ∈ Γ .
Then, for every nondegenerate interval
Γ ⊆ [0, 1], lim n→∞ 1 n log p N U n (Γ) = D(Γ).
Proof of Theorem 4.
Let I be the rate function defined in Theorem 2. Let Γ = [α, β] ⊆ [0, 1], and assume α < β. Since I is continuous and finite on [0, 1], Γ is an I-continuity set. We have
where C k is the carries process, by the Generalized Kummer Theorem. For n > s := s(p), write
. Observe thatZ n,s conditioned on C s = c s has the same probability distribution asZ n−s conditioned on C 0 = c s , whereZ n is the average carry for the carries process with constant transition matrix given by (2) . Write
Thus Pr(α ≤ Z n ≤ β) is a convex linear combination of probabilities of the form
, which satisfy the large deviation principle with rate function I, by Proposition 1 and the note preceding it. Now, given arbitrary ε ∈ (0, (β − α)/2), we have, for all sufficiently large n,
Therefore, for σ ∈ {0, 1},
Because the bounding terms here satisfy the large deviation principle with rate function I, the limit inferior and limit superior of the middle term lie between −I([α + ε, β − ε]) and −I([α − ε, β + ε]). (Note that if α − ε < 0, then β + ε > 0, and if β + ε > 1, then α − ε < 1, so that [α − ε, β + ε] is still an I-continuity set.) Because ε is arbitrary and I is continuous,
Finally, it is not hard to check that if a finite number of sequences of measures satisfy the large deviation principle with (the same) rate function I, then so does any fixed convex linear combination of them. By (20) and (21), then,
and therefore
3.4. Special Cases. We now apply Theorem 4 to the Gaussian q-binomial coefficients and the Fibonomial coefficients. The self-similarity of the Gaussian coefficients modulo p is discussed and depicted in Sved [49] .
Corollary 1 (q-binomial coefficients). Let p be a prime, and let q > 1 be an integer. If p q, then for every nondegenerate interval
where D is as given in Theorem 2.
Proof. Gauss's q-binomial coefficients may be generated by U = q n −1 . It is known that U is regularly divisible ( [32] , p. 216) and that, as noted before, every odd prime that does not divide q is ideal for U . If p = 2, then there exists f such that q ≡ 2 f ± 1 (mod 2 f+1 ), and if
, p. 216). Thus, whether p is 2 or an odd prime, there exists s(p) such that b k := r(p k )/r(p k−1 ) = p for every k > s(p), and so Theorem 4 applies.
Corollary 2 (Fibonomial coefficients). Let p be a prime. Then the Fibonomial coefficients satisfy, for each nondegenerate interval
Proof. By [36] , p. 206, or [32] , p. 216, the Fibonacci sequence F is regularly divisible. Also, by Theorem 1 of Halton [24] , every odd prime is ideal for the Fibonacci sequence, and (by [24] , p. 226) if p = 2, then r(p) = 3 and r(p 2 ) = r(p 3 ) = 6 = p · 3 and r(p k ) = p k−2 · 3 for k ≥ 3, so that b k = p for k > s := 3. Thus, whether p is 2 or an odd prime, Theorem 4 applies.
Multinomial Coefficients

4.1.
Dickson's Theorem. Now we consider the extension of our asymptotic results to multinomial coefficients,
where x 1 , x 2 , . . . , x m are nonnegative integers and m is a fixed integer greater than 1.
The basis for our analysis is Dickson's extension of Kummer's theorem ( [5] , pp. 75-76; [6] , p. 273). Now one expresses x 1 , x 2 , . . . , x m in base p and adds:
Theorem D. Let p be a prime. Then
the total of the carries one gets in adding x 1 , x 2 , . . . , x m in base-p arithmetic.
The Markov Chain of Carries.
Once again, the key observation is that if the {X h,k } are independent (uniform) random digits, then the carries form a finite Markov chain:
One may check by induction that the maximum possible value of the carry C k is m − 1 − (m − 1)/p k , and so, for k > log p (m − 1), every carry value C k from 0 through m − 1 is possible. Consequently the state space of our Markov chain is {0, 1, . . . , m − 1}. Furthermore, it is possible to get from any state to any other state in log p (m − 1) + 1 steps, so our Markov chain is aperiodic and irreducible. Let Π = [π ij ] denote the transition matrix:
The matrix Π possesses remarkable combinatorial properties. Some of these are presented in [29] , which includes more details regarding the results in this section. 
For an arbitrary prime p and m = 3,
Proof. To calculate π ij = Pr(C k+1 = j|C k = i), consider the base-p addition in the k th place:
Introducing the "slack" variable Y , this is equivalent to
The number of integer solutions of these inequalities is the same as the coefficient of
Since r ≤ j + 1 − (i + 1)/p iff r ≤ j − i/p , the lemma follows.
The examples given above illustrate the cross-symmetry, or centrosymmetry [52] , of Π. This is not obvious from the formula of Lemma 1, but it is easy to show from the definition of π ij using the fact that if the {X h,k } are independent random variables that are uniformly distributed on {0, 1, . . . , p − 1}, then the equatioñ X h,k := p− 1 − X h,k defines independent random variables which are also uniformly distributed on {0, 1, . . . , p − 1}. We record this as a lemma.
Lemma 2. For
Another result that is easier to show from the probabilistic definition is that
Here is the proof: 
The mean of the stationary distribution is (m−1)/2 and the variance is (m+1)/12.
The proof (given, as noted, in [29] ) is a calculation verifying that v = v Π etc.
The Large Deviation Principle. Now let
is chosen uniformly at random from {0, . . . , p n − 1} m , then the base-p digits representing x 1 , . . . , x m are independent, uniform random digits, and so, by the "key observation" of the last section, the carries C k form a Markov chain. Thus (in just two steps!) we conclude that the large deviation principle applies to the sequence of measures Pr(Z n ∈ ·) . Since
we may re-express the large deviation principle in terms of N n (Γ):
Proposition 3. Let p be a prime, and let m ≥ 2 be an integer. Let π ij be as given in Lemma 1, and define
Then, for each I-continuity set Γ,
In order to turn this proposition into a clear result, we need to get a better picture of the function D(z). Although we will not find an elementary formula, as we did for the m = 2 (binomial coefficient) divisibility spectrum in Theorem 2, we will be able to establish the corresponding properties and special values for the general m-nomial divisibility spectrum, and we turn now to that task.
Asymptotic Prime-power Divisibility of Multinomial Coefficients.
Define Π(x) = [π ij x j ], and let ρ(x) be its spectral radius (the Perron-Frobenius eigenvalue for x ≥ 0). Notice that, if x > 0 and t = log x, then for all sufficiently large x-in fact, π 00
Proof. We use Wielandt's [55] variational characterization of the Perron-Frobenius eigenvalue: Assume x ≥ 0 (so that every π ij x j ≥ 0), and let
where the minimum is taken over j ∈ {0, . . . , m − 1} for which w j = 0; then
where · is any norm. Notice that, for each j,
Combining this with an easy lower bound, we have, for w ≥ 0 and (say) w k = 0,
Since each π ij ≥ 0 and, by (23) , each π ii > 0, we see that, for w ≥ 0, Q w (x) is a strictly increasing function of x (for m ≥ 2), whence ρ(x) is also.
Invoking the cross-symmetry of Π (Lemma 2), we get
Because ρ is increasing and satisfies the bounds given by (25) for 0 < x ≤ 1 and ρ(1) = 1, the previous equation implies that
whence ρ(x) x m−1 . To establish the convexity of ρ, we start with the observation that, if p ≥ 0, q ≥ 0, and p + q = 1, then for x, y ≥ 0,
Then, for w ≥ 0 and w j > 0,
whence Q w (px + qy) ≤ pQ w (x) + qQ w (y), so ρ(px + qy) ≤ pρ(x) + qρ(y). Therefore ρ(x) is convex for x ≥ 0, and hence it is necessarily continuous for x > 0. It remains to prove the claimed value of ρ(0) and the continuity of ρ at 0. Because
we will have Π(0)w = λw iff w 0 = 0 or w 0 = 0 and λ = π 00 , whence ρ(0) = π 00 . By Lemma 1,
, so max i π i0 = π 00 . Now we let x → 0+ in the inequalities (25) and get lim x→0+ ρ(x) = π 00 = ρ(0). Proof. Recall equation (24):
By Lemma 4, ρ(x) ≥ π 00 > 0 and ρ(x) x m−1 as x → ∞, and so 0 ≤ I(z) < ∞ for 0 ≤ z ≤ m − 1 and I(z) = ∞ otherwise. The rate function I is convex, by Theorem B, and so I is continuous on (0, m − 1).
By ergodicity of the Markov chain C k , with probability 1, (C 1 + · · ·+ C n )/n → (m − 1)2, the mean of the stationary distribution (see Lemma 3) . It is then a standard result that I((m − 1)/2) = 0. For, if Γ is an arbitrary interval containing (m − 1)/2, then lim n→∞ 1 n log Pr
but, by Proposition 3 and the continuity of I,
and therefore min I(z) = 0 = I((m − 1)/2). By (24) and Lemma 4, Finally, we check the continuity of I from the right at 0 (and, by symmetry, continuity from the left at m − 1). Assume 0 ≤ z ≤ m − 1. For 0 < x ≤ 1, x z /ρ(x) ≤ 1/ρ(0) = 1/π 00 , since both x z and ρ(x) are nondecreasing functions of
On the other hand, we claim this bound is the limit as z → 0+. Let ε > 0 (and ε < 1/π 00 ). Let η = επ 00 1 − επ 00 , so that 1
Because ρ is increasing and continuous from the right at 0 and ρ(0) = π 00 , there exists δ > 0 such that 0 < x < δ =⇒ π 00 < ρ(x) < π 00 + η.
Then,
Because ε was arbitrary,
and so
Combining Proposition 3 and the above lemmas, we have our main result for multinomial coefficients. 
which is the self-similarity dimension of the multinomial coefficients not divisible by p (see [28] , [43] , [44] ). (The self-similarity upon scaling by p may be deduced from Dickson's theorem.) Thus, as in the m = 2 (binomial) case, Theorem 5 may be extended to include Γ = {0}, thereby incorporating this fractal dimension result at one endpoint of a full spectrum of divisibility dimensions for multinomial coefficients. Definition. Let U = U 1 , U 2 , . . . be a sequence of positive integers. For x ∈ N, let [x]! = U 1 U 2 · · · U x ; for integer m ≥ 2, define the generalized m-nomial coefficient corresponding to U for nonnegative integers x 1 , . . . , x m by
Generalized Multinomial Coefficients
When m = 2 this is the same as the U-nomial coefficient of Knuth and Wilf.
The results of the previous sections may be subsumed under a more general asymptotic divisibility theory of generalized multinomial coefficients. In this section we shall give full statements of these comprehensive theorems. The hard work of the requisite proofs has already been done, for the most part, in the previous sections, so here we will streamline the exposition by merely outlining most of the arguments. First we state a generalization of Dickson's theorem, Theorem D, that relates prime-power divisibility of generalized multinomial coefficients to the total of the carries that arise when the components x 1 , . . . , x m are added in a suitable mixed-radix system. Theorem E. Let p be a prime. If U is a regularly divisible sequence, then we have that ord p ( x1+x2+···+xm x1,x2,...,xm ) U is equal to the total of the carries that occur when x 1 , . . . , x m are added in the mixed-radix system with radices b 1 := r(p), the rank of apparition of p in U,
The proof is a straightforward generalization of the (Knuth and Wilf-based) proof of Theorem C.
The Markov Chain of Carries.
For the carries C k that come from the addition of m numbers x i = j X ij j k=1 b k given by independent random digits X ij in a mixed-radix system, the Markov property still holds:
because the carry out C k+1 depends only on C k (and the digits X 1,k , . . . , X m,k ): if
Now the proof of equation (22) works with p replaced by b k+1 , so the transition probabilities are given by
5.3. The Large Deviation Principle. Let
By Theorem E, we have Z n = (C 1 + · · · + C n )/n, where C k is the Markov chain of carries. As in the case of generalized binomial coefficients, we suppose that the transition probabilities for the carries process are eventually stationary: π ij (k) = π ij for k ≥ s for some s. This happens when the radices
At this point we note a further generalization. It is not necessary that the stationary transition matrix Π be based on the prime p as in equation (19) or equation (22), i.e., it is not necessary that the eventual value of r(p k )/r(p k−1 ) be the prime p. We need only require that r(p k )/r(p k−1 ) eventually have some integer value b > 1. Then π ij is given by equation (27) with b k+1 = b. A class of regularly divisible sequences satisfying this criterion may be constructed as follows. Let ψ be any permutation of the primes, and let U : N −→ N be defined by the rule:
Now we may modify the proof of the main theorem for generalized binomial coefficients, Theorem 4, to show that the "transient" transition probabilities π ij (k) for k < s have no lingering effect on the asymptotic behavior of log Pr(Z n ∈ Γ) when Γ is a nondegenerate subinterval of [0, m−1]. Then, taking (28) into account, we may generalize the large deviation principle for multinomial coefficients, Proposition 3, to conclude that
and I is the rate function for the finite Markov chain corresponding to the stationary transition probabilities given by (27) , i.e., I(z) = sup t {tz − log ρ(Π t )}, where Π t = π ij e tj and ρ(Π t ) = Perron-Frobenius eigenvalue of Π t .
Main Theorem.
We have shown that our main conclusion, equation (29) , follows from the large deviation principle for the chain given by (27) . Let us also observe that the special properties of the dimension function D for the multinomial case were deduced using only the transition probabilities (22) , and in the present case the transition matrix has the same form (just replace p by b), so the dimension function given in (30) must enjoy the same properties. Thus we may summarize our discussion in the following statement. The derivation follows the main lines of the proof that f (α) = D(α) for binomial coefficients, but the details are a little different, and the result differs in some cases too, so we will present them with some care. First we will establish a bound on N δ (α + ε) − N δ (α − ε).
Lemma. Assume n > s and 1 < r(p n−1 ) < δ Proof. Notice that for n > s, we have r(p n−1 ) > 1 iff θ(n − 1) + γ > 0, i.e., n > 1 − γ/θ, so the coefficients of α ± ε above are positive. (Also the intervals are nondegenerate for sufficiently large n (n > α/2ε + 1/2 − γ/θ).) Assume that 0 < ε < α or α = 0 < ε. Now, x ∈ M 1/r(p n−1 ) and θ + γ + θ n − 1 (α − ε) < ord p φ(x) n − 1
=⇒x ∈ M δ and (θn + γ)(α − ε) < ord p φ(x) < (θ(n − 1) + γ)(α + ε)
=⇒x ∈ M δ and α − ε < ord p φ(x) log p δ −1 < α + ε =⇒x ∈ M δ and δ α+ε ≤ |φ(x)| p < δ α−ε =⇒x ∈ M 1/r(p n ) and α − ε < ord p φ(x) log p δ −1 ≤ α + ε =⇒x ∈ M 1/r(p n ) and (θ(n − 1) + γ)(α − ε) < ord p φ(x) ≤ (θn + γ)(α + ε)
=⇒x ∈ M 1/r(p n ) and
Therefore the conclusion of the lemma follows in the case that 0 < ε < α or α = 0 < ε. If α < 0 and 0 < ε < |α|, then α ± ε < 0 and all the terms in the lemma inequalities become zero.
Now we are in a position to calculate f (α). Let ε > 0 and θ = log p b. First suppose α ≥ 0; if α > 0, require 0 < ε < α. Choose η such that 0 < η < θ and, if α > 0, such that η < θε/(α + ε) (so that the intervals defined below will include θα). Require that n > s, n > 1 − γ/θ, and n be large enough that γ + θ n − 1 < η, γ n − 1 < η, γ − θ n < η, and γ n < η. log N n (((θ − η)(α − ε), (θ + η)(α + ε)]) n .
Let n → ∞ (whence δ → 0+). By the Main Theorem (1/n) log N n (Γ) → D(Γ) log b, where D is as specified in the theorem. Also, n/ log δ −1 → 1/ log b. 
Acknowledgments
I thank Benoit Mandelbrot, who encouraged me to consider a multifractal perspective in my research, and I thank Gerald Bergum for help with Fibonaccisequence references.
