In this work, we study the uncertainties in the results of inverse problems. The inverse problems solve damage identification problems in multifield-multiphase problems for fluid-flow problems in deforming porous materials under non-isothermal boundary conditions. These analyses are important within the structural health monitoring of masonry dams. Results of the inverse problems show a scatter due to different sources of uncertainties in model parameters, measurement data, field of measurements, and in the solving algorithms of the inverse problem. In order to see and analyse the scatter, the inverse problem is solved repeatedly by a sampling process. The uncertainty in the inverse solutions can be quantified by their probability distributions according to the sampling results.
Introduction
Model-based structural health monitoring relies on comparisons of model responses and those recorded of a structure of interest. If the structural behaviour changes due to ageing, cracking, fatigue or other reasons, the misfit between model response and structural behaviour increases. Minimising this misfit by means of model calibration (also denoted as parameter identification or inverse problems or parameter optimisation) the current state of the structure can be mapped into the model. By this, the operators can conclude the structure's integrity and judge on its stability.
Assuming that a nearly validated model is available in the non-damaged case, we present a method to identify possibly occurred damages in the masonry dams. As those dams might be in operation for more than one hundred years, this is quite a likely situation. Also, some dams are placed in the seismic active regions, so any damaging by earthquakes is unfortunately a realistic scenario. To identify the regions with the changed parameters (such zones are referred to as damage in the sequel), measurement data are used which are obtained via the devices permanently installed in the dams.
Ordinarily, masonry dams have to bear two major loads: the water pressure and the self-weight load. Besides that the temperature inside the dam structure varies according to the water levels and air temperatures. This causes an additional mechanical stress and an additional deformation of the dams. This behaviour has been monitored in terms of the transient displacement, water pressure, and temperature. According to the measurement in Bettzieche (2004) , the effect of temperature on the deformation of the masonry dam is significant. Therefore, the thermal conduction, the water transport and the forcedeformation relations have to be considered when performing numerical simulations of the dam, see Nguyen-Tuan et al. (2017) .
The damages can be identified based on the non-linear optimisation methods as was done by dynamic analysis (Wang and He, 2007; Oliveira et al., 2012; Sen and Bhattacharya, 2017) or by static analysis using monitoring of the displacements with radar (Ardito and Cocchetti, 2006) . The damaged zone of the dam has been also identified using the inverse problem based on a hydro-mechanical model (Lahmer, 2010) . It is to note that the reliability of the solution of the inverse problem is influenced by the accuracy of the measurements, the knowledge of the parameters in the model, parameters related to the optimisation algorithm and the variability of the loading conditions.
The paper starts with a brief introduction of the theory of the fluid-flow in the porous deformable materials under non-isothermal boundary conditions. Then, the inverse problem is formulated and a technique to solve it -here by the modified Particle Swarm Optimisation (PSO) (Trelea, 2003) -is presented. The uncertainties of the measurement data propagate through the model and the inverse algorithm to the uncertainty in the solutions. The remainder of the paper presents the scatter of the identified quantities according to the different sources of uncertainty, which allows a general assessment of the quality to be expected in model-based damage identification in dams.
Constitutive relations in coupled thermo-hydro-mechanical analysis
The THM problems are formulated by a system of coupled balance equations. Equations for mass balance were established by following the composition approach (Olivella et al., 1996) . Constitutive equations are used to link between the primary unknowns (i.e. the displacements, the liquid pressure, and the temperature) and the dependent variables e.g. the stress, the energy flux, and so on. In the sequel, we describe briefly the forward model by giving the constitutive equations.
Thermo-elastic model for stress-strain relation
The mechanical constitutive equation takes the incremental general form. The elastic part of the strain increment is a sum of effective stress induced d 
The elastic strain is described according to Hooke's law as: By considering that the negative stress describes the compression state and positive stress describes the tension state, the Terzaghi effective stress tensor   is rewritten as
where  is the total stress tensor; l P is the liquid pressure; l P is positive in saturated state and negative in unsaturated state;  is Kronecker's tensor. According to Roscoe and Burland (1968) and Schanz et al. (1999) the stiffness of the porous structure is porosity dependent. In this paper, the elastic modulus depends on porosity  as
 is the variation of Young modulus with porosity. The changes of temperature cause the expansion and shrinkage of masonry materials. Herein, temperature induces only volumetric strains with constitutive equations given as follows
where T  is the coefficient of thermal expansion.
Constitutive model for water transport
The advective flow of the water phase is described by Darcy's law for the hydraulic process:
where l  is the dynamic viscosity of the pore liquid; g is the gravity acceleration; l  is the liquid density and k is the intrinsic permeability tensor (for isotropic material = = x y k k k ). The intrinsic permeability usually depends on porosity according to the Kozeny's model:
where  is the porosity; o  is the reference porosity; o k is the intrinsic permeability tensor with respect to (w.r.t.) porosity o  ; a is the permeability attenuation coefficient.
The dependency of the water viscosity on temperature is empirically described by (Lide, 2005) 
where 0  and b  are model parameters.
Constitutive model for heat conduction
Fourier's law was adopted for the heat conduction flux ( c i )
where T  is the thermal conductivity. An increase in porosity causes an increase in water content in the medium, thus, an increase in the thermal conductivity. In this paper, the thermal conductivity is a porosity dependent as
where To  is the thermal conductivity at o  value; ref  is the reference to the variation of thermal conductivity.
The inverse problem

Formulation of inverse analysis
The forward operator F , which maps the input model parameters p of the damaged zone to the responses in the finite sub-domains or boundaries y (i.e. the displacements, the water pressures...), is 
t P t T t Q t y
, where u is the displacement; l P is the liquid pressure; T is the temperature; o Q is the outflux of water. All responses are introduced with time t . The measurements of the responses are generally distorted by the certain amount of noise. These measurements with noise are denoted by  y . The  is introduced as a set of the random noise in the measurements, where we used random field generators based on Markov Models to model  y with prescribed mean, variance and correlation length as in equation (19) . Assuming that a finite element model is used as the forward operator, which maps a model with damaged zone to the model responses accurately, the inverse problem with the given measurement data is defined by
In the indirect method of the inverse analysis, the vector p is estimated by minimising the 'norm' of the difference between the measured responses  y and the model responses ( ) F p . The value of the norm is denoted as an 'objective function'. The optimisation algorithms drive the objective function in a way to find its minimum value by changing input parameters systematically. The questions of the inverse problems are: to define the parameters as variables for the forward model, to define the objective function, and to establish a suitable iterative algorithm for optimising the objective function. 
Objective function
Let
where values of d tm  depend on the importance and reliability of the analysed data. In equation (14), it is assumed that
is larger than zero.
Finally, considering the multi-field data, such as different serial measurements D , the objective function is defined as
where d  is the weighting factor for each type of measurement.
In special cases, when the y  cannot be measured at each point, i.e. the flux of water out of the dam, the common method to do so is to collect the amount of water at the sections of the geometrical boundary. Figure 1 illustrates the water collection along the downstream side. The water fluxes at the areas a b
collected at the collecting point a , b , c , d and e respectively. Therefore, in the numerical simulation we have to integrate the water in each domain
 and e f  ) in order to compare with the measurement data. 
Parameterisation
The parameters of the forward problem include a set of parameters for the initial materials (structures and subsoils), a set of parameters for the damage material, a set of parameters defining the geometry of the initial forward problem and a set of parameters defining the geometry of the damaged zone. In this paper, we define the sets of parameters for the initial materials and the set of parameters defining the geometry of the initial forward problem as the known constants. The set of parameters defining the geometry and the material properties of the damage is considered as the unknowns in the inverse problem. A complex geometry could lead to a complex function with many parameters, which could slow down the convergence of the objective function. It is acceptable if the damaged zone can be quantified approximately by fewer parameters. In this paper, the geometry of the damaged zone is defined by a moving elliptic shape, with which even sharp cracks can be well approximated. Therefore, the damage can be defined as follows:
where g p is the vector defining the geometry of the damage; = ( , , , , )
which a is the major radius; b is the minor radius; ( c x , c y ) are the centre coordinates in the , x y ;  the rotation angle of the major diameter. The finite elements inside this ellipse are defined as damage material. The example of the damaged zone in the dam body is presented in Figure 1 , the white elements represent the damaged zone, which are defined by vector g p .
The vector m p includes model parameters defining the behaviour of the material at the damaged zone, = ( , , )
in which E is the elastic modulus, o k is the intrinsic permeability, and T  is the thermal conductivity. The deterioration of the material properties at the damaged zone has close correlation with the porosity. The change of porosity affects explicitly the elastic modulus, the permeability and the thermal conductivity as discussed in the Section 2. Therefore, the relations between E , o k , and T  are described in the constitutive models as
Consequently, the number of the unknown parameters reduces to 6.
Optimisation algorithm
As we have a presumably multi-dimensional, non-convex and non-smooth objective (the data come from numerical solutions including iterative solvers), we have chosen a global search strategy, which by its conception introduces another source of uncertainty which requires careful treatment in the assessment of the inverse problems solutions.
The modified PSO algorithm considering a multi-dimensional search space (Trelea, 2003) is presented basically as follows: Let us call ,  The updating vector of the l-th iteration is computed as:
and the updated entries of every parameter vector at l-th iteration are computed as
The symbol  denotes Hadamard product (element-wise multiplication) of a vector with a vector. The symbol  denotes the product of a scalar with a vector. In the modified PSO, r 1 and r 2 are random vectors with J elements, whose elements are between 0 and 1. It is different from original PSO (Kennedy and Eberhart, 1995) , in which r 1 and r 2 are defined as two random numbers. Parameters 1 c and 2 c are two constants; 1 c controls the role of the personal particle, increasing 1 c causes an increase in the personal role of the associated particle; 2 c controls the role of the swarm properties, increasing 2 c causes an increase in the role of swarm in updated velocity. l  is called the inertia parameter, increasing l  causes an increase the dependency of velocity on the previous velocity.
For further information about these parameters, one may see e.g. Shi and Eberhart (1998) and Clerc and Kennedy (2002) , for particular problems. The process is repeated iteratively until the stopping criteria are satisfied and the final global best obtained is called final best f . We chose the values of the optimisation parameters as 1 2 = = 1.7 c c according to Trelea (2003) . Here we chose = 0.9  , the swarm size = 24 n . The optimisation process is considered to be converged, when the objective function does not change in many continuous iterations. Based on several optimisation trials, the maximal number of iterations is set to 100 which can be regarded to give sufficiently precise results. The maximal number of the iterations where g l p does not change is equal to 15.
Uncertainties in damage identification
The sources of the uncertainties in the identification of the damage are various, for instance, the inhomogeneous material, the accuracy of the model, the accuracy of the measurements, the accuracy of the parameters using in the model, the size of the damage, and the uncertainty of the optimisation algorithm. In the sequel, these sources are statistically estimated.
Measurement noise
The difference between model simulation and measurements is caused by accuracy of the model and accuracy of the measurements. The accuracy of the measurement is influenced by the device properties, the installation of the devices, and the environment impacts. While the errors induced by device properties are usually random (white noise) with zero mean value, the device installation and environment impacts have a non-zero mean value. The environmental impact usually follows a periodical rule. For instance, most of the sensors are influenced by the temperature; the change of temperature during a year causes the sensor's errors. Therefore, the correlation of the measurement noise with time should be taken into account. Simulation of the noise using the random field in space and time has been introduced in literature (Pérez-Benitez et al., 2009; Balan and Tudor, 2010) . In this paper, the random noise is generated based on the Markov Model (Chiles and Delfiner, 1999) . We make use of random fields ( ) k Z  for every measure device k with the given correlation length parameter  as follows:
where  is the entry of  ; ( ) k Z  is random field noise; k Z is obtained by a Cholesky decomposition of the associated covariance function = T k C LL , multiplication with a vector t R of the zero mean, unit-variance Gaussian random variables
The covariance matrix is assumed to follow a Markov Model (Chiles and Delfiner, 1999) measuring the correlation of noise terms between two different times 1 t and 2 t with 2 1
In our case, the measurement devices of the displacement, the temperature, and the pore water pressure have their own designed errors and environment error such as the temperature, the location of the device. The change in the temperature follows a periodical rule, this rule can be produced by the correlation length parameter  . The  indicates the length of time where errors in measurements are assumed to have a visible correlation. The  is assumed to be equal to 90 days in this paper.
In order to easily assess the effect of the measurement noise to the solution of inverse problems, it is assumed herein that at the noise level  , the values of k  and , sd k  are equal to  . By defining the measurement noise levels, the accuracy of the re-constructed shapes will be estimated later on. Figure 2 is an example for measurement noise. In order to assess the distribution of the vectors of the solutions, the variance of the parameter ( ) p j , obtained after inverse analysis, is computed as:
where o N is the number of samples; ( ) o p j is the exact parameter j-th defining the damage; LB and UB are the lower and upper boundaries of the parameters, this variation range is provided in order to eliminate the dimensional/scale effects.
Optimisation algorithm uncertainty
The uncertainty of the optimisation algorithm can be quantified by the distribution of the solutions, when the optimisation is repeated o N times with the random initial guess in the search space (Nguyen-Tuan et al., 2016b) . The samples of the optimisations are assessed by statistical methods accordingly. The uncertainty of the optimisation solutions is assessed by the norm of errors between exact vector of parameters defining the damage ( o p ) and vector of solution parameters (p).
Material parameter uncertainty
Material parameters of the masonry models are determined by experiments in the laboratory. However, there is still uncertainty in the values of true parameter due to e.g. errors made in the laboratory, sampling method, and in-homogeneity of the structure. The laboratory error includes the device errors and human errors, these errors is usually smaller than 1%. The errors, which are caused by the in-homogeneity of the structure, may be high in many cases, but usually smaller than 20%. The uncertainty of the material parameters used to analyse the problems affect also the result of inverse analysis. In the scope of this paper, we do not have enough data to determine exactly the possible range of the errors in material properties. We assume that the mean values of the model parameters (i.e. E , T  , and o k ) deviate from the exact values in amount of ±5%, ±10%, and ±20%. Similarly, with the above subsection, the inverse problems are solved repeatedly N o = 30 times with the random initial guess in the search space for each set of the model parameters. The deviations of the optimisation solution from the exact solution are discussed in the result section.
Fields of measurement
Different fields of measurement have different errors and these errors affect the optimisation results in different quantities. Using different measurement fields (e.g. the displacement, the temperature, the pore water pressure or the combination of these data) one may obtain different optimisation results due to the different sensitivities of the solutions from the data of different fields. Each measurement field is assumed to affect differently to the optimisation results at the same noise level. Therefore, the combined fields and the independent fields of the measurements are used at the noise level at 2% in this section in order to quantify the effects of the field measurements to the inverse problem. The same forward model and inverse routine are used. The optimisation is repeated N o = 30 times with the random initial guess in their search space. The uncertainty of the optimisation solutions is assessed by the norm of the errors between the exact parameters and the solution parameters.
Size of damage
The size of the damage also affects significantly the results of the inverse analysis. Certainly, a damage of large expansion can be identified more accurately than the small damages, e.g., in form of minor cracks. To quantify the correlation between the size of the damage and the variance of the solutions errors, different damages with different sizes are assumed. The same routine of the inverse analysis was carried out under the measurement noise level equal to 1%. The optimisation is repeated = 10 o N for each size of the damage with the random initial guess in the search space.
Sensitivity analysis
Sensitivity analysis is a computation of the effect of the changes in the input factors on the output. In this paper, we estimate the effect of parameters defining the damage on the objective functions. Based on the sensitivity indices of parameters, the quality of the solution in the inverse problem can be estimated. Generally, sensitivity analysis can be classified as local and global methods (Nguyen-Tuan et al., 2016a 
and the factor ranked according to the obtained mean j S .
Application to masonry dams
Material parameters
Parameters for masonry and subsoil used in numerical simulations are given by literature on e.g. Fürwigge Dam or similar masonry dams in Germany. These parameters have been validated (Nguyen-Tuan et al., 2017) with the measurement data from the masonry dam taken at the last impounding process. The input parameters for masonry material are presented in Table 1 . The parameters for subsoil are presented in Table 2 . The degree of the damage is defined by the material's porosity. The porosity of the damaged material varies from 0.3 to 0.7. Other principal parameters (i.e. E , k, T  ) depend on porosity value as described in equations (4), (7) and (10). Another parameters ( , T  , and s  )
do not change significantly with degree of damage, therefore, these values are considered as the constants. The parameter boundaries for the damaged material are qualitatively estimated with lower and upper bounds (LB/UB) and presented in Table 3 . The parameters defining the changes in properties of damage material w.r.t. the change in porosity are presented in Table 4 . Table 4 Parameters for damage material
Value -5000 0.1 3.0 400 3.5
The viscosity of the water in equation (8) 
Boundary and initial conditions
For force and displacement boundary conditions, a combination of Neumann type and Cauchy type boundary conditions are used as:
where ( ) f  is the force in the (  ) direction; o u  is the displacement rate, a very large value of  can be used to impose a fixed displacement rate, here,
For the flux, the boundary conditions are incorporated by means of the simple addition of nodal flow rates. For instance, the mass flow rate of water is:
where the superscript (  ) stands for prescribed values; w  is a leakage coefficient; o l P is the liquid pressure on the node; w  is the density of water. The development of the water column is presented in Figure 3 . In each time step, the boundary nodes at the upstream side are subjected to the forces and the water pressures interpolated from the water head as described in this figure. For the energy balance equation, boundary conditions have the general form:
where the first term is a Neumann type prescribed energy inflow or outflow. The second term is a Cauchy boundary condition which may be used to prescribe temperature,  is a leakage coefficient. The other terms are energy fluxes induced by the boundary conditions for the mass of liquid. For the Fürwigge dam study, T o is assigned to the nodes on the upstream side and the downstream side. Whenever the nodes are submerged in water, they will get the temperature as in Figure 4 with the submerged timeline, otherwise, they will obtain air temperature. The sensors (T1-T7) were placed not at the surface as in Figure 4 but inside and near surface along the dam body. However, it is assumed that the temperature measured represents boundary temperature at the same height. 
Geometry and discretisation
The cross section of the Fürwigge dam is used for the forward and the inverse simulations. The quasi-measurement data are generated synthetically by solving the forward problem. A different mesh is generated to simulate the measurements' results to avoid inverse crimes (Colton and Kress, 1992) . The geometry and discretisation mesh, which can be seen in Figure 1 , are used for synthesising measurement data. This mesh has 2520 elements. The geometry mesh has 3357 elements in the inverse process. It is assumed that the white elements are the damaged zone, where their material properties are defined by the porosity presented in the section 4.1.
Inverse analysis
The assumed damaged zone is purely artificial and not related to the current working conditions of the Füwigge dam. The measurement data, which are used to formulate the objective function, are established by the displacement, temperature, water pressure, and the collection of the water outflow. Displacements of the outer faces are measured by two radar devices at the downstream side and a pendulum for the upstream side, herein eleven measurement points are the selected (rectangular points). Water pressures and temperatures are measured at the circular points (ten points), the water pressures are also measured at two more white points as it was designed in Fürwigge dam, see Figure 1 . Thermocouples are used to measure temperature. Water pressures are measured by piezometers or tensiometers. The volume of water outflow at downstream side (a thick line) is measured at the collecting points ( a , b , c , d and e ). In numerical simulation, the porosity is an unknown quantity and it varies in the bounds from 0.3 to 0.7. Table 5 presents the boundary for the search space with lower bound (LB) and upper bound (UB) in detail. For quantifying the uncertainty due to the noise of the measurement, the noise levels are used as = 1   , 2%  and 5  %, respectively. Table 6 presents the reconstruction (inverse) solutions considering several noise levels. When the noise level increases from 1% to 5%, the error of the solutions increases, accordingly. The best objective functions presented in the table are of the solution with the 1% noise level. The material properties of the damage are defined by the material porosity. The table shows that inverse solutions are close to the exact solution at noise level 1%. When noise level increases the accuracy of the solution decreases. Table 6 also indicates that the PSO method can be assumed to be an acceptable choice for damage identification assuming a low-dimensional parameterisation of the damages and sufficient computational power, e.g. in terms of a multi-core computers. By comparison between two assumed damages, it is shown that the results are not influenced significantly by the location of the damage. The questions is how to quantify the uncertainty of the solution when the measurement data are provided with noise? ) by the PSO method. In order to avoid the dependency of the initial guess, the initial guesses of the particles are randomly uniformly distributed in their search space. The histogram of the solution is presented in Figure 5 . The colour bar illustrates the frequency of the solutions, which describe the damaged zone. Certainly, the solution does not fit totally with the exact solution, because firstly, we used different meshes between the inverse and forward problems, and secondly, the experimental noise affects the solutions. It can be noticed that an increase in  causes an increase in the size of the contour solutions.
Results and discussions
Figures 6 present histograms of the results of the inverse problem in terms of material properties. It can be noticed that the optimal solutions are around the exact solution with acceptable deviations, which increases with the noise level. The distribution of the solutions w.r.t. = 1%  has a narrower bandwidth than the one w.r.t. = 2%  and 5%. It can be concluded that the noise level affects significantly the accuracy of the solutions, and the method enables identifying the damage well up to a noise level of 5%. In fact, engineers must decide which noise level is allowed in the measurement to get the desired accuracy of the solutions. It can be noticed from Figure 5 , the solutions in terms of damage location are still close to the exact solution when the noise level increases to 5%. However, other sources of the uncertainty, which have been addressed above, should also be taken into account in order to build a full image of the uncertainties If parameter values are varied and the inverse problem is solved repeatedly under different amount of noise, we see the curve as Figure 7 (a). An increase in the noise levels induces an increase in the error variance. However, the relation is not linear within the range of the noise level from 0 to 5%. When considering material properties of the masonry dam deviating with the expected values, the uncertainty of the solutions is also quantified as in Figure 7 (b) with the noise level 2%. It is shown that the variance of the solution increases non-linearly with the parameter variation. When considering different measurement fields such as displacement ( u ), temperature ( T ), and pore water pressure and water flux ( l P ), the effects of measurement fields on the error of solutions are shown as in Figure 9 . A noise level of 2% is assumed in this case. It can be noticed that when measurement data u , T , and l P are used separately, the variance of the errors is higher than when we used combinations of them. In other words, increasing the number of measurement data in particular in a multi-field setting improves the reconstruction results. Figure 11 illustrates the relation between the sensitivity of the objective function to the model parameters ( j S ) and the variance of the solutions of the model parameters ( j V ). It can be noticed that the parameters, which have low sensitivity (i.e.  ), tend to have high variance than the parameters, which have high sensitivity (i.e. c x ). It can also be concluded that the parameters with high sensitivity indices can be identified more confidently than those which have low sensitivity indices. 
Conclusion
The paper presents a method which shows its ability in localising the damage and identifying the degree of the damage. The assumption is that a sufficiently well validated model for the undamaged case is available and that errors between measurements and model are less than 5 %. In this case, a localisation of a damaged region is possible by means of nonlinear optimisation, where the PSO has been selected. The variety of the factors, which may affect the solutions of inverse analysis, are pointed out and quantified. Most results obtained are reasonable and follow the results of existing theoretical work. In this paper, however, a systematic quantification of the effects of uncertain inputs on the solution of the inverse problem is performed. An increase of the noise in measurement induces an increase of the variance of the solutions, on the contrary, an increase of the size of the damage causes a decrease in variance of the solutions, however, when it is greater than 4 m 2 , the errors of the inverse solutions are nearly independent from the size of the damage. The variance of the solutions increases non-linearly with the parameter errors of the masonry material. Different fields of the measurement affect also the accuracy of the solutions. The combination of all types of measurement can improve significantly the accuracy of the solutions. By sensitivity analysis, it can be concluded that the quality of the identified parameters depends significantly on the sensitivity indices of the parameters.
