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ASYMPTOTIC BEHAVIOR OF LOCAL TIMES OF COMPOUND POISSON PROCESSES
WITH DRIFT IN THE INFINITE VARIANCE CASE
AMAURY LAMBERT1 AND FLORIAN SIMATOS2
ABSTRACT. Consider compound Poisson processes with negative drift and no negative
jumps, which converge to some spectrally positive Lévy process with non-zero Lévy
measure. In this paper we study the asymptotic behavior of the local time process, in
the spatial variable, of these processes killed at two different random times: either at
the time of the first visit of the Lévy process to 0, in which case we prove results at the
excursion level under suitable conditionings; or at the time when the local time at 0 ex-
ceeds some fixed level. We prove that finite-dimensional distributions converge under
general assumptions, even if the limiting process is not càdlàg. Making an assumption
on the distributionof the jumps of the compound Poisson processes, we strengthen this
to get weak convergence. Our assumption allows for the limiting process to be a stable
Lévy process with drift.
These results have implications on branching processes and in queueing theory,
namely, on the scaling limit of binary, homogeneous Crump–Mode–Jagers processes
and on the scaling limit of the Processor-Sharing queue length process.
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2 A. LAMBERT AND F. SIMATOS
1. INTRODUCTION
Let Xn be a sequence of spectrally positive compound Poisson processes with drift
which converges weakly to X , then necessarily a spectrally positive Lévy process. The
limiting process has continuous paths as soon as E(Xn (1)2) → β for some finite β, a
case henceforth referred to as the finite variance case. In this paper, we focus on the
infinite variance case, when the limiting Lévy process has non zero Lévy measure. Let
Ln and L be the local time processes associated to Xn and X , respectively, defined by
the occupation density formula∫t
0
f (Xn(s))ds =
∫+∞
−∞
f (x)Ln(x, t)dx and
∫t
0
f (X (s))ds =
∫+∞
−∞
f (x)L(x, t)dx.
Since Xn converges to X it is natural to also expect Ln to converge to L. Note how-
ever that the map that to a function associates its local time process is not continuous,
and so such a result does not automatically follow from the continuous mapping theo-
rem. In the finite variance case, i.e., when X is Brownianmotion, this question has been
looked at in Lambert et al. [29] under the assumption that both Xn and X drift to −∞.
Previously, Khoshnevisan [23] investigated this question under different assumptions
on Xn and X but with a different goal, namely to derive convergence rates. The goal of
the present paper is to investigate the asymptotic behavior of Ln in the infinite variance
case, i.e., when the Lévy measure of X is non-zero.
Except for the two aforementioned papers, it seems that this question has not re-
ceived much attention. In sharp contrast, there is a rich literature in the closely related
case where X , still a Lévy process, is approximated by a sequence Xn of random walks.
There are results looking at, e.g., strong and weak invariance principles, convergence
rates and laws of the iterated logarithm. Nonetheless, the compound Poisson case in
which we will be interested is of practical interest since it finds applications in the the-
ory of branching processes and inqueueing theory (see discussion below and Section 6);
besides, the setup that we consider offers specific technical difficulties that do not seem
to have been addressed in the random walk case. An overview of existing results in the
randomwalk case can give insight into the specific technical difficulties that arise in our
framework.
The random walk case. Themost studied case in the randomwalk case is when Xn is of
the form Xn (t)= S(nt)/n1/2 with S a lattice random walk with finite variance, say with
step size distribution ξ, so that X is of the formσ2B with B a standardBrownianmotion.
One of the earliest work is in this area was done by Knight [24], see also [5, 10, 22, 33, 34,
35, 39] for weak convergence results, laws of the iterated logarithm, strong invariance
principles and explicit convergence rates. The introduction of Csörgo˝ and Révész [11]
presents a good overview of the literature.
When one drops the finite variance assumption on S (but keeps the lattice assump-
tion), Xn is of the form Xn (t)= S(nt)/sn for some normalizing sequence (sn) and X is a
stable Lévy process. In this case, significantly fewer results seem available: Borodin [6]
has established weak convergence results, Jain and Pruitt [19] a functional law of the
iterated logarithm and Kang andWee [20] L2-convergence results.
Focusing specifically on weak convergence results, the best results have been ob-
tained by Borodin [5, 6], who proved that Ln converges weakly to L if E(ξ2)<+∞ (finite
variance case) or if ξ is in the domain of attraction of a stable law with index 1 < α < 2
(infinite variance case).
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On the other hand, the picture is far to be as complete in the non-lattice case, even
when one only focuses on weak convergence results. First of all, in this case the very
definition of the local time process is subject to discussion, since in contrast with the
lattice case, it cannot be defined by keeping track of the number of visits to different
points in space. In Csörgo˝ and Révész [11] for instance, five different definitions are
discussed. In the finite variance case, Perkins [33] has proved that Ln converges to L,
in the sense of finite-dimensional distributions if E(ξ2)<+∞, and weakly if E(ξ4)<+∞
and limsup|t |→∞ |E(e
i tξ)| < 1; see also [7, 11]. In view of the sharp results obtained by
Borodin [5] in the lattice case, it is not clear that the conditions derived by Perkins [33]
to get weak convergence are optimal. Also, note that this discrepancy, in terms of ex-
isting results, between the lattice and non-lattice case, reflects the fact that tightness
is significantly more difficult in the non-lattice case. In the non-lattice case, the most
involved part of the proof concerns the control of small oscillations of the local time, a
difficulty that does not appear in the lattice case, as soon as the amplitude of oscillations
is smaller than the lattice mesh (see the discussion after Proposition A.3).
We finally stress that to our knowledge, the present work is the first study of the as-
ymptotic behavior of Ln in the non-lattice and infinite variance case.
Main results. In the present paper, we will be interested in Xn of the form Xn(t) =
Yn(nt)/sn with (sn) some normalizing sequence, Yn(t)= Pn (t)− t and Pn a compound
Poisson process whose jump distribution ξn ≥ 0 has infinite second moment. We as-
sume that Xn does not drift to +∞ and that it converges weakly to a spectrally positive
Lévy process X . We will focus on the variations in space of the local time processes and
consider the asymptotic behavior of the processes Ln ( · ,τn ) for some specific choices of
τn . Since Ln(a, t) is increasing in t this contains the most challenging part of the anal-
ysis of local time processes; moreover, this allows for results at the excursion level (see
Theorem 2.3). This setup presents twomain differences with previous works on random
walks.
First, the sequence Xn stems from a sequence of compound Poisson processes, when
all the aforementioned works in the randomwalk case consider one randomwalk S that
is scaled. Besides being of practical interest for branching processes and queueing the-
ory, since this allows X to have a drift and,more generally, not to be stable, this variation
triggers one important technical difference. Indeed,most of the works on randomwalks
heavily exploit embedding techniques, typically embedding S into X . It is therefore not
clear whether such techniques could be adapted to a triangular scheme such as the one
considered here.
Second, the image set {Xn (t), t ≥ 0} is not lattice and Xn has infinite variance; thus,
the corresponding random walk counterpart would be the case of non-lattice random
walk with infinite variance which, as mentioned previously, has not been treated. Sim-
ilarly as Perkins [33] in the case of non-lattice random walk with finite variance, we will
show that finite-dimensional distributions converge under minimal assumptions and
that tightness holds under more stringent ones. However, in contrast with Perkins [33]
our assumptions to get tightness will not be in terms of finiteness of some moments
but in terms of the specific distribution of ξn . In particular, under our assumptions the
limiting process X can be any process of the form X (t) = Y (t)−dt with Y a spectrally
positive stable Lévy process with index 1<α< 2 and d ≥ 0.
Implications. As alluded to above, our results have implications for branching pro-
cesses and in queueing theory, see Section 6 for more details. In short, the process
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(Ln(a,τn),a ≥ 0) for the random times τn that will be considered has been shown in
Lambert [27] to be equal in distribution to a (rescaled) binary, homogeneous Crump-
Mode-Jagers (CMJ) branching process. Although the scaling limits of Galton-Watson
processes and of Markovian CMJ have been exhaustively studied, see [15, 17, 31], ex-
cept for Lambert et al. [29] and Sagitov [37, 38] little seems to be known for more gen-
eral CMJ processes. In particular, we study here for the first time a sequence of CMJ
processes that converges towards a non-Markovian limit process.
Also, CMJ processes are in one-to-one relation with busy cycles of the Processor-
Sharing queue via a random time change sometimes called Lamperti transformation in
the branching literature. Thus our results also show that busy cycles of the Processor-
Sharing queue convergeweakly to excursions that canbe explicitly characterized. Lever-
aging on general results by Lambert and Simatos [28], this implies uniqueness (but not
existence) of possible accumulation points of the sequence of queue length processes.
This constitutes therefore a major step towards determining the scaling limit (called
heavy traffic limit in the queueing literature) of the Processor-Sharing queue in the infi-
nite variance, which has been a long-standing open question.
Organization of the paper. Section 2 sets up the framework of the paper, introduces
notation, states assumptions enforced throughout the paper and the two main results.
Section 3 is devoted to some preliminary results on Lévy processes. In Section 4 we
prove that under general assumptions, finite-dimensional distributions converge while
tightness is taken care of under specific technical assumptions in Section 5. The (long
and tedious) appendix is the most technical part of the paper: it proves the tightness of
an auxiliary sequence of processes, which is exploited in Section 5 to prove tightness of
the processes of interest.
Acknowledgements. F. Simatos would like to thank Bert Zwart for initiating this project
and pointing out the reference [21].
2. NOTATION AND MAIN RESULTS
2.1. Space D. Let D be the set of functions f : [0,∞)→ R which are right-continuous
and have a left limit denoted by f (t−) for any t > 0. If f is increasing we write f (∞)=
limx→+∞ f (x) ∈ [0,∞]. For f ∈D we define f ∈D the function f reflected above its past
infimum through the following formula:
f (t)= f (t)−min
(
0, inf
0≤s≤t
f (s)
)
.
For fn , f ∈ D we note fn → f for convergence in the Skorohod J1 topology (see for
instance Billingsley [4] or Chapter VI in Jacod and Shiryaev [18]). For any function f ∈D,
we introduce the family of mappings (T f (A,k),A ⊂ R,k ≥ 0) defined recursively for any
subset A ⊂R by T f (A,0)= 0 and for k ≥ 1,
T f (A,k)= inf
{
t > T f (A,k−1) : f (t)∈ A or f (t−)∈ A
}
.
We will write for simplicity T f (A) = T f (A,1) and when A = {a} is a singleton, we will
write T f (a,k) and T f (a) in place of T f (A,k) and T f (A), respectively. A function f ∈D is
called an excursion if T f (0)=+∞, or if T f (0) ∈ (0,+∞) and f (t)= 0 for all t ≥ T f (0). By
E ⊂D we will denote the set of excursions.
We use the canonical notation for càdlàg stochastic processes. Let Ω = D and X =
(X (t), t ≥ 0) be the coordinate process, defined by X (t)= Xω(t)=ω(t). We will system-
atically omit the argument of functional operators when they are applied at X ; T (A,k)
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for instance stands for the random variable TX (A,k). Finally, let X 0 = X ( · ∧T (0)) be the
process X stopped upon its first visit to 0, with X 0 = X when T (0)=+∞.
2.2. Sequence of Lévy processes. For n ≥ 1, fix κn ∈ (0,+∞) and Λn some positive ran-
dom variable. For x ∈ R, let Pxn be the law of a Lévy process started at x with Laplace
exponent ψn given by
ψn (λ)=λ−κnE
(
1−e−λΛn
)
, λ≥ 0.
Noting πn(da)=κnP(Λn ∈ da), one sees that X under P0n is of the form Pn(t)−t with Pn
a compound Poisson process with Lévy measure πn . If we denote by ηn the largest root
of the convex mapping ψn , thenψn is increasing on [ηn ,+∞) and its inverse is denoted
by φn . In particular, φn(0)= ηn , which equals zero as soon asψ′n(0+)≥ 0.
Let Λ∗n be the forward recurrence time of Λn , also called size-biased distribution,
which is the random variable with density P(Λn ≥ x)/E(Λn) with respect to Lebesgue
measure. Let Pn and P∗n be the measures defined by Pn( ·) =
∫
Pxn( ·)P(Λn ∈ dx) and
P∗n( ·)=
∫
Pxn( ·)P(Λ
∗
n ∈ dx). We will use repeatedly the following result, which character-
izes the law of the overshoot of X under P0n when X under P
0
n does not drift to +∞ (an
assumption that will be enforced throughout the paper).
Lemma 2.1 (Theorem VII.17 in Bertoin [2]). If X under P0n does not drift to +∞, then
X
(
T ((0,∞))
)
under P0n( · |T ((0,∞))<+∞) is equal in distribution to Λ
∗
n .
Let wn be the scale function of X under P0n , which is the only absolutely continuous
increasing function with Laplace transform∫∞
0
e−λxwn(x)dx =
1
ψn (λ)
, λ>φn(0).
It is well-known, and can be easily computed, that wn(0) = limλ→+∞(λ/ψn (λ)) = 1.
Scale functions play a central role with regards to exit problems, see forthcoming for-
mula (1). We now define the sequence of rescaled processes that will be the main focus
of the paper.
Fix from now on some sequence (sn) of strictly positive real numbers, which in-
creases to infinity, and for n ≥ 1 define rn = n/sn . Let Pxn , Pn and P
∗
n be the laws of
X (nt)/sn under P
xsn
n ,Pn and P
∗
n , respectively, and let P
0
n be the law of X under P
0
n . Then
Pan is the law of a Lévy process started at a, with Lévy exponentΨn(λ)=nψn (λ/sn ), Lévy
measure Πn (da)= nκnP(Λn/sn ∈ da) and scale functionWn (a)= wn(asn)/rn . Set also
Φn(λ)= snφn(λ/n) so that Φn(0) is the largest root ofΨn andΦn is the inverse ofΨn on
[Φn(0),+∞). Throughout the paper, we use⇒ to denote weak convergence.
Convergence of Lévy Processes. In the rest of the paper, we consider P0 the law of a
spectrally positive Lévy processwith infinite variation and non-zero Lévymeasure started
at 0. It is assumed throughout that (1) for each n ≥ 1, X under P0n does not drift to +∞
and (2) P0n ⇒P
0.
We also define Ψ the Lévy exponent and W the scale function associated to P0, as
well as P0 the law of X under P0. The previous assumptions have two immediate conse-
quences: (1) X under P0 does not drift to+∞; in particular,Ψ is increasing and lettingΦ
be its inverse, it is not hard to show that Φn →Φ and (2) κnE(Λn)≤ 1 and κnE(Λn)→ 1;
in particular P0n is close to the law of a critical Lévy process.
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As alluded to above, scale functions play a central role with regards to exit problems.
This comes from the following relation, that holds for any 0≤ a < b ≤∞, see for instance
Theorem VII.8 in Bertoin [2]:
(1) P0n (T (−(b−a))< T (a))=
Wn (a)
Wn (b)
and P0 (T (−(b−a))< T (a))=
W (a)
W (b)
.
2.3. Local times and excursion measures. For a given function f ∈D, let µt , f for any
t ≥ 0 be its occupation measure defined via∫
R
ϕ(a)µt , f (da)=
∫t
0
ϕ( f (s))ds
for every measurable function ϕ ≥ 0. When µt , f is absolutely continuous with respect
to Lebesgue measure, we denote by L f ( · , t) its Radon-Nikodym derivative restricted to
[0,∞), satisfying the so-called occupation density formula∫t
0
ϕ( f (s))ds =
∫∞
0
ϕ(a)L f (a, t)da
for any t ≥ 0 and any measurable function ϕ≥ 0 with ϕ(a)= 0 for a < 0. The functional
L f ( · , ·) is known as the local time process of f and is uniquely determined up to sets of
zero Lebesgue measure (in the space variable). Let T L
f
(ζ) for ζ ≥ 0 be the first time the
amount of local time accumulated at level 0 exceeds ζ:
T Lf (ζ)= inf
{
t ≥ 0 : L f (0, t)≥ ζ
}
.
In the sequel we will be interested in the local time process L = LX under various
measures. Under P0n , L is simply given by
L(a, t)=
1
rn
∑
0≤s≤t
1{X (s)=a}, t ,a ≥ 0, P
0
n-almost surely.
Further, it is known that L under P0 is almost surely well-defined, see for instance
Bertoin [2]. We will consider N the excursion measure of X under P0 associated to the
local time (L(0, t), t ≥ 0), and N the excursion measure of X under P0 normalized by
considering the local time at 0 of X equal to (min(0, inf[0,t ] X ), t ≥ 0). Under N and N
wewill consider the process L0 defined as follows:
L0 =
(
L(a,T (0)),a ≥ 0
)
.
This process indeed is well-defined on (0,∞) (its value at 0 is zero) under N and
N , since N and N both have the same semigroup in (0,∞) as the Lévy process under
(Pa ,a > 0) killed upon reaching zero. Similarly, the process LX is well-defined under P0,
because on [ε,∞) it can be expressed as a finite sum of the local time processes of in-
dependent excursions distributed as N ( · | supX > ε). Recall from the beginning of the
paragraph that the normalization at 0 of LX is slightly different, so that the occupation
formula for this local time only holds on (0,∞).
2.4. Additional assumption for tightness. It will be shown that the mere assumption
P0n ⇒ P
0 implies that the finite-dimensional distributions of L under P0n converge to-
wards those of L under P0 (see forthcoming Theorems 2.3 and 2.4 for precise state-
ments). However, it is known that the local time process of a Lévy process is either
jointly continuous, or has a very wild behavior, see Barlow [1] for a general criterion.
In the latter case, for every t ,ε > 0 the set {L(a, t),a ∈Q∩ (−ε,ε)} is almost surely dense
in [0,∞). When focusing on spectrally positive Lévy processes with
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Barlow’s criterion, which is in general difficult to determine, takes the following simple
form.
Lemma 2.2. The local time process of X under P0 is jointly continuous if and only if
(2)
∫∞ dλ
Ψ(λ)
√
logλ
<+∞.
Proof. It will be proved in Lemma 3.6 that E0(L(0,T (−a)) =W (a) for any a > 0. Then
LemmaV.11 andTheoremV.15 inBertoin [2] ensure thatL underP0 is jointly continuous
if and only if ∫
0
√
log(1/W −1(x))dx <+∞.
Using the change of variables y =W −1(x) and integrating by parts, it can be shown
that ∫W (1)
0
√
log(1/W −1(x))dx =
1
2
∫1
0
W (u)
u
√
log(1/u)
du.
Since there exist two finite constants 0 < c ≤ C such that c/(uΨ(1/u)) ≤ W (u) ≤
C/(uΨ(1/u)) for every u ≥ 0 (see Proposition III.1 or the proof of Proposition VII.10 in
Bertoin [2]), we obtain∫
0
√
log(1/W −1(x))dx <+∞⇐⇒
∫
0
du
u2Ψ(1/u)
√
log(1/u)
<+∞
and the change of variables λ= 1/u in the last integral therefore gives the result. 
In particular, when (2) fails, L under P0 is not even càdlàg (in the spatial variable)
and so cannot be the weak limit of any sequence, when using Skorohod’s topology. It is
tempting to think that (2) is enough for L under P0n to converge weakly towards L under
P0, and we leave this question open for future research. In the present paper we will
prove tightness (and hence weak convergence) under the following assumption.
Tightness Assumption. In the rest of the paper we fix some 1 < α < 2 and denote by Λ
the random variable with tail distribution function P(Λ≥ s)= (1+ s)−α. We will say that
the tightness assumption holds if for n ≥ 1we have sn =n1/α andΛn =Λ.
Note that under this assumption, P0 is the law of a Lévy process of the form Y (t)−dt
with Y a stable Lévy process with index α and d ≥ 0. It is then not difficult to check
that (2) is satisfied and so our limiting processes will be continuous. However, we will
show weak convergence without the a priori knowledge given to us by Lemma 2.2 that
the limiting process is continuous. But since our pre-limit processesmake deterministic
jumps of size 1/rn → 0, it follows from our approach that (L(a,T ),a ≥ 0) is continuous
for some specific random times T , thus proving directly (without resorting to Barlow’s
more general and complete result) that the local time process of X is continuous.
2.5. Main results. The following two theorems are the main results of the paper.
Theorem 2.3. For any a0 > 0, the two sequences of processes L0 under P∗n( · |T (a0)< T (0))
andPn( · |T (a0)< T (0)) converge in the sense of finite-dimensional distributions to L0 un-
der N ( · |T (a0) < T (0)) and N ( · |T (a0) < T (0)), respectively. If in addition the tightness
assumption holds, then both convergences hold in the sense of weak convergence.
When reading the following theorem it is useful to have in mind that rn →+∞, since
rn = 1/Wn (0) and it will be proved in Lemma 3.4 thatWn(0)→W (0)= 0.
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Theorem 2.4. Let ζ> 0 and (zn) be any integer sequence such that ζn = zn/rn → ζ. Then
the sequence of processes L( · ,T L (ζn)) under P0n( · |T
L(ζn )<+∞) converges in the sense of
finite-dimensional distributions to L( · ,T L (ζ)) under P0( · |T L (ζ)<+∞). If in addition the
tightness assumption holds, then the convergence holds in the sense of weak convergence.
Note that since X under P0 is assumed to have discontinuous paths, Theorem 1.1 in
Eisenbaum and Kaspi [13] guarantees that the limiting process in Theorem 2.4 is not
Markovian. Decomposing the path of X into its excursions away from 0, it could be also
be shown that L0 under N and N does not satisfy the Markov property.
As a last remark, we stress that it is possible to extend the proof of Theorem 2.4 to get
convergence of the processes (L(a,T L(ζn )),a ∈ R) instead of (L(a,T L (ζn)),a ≥ 0). Both
the proofs of convergence of the finite-dimensional distributions and of tightness can
be adapted to this case with no major changes, though at the expense of more compu-
tations.
3. PRELIMINARY RESULTS
We prove in this section preliminary results that will be used several times in the
paper. We first need results concerning the continuity of hitting times, cf. Jacod and
Shiryaev [18, Proposition VI.2.11] for closely related results.
Lemma 3.1. Let fn , f ∈D such that fn → f and A be any finite subset of R. Assume that
fn for each n ≥ 1 has no negative jumps and that:
(i) f (0) ∉ A;
(ii) T f (A) is finite;
(iii) f has no negative jumps;
(iv) for any a ∈ A and ε> 0, sup[T f (a),T f (a)+ε] f > a and inf[T f (a),T f (a)+ε] f < a;
Then T fn (A)→ T f (A). In particular, if in addition to (i)–(iv) above f also satisfies the
following condition:
(v) f is continuous at T f (a) for each a ∈ A;
then fn (T fn (A))→ f (T f (A)), with fn (T fn (A)) being well-defined for n large enough.
Proof. In the rest of the proof note A = {ak ,1 ≤ k ≤ K }, T = T f (A) and Tn = T fn (A).
Assume that the result holds for K = 1: then for each a ∈ A one has T fn (a)→ T f (a).
Since T =mina∈A T f (a) and Tn =mina∈A T fn (a), one deduces that Tn → T . Thus the
result only needs to be proved for K = 1, which we assume from now on. We then note
for simplicity a = a1.
We first prove that liminfn Tn ≥ T . Let ε > 0 and t ∈ (T −ε,T ) be such that f is con-
tinuous at t : then
lim
n→+∞
inf
[0,t ]
| fn −a| = inf
[0,t ]
| f −a|.
Since f (0) 6= a and t < T , we get inf[0,t ] | f −a| > 0 and so inf[0,t ] | fn −a| > 0 for n large
enough. For those n we therefore have Tn ≥ t and so liminfn Tn ≥ t . Since t ≥ T −ε and
ε is arbitrary, letting ε→ 0 gives liminfn Tn ≥ T .
We now prove that limsupn Tn ≤ T . Fix ε > 0 and let t2 ∈ (T,T + ε) be a continuity
point of f such that f (t2) < a and t1 ∈ (T, t2) another continuity point of f such that
f (t1) > a. Since t1 and t2 are continuity points for f , we have fn (ti )→ f (ti ) for i = 1,2.
Since f (t1) > a > f (t2), there exists n0 ≥ 0 such that fn (t1) > a > fn (t2) for all n ≥ n0.
Since fn has no negative jumps, for those n there necessarily exists t3 ∈ (t1, t2) such that
fn(t3)= a which implies Tn ≤ t3. Since t3 ≤ t2 ≤ T +ε we obtain Tn ≤ T +ε for all n ≥ n0
and in particular limsupn Tn ≤ T +ε. Letting ε→ 0 achieves the proof. 
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Lemma 3.2. For any finite subset A ⊂ R \ {0}, (T (A),X (T (A))) under P0n( · | T (A) < +∞)
converges weakly to (T (A),X (T (A))) under P0( · | T (A) < +∞). If in addition min A > 0,
then (T (A),X (T (A))) under P0n converges weakly to (T (A),X (T (A))) under P
0.
Proof. In the rest of the proof let HA ⊂D be the set of functions f ∈D satisfying the five
conditions (i)–(v) of Lemma 3.1. Let us first assume that min A > 0 and show the con-
vergence under P0n . By assumption we have P
0
n ⇒ P
0 and so the continuous mapping
theorem implies that P0n ⇒ P
0. Moreover, since X under P0 has by assumption infinite
variation, one can easily check that P0(HA)= 1 and so the continuousmapping theorem
together with Lemma 3.1 give the result for P0.
Let us now show the result under P0n( · | T (A) < +∞), so we do not assume anymore
min A > 0. Since P0(HA) = 1, using the same arguments as under P0n , one sees that it is
enough to prove that P0n( · | T (A) < +∞)⇒ P
0( · | T (A) < +∞). If min A ≤ 0 or if all the
Lévy processes are critical, then P0n(T (A) < +∞) = P
0(T (A) < +∞) = 1 and so this last
convergence is the same as P0n ⇒P
0. Otherwise, since {T (A)<+∞}= {supX ≥min A} it
is sufficient to check that P0(supX = a) = 0 for all a and to prove that (X ,supX ) under
P0n converges to (X ,supX ) under P
0, which we do now.
Taking b =∞ in (1) shows that
P0n
(
supX < a
)
=
Wn(a)
Wn (∞)
and P0
(
supX < a
)
=
W (a)
W (∞)
,
so that indeed P0(supX = a)= 0 (W is continuous), and the laws of supX converge (by
Lemma 3.4).
As a consequence, the laws of (X ,supX ) are tight. Let (Y ,M) be any accumulation
point of this sequence. Then Y must be equal in distribution to X under P0 andM must
be equal in distribution to supX under P0. As a consequence, M and supY have the
same distribution, but (Y ,M) does not necessarily have the same law as (X ,supX ). To
prove this, it is sufficient to show thatM = supY . By Skorokhod embedding theorem, we
can find a sequence (Yn ,Mn) defined on the same probability space as (Y ,M) and con-
verging almost surely to (Y ,M), such that for each n, (Yn ,Mn ) has the law of (X ,supX )
under P0n . Then for any continuity point t of Y , sup[0,t ]Yn converges to sup[0,t ]Y . This
shows thatM ≥ sup[0,t ]Y , and since continuity points are dense,M ≥ supY . Now since
M and supY have the same distribution, the almost sure inequality M ≥ supY actually
is an almost sure equality, hence the result. 
Lemma 3.3. For any a > 0,
lim
n→+∞
κn snPn (T (a)< T (0))=N (T (a)< T (0)).
Proof. Let a > 0 and S = sup[0,T (−1)] X : the exponential formula for the Poisson point
process of excursions gives
P0n (S < a)= exp
(
−κn snPn (T (a)< T (0))
)
and P0 (S < a)= exp
(
−N (T (a)< T (0))
)
.
On the other hand, using Lemma 3.1 and continuity properties of the sup operator, it
is not hard to see that S under P0n converges weakly to S under P
0. Since the distribution
of S under P0 has not atom, we get P0n (S < a) → P
0 (S < a) which, in view of the last
display, concludes the proof. 
It is well-known that scale functions are everywhere differentiable, which justifies the
following statement.
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Lemma 3.4. For every a ≥ 0, it holds thatWn(a)→W (a) andW ′n (a)→W
′(a). Moreover,
Wn(∞)→W (∞).
Proof. First observe that the pointwise convergence of 1/Ψn to 1/Ψ, which are the re-
spective Laplace transforms ofWn andW , along with TheoremXIII.1.2 in Feller [14] and
the continuity ofW ensure thatWn (a)→W (a) for any a ≥ 0.
On the other hand, it is elementary to show that
Pn (T (a)< T (0))=
W ′n (a)
κn snWn (a)
,
and similarly, one can obtain N (T (a) < T (0)) = W ′(a)/W (a) as follows (which will
prove W ′n(a)→W
′(a) in view of Lemma 3.3). Setting h(x) := N (T (x) < T (0)), by the
exponential formula for the Poisson point process of excursions, we get, by (1), for any
0< a < b,
W (a)
W (b)
=P0 (T (−(b−a))< T (a))
= exp
(
−
∫b−a
0
N (T (a+ x)< T (0))dx
)
= exp
(
−
∫b
a
h(u)du
)
.
This entails h(a)=W ′(a)/W (a), for example by differentiating the last equality. The last
convergence comes from the relationsWn (∞)= 1/Ψ′n(0+) andW (∞)= 1/Ψ
′(0+). 
Lemma 3.5. For any ε> 0,
lim
n→+∞
κn snPn (T (0)> ε)=N (T (0)> ε).
Proof. We abbreviate T (0) into T . According to Chapter VII in Bertoin [2], under P0
(resp. P0n), the first passage time process of X in the negative half line is a subordinator
with Laplace exponent Φ (resp. Φn). This has two consequences.
The first one, obtained by considering X under P0, is that Φ(λ)= dλ+N (1− e−λT ),
where d ≥ 0 is a drift coefficient. Actually, d = 0, since the Lévy process X under P0 has
infinite variation, so that limλ→∞λ/Ψ(λ)= 0= limλ→∞Φ(λ)/λ= d . We thushaveΦ(λ)=
N (1− e−λT ). The second one, obtained by considering X under P0n , is that En
(
e−λT
)
=
E
(
e−Φn (λ)Λn/sn
)
, so that
En
(
1−e−λT
)
=
(n/sn)Φn(λ)−Ψn(Φn(λ))
nκn
=
Φn(λ)
κn sn
−
λ
nκn
.
Multiplying each side with κn sn , letting n→+∞ and using that Φn(λ)→ Φ(λ), this
shows that κn snEn(1−e−λT ) converges to N (1−e−λT ), i.e.,
lim
n→∞
∫∞
0
dx e−λxκn snPn(T > x)=
∫∞
0
dx e−λxN (T > x).
Then Theorem XIII.1.2 in Feller [14] implies that κn snPn(T > x)→N (T > x) for any
x > 0 such that N (T = x)= 0, that is, for any x > 0. 
Lemma 3.6. Recall that rn =n/sn If A is a finite subset of R such that 0∉ A, then
lim
n→+∞
rnP
0
n (T (A)< T (0))=N (T (A)< T (0)).
Proof. Since X under P0n is spectrally positive, the following simplifications occur:
• if min A > 0 then P0n (T (A)< T (0))=P
0
n (T (min A)< T (0));
• if max A < 0 then P0n (T (A)< T (0))=P
0
n (T (max A)< T (0));
• if min A < 0<max A then P0n (T (A)< T (0))=P
0
n (T (min A)∧T (maxA)< T (0)).
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Thus to prove the result, there are only three cases to consider: A = {a} with a > 0,
A = {a} with a < 0 or A = {a,b} with a < 0< b.
First case: A = {a} with a < 0. For any x > 0, L(x,T (a)) under P0 is 0 if T (a) < T (x) and
otherwise it is exponentially distributed with parameter N (T (a− x) < T (0)), so we get
va(x) :=E0(L(x,T (a))=P0(T (x)< T (a))/N (T (a−x)< T (0)). Now since P0 only charges
Lévy processes with infinite variation, the map x 7→ T (x) is P0-a.s. and N -a.e. contin-
uous, so by monotone convergence, va is right-continuous and va(0) = 1/N (T (a) <
T (0)). Now we refer the reader to, e.g., the second display on page 207 of Bertoin [3],
to check that the Lévy process with law P0 and killed upon hitting a has a continuous
potential density, say ua , whose value at 0 is equal to W (−a). In addition, by the oc-
cupation density formula and Fubini-Tonelli theorem, for any non-negative function
ϕ vanishing on the negative half line, E0
∫T (a)
0 ϕ(X (s))ds =
∫∞
0 ϕ(x)va(x)dx, which, by
definition of ua , also equals
∫
∞
0 ϕ(x)ua (x)dx. Since ua is continuous and va is right-
continuous, ua and va are equal, and in particular va(0)= 1/N (T (a)< T (0))= ua (0)=
W (−a).
On the other hand, using the invariance in space of a Lévy process, (1) and recalling
that rn = 1/Wn (0), we get
P0n (T (a)< T (0))= P
−a
n (T (0)< T (−a))=
1
rnWn (−a)
.
The result therefore follows from Lemma 3.4.
Second case: A = {a,b} with a < 0< b. Under P0n , the event {T (a)< T (b)} is equal to the
event that all excursions away from 0 before the first one that hits a (which exists since
X does not drift to +∞) do not hit b. Hence
P0n (T (a)< T (b))=
∑
k≥0
P0n (T (a)< T (0))
{
P0n (T (0)< T (a)∧T (b))
}k
=
P0n (T (a)< T (0))
P0n (T (a)∧T (b)< T (0))
so that
(3) P0n (T (a)∧T (b)< T (0))=
P0n (T (a)< T (0))
P0n (T (a)< T (b))
=
Wn (0)/Wn (−a)
Wn(b)/Wn(b−a)
using (1) for the last equality. Using the same reasoning, we derive a similar formula
for N (T (a)∧T (b) < T (0)) as follows. Let η be the time of the first atom of the Poisson
point process of excursions (et , t ≥ 0) of X away from 0 such that infet < a. Then η
is distributed like an exponential random variable with parameter N (infX < a) and
the Poisson point process (et , t < η) is independent of η and has intensity measure
N ( · ; infX > a). Thus by a similar path decomposition as previously,
P0 (T (a)< T (b))= E
{
exp
(
−ηN (supX > b, infX > a)
)}
=
N (infX < a)
N (infX < a)+N (supX > b, infX > a)
=
N (infX < a)
N (T (a)∧T (b)< T (0))
fromwhich it follows that
(4) N (T (a)∧T (b)< T (0))=
N (infX < a)
P0 (T (a)< T (b))
=
1/W (−a)
W (b)/W (b−a)
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using N (infX < a)= 1/W (−a) which was proved in the first case. In view of (3) and (4),
we get
lim
n→+∞
rnP
0
n (T (a)∧T (b)< T (0))=N (T (a)∧T (b)< T (0)) .
This gives the result.
Third case: A = {a}with a > 0. Remember that X 0 = X ( ·∧T (0)), with X 0 = X in the event
{T (0)=+∞}. Consider now c < 0: on the one hand, we have by definition
P0n (T (c)∧T (a)< T (0))=P
0
n
(
infX 0 < c or supX 0 > a
)
.
On the other hand, (3) for the first equality and (1) for the second one give
P0n (T (c)∧T (a)< T (0))=
Wn(0)/Wn (−c)
Wn (a)/Wn(a−c)
=
Pan(T (0)< T (a−c))
rnWn (a)
.
Because X under Pan does not drift to +∞, P
a
n(T (0)< T (a− c))→ 1 as c→−∞. Thus
letting c→−∞, we obtain
P0n
(
infX 0 =−∞ or supX 0 > a
)
=
1
rnWn (a)
.
Since under P0n , supX
0 > 0 implies infX 0 >−∞, we have
P0n
(
infX 0 =−∞ or supX 0 > a
)
=P0n (T (0)=+∞)+P
0
n (T (a)< T (0)) .
Finally, one obtains P0n (T (0)=+∞) = 1/(rnWn (∞)) by taking a = 0 and letting b = +∞
in (1), and in particular
P0n (T (a)< T (0))=
1
rnWn(a)
−
1
rnWn (∞)
.
Similar arguments also imply
N (T (a)< T (0))=
1
W (a)
−
1
W (∞)
and so the result follows from Lemma 3.4. 
4. CONVERGENCE OF THE FINITE-DIMENSIONAL DISTRIBUTIONS
Proposition 4.1 establishes the convergence of the finite-dimensional distributions
of the local time processes shifted at a positive level, from which we deduce the finite-
dimensional convergence of the processes appearing in Theorems 2.3 and 2.4 in Corol-
laries 4.2 and 4.3.
Proposition 4.1. Let a0 > 0. Then the two sequences of shifted processes L0( · +a0) under
P∗n ( · |T (a0)< T (0)) and Pn ( · |T (a0)< T (0)) converge in the sense of finite-dimensional
distributions to L0( ·+a0)underN ( · |T (a0)< T (0)) andN ( · |T (a0)< T (0)), respectively.
Proof. Let A a finite subset of [a0,∞) with a0 =min A, A0 = A∪ {0} and let (Qn ,Q) be a
pair of probability distributions either equal to(
P∗n( · | T (a0)< T (0)), N ( · | T (a0)< T (0))
)
or equal to (
Pn( · | T (a0)< T (0)), N ( · | T (a0)< T (0))
)
.
We show that (L0(a),a ∈ A) under Qn converges weakly to (L0(a),a ∈ A) under Q,
which will prove the result.
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Step 1. We begin by expressing the laws of (L0(a),a ∈ A) under Qn and of (L0(a),a ∈ A)
underQ in a convenient form, cf. (5) and (6) below. LetM = (Mk ,k ≥ 1) be the sequence
with values in A0 which keeps track of the successively distinct elements of A visited
by X before the first visit to 0. More specifically, let σ1 = T (A) and for k ≥ 1 define
recursively
σk+1 =
{
inf
{
t >σk : X (t) ∈ A0\{X (σk )}
}
if X (σk ) ∈ A,
σk else.
Note that for every k ≥ 1, σk under bothQn andQ is almost surely finite so the above
definition makes sense (in this proof we will only work under Qn orQ). LetMk = X (σk )
and for a ∈ A define
S(a)=
∞∑
k=1
1{Mk=a}.
For each a ∈ A this sum is finite, sinceM underQn andQ only makes a finite number
of visits to A before visiting 0. When Mk ∈ A, X accumulates some local time at Mk
between times σk and σk+1 before visiting Mk+1 ∈ A0 \ {Mk }. The amount of local time
accumulated depends on whether we are working under Qn orQ.
UnderQn and conditionally onMk ∈ A, X reachesMk ∈ A at timeσk and then returns
to this point a geometric number of times before visiting Mk+1 ∈ A0 \ {Mk }. Identifying
the parameter of the geometric random variables involved, one sees that (L0(a),a ∈ A)
underQn can be written as follows (with the convention
∑0
1 = 0):
(5) (L0(a),a ∈ A)=
(
1
rn
S(a)∑
k=1
(
1+Gnk (a)
)
,a ∈ A
)
whereGn
k
(a) is a geometric random variable with success probability qn(a) given by
qn(a)=P
a
n (T (A0\{a})< T (a))
and the random variables (Gn
k
(a),k ≥ 1,a ∈ A) are independent and independent of the
vector (S(a),a ∈ A).
Similarly, under Q and conditionally on Mk = a ∈ A, it is well-known by excursion
theory that X accumulates an amount of local time at level a between times σk and
σk+1 which is exponentially distributed with parameter q(a) given by
q(a)=N a(T (A0\{a})< T (a)),
where N a is the excursion measure of X away from a. Iterating this decomposition,
one sees that
(
L0(a),a ∈ A
)
underQ can be written as follows:
(6) (L0(a),a ∈ A)=
(
S(a)∑
k=1
Ek(a),a ∈ A
)
where Ek(a) is an exponential random variable with parameter q(a) and the random
variables (Ek(a),k ≥ 1,a ∈ A) are independent and independent of (S(a),a ∈ A).
In view of the decompositions (5) and (6) and the independence of the random vari-
ables appearing in these sums, the result will be proved if we can show that each sum-
mand r−1n (1+G
n
k
(a)) converges in distribution to Ek (a), and if we can show that the
numbers of terms (S(a),a ∈ A) under Qn also converges to (S(a),a ∈ A) underQ.
Step 2. We prove that for each a ∈ A, r−1n (1+G
n
1 (a)) converges in distribution to E1(a).
This is actually a direct consequence of Lemma 3.6 which implies that rnqn(a)→ q(a)
(using the invariance in space of Lévy processes). The following last step is devoted to
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proving the convergence of (S(a),a ∈ A) underQn towards (S(a),a ∈ A) underQ.
Step 3. To show that (S(a),a ∈ A) underQn converges towards (S(a),a ∈ A) underQ, it is
sufficient to show that M under Qn converges towards to M under Q. To prove this, we
note that both under Qn and Q, M is a Markov chain living in the finite state space A0
and absorbed at 0. Thus to show thatM underQn converges toM underQ, it is enough
to show that the initial distributions and also the transition probabilities converge.
Let us prove the convergence of the initial distributions. We have Qn(M1 = 0) =
Q(M1 = 0)= 0 and for a ∈ A,
Qn(M1 = a)=Qn (X (T (A0))= a)=Qn (X (T (A))= a) .
Similarly,
Q(M1 = a)=Q (X (T (A0))= a)=Q (X (T (A))= a) .
When Qn =P∗n( · |T (a0)< T (0)) andQ=N ( · | T (a0)< T (0)), we have
Qn (X (T (A))= a)=P
∗
n (X (T (A))= a |T (a0)< T (0))=P
0
n (X (T (A))= a |T (A)<+∞)
and so Lemma 3.2 gives
lim
n→+∞
Qn (X (T (A))= a)= P
0 (X (T (A))= a |T (A)<+∞) .
Since
P0 (X (T (A))= a | T (A)<+∞)=N (X (T (A))= a |T (a0)< T (0))=Q (X (T (A))= a)
this proves the convergence of the initial distributions in this case. The second case
Qn = Pn( · | T (a0) < T (0)) and Q =N ( · | T (a0) < T (0)) follows similarly by considering
the reflected process: we have then
Qn (X (T (A))= a)=Pn (X (T (A))= a | T (a0)< T (0))=P
0
n (X (T (A))= a)
and so Lemma 3.2 gives
lim
n→+∞
Qn (X (T (A))= a)=P
0 (X (T (A))= a) .
Since
P0 (X (T (A))= a)=N (X (T (A))= a |T (a0)< T (0))=Q (X (T (A))= a)
this proves the convergence of the initial distributions in this case as well.
It remains to show that transition probabilities also converge. Note that by defini-
tion, in contrast with the initial distributions, transition probabilities of M under Qn
and Q do not depend on the case considered. Since 0 is an absorbing state for M un-
der Qn and Q, we only have to show that for any a ∈ A and b ∈ A0 with a 6= b, we have
Qn (Mk+1 = b |Mk = a)→Q (Mk+1 = b |Mk = a). On the one hand,
Qn (Mk+1 = b |Mk = a)=P
a
n (X (T (A0\{a}))= b)
while on the other hand,
Q (Mk+1 = b |Mk = a)= P
a (X (T (A0\{a}))= b) .
Note that T (A0\{a}) is almost surely finite for a ∈ A both under Pan and P
a , so the result
follows from Lemma 3.2. 
Corollary 4.2. For any a0 > 0, the two sequences of processes L0 underP∗n ( · |T (a0)< T (0))
and Pn ( · |T (a0)< T (0)) converge in the sense of finite-dimensional distributions to L0
underN ( · | T (a0)< T (0)) and N ( · |T (a0)< T (0)), respectively.
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Proof. Let I ≥ 1, 0 < a1 < ·· · < aI and ui > 0 for i = 0, . . . , I : we prove the result for the
convergence under P∗n , the result for Pn follows along the same lines, replacing P
∗
n by
Pn and N by N . We show that
lim
n→+∞
P∗n
(
L0(ai )≥ ui , i = 0, . . . , I |T (a0)< T (0)
)
=N
(
L0(ai )≥ui , i = 0, . . . , I |T (a0)< T (0)
)
.
If a0 ≤ a1 then this follows directly from Proposition 4.1. If a0 > a1 we use Bayes
formula:
P∗n
(
L0(ai )≥ui , i = 0, . . . , I |T (a0)< T (0)
)
=
P∗n (T (a1)< T (0))
P∗n (T (a0)< T (0))
P∗n
(
L0(ai )≥ui , i = 0, . . . , I |T (a1)< T (0)
)
.
Lemma 2.1 and Lemma 3.6 (use Lemma 3.3 for Pn) give
lim
n→+∞
P∗n (T (a1)< T (0))
P∗n (T (a0)< T (0))
=
N (T (a1)< T (0))
N (T (a0)< T (0))
and so Proposition 4.1 gives
lim
n→+∞
P∗n
(
L0(ai )≥ ui , i = 0, . . . , I |T (a0)< T (0)
)
=
N (T (a1)< T (0))
N (T (a0)< T (0))
N
(
L0(ai )≥ ui , i = 0, . . . , I |T (a1)< T (0)
)
which is equal to N (L0(ai )≥ui , i = 0, . . . , I | T (a0)< T (0)). The result is proved. 
Corollary 4.3. Let ζ > 0 and (zn) be any integer sequence such that ζn = zn/rn → ζ,
and recall that T L(ζ)= inf {t ≥ 0 : L(0, t)≥ ζ}. Then the sequence of processes L( · ,T L (ζn))
under P0n( · | T
L(ζn) < +∞) converges in the sense of finite-dimensional distributions to
L( · ,T L (ζ)) under P0( · | T L(ζ)<+∞).
Proof. Since the marginals at 0 are deterministic and converge to ζ, we restrict our at-
tention to finite sets A ⊂ (0,∞) and we are interested in the weak convergence of the
sequence (L(a,T L(ζn)),a ∈ A) under P0n( · | T
L(ζn)<+∞). Let a0 =min A > 0: then only
those excursions reaching level a0 contribute and so for each n ≥ 1, (L(a,T L(ζn)),a ∈ A)
under P0n( · | T
L(ζn)<+∞) is equal in distribution to(
Kn∑
k=1
L
a0
n,k (a),a ∈ A
)
where (La0
n,k ,k ≥ 1) are i.i.d. processes with distribution L
0 under P∗n( · | T (a0) < T (0)),
and Kn is an independent random variable distributed as a binomial random variable
with parameters zn and P0n (T (a0)< T (0)). Since
lim
n→+∞
zn/rn = ζ and lim
n→+∞
rnP
0
n(T (a0)< T (0))=N (T (a0)< T (0)),
the second convergencebeing given by Lemma 3.6, the sequence (Kn) convergesweakly
to a Poisson random variable K with parameter ζN (T (a0)< T (0)). On the other hand,
L
a0
n,1 converges in distribution to L
0 under N ( · |T (a0)< T (0)) by Proposition 4.1, so the
sequence (L(a,T L (ζn)),a ∈ A) under P0n( · |T
L(ζn )<+∞) converges weakly to(
K∑
k=1
L
a0
k
(a),a ∈ A
)
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where (La0
k
,k ≥ 1) are independent from K and are i.i.d. with common distribution L0
under N ( · |T (a0)< T (0)). This proves the result. Indeed, under P0( · |T L (ζ)<+∞) also,
only excursions reaching level a0 contribute to L( · ,T L (ζ)) on A, and there is a Poisson
number, say K ′, with parameter ζN (T (a0) < T (0)), of such excursions. These excur-
sions are i.i.d. with common law N ( · | T (a0) < T (0)), and so their local time processes
are i.i.d. with common distribution L0 under N ( · | T (a0) < T (0)). The local time being
an additive functional, it is the sum of local times of these K ′ i.i.d. excursions. 
5. TIGHTNESS RESULTS
Tightness is a delicate issue. In the finite variance case and assuming that the limit-
ing Brownianmotion (with drift) drifts to−∞, it follows quickly from a simple queueing
argument, see Lambert et al. [29]. In the infinite variance case of the present paper
we prove tightness under the tightness condition stated in Section 2. So in the rest of
this section we assume that the tightness condition holds, i.e., for each n ≥ 1 we have
sn = n
1/α and Λn =Λ where Λ has tail distribution P(Λ≥ s)= (1+ s)−α. The main tech-
nical result concerning tightness is contained in the following proposition, Appendix A
is devoted to its proof.
Proposition 5.1. For any a0 > 0, the sequence L0(a0+ ·) under P∗n( · |T (a0)< T (0)) con-
verges weakly to the continuous process L0(a0+ ·) under N ( · |T (a0)< T (0)).
We now prove the tightness of the sequences considered in Theorems 2.3 and 2.4.
In the sequel, we say that a sequence (Zn) under Qn is C-tight if it is tight and any ac-
cumulation point is continuous. It is known, see for instance Chapter VI in Jacod and
Shiryaev [18], that this holds if and only if for anym,δ> 0,
(7) lim
a→+∞
limsup
n→+∞
Qn
(
sup
0≤t≤m
|Zn(t)| ≥ a
)
= 0 and lim
ε→0
limsup
n→+∞
Qn (̟m(Zn ,ε)≥ δ)= 0
where̟ is the following modulus of continuity:
̟m( f ,ε)= sup
{
| f (t)− f (s)| : 0≤ t , s ≤m, |t − s| ≤ ε
}
.
Lemma 5.2. For each n ≥ 1, consider on the same probability space an integer valued
random variable Kn and a sequence of processes (Zn,k ,k ≥ 1). Assume that for each k ≥ 1
the sequence (Zn,k ,n ≥ 1) is C-tight and that the sequence (Kn ,n ≥ 1) is tight. Then the
sequence (Zn,1+·· ·+Zn,Kn ,n ≥ 1) is C-tight.
Proof. Let Sn = Zn,1 + ·· · + Zn,Kn : we must show that it satisfies (7). We show how to
control the modulus of continuity, the supremum can be dealt with similar arguments.
For any 0≤ s, t ≤m with |t − s| ≤ ε, we have
|Sn(t)−Sn(s)| ≤
Kn∑
k=1
∣∣Zn,k (t)−Zn,k(s)∣∣≤ Kn∑
k=1
̟m(Zn,k ,ε)
and so we obtain the following bound, valid for any β> 0:
Qn (̟m(Sn ,ε)≥ δ)≤Qn
(
β∑
k=1
̟m(Zn,k ,ε)≥ δ
)
+Qn(Kn ≥β)
≤
β∑
k=1
Qn
(
̟m(Zn,k ,ε)≥ δ/β
)
+Qn(Kn ≥β).
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Since each sequence (Zn,k ,n ≥ 1) is C-tight this gives
lim
ε→0
limsup
n→+∞
Qn (̟m(Sn ,ε)≥ δ)≤ limsup
n→+∞
Qn(Kn ≥β)
which goes to 0 as β goes to infinity since (Kn) is tight. The result is proved. 
For n ≥ 1 and a > 0 we denote by Gn(a) a geometric random variable with param-
eter 1−Wn (0)/Wn (a) (remember that Wn(0) = 1/rn), so that according to Lemma 3.4
the sequence (Wn(0)Gn(a)) converges in distribution to an exponential random vari-
able with parameter 1/W (a). The following proposition, combined with Corollary 4.3,
proves Theorem 2.4.
Proposition 5.3. Let ζ > 0 and (zn) be any integer sequence such that ζn = zn/rn → ζ.
Then the sequence of processes L( · ,T L (ζn )) under P0n( · |T
L (ζn)<+∞) is C-tight.
Proof. Fix any a0 > 0 and let τn be the time of the first visit to 0 after time T (a0,zn),
i.e., τn = inf{t ≥ T (a0,zn ) : X (t) = 0}, and Kn be the number of excursions of X away
from 0 that reach level a0 before time τn . Unless otherwise stated, we work implicitly
under P0n( · |T (a0,zn ) < +∞) so that τn and Kn are well-defined. Then the following
decomposition holds (using Lemma 2.1):
(8) L(a0+a,τn )=
Kn∑
k=1
L
a0
n,k (a), a ≥ 0,
where (La0
n,k ,k ≥ 1) are independent processes, all equal in distribution to L
0(a0+ ·) un-
der P∗n( · |T (a0)< T (0)). Note that by Proposition 5.1, (L
a0
n,1,n ≥ 1) is C-tight. In an excur-
sion that reaches level a0, the law of the number of visits of X to a0 is 1+Gn(a0), thus
Kn is equal in distribution to
min
{
k ≥ 1 :
k∑
i=1
(
1+Gn,i (a0)
)
≥ ζn
}
with (Gn,i (a0), i ≥ 1) i.i.d. random variables with common distribution Gn(a0). Since
(Gn(a0)/rn) converges in distribution to an exponential random variable with param-
eter 1/W (a0) and zn/rn → ζ, the sequence (Kn) converges in distribution to a Poisson
random variable with parameter ζ/W (a0). In particular, the sequence (Kn) is tight, and
combining (8), Lemma 5.2, Proposition 5.1 and the C-tightness of (La0n,1,n ≥ 1), one sees
that the sequence L(a0 + · ,τn ) is C-tight. We now prove the desired C-tightness of the
sequence L( · ,T L (ζn)) under P0n( · |T
L (ζn)<+∞).
For a ≥ 0 define L1,a0 (a) and L2,a0 (a) the local time accumulated at level a0+a in the
time interval [T (a0),T (a0,zn)] and [0,T (a0))∪ (T (a0,zn),τn ], respectively. Then L(a0+
a,τn)= L1,a0 (a)+L2,a0(a) which we write as
L1,a0 (a)= L(a0+a,τn )−L
2,a0 (a), a ≥ 0.
We have just proved that the sequence L(a0+· ,τn ) was C-tight, so if we can prove that
the sequence L2,a0 is also C-tight, Lemma 5.2 will imply the C-tightness of L1,a0 . But
by invariance in space, L1,a0 under P0n( · |T (a0,zn ) < +∞) is equal in distribution to
L( · ,T L (ζn)) under P0n( · |T
L (ζn) < +∞) so this will prove the desired result. Hence it
remains to prove the C-tightness of L2,a0 .
Let g (a0) be the left endpoint of the first excursion of X away from 0 that reaches a0,
and define the excursion Y as follows:
Y (t)=
{
X (t + g (a0)) if 0≤ t ≤ T (a0)− g (a0),
X
(
(t +T (a0,zn )+ g (a0)−T (a0))∧τn
)
if t ≥ T (a0)− g (a0).
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Then Y is distributed like X (·∧T (0)) under P∗n( · |T (a0)< T (0)) and
L3,a0 (a)
def.
= L2,a0 (a)+
1
rn
1{a=a0},
so that L3,a0 is the local time process above level a0 of the process Y . The term 1{a=a0}
is here to compensate the fact that L2,a0 (a) is the local time accumulated during the
time interval [0,T (a0))∪ (T (a0,zn ),τn) instead of [0,T (a0))∪ [T (a0,zn ),τn), so L2,a0 is
missing one visit of Y to a0. Thus L3,a0 is equal in distribution to the process L0(a0+ ·)
under P∗n( · |T (a0)< T (0)) and the sequence L
3,a0 is therefore C-tight by Proposition 5.1.
Neglecting the factor r−1n which vanishes in the limit, this implies that L
2,a0 is C-tight
and concludes the proof. 
The following proposition, combined with Corollary 4.3, proves Theorem 2.3.
Proposition 5.4. For any a0 > 0, the two sequences L0 under P∗n( · |T (a0) < T (0)) and
Pn( · |T (a0)< T (0)) are C-tight.
Proof. In the rest of the proof fix some a0 > 0. We first show the C-tightness of L0 under
P∗n( · |T (a0) < T (0)), from which the C-tightness under Pn( · |T (a0) < T (0)) is then de-
rived. Let zn = ⌈rn⌉ be the smallest integer larger than rn and ζn = zn/rn , so that ζn → 1.
Since T L(ζn ) = T (0,zn ), when T L(ζn) is finite X has at least zn excursions away from
0, and so we can define Kn the number of excursions among these zn first excursions
that visit a0. Let Ln = L( · ,T L (ζn)) and Qn = P0n( · |T
L (ζn) < +∞,Kn ≥ 1): using Propo-
sition 5.3 it is easy to show that Ln under Qn is C-tight. Indeed, decomposing the path
(X (t),0≤ t ≤ T (0,zn )) into its zn excursions away from 0, one gets
P0n
(
Kn = 0 |T
L (ζn )<+∞
)
=
{
P0n (T (0)< T (a0) |T (0)<+∞)
}zn .
By duality and (1),
P0n (T (0)< T (a0) |T (0)<+∞)=P
0
n (T (0)< T (−a0) |T (0)<+∞)=
1− 1
rnWn(a0)
1− 1
rnWn(∞)
which gives P0n
(
Kn = 0 |T L (ζn)<+∞
)
→ e−1/W (a0)e1/W (∞) < 1. It follows in particular
that C = 1/(infn P0n
(
Kn ≥ 1 |T L (ζn )<+∞
)
) is finite, and so for anym,ε,δ> 0,
Qn (̟m(Ln ,ε)≥ δ)=
P0n
(
̟m(Ln ,ε)≥ δ,Kn ≥ 1 |T L (ζn )<+∞
)
P0n
(
Kn ≥ 1 |T L (ζn )<+∞
)
≤CP0n
(
̟m(Ln ,ε)≥ δ |T
L (ζn)<+∞
)
.
Since Ln under P0n
(
· |T L (ζn)<+∞
)
is C-tight by Proposition 5.3, this implies that the
second condition in (7) holds. One can similarly control the supremum and prove that
the first condition in (7) also holds, which finally proves the C-tightness of Ln underQn .
We now prove the C-tightness of L0 under P∗n( · |T (a0) < T (0)). Let g (a0) < d(a0) be
the endpoints of the first excursion of X away from0which reaches level a0. In the event
{T L(ζn) < +∞,Kn ≥ 1}, define L1 as the local time process in the interval [0,g (a0))∪
(d(a0),T (0,zn )] and L2 the local time process in the interval [g (a0),d(a0)]. Then under
Qn , the three following properties hold:
(i) the process (L1(a)+ r−1n 1{a=0},a ≥ 0) is equal in distribution to L( · ,T
L (ζ′n)) un-
der P0n( · |T
L(ζ′n )<+∞), where ζ
′
n = (zn −1)/rn ;
(ii) L2 = Ln −L1;
(iii) L2 is equal in distribution to L0 under P∗n( · |T (a0)< T (0)).
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Proposition 5.3 and the first property entail that L1 under Qn is C-tight. Since Ln
under Qn has been proved to be C-tight, the second property together with Lemma 5.2
imply that L2 under Qn is C-tight. The last property finally proves the C-tightness of L0
under P∗n( · |T (a0)< T (0)).
We now prove that L0 under Pn( · |T (a0)< T (0)) is C-tight using the Radon-Nikodym
derivative. Let f (s) = P(Λ ≥ s): then P(Λ∗ ∈ ds)/ds = f (s) and P(Λ ∈ ds)/ds = − f ′(s)
so that Λ is absolutely continuous with respect to Λ∗ with Radon-Nikodym derivative
− f ′/ f . In particular, for any measurable function g , it holds that
E
(
g (Λ)
)
= E
(
−
f ′(Λ∗)
f (Λ∗)
g (Λ∗)
)
.
Consequently, since − f ′(s)/ f (s)=α/(1+ s), we get for anym,ε and δ> 0
Pn
(
̟m(L
0,ε)≥ δ |T (a)< T (0)
)
=αE
(
g (Λ∗)
1+Λ∗
)
≤αP∗n
(
̟m(L
0,ε)≥ δ |T (a)< T (0)
)
where g (x) = Pxn
(
̟m(L0,ε)≥ δ |T (a)< T (0)
)
. Since L0 under P∗n( · |T (a0) < T (0)) is C-
tight by the first part of the proof, we deduce that the second condition in (7) is satisfied.
The supremum can be handled similarly, and therefore the proof is complete. 
6. IMPLICATIONS FOR BRANCHING PROCESSES AND QUEUEING THEORY
6.1. Implications for branching processes. A Crump–Mode–Jagers (CMJ) process, or
general branching process, is a stochastic processwithnon-negative integer values count-
ing the size of a population where individuals give birth to independent copies of them-
selves; see for instance Haccou et al. [16] for a definition.
For n ≥ 1 and z ∈ N, let Zzn (resp. Z
z∗
n ) the the law of a binary, homogeneous CMJ
branching process with life length distribution Λn and offspring intensity κn started
with z individuals with i.i.d. life lengths with common distributionΛn (resp.Λ∗n). Let Z
z
n
(resp. Zz
∗
n ) be the law of X (sn t)/rn under Z
z
n (resp. Z
z∗
n ). It follows directly from results
in Lambert [29] that Z1n is the law of L
0 under Pn and that Zz∗n is the law of L( · ,T
L (z/rn))
under P0n( · | T
L(z/rn)<+∞). In the sequel, for ζ> 0 introduce Zζ∗ the law of L( · ,T L (ζ))
under P0( · |T L (ζ) < +∞) and Z∗ (resp. Z) the push-forward of N (resp. N ) by L0. In
other words, Z∗ and Z are defined by
Z∗(A)=N (L0 ∈ A) and Z(A)=N (L0 ∈ A)
for any Borel set A ⊂ E . The two theorems below are therefore plain reformulations of
Theorem 2.3 and 2.4.
Theorem 6.1. For any ε > 0, the two sequences Z1∗n ( · |T (0) > ε) and Z
1
n( · |T (0) > ε) con-
verge in the sense of finite-dimensional distributions to Z∗( · |T (0)> ε) and Z( · |T (0)> ε),
respectively. If in addition the tightness assumption holds, then both convergences hold
in the sense of weak convergence.
Theorem 6.2. Let ζ > 0 and (zn) be any integer sequence such that zn/rn → ζ. Then
the sequence Z
zn∗
n converges in the sense of finite-dimensional distributions to Z
ζ∗. If in
addition the tightness assumption holds, then the convergence holds in the sense of weak
convergence.
Since there is a rich literature on the scaling limits of branching processes, it is in-
teresting to put this result in perspective. CMJ branching processes are (possibly non-
Markovian) generalizations of Galton-Watson (GW) branching processes in continuous
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time. Scaling limits of GW processes have been exhaustively studied since the pioneer-
ingwork of Lamperti [31], seeGrimvall [15]. Accumulation points of sequences of renor-
malized GW processes are called CSBP, they consist of all the continuous-time, con-
tinuous state-space, time-homogeneous Markov processes which satisfy the branching
property. Via the Lamperti transformation, they are in one-to-one correspondence with
spectrally positive Lévy processes killed upon reaching 0, see Lamperti [30] or Caballero
et al. [8].
On the other hand, little is known about scaling limits of CMJ branching processes,
except for the Markovian setting where individuals live for an exponential duration and
give birth, upon death, to a random number of offspring. Intuitively, in this case the
tree representing the CMJ process should not differ significantly from the correspond-
ing genealogical GW tree because the life length distribution has a light tail. And indeed,
correctly renormalized, Markovian CMJ processes converge to CSBP, see Helland [17].
The same intuition explains results obtained by Sagitov [37, 38], who proves the conver-
gence of the finite-dimensional distributions of some non-Markovian CMJ processes
towards CSBP. It also provides an explanation for the results obtained by Lambert et
al. [29], where it is proved that binary, homogeneous CMJ branching processes whose
life length distribution has a finite variance converge to Feller diffusion, the only CSBP
with continuous sample paths.
In the infinite variance case studied in the present paper, and with which Theo-
rems 6.1 and 6.2 are concerned, some individuals will intuitively live for a very long
time, causing the tree representing the CMJ to differ significantly from the correspond-
ing genealogical GW tree, a difference that should persist in the limit. Our results are
consistent with this intuition, since the CMJ studied here converge to non-Markovian
processes (see remark following Theorem 2.4). To the best of our knowledge, this is the
first time that a sequence of branching processes converging to a non-Markovian limit
has been studied.
6.2. Implications for queueing theory. TheProcessor-Sharing queue is the single-server
queue in which the server splits its service capacity equally among all the users present.
For n ≥ 1 and z ∈ N, let Qzn (resp. Q
z∗
n ) be the law of the queue length process of the
Processor-Sharing queue with Poisson arrivals at rate κn , service distribution Λ and
startedwith z initial customers with i.i.d. initial service requirements with common dis-
tributionΛ (resp.Λ∗). LetQzn (resp.Q
z∗
n ) be the lawof X (nt)/n
1−1/α underQzn (resp.Q
z∗
n ).
Let E+ ⊂ E be the set of positive excursions with finite length. Let L : E+→ E+ be the
Lamperti transformation: by definition L (e) for e ∈ E+ is the only positive excursion
that satisfies L (e)(
∫t
0 e) = e(t) for every t ≥ 0. In the rest of this section, if µ is some
positive measure on E+, writeL (µ) for the push-forward of µ byL : for any Borel set A,
L (µ)(A)=µ(L ∈ A).
Recall that X 0 = X ( ·∧T (0)): we have the following result, see for instance Chapter 7.3
in Robert [36] and references therein.
Lemma 6.3. For any integer z ≥ 0 and any n ≥ 1, X 0 under Qzn (resp. Q
z∗
n ) is equal in
distribution to L (Zzn ) (resp.L (Z
z∗
n )).
In view of Theorems 6.1, 6.2 and Lemma 6.3, it is natural to expect excursions of
the queue length process to converge, upon suitable conditioning. The conditioning
{T (0) > ε} of Z1n as in Theorem 6.1 is however not convenient in combination with the
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map L . Instead, it will be more convenient to consider Z1n( · |T ◦L > ε), where from
now on we sometimes note T = T (0), so that T ◦L (e)= TL (e)(0) for e ∈ E+.
From the definition ofL , one can see that, for e ∈ E+, we haveL (e)(t)= 0 if and only
if t ≥
∫Te (0)
0 e, i.e., T ◦L (e) =
∫Te (0)
0 e =
∫
∞
0 e. In particular, when L
0 is well-defined we
have
(9) T ◦L ◦L0 =
∫
∞
0
L0 =
∫
∞
0
L(a,T )da = T.
Lemma 6.4. For any ε> 0, we have Z1n ( · |T ◦L > ε)⇒ Z ( · |T ◦L > ε).
Proof. Starting from Theorem 6.1 and using Lemma 4.7 in Lambert and Simatos [28],
one sees that it is enough to show that for any ε> 0,
(10) lim
n→+∞
κn snZ
1
n(T > ε)=Z(T > ε), limn→+∞
κn snZ
1
n(T ◦L > ε)=Z(T ◦L > ε)
and
(11) (X ,T ◦L ) under Z1n( · |T > ε) converges weakly to (X ,T ◦L ) under Z( · |T > ε).
Since Z1n(T > ε) = Pn(T (ε) < T (0)) and Z(T > ε) = N (T (ε) < T (0)), the first limit
in (10) is given by Lemma 3.3. Similarly, (9) entails Z1n (T ◦L > ε) = Pn(T > ε) and
Z(T ◦L > ε)=N (T > ε) and so the second limit in (10) follows from Lemma 3.5. Thus
to complete the proof it remains to prove (11).
Since T under Z1n( · |T > ε) is equal in distribution to supX
0 under Pn( · | supX 0 > ε)
one can show that it converges weakly to T under Z( · |T > ε). Using similar arguments
as in the proof of Lemma 3.2, one can strengthen this to get the joint convergence of
(X ,T ). Since T (L (e)) =
∫Te (0)
0 e and the map ( f , t) ∈ D × [0,∞) 7→
∫t
0 f is continuous,
the continuous mapping theorem implies that (X ,T ◦L ) under Z1n( · |T > ε) converges
weakly to (X ,T ◦L ) under Z( · |T > ε). 
Wenow state the twomain queueing results of the paper. The first one (Theorem 6.5)
is a direct consequence of Lemma 6.4 together with continuity properties of themapL ,
it gives results on excursions of the Processor-Sharing queue length process. The second
one (Theorem 6.6) leverages on results in Lambert and Simatos [28] to give two simple
conditions under which not only excursions but the full processes converge.
Theorem 6.5. Let ε,ζ> 0 and (zn) be any integer sequence such that zn/rn → ζ. Then the
two sequences of processes X 0 under Q
zn∗
n and Q
1
n( · |T > ε) converge weakly to L (Z
ζ∗)
and L (Z)( · | T > ε), respectively.
Proof. Lemma 6.3 shows that X 0 under Qzn∗n and Q
1
n( · |T > ε) is equal in distribution
to L (Zzn∗n ) and L (Z
1
n( · |T ◦L > ε)), respectively. Then, note that since we consider
the Processor-Sharing queue with Poisson arrivals at rate κn and service distributionΛ,
the tightness assumption holds. Thus Z1n( · |T ◦L > ε)⇒ Z( · |T ◦L > ε) by Lemma 6.4
and Zzn∗n ⇒ Z
ζ∗ by Theorem 6.2. Hence the result would be proved if we could show
that L was continuous along the two sequences Z1n( · |T ◦L > ε) and Z
zn∗
n (using that
L (Z( · | T ◦L > ε)) =L (Z)( · | T > ε)). Lemma 2.5 in Lambert et al. [29] shows that this
holds if the two sequences T under Zzn∗n and Z
1
n( · |T ◦L > ε) are tight; actually, one can
show as easily that they converge weakly.
Indeed, defining ζn = zn/rn , one sees that T under Z
zn∗
n is equal in distribution to
sup[0,T L (ζn )] X under P
0
n( · |T
L (ζn)<+∞). One can show using standard arguments that
this converges to sup[0,T L (ζ)] X under P
0( · |T L(ζ)<+∞), which is equal in distribution to
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T under Zζ∗ and thus shows the weak convergence of T under Zzn∗n . Similar arguments
for T under Z1n( · |T ◦L > ε) give the result, using also (9) in this case. 
Theorem 6.6. If one of the following two conditions is met:
• either the sequence Q0n is tight;
• or for any η> 0,
(12) lim
ε→0
limsup
n→+∞
[
snQ
1
n
(
supX 0 ≥ η,T ≤ ε
)]
= 0;
then for any ζ ≥ 0 and any integer sequence (zn) such that zn/rn → ζ, the sequence Q
zn∗
n
converges weakly to the unique regenerative process that starts at ζ and such that its ex-
cursion measure is L (Z), its zero set has zero Lebesgue measure and, when ζ> 0, its first
excursion is equal in distribution to L (Zζ∗).
Proof. We check that all the assumptions of Theorem 3 in Lambert and Simatos [28]
are satisfied. In order to help the reader, we provide a translation of the notation used
in [28]: the notation N , ϕ, cn , Nn , bn , and v∞ appearing in the statement of [28, The-
orem 3] correspond respectively to (with the notation of the present paper) L (Z), T ,
snκn , Q1n , nκn and sup.
That L (Z)(T = +∞) = Q1n(T = +∞) = 0 follows from the fact that X under P
0 does
not drift to +∞. Let ε> 0: the assumption (H1) in [28] corresponds to snκnQ1n(T > ε)→
L (Z)(T > ε). Since the workload process associated to X under Q1n and renormalized
in space by sn is equal in distribution to X under Pn , we have Q1n(T > ε) = Pn(T > ε).
Moreover, (9) gives L (Z)(T > ε)=N (T > ε) and so snκnQ1n(T > ε)→L (Z)(T > ε) is just
a restatement of Lemma 3.5. It can be shown similarly that the assumption (H2) in [28]
holds (i.e., for any ε,λ> 0 we have snκnQ1n(1−e
−λT ;T ≤ ε)→L (Z)(1−e−λT ;T ≤ ε)).
The convergence of X 0 under Q1n( · | T > ε) (which corresponds to eε(Xn) in [28]) has
been taken care of by Theorem 6.5. It is easily deduced that (X 0,T ) under Q1n( · | T > ε)
converges toward (X 0,T ) under L (Z)( · |T > ε) (which corresponds to (eε,ϕ◦eε)(Xn)⇒
(eε,ϕ◦eε)(X ) in [28]).
Finally, our assumption (12) corresponds exactly to the last condition (6) in [28],
which proves the result if (12) is assumed. If one assumes tightness of Q0n instead of (12),
one can check that the proof of Theorem3 in [28] goes through, since the assumption (6)
there is only used to show tightness of Q0n . The proof is therefore complete. 
A relation with the height process. Let Q be the regenerative process, started at 0,
whose zero set has zero Lebesguemeasure andwith excursionmeasureL (Z). Duquesne
and Le Gall [12] have introduced a process H , which they call the height process, that
codes the genealogy of a CSBP. It is interesting to note that for every t ≥ 0,Q(t) and H(t)
are equal in distribution, as can be seen by combining results from Kella et al. [21] and
Limic [32]. Indeed, the first result shows that the one-dimensional distributions of a
Processor-Sharing queue and a Last-In-First-Out (LIFO) queue started empty are equal.
As for the second result, it shows that in the finite variance case a LIFO queue suitably
renormalized converges to H (which is then just a reflected Brownianmotion), and the
author argues in the remark preceding Theorem 5 that this result can be extended to the
α-stable setting which we have also studied here.
It would be interesting to study whether Q and H share more similarities. In general
however, these processes may be dramatically different. For instance, it follows from
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Lemma 2.2 and Duquesne and Le Gall [12] that ifΨ is such that∫
∞ dλ
Ψ(λ)
√
logλ
<+∞ while
∫
∞ dλ
Ψ(λ)
=+∞
then H is very wild (not even càdlàg) whileQ is continuous.
APPENDIX A. PROOF OF PROPOSITION 5.1
In the rest of this section, we fix some a0 > 0 and we assume that the tightness as-
sumption stated in Section 2 holds: in particular, Λn = Λ with P(Λ ≥ s) = (1+ s)−α for
some 1 < α < 2, n = sαn and rn = s
α−1
n . The goal of this section is to prove that the se-
quence L0(a0+ ·) under P∗n( · |T (a0)< T (0)) is tight.
Note that this will prove Proposition 5.1: indeed, by Proposition 4.1, L0(a0+ ·) un-
der P∗n( · |T (a0) < T (0)) converges in the sense of finite-dimensional distributions to
L0(a0+ ·) under N ( · |T (a0)< T (0)). Moreover, the jumps of L0( · +a0) are of determin-
istic size 1/rn . Since 1/rn → 0, any limiting point must be continuous, see for instance
Billinglsey [4]. Note that this reasoning could therefore be proved to show that L under
P0 is continuous (in the space variable), a result that is difficult to prove in general (see
for instance Barlow [1]).
Under the tightness assumption, the scale function wn enjoys the following useful
properties. The convexity and smoothness properties constitute one of the main rea-
sons for making the tightness assumption.
Lemma A.1. For each n ≥ 1, wn is twice continuously differentiable and concave, its
derivative w ′n is convex, wn(0)= 1 and w
′
n(0)=κn . Moreover,
sup
{
wn(t)
(1+ t)α
:n ≥ 1, t > 0
}
<+∞
and finally, there exist n0 ≥ 1 and t0 > 0 such that wn(t0)≥ 2 for all n ≥n0.
Proof. The smoothness of wn follows from Theorem 3 in Chan et al. [9] since f (s) =
P(Λ≥ s) is continuously differentiable with | f ′(0)| < +∞. The convexity properties fol-
low from Theorem 2.1 in Kyprianou et al. [26] since f is log-convex and ψ′n (0)≥ 0. The
formulas for wn(0) and w ′n(0) are well-known, see for instance Kuznetsov et al. [25]. We
now prove the two last assertions.
First of all, note that
sup
{
wn(t)
(1+ t)α
:n ≥ 1, t > 0
}
≤max
(
sup{wn(1) :n ≥ 1} ,sup
{
wn(t)
tα−1
:n ≥ 1, t ≥ 1
})
.
Let ψ be the Lévy exponent given by ψ(λ) = λ− (α−1)E(1− e−λΛ) with correspond-
ing scale function w . Since κn → α−1, P0n converges in distribution to the law of the
Lévy process with Lévy exponent ψ, and so it can be shown similarly as in the proof
of Lemma 3.4 that wn(1) → w(1). The first term sup{wn(1) :n ≥ 1} appearing in the
above maximum is therefore finite. As for the second term, since for any n ≥ 1 we have
κnE(Λ) = κn/(α−1) ≤ 1 by assumption, we get ψ ≤ψn and by monotonicity it follows
that wn ≤ w . Moreover, it is known that there exists a finite constant C > 0 such that
w(t)≤C/(tψ(1/t)) for all t > 0, see Proposition III.1 or the proof of Proposition VII.10 in
Bertoin [2]. In particular,
sup
{
wn(t)
tα−1
:n ≥ 1, t ≥ 1
}
≤ sup
{
w(t)
tα−1
: t ≥ 1
}
≤C sup
{
tα
ψ(t)
: 0< t ≤ 1
}
.
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Since P(Λ≥ s)= (1+ s)−α one can check that there exists some constant β> 0 such that
ψ(t) ∼ βtα as t → 0, which shows that the last upper bound is finite and proves the
desired result.
To prove the last assertion of the lemma, consider n0 large enough such that κ =
infn≥n0 κn > 1/2 (remember that κ→ 1/(α−1)> 1). Letψ be the Lévy exponent given by
ψ(λ) = λ−κE(1− e−λΛ) and corresponding scale function w . By monotonicity, we get
wn ≥ w for any n ≥ n0, and one easily checks that w(∞) = 1/(1−κ/(α−1)). Since by
choice of κ this last limit is strictly larger than 2, there exists t0 > 0 such that w(t0) ≥ 2.
This proves the result. 
Since we are interested in limit theorems, we will assume in the sequel without loss
of generality that there exists t0 > 0 such that wn(t0)≥ 2 for all n ≥ 1, and we henceforth
fix such a t0. We first give a short proof of Proposition 5.1 based on the two following
technical results, see Theorem 13.5 in Billingsley [4].
Proposition A.2 (Case (b−a)∨(c−b)≤ t0/sn ). For any A > a0, there exist finite constants
C ,γ≥ 0 such that for all n ≥ 1, λ> 0 and a0 ≤ a < b < c ≤ A with (b−a)∨ (c−b)≤ t0/sn ,
P∗n
(∣∣L0(b)−L0(a)∣∣∧ ∣∣L0(c)−L0(b)∣∣≥λ |T (a)< T (0))≤C (c−a)3/2
λγ
.
Proposition A.3 (Case b−a ≥ t0/sn). For any A > a0, there exist finite constants C ,γ≥ 0
such that for all n ≥ 1, λ> 0 and a0 ≤ a < b ≤ A with b−a ≥ t0/sn ,
P∗n
(∣∣L0(b)−L0(a)∣∣≥λ |T (a)< T (0))≤C (b−a)3/2
λγ
.
Moreover, the constant γ can be taken equal to the constant γ of Proposition A.2.
At this point, it must be said that the case (b−a)∨(c−b)≤ t0/sn is much harder than
the case b−a ≥ t0/sn . The reason is that in the former case, the bound (c−a)3/2 cannot
be achieved without taking the minimum between |L0(b)− L0(a)| and |L0(c)− L0(b)|.
Considering only one of these two terms gives a bound which can be shown to decay
only linearly in c− a, which is not sufficient to establish tightness. This technical prob-
lem reflects that, in the well-studied context of random walks, tightness in the non-
lattice case is harder than in the lattice one, where typically small oscillations, i.e., pre-
cisely when (b−a)∨ (c−b)≤ t0/sn , are significantly easier to control.
Proof of Proposition 5.1 based on Propositions A.2 and A.3. According to Theorem 13.5
in Billingsley [4], it is enough to show that for each A > a0, there exist finite constants
C ,γ≥ 0 and β> 1 such that for all n ≥ 1, λ> 0 and a0 ≤ a < b < c ≤ A,
(13) P∗n
(∣∣L0(b)−L0(a)∣∣∧ ∣∣L0(c)−L0(b)∣∣≥λ |T (a0)< T (0))≤C (c−a)β
λγ
.
Fix n ≥ 1, λ > 0 and a0 ≤ a < b < c and let E = {|L0(b)−L0(a)| ∧ |L0(c)−L0(b)| ≥ λ}.
Since X under P∗n is spectrally positive, we have E ⊂ {L(a)> 0} and so
P∗n(E ,T (a0)< T (0))= P
∗
n(E )=P
∗
n(E ,T (a)< T (0)).
Thus Bayes formula entails
P∗n (E |T (a0)< T (0))=
P∗n (T (a)< T (0))
P∗n (T (a0)< T (0))
P∗n (E |T (a)< T (0))
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and since P∗n (T (a)< T (0))≤P
∗
n (T (a0)< T (0)), we get
P∗n
(∣∣L0(b)−L0(a)∣∣∧ ∣∣L0(c)−L0(b)∣∣≥λ |T (a0)< T (0))
≤P∗n
(∣∣L0(b)−L0(a)∣∣∧ ∣∣L0(c)−L0(b)∣∣≥λ |T (a)< T (0)) .
Thus (13) follows from the previous inequality together with either Proposition A.2
when (b−a)∨(c−b)≤ t0/sn , or Proposition A.3 when b−a ≥ t0/sn . In the last remaining
case where c−b ≥ t0/sn , we derive similarly the following upper bound:
P∗n
(∣∣L0(b)−L0(a)∣∣∧ ∣∣L0(c)−L0(b)∣∣≥λ |T (a0)< T (0))
≤P∗n
(∣∣L0(c)−L0(b)∣∣≥λ |T (a0)< T (0))
≤P∗n
(∣∣L0(c)−L0(b)∣∣≥λ |T (b)< T (0)) .
Proposition A.3 then concludes the proof. 
The rest of this section is devoted to the proof of Propositions A.2 and A.3. Our
analysis relies on an explicit expression of the law of (L0(b)− L0(a),L0(c)− L0(b)) un-
der Px0n ( · |T (a)< T (0)). For 0< a < b < c and x0 > 0 we define
p
x0
n (a)=P
x0
n (T (a)< T (0)) , p
x0
n,ξ(a,b)=P
x0
n (T (b)< T (a) |T (a)< T (0))
as well as
p
x0
n,θ(a,b,c)=P
x0
n (T (c)< T (b) |T (b)< T (a)< T (0)) .
Remember thatGn(a) denotes a geometric random variable with parameter pan(a), and
from now on we adopt the convention
∑
−1
1 =
∑0
1 = 0.
Lemma A.4. For any 0< a < b < c and x0 > 0, the random variable(
rnL
0(b)− rnL
0(a),rnL
0(c)− rnL
0(b)
)
under P
x0
n ( · |T (a)< T (0)) is equal in distribution to
(14)
ξx0n +Gn (a)∑
k=1
ξan,k , θ
x0
n 1{ξ
x0
n ≥0}
+
Nn,a∑
k=1
θan,k +
N
x0
n,b∑
k=1
θbn,k

where
Nn,a =
Gn (a)∑
k=1
1{ξa
n,k≥0}
and N
x0
n,b = (ξ
x0
n )
+
+
Gn (a)∑
k=1
(ξan,k )
+.
All the random variables ξ
x0
n , ξ
a
n,k , θ
x0
n , θ
a
n,k , θ
b
n,k and Gn(a) are independent. For any
u > 0 and k ≥ 1, θu
n,k is equal in distribution to ξ
u
n and θ
u
n,k to θ
u
n , where the laws of ξ
u
n
and θun are described as follows: for any function f ,
(15) E
[
f (ξun)
]
= (1−pun,ξ(a,b)) f (−1)+p
u
n,ξ(a,b)E
[
f (Gn(b−a))
]
and
(16) E
[
f (θun )
]
= (1−pun,θ(a,b,c)) f (−1)+p
u
n,θ(a,b,c)E
[
f (Gn(c−b))
]
.
Proof. In the rest of the proof we work under Px0n ( · |T (a)< T (0)). By definition, rnL
0(a)
and rnL0(b) is the number of visits of X to a and b in [0,T (0)], respectively. Thus if β is
the number of visits of X to b in [0,T (a)] and βa
k
the number of visits of X to b between
the kth and (k+1)st visit to a, we have
rnL
0(b)− rnL
0(a)= (β−1)+
rnL
0(a)−1∑
k=1
(βak −1).
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Decomposing thepath of X between successive visits to a andusing the strongMarkov
property, one easily checks that all the random variables of the right hand side are inde-
pendent and that rnL0(a), βak and β are respectively equal in distribution to 1+Gn (a),
ξan + 1 and ξ
x0
n + 1. This shows that the random variable rnL
0(b)− rnL0(a) is equal in
distribution to ξx0n +
∑Gn (a)
k=1 ξ
a
n,k .
To describe the law of (rnL0(b)− rnL0(a),rnL0(c)− rnL0(b)) one also needs to count
the number of visits of X to c: if X visits b before a, it X may visit c before the first visit
to b; it may also visit c each time it goes from a to b; finally it may also visit c between
two successive visits to b. These three different ways of visiting c are respectively taken
into account by the terms θx0n , θ
a
n,k and θ
b
n,k . 
Theprevious result readily gives the lawof (rn L0(b)−rnL0(a),rnL0(c)−rnL0(b)) under
P∗n( · |T (a)< T (0)): this law can be written as
(17)
ξ˜an +Gn (a)∑
k=1
ξan,k , θ˜
a
n1{ξ˜an≥0}
+
Nn,a∑
k=1
θan,k +
N˜a
n,b∑
k=1
θbn,k

where N˜a
n,b = (ξ˜
a
n)
++
∑Gn (a)
k=1 (ξ
a
n,k )
+ and the random variables ξa
n,k , θ
a
n,k , θ
b
n,k , Gn(a) and
Nn,a are as described in Lemma A.4. Moreover, these random variables are also inde-
pendent from the pair (ξ˜an , θ˜
a
n ) whose distribution is given by
(18) E
[
f (ξ˜an , θ˜
a
n )
]
=
∫
E
[
f (ξx0n ,θ
x0
n )
]
P(χan ∈ dx0)
where from now on χan denotes a random variable equal in distribution to X (0) under
P∗n( · |T (a) < T (0)). For convenience we will sometimes consider that χ
a
n lives on the
same probability space and is independent from all the other random variables. This
will for instance allow us to say that the random vector (17) conditional on {χan = x0} is
equal in distribution to the random vector (14).
In order to exploit (17) and prove Propositions A.2 and A.3, we will use a method
based on controlling the moments, following similar lines as Borodin [5, 6]. As Proposi-
tions A.2 and A.3 suggest, we need to distinguish the two cases (b− a)∨ (c −b) ≤ t0/sn
and b−a ≥ t0/sn (remember that t0 is a fixed number such thatwn(t0)≥ 2 for eachn ≥ 1,
see the discussion after Lemma A.1).
In the sequel, we need to derive numerous upper bounds. The letter C then denotes
constants which may change from line to line (and even within one line) but never de-
pend on n, a, b, c, x0 or λ. They may however depend on other variables, such as typi-
cally a0, A or t0.
Before starting, let us gather a few relations and properties that will be used repeat-
edly (and sometimes without comments) in the sequel. First, it stems from (1) that
P
x0
n (T (a)< T (0))=
Wn(a)−Wn (a− x0)
Wn(a)
=
∫x0
0 W
′
n(a−u)du
Wn(a)
, 0< x0 ≤ a.
Moreover, (1) κn ≤ 1; (2)W ′n (0) = κn sn/rn = κn s
2−α
n ,Wn ≥ 0 is increasing,W
′
n ≥ 0 is
decreasing and −W ′′n ≥ 0 is decreasing (as a consequence of Lemma A.1 together with
the identityWn (a)= wn(asn)/rn); (3) for every a > 0, the sequences (Wn(a),n ≥ 1) and
(W ′n(a),n ≥ 1) are bounded away from 0 and infinity (by Lemma 3.4).
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A.1. Case (b−a)∨(c−b)≤ t0/sn . The goal of this subsection is to prove Proposition A.2
through a series of lemmas.
Lemma A.5. For any A > a0, there exists a finite constant C such that for any n ≥ 1, any
a0 ≤ a ≤ A and any 0≤ x0 ≤ y ≤ a,
(19) jn,a (x0, y)≤

Cx0(a− y)s2−αn if x0 ≥ a/4,
Cx0(a− y) if x0 ≤ a/4 and a/2≤ y,
Cx0W
′
n (y − x0) if x0 ≤ a/4 and y ≤ a/2,
where jn,a (x0, y)=Wn(a− x0)Wn(y)−Wn(y − x0)Wn(a).
Proof. The derivation of these three bounds is based on the following identity:
jn,a (x0, y)=
∫a−y
0
W ′n (u+ y)du
∫x0
0
W ′n(u+ y − x0)du
+Wn (y)
∫x0
0
∫a−y
0
(−W ′′n )(u+ v + y − x0)dudv.
The termWn (y) appearing in the second termof the right-hand side is upper bounded
by the finite constant supn≥1Wn (A), and so does not play a role as far as (19) is con-
cerned. Assume that x0 ≥ a/4: then y ≥ a0/4 and so∫a−y
0
W ′n (u+ y)du
∫x0
0
W ′n (u+ y − x0)du ≤ (a− y)W
′
n(a0/4)x0W
′
n(0)≤C (a− y)x0s
2−α
n .
On the other hand,∫x0
0
∫a−y
0
(−W ′′n )(u+ v + y − x0)dudv ≤ (a− y)
∫x0
0
(−W ′′n )≤ (a− y)W
′
n(0).
This gives the desired upper bound of the form Cx0s2−αn , sinceW
′
n(0)≤ s
2−α
n and 1≤
Cx0 when x0 ≥ a/4 (writing 1 = x0/x0 ≤ 4x0/a0). This proves (19) in the case x0 ≥ a/4.
Assume now that x0 ≤ a/4≤ a/2≤ y , so that y ≥ a0/2 and y − x0 ≥ a0/4. Then∫a−y
0
W ′n(u+ y)du
∫x0
0
W ′n(u+ y − x0)du ≤ (a− y)W
′
n(a0/2)x0W
′
n (a0/4)≤Cx0(a− y)
and ∫x0
0
∫a−y
0
(−W ′′n )(u+ v + y − x0)dudv ≤
∫x0
0
∫a−y
0
(−W ′′n )(u+ v +a0/4)dudv.
Since −W ′′n is decreasing, so is the function ϕ(u)=
∫a−y
0 (−W
′′
n )(u+ v + a0/4)dv . Dif-
ferentiating, this immediately shows that the function z 7→ z−1
∫z
0 ϕ is decreasing and
since x0 ≥ a0, this gives∫x0
0
∫a−y
0
(−W ′′n )(u+ v +a0/4)dudv ≤ x0a
−1
0
∫a−y
0
∫a0
0
(−W ′′n )(u+ v +a0/4)dudv.
Further, exploiting that −W ′′n is decreasing, we obtain∫x0
0
∫a−y
0
(−W ′′n )(u+ v +a0/4)dudv ≤ x0a
−1
0 (a− y)
∫a0
0
(−W ′′n )(u+a0/4)du
≤Cx0(a− y).
This proves (19) in the case x0 ≤ a/4 ≤ a/2 ≤ y . Assume now that x0 ≤ a/4 and that
y ≤ a/2: then ∫a−y
0
W ′n (u+ y)du
∫x0
0
W ′n (u+ y − x0)du ≤Cx0W
′
n (y − x0)
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and∫x0
0
∫a−y
0
(−W ′′n )(u+ v + y − x0)dudv ≤ x0
∫a−y
0
(−W ′′n )(u+ y − x0)du ≤ x0W
′
n(y − x0).
This concludes the proof of (19), 
Lemma A.6. For any A > a0, there exists a finite constant C such that for any n ≥ 1, any
a0 ≤ a < b ≤ A and any x0 ≤ a,
(20) 1−px0
n,ξ(a,b)≤C (b−a)sn
and for any n ≥ 1, any a0 ≤ a < b < c ≤ A with b−a ≤ t0/sn and any x0 ≤ b,
(21) 1−px0
n,θ(a,b,c)≤C (c−b)sn .
Proof. Let us first prove (20), so assume until further notice x0 ≤ a. Let in the rest of the
proof τa = inf{t ≥ 0 : X (t) ∉ (0,a)}: then the inclusion
{T (a)< T (b),T (a)< T (0)}⊂ {a ≤ X (τa )< b}
holds Px0n -almost surely and leads to
1−px0
n,ξ(a,b)=
P
x0
n (T (a)< T (b),T (a)< T (0))
P
x0
n (T (a)< T (0))
≤ P
x0
n (a ≤ X (τa )< b)
Wn (a)∫x0
0 W
′
n (a−u)du
≤Cx−10 P
x0
n (a ≤ X (τa )< b) .
Thus (20) will be proved if we can show that Px0n (a ≤ X (τa)< b) ≤ Cx0(b− a)sn . Let
hn (z)=ακn sα+1n (1+zsn )
−α−1 be the density of themeasureΠn with respect to Lebesgue
measure; note that it is decreasing and that the sequence (hn (z)) is bounded for any
z > 0. Corollary 2 in Bertoin [3] gives
(22) Px0n
(
X (τa−) ∈ dy,∆X (τa ) ∈ dz
)
=un,a (x0, y)hn (z)dzdy, y ≤ a ≤ y + z,
where ∆X (t)= X (t)−X (t−) for any t ≥ 0 and
un,a (x0, y)=
Wn(a− x0)Wn(y)
Wn (a)
−Wn (y − x0)1{y≥x0},
so it follows that
P
x0
n (a ≤ X (τa )< b)=
∫
1{y<a,a−y≤z<b−y}un,a (x0, y)hn (z)dzdy
≤ (b−a)
∫a
0
un,a (x0, y)hn (a− y)dy.
Hence (20) will be proved if we can show that
∫a
0 un,a (x0, y)hn (a− y)dy ≤Cx0sn . We
have by definition of un,a∫a
0
un,a (x0, y)hn (a− y)dy =
Wn(a− x0)
Wn (a)
∫x0
0
Wn(y)hn (a− y)dy
+
∫a
x0
(
Wn(a− x0)Wn (y)
Wn (a)
−Wn (y − x0)
)
hn (a− y)dy
which readily implies
(23)
∫a
0
un,a (x0, y)hn (a− y)dy ≤CWn (a− x0)
∫x0
0
hn (a− y)dy
+C
∫a
x0
jn,a (x0, y)hn (a− y)dy
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with jn,a (x0, y)=Wn(a−x0)Wn (y)−Wn(y−x0)Wn(a) as in Lemma A.5. Wewill show that
each term of the above right hand side is upper bounded by a term of the form Cx0sn .
Let us focus on the first term, so we want to show that
Wn (a− x0)
∫x0
0
hn (a− y)dy ≤Cx0sn .
Assume first that x0 ≤ a/2, then a− y ≥ a− x0 ≥ a/2≥ a0/2 for any y ≤ x0 which gives
Wn (a− x0)
∫x0
0
hn (a− y)dy ≤Wn(A)x0hn (a0/2)≤Cx0 ≤Cx0sn .
Assume now x0 ≥ a/2: since hn is the density of Πn , we have
Wn(a− x0)
∫x0
0
hn (a− y)dy ≤Wn (a− x0)Πn((a− x0,∞))=κn sn
wn((a− x0)sn)
(1+ (a− x0)sn)α
.
Since 1≤Cx0 (because x0 ≥ a0/2), the desired upper boundof the formCx0 sn follows
from Lemma A.1. We now control the second term of the right hand side in (23), i.e., we
have to show that ∫a
x0
jn,a (x0, y)hn (a− y)dy ≤Cx0sn .
In the case x0 ≥ a/4, the first bound in (19) gives∫a
x0
jn,a (x0, y)hn (a− y)dy ≤Cx0s
2−α
n
∫a
x0
(a− y)sα+1n
(1+ (a− y)sn)α+1
dy
=Cx0sn
∫(a−x0)sn
0
y
(1+ y)α+1
dy ≤Cx0sn .
Assume from now on that x0 ≤ a/4 and decompose the interval [x0,a] into the union
[x0,a/2]∪ [a/2,a]. For [a/2,a], (19) gives∫a
a/2
jn,a (x0, y)hn (a− y)dy ≤Cx0
∫a
a/2
(a− y)sα+1n
(1+ (a− y)sn)α+1
dy ≤Cx0s
α−1
n ≤Cx0sn
since α−1< 1. For [x0,a/2], (19) gives, using a− y ≥ a0/2 when y ≤ a/2,∫a/2
x0
jn,a (x0, y)hn (a− y)dy ≤Cx0hn (a0/2)
∫a
x0
W ′n (y − x0)dy ≤Cx0 ≤Cx0sn .
This finally concludes the proof of (20), which we use to derive (21). Assume from
now on that x0 ≤ b, we have by definition
1−px0
n,θ(a,b,c)=
P
x0
n (T (b)< T (c),T (b)< T (a)< T (0))
P
x0
n (T (b)< T (a)< T (0))
≤
P
x0
n (T (b)< T (c),T (b)< T (0))
P
x0
n (T (b)< T (a)< T (0))
=
P
x0
n (T (b)< T (0))
P
x0
n (T (b)< T (a)< T (0))
(
1−px0
n,ξ(b,c)
)
.
Since Pzn(T (b)< T (0))=
∫z
0 ϕwhereϕ(u)=W
′
n (b−u)/Wn(b) is increasing, it is readily
shown by differentiating that z ∈ [0,b] 7→ z−1Pzn(T (b)< T (0)) is also increasing. Thus for
x0 ≤ b we obtain
P
x0
n (T (b)< T (0))≤ x0b
−1Pbn (T (b)< T (0))≤Cx0.
In combinationwith (20) and the fact that Px0n (X (τa )≥ b)≤P
x0
n (T (b)< T (a)< T (0)), this
entails
1−px0
n,θ(a,b,c)≤C (c−b)sn
x0
P
x0
n (X (τa )≥ b)
.
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Hence (21) will be proved if we show that x0 ≤CP
x0
n (X (τa)≥ b). If follows from (22) that
P
x0
n (X (τa)≥ b)=
∫a
0
un,a (x0, y)κn s
α
nP(Λ≥ (b− y)sn)dy
and because P(Λ≥u)= (1+s)−α, it can be checked that P(Λ≥u+v)≥P(Λ≥u)P(Λ≥ v)
for any u,v > 0, so that
P
x0
n (X (τa)≥ b)≥P(Λ≥ (b−a)sn)
∫a
0
un,a (x0, y)κn s
α
nP(Λ≥ (a− y)sn)dy.
In view of (22), this last integral is equal to Px0n (X (τa ) ≥ a) = P
x0
n (T (a) < T (0)) so fi-
nally, using (b−a)sn ≤ t0 we get
x0
P
x0
n (X (τa )≥ b)
≤
x0Wn (a)
P(Λ≥ t0)(Wn(a)−Wn(a− x0))
≤C
which proves (21). 
Lemma A.7. There exists a finite constant C such that for all a0 ≤ a < b and all n ≥ 1,∣∣E(ξan)∣∣≤C (b−a)sn/(rnWn(a)).
Proof. Starting from a, X (under Pan) makes 1+Gn(a) visits to a. Decomposing the path
(X (t),0≤ t ≤ T (0)) between successive visits to a, one gets
Pan (T (b)> T (0))= E
[{
Pan(T (a)< T (b) |T (a)< T (0))
}Gn (a)]
= E
[
(1−pan,ξ(a,b))
Gn(a)
]
.
By definition, the left hand side is equal to 1−pan (b), so integrating onGn(a) gives
E
[
(1−pan,ξ(a,b))
Gn(a)
]
=
1−pan(a)
1− (1−pa
n,ξ(a,b))p
a
n(a)
= 1−pan (b)
which gives
(24) 1−pan,ξ(a,b)=
Wn(b−a)Wn(a)−Wn(b)Wn(0)
Wn (b−a)(Wn(a)−Wn(0))
.
Let pn = pb−an (b−a) and pn,ξ = p
a
n,ξ(a,b): we have
E
(
ξan
)
= pn,ξ−1+pn,ξE(Gn(b−a))= pn,ξ−1+pn,ξ
pn
1−pn
=
pn,ξ
1−pn
−1.
Plugging in (1) and (24) gives after some computation
E
(
ξan
)
=
Wn (b)−Wn(a)− (Wn(b−a)−Wn(0))
Wn(a)−Wn (0)
=
∫a
0
∫b−a
0 W
′′
n (u+ v)dudv∫a
0 W
′
n
.
SinceW ′n ≥ 0 andW
′′
n ≤ 0, this gives
(25)
∣∣E(ξan)∣∣=
∫a
0
∫b−a
0 (−W
′′
n )(u+ v)dudv∫a
0 W
′
n
and sinceW ′n is convex, we get∣∣E(ξan)∣∣≤ (b−a)
∫a
0 (−W
′′
n )∫a
0 W
′
n
=
(b−a)W ′n(0)
Wn(a)
Wn (a)(W ′n(0)−W
′
n(a))
W ′n (0)(Wn(a)−Wn (0))
.
SinceW ′n(0)≤ sn/rn and
Wn(a)(W ′n(0)−W
′
n (a))
W ′n(0)(Wn (a)−Wn(0))
≤
Wn (a0)
Wn (a0)−Wn (0)
≤C ,
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the proof is complete. 
To control the higher moments of ξan and also the moments of the θ’s we introduce
the following constants:
(26) Ci = sup
{
E
(
(Gn(δ))i
)
δsn
: n ≥ 1,0≤ δ≤ t0/sn
}
, i ≥ 1.
Lemma A.8. For any integer i ≥ 1, the constant Ci is finite.
Proof. Using the concavity of wn , one gets wn(δsn)≤wn(0)+δsnw ′n(0)≤ 1+δsn since
wn(0)= 1 and w ′n(0)=κn ≤ 1 by Lemma A.1. Hence
pδn(δ)=
wn(δsn)−wn(0)
wn(δsn)
≤
δsn
1+δsn
≤min
(
δsn ,
t0
1+ t0
)
where the last inequality holds for δsn ≤ t0. In particular, for any i ≥ 1 we have
E
(
(Gn(δ))i
)
δsn
=
E
(
(Gn(δ))i
)
pδn(δ)
pδn(δ)
δsn
≤ sup
0≤p≤ε
(
p−1E
(
G ip
))
where ε = t0/(1+ t0)< 1 and Gp is a geometric random variable with parameter p. It is
well-known that
E(G ip )=
pPi−1(p)
(1−p)i
where Pi is the polynomial Pi (p) =
∑i
k=0Tk ,ip
i with Tk ,i ≥ 1 the Eulerian numbers.
Since Pi satisfies Pi (0)= 1, one easily sees that for any ε< 1,
sup
0≤p≤ε
(
p−1E
(
G ip
))
<+∞
which achieves the proof. 
Lemma A.9. For any A > a0 and i ≥ 1, there exists a finite constant C such that for all
n ≥ 1 and all a0 ≤ a < b < c ≤ A with (b−a)∨ (c−b)≤ t0/sn
(27) max
(
E
(
|ξan |
i
)
, E
(
|θan |
i
)
,E
(
|θbn |
i
))
≤C (c−a)sn .
Proof. The results for ξan and θ
a
n are direct consequences of (20) and (21) and the finite-
ness ofCi : indeed, using these two results we have for instance for ξan
E
(
|ξan |
i
)
= 1−pan,ξ(a,b)+p
a
n,ξ(a,b)E
(
(Gn(b−a))
i
)
≤C (b−a)sn+Ci (b−a)sn
and similarly for θan . The result for θ
b
n is also straightforward because
pbn,θ(a,b,c)=P
b
n (T (c)< T (b) |T (b)< T (a)< T (0))
=Pbn (T (c)< T (b) |T (b)< T (a))= p
b−a
n,ξ (c−a,b−a).
and so the result follows similarly as for ξan . 
Recall the random variables ξ˜an and θ˜
a
n defined in (18).
Lemma A.10. For any A > a0, there exists a finite constant C such that for all n ≥ 1 and
all a0 ≤ a < b < c ≤ A with (b−a)∨ (c−b)≤ t0/sn ,
(28) E
(∣∣ξ˜an ∣∣i )≤C (b−a)sn and E(∣∣θ˜an ∣∣i )≤C (c−a)sn .
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Proof. Combining the two definitions (15) and (18), we obtain
E
(∣∣ξ˜an∣∣i )=∫∞
0
(
1−px0
n,ξ(a,b)+p
x0
n,ξ(a,b)E
(
(Gn(b−a))
i
))
P(χan ∈ dx0)
≤C (b−a)sn +P(a ≤χ
a
n ≤ b)+Ci (b−a)sn
using (20) to obtain the inequality. We obtain similarly for θ˜an , using (21) instead of (20),
E
(∣∣θ˜an ∣∣i )≤C (c−b)sn +P(b ≤χan ≤ c)+Ci (c−b)sn .
Thus the result will be proved if we can show that P(a ≤ χan ≤ c) ≤ C (c − a)sn ; re-
member that χan is by definition equal in distribution to X (0) under P
∗
n( · |T (a) < T (0)).
Because X is spectrally positive and a ≤ A, it holds that
P∗n (a < X (0)≤ c |T (a)< T (0))=
P∗n (a < X (0)≤ c)
P∗n (T (a)< T (0))
≤
P∗n (a < X (0)≤ c)
P∗n (T (A)< T (0))
.
Since P∗n (T (A)< T (0))=P
0
n (T (A)< T (0)) by Lemma 2.1, Lemma 3.6 implies that
inf
n≥1
(
rnP
∗
n (T (A)< T (0))
)
> 0
which leads to P∗n (a < X (0)≤ c |T (a)< T (0))≤CrnP
∗
n (a < X (0)≤ c). We have by defini-
tion
rnP
∗
n (a < X (0)≤ c)= (α−1)rn
∫csn
asn
du
(1+u)α
≤C (c−a)≤C (c−a)sn
which achieves the proof. 
To control the sum of i.i.d. random variables, we will repeatedly use the following
simple combinatorial lemma. In the sequel for I ∈ N and β ∈ NI note |β| =
∑
βi and
‖β‖=
∑
iβi .
Lemma A.11. Let (Yk ) be i.i.d. random variables with common distribution Y . Then for
any even integer I ≥ 0 and any K ≥ 0,
E
[(
K∑
k=1
Yi
)I]
≤ I I
∑
β∈NI :‖β‖=I
K |β|
I∏
i=1
∣∣∣E(Y i )∣∣∣βi .
Proof. We have E
[
(Y1+·· ·+YK )I
]
=
∑
1≤k1,...,kI≤K E(Yk1 · · ·YkI ). Since the (Yk )’s are i.i.d.,
we have E
(
Yk1 · · ·YkI
)
=m
β1
1 · · ·m
βI
I
withmi = E(Y i ) and βi the number of i -tuples of k,
i.e., β1 is the number of singletons, β2 the number of pairs, etc . . . Since I is even, this
leads to
E
[
(Y1+·· ·+YK )
I
]
≤
∑
0≤β1,...,βI≤K :‖β‖=I
AI ,K (β) |m1|
β1 · · · |mI |
βI
with AI ,K (β) the number of I-tuples k ∈ {1, . . . ,K }I with exactly βi i -tuples for each i =
1, . . . , I . There are K (K −1) . . . (K − (|β| −1)) different ways of choosing the |β| different
values taken by k, thus AI ,K (β) = K (K − 1) . . . (K − (|β| − 1))×B(I , |β|) with B(i ,a) the
number of ways of assigning i objects into a different boxes in such a way that no box is
empty, so that AI ,K (β)≤ K |β|I |β| ≤K |β|I I since |β| ≤ ‖β‖= I . 
In the sequel, we will use the inequality
E
(
(Gn(a))
i
)
≤ i !(rnWn (a))
i , i ≥ 1,a > 0,
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which comes from the fact that Gn(a) is stochastically dominated by an exponential
random variable with parameter 1− pan(a) = 1/(rnWn (a)). We now use the previous
bounds on the moments to control the probability
P
(∣∣∣∣∣ξ˜an +Gn (a)∑
k=1
ξan,k
∣∣∣∣∣≥λrn
)
.
We will see that it achieves a linear bound (in b− a) which justifies the need of the min
later on.
Lemma A.12. For any A > a0 and any even integer I ≥ 2, there exists a finite constant C
such that for all n ≥ 1, all λ> 0 and all a0 ≤ a < b ≤ A with b−a ≤ t0/sn ,
P
(∣∣∣∣∣Y +Gn (a)∑
k=1
ξan,k
∣∣∣∣∣≥λrn
)
≤C
b−a
λI
snr
−I/2
n
where Y is any random variable equal in distribution either to ξ˜an or to Gn(b−a).
Proof. Using first the triangular inequality and then Markov inequality gives
P
(∣∣∣∣∣Y +Gn (a)∑
k=1
ξan,k
∣∣∣∣∣≥λrn
)
≤ (2/λrn )
I
(
E
(
Y I
)
+E
[(
Gn (a)∑
k=1
ξan,k
)I])
.
Using the independence between Gn(a) and (ξan,k ,k ≥ 1) together with Lemma A.11
gives
E
[(
Gn (a)∑
k=1
ξan,k
)I]
≤C
∑
β∈NI :‖β‖=I
E
(
(Gn(a))
|β|
) I∏
i=1
∣∣∣E((ξan)i )∣∣∣βi
≤C
∑
β∈NI :‖β‖=I
(rnWn(a))
|β|
I∏
i=1
∣∣∣E((ξan)i )∣∣∣βi .
Lemma A.7 gives the bound
I∏
i=1
∣∣∣E((ξan)i )∣∣∣βi ≤C ((b−a)sn/(rnWn (a)))β1 I∏
i=2
((b−a)sn)
βi
=C ((b−a)sn)
|β| (rnWn(a))
−β1 ≤C (b−a)sn (rnWn (a))
−β1
where ((b− a)sn)|β| ≤ C (b− a)sn follows from the fact that (b− a)sn ≤ t0 while |β| ≥ 1.
Using (28) for the case Y = ξ˜an and the finiteness of CI for the case Y =Gn(b− a), one
can write E(Y I )≤C (b−a)sn , which gives
P
(∣∣∣∣∣Y +Gn (a)∑
k=1
ξan,k
∣∣∣∣∣≥λrn
)
≤C (λrn)
−I (b−a)sn
(
1+
∑
β∈NI :‖β‖=I
(rnWn (a))
|β|−β1
)
.
But
(29) |β|−β1 =
I∑
i=2
βi ≤
I∑
i=2
(i/2)βi =
1
2
(
‖β‖−β1
)
≤ I/2
and rnWn(a)≥ 1 so (rnWn (a))|β|−β1 ≤ (rnWn(a))I/2, which proves the result. 
Lemma A.13. For any i ≥ 1 and A > 0, it holds that
sup
{
r−in E
(
(Nn,a)
i
)
:n ≥ 1,0< a < b ≤ A
}
<+∞
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and
sup
{
r−in E
(
(N˜an,b)
i
)
: n ≥ 1,0< a < b < c ≤ A,b−a ≤ t0/sn
}
<+∞.
Proof. The result on Nn,a comes from the following inequality E((Nn,a)i )≤ E((Gn(a))i ).
For N˜a
n,b , we use the fact that |ξ˜
a
n | is stochastically dominated by 1+Gn (b−a) (since for
any x0 > 0, |ξ
x0
n | is), thus
E
(
(N˜an,b)
i
)
≤ E
((
Gn (a)+1∑
k=1
(1+Gn,k (b−a))
)i )
with (Gn,k (b−a),k ≥ 1) i.i.d. with common distributionGn(b−a), independent ofGn(a).
Thus Lemma A.11 gives
E
(
(N˜an,b)
i
)
≤C
∑
β∈Ni :‖β‖=i
E
(
(1+Gn (a))
|β|
) i∏
k=1
[
E
(
(1+Gn (b−a))
k
)]βk
.
SinceGn(a) is stochastically dominated by an exponential random variablewith param-
eter 1− pan(a) = 1/(rnWn (a)) and Gn(b− a) is integer valued, so that (1+Gn(b− a))
k ≤
(1+Gn(b − a))i for any 1 ≤ k ≤ i , we get, using that |β| ≤ i and that all quantities are
greater than 1,
E
(
(N˜an,b)
i
)
≤CE
(
(1+ErnWn(a))
i
)[
E
(
(1+Gn(b−a))
i
)]i
where E is a mean-1 exponential random variable. Using that for each 1≤ k ≤ i
E
(
(Gn(b−a))
k
)
≤ E
(
(Gn(b−a))
i
)
≤Ci (b−a)sn ≤Ci t0,
one gets
sup
{[
E
(
(1+Gn (b−a))
i
)]i
: n ≥ 1,b−a ≤ t0/sn
}
<+∞.
Together with the inequality
E
(
(1+ErnWn(a))
i
)
≤ E
(
(1+ErnWn (A))
i
)
≤Cr in
this concludes the proof. 
We can now prove Proposition A.2. Remember that we must find constants C and
γ> 0 such that
P∗n
(∣∣L0(c)−L0(b)∣∣∧ ∣∣L0(b)−L0(a)∣∣≥λ |T (a)< T (0))≤C (c−a)3/2
λγ
uniformly in n ≥ 1, λ> 0 and a0 ≤ a < b < c ≤ A with (b−a)∨ (c−b)≤ t0/sn .
Proof of Proposition A.2. Fix four even integers I1, I2 , I3, I4. By (17),
P∗n
(∣∣L0(c)−L0(b)∣∣∧ ∣∣L0(b)−L0(a)∣∣≥λ |T (a)< T (0))
=P
∣∣∣∣∣ξ˜an +Gn (a)∑
k=1
ξan,k
∣∣∣∣∣∧
∣∣∣∣∣∣θ˜an1{ξ˜an≥0}+
Nn,a∑
k=1
θan,k +
N˜a
n,b∑
k=1
θbn,k
∣∣∣∣∣∣≥λn

with λn = λrn . Let F be the σ-algebra generated by χan , Gn(a), ξ˜
a
n and the (ξ
a
n,k ,k ≥ 1).
Then the above probability is equal to
E
{
π ;
∣∣∣∣∣ξ˜an +Gn (a)∑
k=1
ξan,k
∣∣∣∣∣≥λn
}
CONVERGENCE OF LOCAL TIME PROCESSES 35
with π the random variable
π=P
∣∣∣∣∣∣θ˜an1{ξ˜an≥0}+
Nn,a∑
k=1
θan,k +
N˜a
n,b∑
k=1
θbn,k
∣∣∣∣∣∣≥ λn
∣∣∣F
≤ π˜+πa +πb
where
π˜=P
(∣∣∣θ˜an1{ξ˜an≥0}∣∣∣≥λn/3∣∣∣F )=1{ξ˜an≥0}P(∣∣θ˜an ∣∣≥λn/3∣∣∣χan) ,
πa =P
(∣∣∣∣∣Nn,a∑
k=1
θan,k
∣∣∣∣∣≥ λn/3∣∣∣Nn,a
)
and πb =P
∣∣∣∣∣∣
N˜a
n,b∑
k=1
θbn,k
∣∣∣∣∣∣≥λn/3
∣∣∣ N˜an,b
 .
The two terms πa and πb can be dealt with very similarly. Fix u = a or b, and denote
by Nu the random variable Nn,a if u = a or N˜an,b if u = b. With this notation, (θ
u
n,k ,k ≥ 1)
are i.i.d. and independent from Nu , so that Markov inequality and Lemma A.11 give
πu ≤ (3I1/λn )
I1
∑
β∈NI1 :‖β‖=I1
N
|β|
u
I1∏
i=1
∣∣∣E((θun )i )∣∣∣βi .
By (27),
I1∏
i=1
∣∣∣E((θun )i )∣∣∣βi ≤C ((c−a)sn)|β| ≤C (c−a)sn
since 1 ≤ |β| ≤ I1 and (c − a)sn ≤ t0. Since Nu is integer valued it holds that N
|β|
u ≤ N
I1
u
and finally this gives
πu ≤Cλ
−I1(Nu/rn)
I1(c−a)sn .
Applying Cauchy-Schwarz inequality yields
E
{
πu ;
∣∣∣∣∣ξ˜an +Gn (a)∑
k=1
ξan,k
∣∣∣∣∣≥ λn
}
≤Cλ−I1 (c−a)sn
√√√√E((Nu/rn )2I1)P
(∣∣∣∣∣ξ˜an +Gn (a)∑
k=1
ξa
n,k
∣∣∣∣∣≥λn
)
and finally, Lemma A.12 with Y = ξ˜an gives, together with Lemma A.13,
E
{
πu ;
∣∣∣∣∣ξ˜an +Gn (a)∑
k=1
ξan,k
∣∣∣∣∣≥λn
}
≤C
(c−a)3/2
λI1+I2/2
s3/2n r
−I2/4
n .
It remains to control the term π˜: in {ξ˜an ≥ 0}, ξ˜
a
n is equal in distribution to Gn(b− a) and
is independent of everything else, thus we have
E
{
π˜ ;
∣∣∣∣∣ξ˜an +Gn (a)∑
k=1
ξan,k
∣∣∣∣∣≥λn
}
= E
{
P
(∣∣θ˜an ∣∣≥λn/3∣∣χan) ;
∣∣∣∣∣ξ˜an +Gn (a)∑
k=1
ξan,k
∣∣∣∣∣≥λn , ξ˜an ≥ 0
}
≤Cλ
−I3
n E
{
E
(∣∣θ˜an ∣∣I3 ∣∣χan) ;
∣∣∣∣∣Gn(b−a)+Gn (a)∑
k=1
ξan,k
∣∣∣∣∣≥λn
}
.
Since E(|θ˜an |
I3 |χan ) is independent ofGn(b−a)+
∑Gn (a)
k=1 ξ
a
n,k , we get
E
{
π˜ ;
∣∣∣∣∣ξ˜an +Gn (a)∑
k=1
ξan,k
∣∣∣∣∣≥λn
}
≤Cλ−I3n E
(∣∣θ˜an ∣∣I3)P
(∣∣∣∣∣Gn(b−a)+Gn (a)∑
k=1
ξan,k
∣∣∣∣∣≥ λn
)
≤Cλ
−I3−I4
n (c−a)
2s2nr
−I4/2
n
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where the second inequality follows using (28) and Lemma A.12 with Y = Gn(b − a).
Since (c−a)sn ≤ t0, we have ((c−a)sn)2 ≤C ((c−a)sn)3/2 and finally, gathering the pre-
vious inequalities, one sees that we have derived the bound
P∗n
(∣∣L0(c)−L0(b)∣∣∧ ∣∣L0(b)−L0(a)∣∣≥λ |T (a)< T (0))
≤C (c−a)3/2s3/2n
(
λ−I1−I2/2r
−I2/4
n +λ
−I3−I4r
−I4/2
n
)
.
Now choose I2 and I4 large enough such that both sequences (s3/2n r
−I2/4
n ) and (s
3/2
n r
−I4/2
n )
are bounded: this is possible since for any β ∈R, snr
−β
n = s
1−β(α−1)
n . Moreover, choose I2
not only even but a multiple of 4. Then once I2 and I4 are fixed, choosing I1 and I3 in
such a way that I1+ I2/2= I3+ I4 concludes the proof. 
A.2. Caseb−a ≥ t0/sn . Wenowconsider the simpler caseb−a ≥ t0/sn andprovePropo-
sition A.3.
Lemma A.14. For any i ≥ 1, there exists a finite constant C such that for all n ≥ 1 and all
0< a < b such that b−a ≥ t0/sn ,
E
(
|ξ˜an |
i
)
≤C (rnWn(b−a))
i .
Proof. In view of (18), it is enough to show that E
(
|ξ
x0
n |
i
)
≤ C (rnWn (b − a))i for every
x0 > 0. Since b−a ≥ t0/sn , exploiting the monotonicity of wn gives
pb−an (b−a)= 1−
wn(0)
wn((b−a)sn)
≥ 1−
1
wn(t0)
≥
1
2
since t0 has been chosen such that wn(t0) ≥ 2. Since Gn(b− a) is a geometric random
variable with parameter pb−an (b−a), we have
E
(
(Gn(b−a))
i
)
≥ E(Gn(b−a))=
pb−an (b−a)
1−pb−an (b−a)
≥ 1,
using pb−an (b−a)≥ 1/2. Thus for any x0 > 0,
E
(
|ξ
x0
n |
i
)
= 1−px0
n,ξ(a,b)+p
x0
n,ξ(a,b)E
(
(Gn(b−a))
i
)
≤ (1−px0
n,ξ(a,b))E
(
(Gn(b−a))
i
)
+p
x0
n,ξ(a,b)E
(
(Gn(b−a))
i
)
.
This last quantity is equal to E
(
(Gn(b−a))i
)
and so the inequality E
(
(Gn(b−a))i
)
≤
i !(rnWn (b−a))i achieves the proof. 
Lemma A.15. For any i ≥ 1, there exists a finite constant C such that for all n ≥ 1 and all
0< a < b with b−a ≥ t0/sn ,
E
(∣∣ξan∣∣i )≤C (rnWn (b−a))i−1.
Moreover, for any n ≥ 1 and 0< a < b,∣∣E(ξan)∣∣≤ Wn(b−a)Wn(a)−Wn(0)
Proof. By definition (15) of ξn wehave E
(∣∣ξan∣∣i )= 1−pan,ξ(a,b)+pan,ξ(a,b)E((Gn(b−a))i )
and so plugging in (24) gives
E
(∣∣ξan ∣∣i )≤ 1+ i !(Wn (b−a)Wn(0)
)i Wn (0)(Wn(b)−Wn(b−a))
Wn (b−a)(Wn(a)−Wn (0))
≤ 2i !(rnWn(b−a))
i−1
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using Wn (b)−Wn(b− a) ≤Wn(a)−Wn(0) and 1 ≤ i !(rnWn (b− a))i−1. The second in-
equality is a direct consequence of (25) which can be expanded to∣∣E(ξan)∣∣= Wn(b−a)−Wn(0)− (Wn (b)−Wn(a))Wn(a)−Wn(0) .
The result is proved. 
Proof of Proposition A.3. By (17) we have
P∗n
(∣∣L0(b)−L0(a)∣∣≥ λ |T (a)< T (0))=P(∣∣∣∣∣ξ˜an +Gn (a)∑
k=1
ξan,k
∣∣∣∣∣≥λrn
)
.
We have
P
(∣∣∣∣∣ξ˜an +Gn (a)∑
k=1
ξan,k
∣∣∣∣∣≥λrn
)
≤C (λrn)
−I
(
E
(
|ξ˜an |
I
)
+
∑
β∈NI :‖β‖=I
E
(
(Gn(a))
|β|
) I∏
i=1
∣∣∣E((ξan)i )∣∣∣βi
)
≤Cλ−I
(
(Wn (b−a))
I
+
∑
β∈NI :‖β‖=I
r
|β|−I
n (Wn(a))
|β|
I∏
i=1
∣∣∣E((ξan)i )∣∣∣βi
)
where the first inequality comes from the triangular inequality, Markov inequality and
Lemma A.11, and the second inequality is a consequence of Lemma A.14 and the fact
that Gn(a) is stochastically dominated by an exponential random variable with param-
eter 1−pan (a). Using Lemma A.15 and the identity
∑I
i=2(i −1)βi = I −|β| gives
r
|β|−I
n (Wn(a))
|β|
I∏
i=1
∣∣∣E((ξan)i )∣∣∣βi
≤Cr
|β|−I
n (Wn(a))
|β|
(
Wn (b−a)
Wn (a)−Wn(0)
)β1
(rnWn(b−a))
I−|β|
≤C (Wn(b−a))
I+β1−|β|.
Thus
P
(∣∣∣∣∣ξ˜an +Gn (a)∑
k=1
ξan,k
∣∣∣∣∣≥λrn
)
≤Cλ−I
(
(Wn(b−a))
I
+
∑
β∈NI :‖β‖=I
(Wn(b−a))
I−|β|+β1
)
.
SinceWn (t)=wn(t sn)/sα−1n , it holds that
sup
{
Wn(t)
tα−1
:n ≥ 1, t ≥ t0/sn
}
= sup
{
wn(t)
tα−1
:n ≥ 1, t ≥ t0
}
which has been shown to be finite in the proof of Lemma A.1. Hence the last upper
bound yields
P
(∣∣∣∣∣ξ˜an +Gn (a)∑
k=1
ξan,k
∣∣∣∣∣≥λrn
)
≤Cλ−I
(
(b−a)I (α−1)+
∑
β∈NI :‖β‖=I
(b−a)(I−|β|+β1)(α−1)
)
.
By (29), I −|β|+β1 ≥ I/2 and since we consider b−a ≤ A this gives
(b−a)(I−|β|+β1)(α−1) ≤C (b−a)(α−1)I/2
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and we finally get the desired bound for I large enough, i.e., such that I (α−1) ≥ 3. In-
specting the proof of Proposition A.2 one can check that one can choose the two con-
stants γ to be equal. 
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