A natural process can be deterministically modeled if solutions from its mathematical model stay close to the ones produced by nature. The mathematical model, however, is not exact due to imperfections of the natural system. We describe, in this paper, that there exists a class of models of chaotic processes, for which severe obstruction to deterministic modeling may arise. In particular, such obstruction may occur when unstable periodic orbits embedded in the chaotic invariant set have a distinct number of unstable directions, a type of nonhyperbolicity called unstable-dimension variability. We make these ideas concrete by investigating a class of deterministic models: chaotic systems with an invariant subspace such as systems of coupled chaotic oscillators. We show that unstable-dimension variability can occur in wide parameter regimes of these systems. The implications of our results to scientific modeling are discussed.
Introduction
Scientists and engineers rely heavily on mathematical models to understand natural phenomena and to design technological systems. There are two classes of models. The first class is deterministic dynamical systems and they evolve the relevant physical variables in time according to a set of prescribed rules. The second one is statistical models, models which involve some kind of stochastic process and, consequently, for these models, statistical averages regarding properties of the system are obtained from the model. Usually, for a natural process or a technological system, data from laboratory experiments or from observations are analyzed and, together with physical laws, a mathematical model of the process or the system is formulated.
In fact, this is a common and standard procedure that has been utilized in many disciplines such as physics, chemistry, biology, ecology, and engineering. A fundamental limitation of this methodology is that no model is perfect, i.e. a model is at best an approximation of the underlying natural process.
An important question in scientific modeling is to what extent predictions from models are expected to be valid. Problems with prediction arise when the deterministic system is chaotic,t h a ti s , when the system has sensitive dependence on initial conditions, or on small parameter variations, or on environmental noise. Generally, a necessary requirement for a model is robustness under small perturbations. One can easily generate two versions of the model using slightly different parameter values. For chaotic systems, a slight difference in the initial conditions can result in vastly different outcomes. In view of this, we consider a model robust if the sets of all possible outcomes of the two versions of the model are very similar. To illustrate what we mean, consider the simple case where two very closely related models are used to emulate a physical system in nature [Poon et al., 1996] . Denote these models as model A and model B,a n di ft h e differences between the two are small, we can regard one as a slightly different version of the other. Some possible differences between models A and B could be: (1) a small change in one of the parameter values, (2) a slightly different external influence on each, or (3) a different noise level in the models. Successful modeling requires that the set of all possible outcomes from model A agrees closely with the set of all possible outcomes from model B. More precisely, model robustness means that for every trajectory of A, there exists at least one trajectory of B that stays uniformly close to, or shadows, the particular trajectory of A and vice-versa. Difficulties appear when trajectories from one model fail to be shadowed by trajectories from the other. The problem becomes critical when there are trajectories of A that do not closely follow any trajectory of B (or vice-versa) for all but short periods of time. Because trajectories from the closely-related models do not agree, both models are presumably useless in representing the physical system. The hierarchy of difficulty levels that can obstruct modeling shadowability and hence impede the ability to model certain physical processes are [Poon et al., 1996] : (1) minor modeling difficulties: hyperbolic chaotic systems exhibiting sensitive dependence on initial conditions. For these systems, trajectories of model A can always be shadowed by trajectories of model B for an infinite time [Anosov, 1967; Bowen, 1975] ; (2) moderate modeling difficulties: chaotic systems with nonhyperbolic tangencies. For these systems, trajectories of model A are shadowed by trajectories of model B for a long but finite amount of time [Grebogi et al., 1988a [Grebogi et al., , 1990 ; and (3) severe modeling difficulties: nonhyperbolic chaotic systems with unstable-dimension variability [Dawson et al., 1994; Kostelich et al., 1997] . For these systems, the shadowing times can be surprisingly short [Sauer et al., 1997] .
The purpose of this paper is to investigate the validity of deterministic modeling for chaotic systems with an invariant subspace. These models describe physical systems with a natural symmetry, or they can arise in networks of coupled chaotic oscillators, the latter has been studied extensively due to their physical, biological, and engineering relevance. Specifically, we consider the following class of N -dimensional dynamical systems:
where
is a nonlinear map that can exhibit chaos, and ε is the bifurcation parameter. The vector function g(x, y,ε ) satisfies the condition g(x, 0,ε )=0so that y = 0 is an invariant subspace of the system. That is, in the noiseless situation, if a trajectory starts from an initial condition with y 0 = 0, then the trajectory has y n = 0 for all subsequent iterations. Denote the invariant subspace by M. In general M results from a simple type of symmetry in the function g(x, y,ε ), e.g. g(x, −y,ε )=− g ( x ,y ,ε ), or it can occur in systems of coupled oscillators. To see the latter, we consider the following systems of N coupled identical chaotic oscillators:
in discrete time or,
in continuous time. In Eqs. (2) and (3), x i ∈ R m is an m-dimensional vector, ε is a parameter characterizing the coupling strength, and H(x)i sa smooth function. The synchronization manifold M of the network is defined by:
A situation expected to arise commonly in physical and biological coupled networks is where the elements G ij of the coupling matrix satisfy the condition: j G ij =0f o ra l li .I n t h i s c a s e , i f t h e system starts from an initial condition in M and evolves according to Eq. (1) or Eq. (2), then, in the absence of noise, the system remains synchronized (i.e. in M) for all time. The synchronization manifold is thus an invariant subspace of the system. Our principal result is that there are wide parameter regimes in chaotic systems with an invariant subspace for which the models in Eq. (1) or Eqs. (2) and (3) do not accurately represent the deterministic evolution of the corresponding natural systems. Specifically, suppose one constructs a chaotic system with an invariant subspace in a laboratory, which is as close as possible to being described by either Eq. (1), Eq. (2), or Eq. (3), and one records an experimental time-series x(t). Then there are no trajectories from the model which will remain close to the measured trajectory x(t). Thus, one should be extremely careful when interpreting results from models of these chaotic systems.
Often, for such a system, the only results that can be trusted are statistical invariants obtained from a large number of trajectories of the model . One important implication is that in laboratory or industrial experiments involving a chaotic system with an invariant subspace, it may be more advantageous to work directly with experimentally measured time-series than to work with a mathematical model when attempting to analyze the system, even if the physical assumptions employed in the construction of the model are considered reasonable and as accurate as possible. The actual solution of the real system resides, in this case, in the time-series data.
The above conclusions are a consequence of the recently documented phenomenon known as unstable-dimension variability, a type of nonhyperbolicity that is believed to arise commonly in high-dimensional chaotic systems [Dawson et al., 1994; Kostelich et al., 1997; . Roughly, unstable-dimension variability means that the unstable periodic orbits, which are believed to be dense on the chaotic attractor, have different numbers of unstable directions. So, on a typical chaotic trajectory, there is no continuous decomposition of the tangent space at each trajectory point into stable and unstable subspaces, violating one of the basic requirements for hyperbolicity [Dawson et al., 1994; Kostelich et al., 1997; .
The main goal of this paper is then to establish the existence of unstable-dimension variability for chaotic systems with an invariant subspace. Specifically, we will present theoretical arguments and explicit numerical evidence that unstable-dimension variability in Eqs. (1) and (2) occurs in regimes of nonzero Lebesgue measure in the parameter space. Usually, it is extremely difficult to analyze and even to numerically compute unstable periodic orbits of the full system. However, if the chaotic process in the invariant subspace is low-dimensional such as those arising in two-dimensional invertible maps or three-dimensional flows, it is possible to enumerate periodic orbits embedded in the attractor and to analyze their stabilities. For this purpose, we choose the Hénon map [Hénon, 1976] , for which periodic orbits of high periods can be computed with ease, to generate the chaotic process in the invariant subspace. Our investigation shows that these periodic orbits exhibit unstable-dimension variability. Although we present our computational results using the Hénon map, our argument for unstabledimension variability is general and our conclusions are valid for any chaotic system with an invariant subspace.
The rest of the paper is organized as follows. In Sec. 2, we review the notion of hyperbolocity in chaotic systems and explain why deterministic modeling fails when there is unstable dimension variability. In Sec. 3, we study a representative chaotic system with an invariant subspace and demonstrate the typicality of unstable-dimension variability. In Sec. 4, we give a general argument that unstabledimension variability arises commonly in systems of coupled chaotic oscillators and present numerical evidence. In Sec. 5, we discuss implications of our results to integration of nonlinear partial differential equations.
Hyperbolicity and Hierarchy of Difficulty Levels in Deterministic Modeling
We describe the notion of hyperbolicity (or nonhyperbolicity), a fundamental property of chaotic systems which plays the key role in determining the validity of modeling. The dynamics is hyperbolic on a chaotic set if at each point of the trajectory the phase space can be split into expanding and contracting subspaces and the angle between them is bounded away from zero. Furthermore, the expanding subspace evolves into the expanding one along the trajectory and the same is true for the contracting subspace. Otherwise the set is nonhyperbolic. Again consider two slightly different models, A and B, of a natural process. For hyperbolic chaotic systems, trajectories of model A can typically be shadowed by trajectories of model B, and vice-versa, for an infinitely long time [Anosov, 1967; Bowen, 1975] , and one has only minor modeling difficulties. The situation with nonhyperbolic chaotic systems, on the other hand, is more complicated. To discuss model shadowability, it is insightful to classify nonhyperbolic systems into two types. For the first type, the splitting of the phase space into expanding and contracting subspaces is invariant along a trajectory but the angle between them can be arbitrarily close to zero at tangencies of the stable and unstable manifolds. In this case, trajectories of model A can in general be shadowed by trajectories of model B for relatively long time, for at i m eτ that scales with ε =max[ε(t)] as τ ∼ ε −α , where α 1/2 is the scaling exponent [Grebogi et al., 1988a [Grebogi et al., , 1990 . Thus, for this type of nonhyperbolic systems, modeling trajectories are expected to be reliable for a reasonably long time if the modeling error ε is small, and one has moderate modeling difficulties. The second type of nonhyperbolicity concerns the violation of the continuous splitting of the phase space into the expanding and contracting subspaces [Dawson et al., 1994; Kostelich et al., 1997; . In this case, unstable periodic orbits embedded in the chaotic set have different number of unstable directions. Since unstable periodic orbits are dense, as the dynamics evolves, a typical trajectory experiences different number of unstable (and, hence, stable) directions. The consequences of unstable-dimension variablity may be quite severe: due to the imperfection of the model, no model trajectory will come close to any true trajectory of the system that the model is supposed to represent. Model shadowability for this type of nonhyperbolic systems can be very short, for a time that scales with ε as τ ∼ ε −2m/σ 2 , where m and σ are the mean and standard deviations of the fluctuating time-one Lyapunov exponent closest to zero [Sauer et al., 1997] . In this case, one has severe modeling difficulties.
To understand why unstable-dimension variability may cause severe obstruction to deterministic modeling, we consider a simple ergodic invariant set that contains two unstable fixed points: one with a single local unstable direction and one with two local unstable directions [Abraham & Smale, 1970] . Trajectories wandering in the invariant set can spend arbitrarily long times near each of the fixed points. Now imagine a ball of initial conditions starting near the fixed point with one unstable direction. Under the dynamics, the complement of the unstable direction is contracting, so the ball of true trajectories will be squeezed into a very thin line along the unstable direction. Due to the model inaccuracy, say, of size ε, points on any trajectory x model will typically be found a distance ε away from all true trajectories. All model trajectories, therefore, lie in a cigar-like tube of size ε in the crosssection of the tube. When the trajectories visit the neighborhood of the second fixed point with two unstable directions, the small distance between x model and all true trajectories will increase exponentially along the new unstable direction at a rate determined by the average expanding eigenvalue associated with this direction, as shown schematically in the cross-section of the tube in Fig. 1 . Thus, whenever the trajectory approaches the fixed point with an additional unstable direction, model trajectories immediately diverge exponentially from the true ones. For a chaotic set with unstabledimension variability, one is not dealing with just two fixed points. Instead, the unstable periodic orbits with different numbers of unstable directions are dense in the chaotic set, reducing substantially the expected time that any model trajectory can remain close to any true trajectory of the natural system.
Unstable Dimension Variability in Symmetric Chaotic Systems
The occurrence of unstable-dimension variability in Eq.
(1) can be seen as follows. Since the dynamics is chaotic in the invariant subspace M, there are an infinite number of unstable periodic orbits in M.
We assume that when the transverse dynamics in y is absent, unstable periodic orbits embedded in the chaotic attractor in M all have a fixed number of unstable (or stable) directions. That is, there is no unstable-dimension variability associated with the dynamics of f (x). The situation becomes more complicated when the full dynamics in Eq. (1) 
where u is a randomly chosen vector in R N T .W e thus concentrate on the parameter regime near ε c in which λ T (ε) ≈ 0, where λ T (ε c ) = 0. Note that λ T is defined via a typical trajectory with respect to the natural measure associated with the chaotic attractor in M. Such a trajectory visits the neighborhood of each of the infinite number of unstable periodic orbits. The transverse stability of a typical trajectory is thus determined by the transverse stability of the infinite number of unstable periodic orbits which the trajectory visits. Among these periodic orbits, some are transversely stable and others are transversely unstable when λ T ≈ 0. If "more" periodic orbits are transversely stable (unstable), the typical trajectory is transversely stable (unstable). At λ T = 0, on average a typical trajectory experiences exactly equal amount of attraction towards and repulsion away from the invariant subspace M. The sets of transversely stable and unstable periodic orbits are densely mixed because there are an infinite number of periodic orbits embedded in the chaotic attractor. Since the number of unstable directions are different for the transversely stable and unstable periodic orbits, we see that unstabledimension variability arises for system Eq.
(1) in a natural but extreme way: in an arbitrarily small neighborhood of an unstable periodic orbit, there are unstable periodic orbits with different numbers of unstable directions. As such, the average staying time of a typical trajectory near unstable periodic orbits with a fixed number of unstable directions approaches zero, suggesting that no model trajectory can be shadowed by true trajectories.
To characterize unstable-dimension variability, it is necessary to define the transverse stability of the periodic orbits. Let x 1 (j), x 2 (j),..., x p (j)b e the jth period-p orbit embedded in the chaotic attractor in M, where j =1 ,2 ,..., N p , N p is the total number of the period-p orbits, and,
We define the following transverse Lyapunov exponent for this periodic orbit,
If λ T p (j) < 0( >0), this period-p orbit is transversely stable (unstable). Thus, all period-p orbits can be divided into two groups: one transversely stable and another transversely unstable. The transversely stable periodic orbits have unstabledimension 1 and the transversely unstable ones have unstable-dimension 2. This situation occurs in a wide parameter regime about the blowout bifurcation point at which the largest transverse Lyapunov exponent of a typical chaotic trajectory crosses zero from the negative side [Ashwin et al., 1994; Ashwin et al., 1996] .
To argue, quantitatively, why we expect severe unstable-dimension variability in parameter regimes where λ T ∼ 0, we relate λ T , the largest transverse Lyapunov exponent of a typical trajectory on the chaotic attractor, to the transverse Lyapunov exponent of the periodic orbits. To do this, it is important to note that in their contributions to λ T , different periodic orbits carry different weights. The weight of a periodic orbit is determined by the natural measure of a typical trajectory contained in the small neighborhood of this periodic orbit [Grebogi et al., 1988b] . This measure is roughly the probability that the typical trajectory visits the neigborhood of the periodic orbit. Intuitively, the probability is smaller if the periodic orbit is more unstable, or the magnitude of its unstable eigenvalue is larger. Thus, we expect the probability of visit to be inversely proportional to the largest unstable eigenvalue of the periodic orbit. To be precise, we make use of the results by Grebogi et al. [1988b] and Lai et al. [1997] which relates the natural measure to the infinite number of atypical measures associated with all unstable periodic orbits. Let x p (j)bethejth fixed point of the p-times iterated map, i.e. f p [x p (j)] = x p (j). Thus each x p (j) is on a periodic orbit whose period is either p or factors of p. The natural measure of a chaotic attractor in a phase-space region Ω is given by,
where L 1 [x p (j)] is the magnitude of the expanding eigenvalue of the Jacobian matrix Df p (x)ev aluated at x p (j), and the summation is taken over all fixed points of f p (x) in Ω. If the phase-space region Ω contains the entire chaotic attractor, then
Although Eq. (7) was derived under the condition that the map f (x) be hyperbolic [Grebogi et al., 1988b] , numerical computations strongly suggest that Eq. (7) applies to nonhyperbolic chaotic systems as well . For periodic orbits of finite period-p (large), the summation in Eq. (8) is approximately unity but not exactly. Thus, we make use of the following normalized natural measure associated with the jth period-p periodic orbit,
Equation (8) indicates that in the limit p →∞ , the natural measure of the chaotic attractor is precisely characterized by the probabilities of visit to all the periodic orbits of period-p. The period-p transversely stable and unstable weights can then be defined, as follows:
where N s p and N u p are the numbers of the transversely stable and unstable period-p orbits, respectively, and N s p + N u p = N p . At the blowout bifurcation point where the transverse Lyapunov exponent of a typical trajectory on the chaotic attractor becomes zero, we expect the weights of the transversely stable and transversely unstable periodic orbits to be balanced precisely . Therefore, unstable-dimension variability is most severe at the blowout bifurcation point.
To give an explicit example, we consider the following version of Eq. (1):
where the invariant subspace M is two-dimensional and is given by the condition z =0 . I nM , there is a chaotic attractor generated by the Hénon map at the standard parameter value. The transverse Lyapunov exponent of a typical chaotic trajectory is given by:
where ln |x| is the average value of the x variable of a chaotic trajectory on the attractor. Thus, a blowout bifurcation occurs at ε c =e x p( − ln |x| ). Numerically, we find that ε c ≈ 1.33. We compute all unstable periodic orbits of the Hénon attractor up to period-30 by using the method by Biham and Wenzel [1990] . Figure 2 (a) shows for ε =1 . 25, all the transversely stable periodic orbits of period-26 (red) and all the transversely unstable ones of the same period (green). These two distinct groups of periodic orbits with different unstable dimensions are apparently densely mixed, as shown in Fig. 2(b) , a blowup of part of Fig. 2(a) .
To examine the severeness of unstabledimension variability, we consider the following contrast measure [Lai, 1999] defined with respect to the natural measure of periodic orbits:
µ j p , N 1 (p)a n dN 2 ( p )a r e the numbers of periodic orbits of period-p with one and two unstable directions, respectively. Since µ j p is the natural measure of the jth period-p orbit, the quantities µ 1,2 (p) are then the weighted numbers of period-p orbits with one and two unstable directions, respectively.
When there is no unstable-dimension variability, we have either (11): (a) all the transversely stable periodic orbits of period-25 (red) and all the transversely unstable ones of the same period (green); (b) a blowup of part of (a). µ 2 (p)=0o rµ 1 ( p ) = 0, which yields C p = 1. The contrast C p starts to decrease from one when unstable-dimension variability occurs, and the worst case is C p = 0, corresponding to the situation where unstable-dimension variability is most severe [µ 1 (p)=µ 2 ( p )]. Figure 3 shows C 25 (filled circles) and C 28 (open circles) versus ε. Apparently, for both periods, C p is minimum near ε c =1 . 33, the blowout bifurcation point. Examination of other periodic orbits of periods, say, larger than 25, reveals a similar behavior. Thus, the contrast measure C p is not sensitive to the choice of the period-p, in so far as p is large enough so that there are large number of orbits. This can be understood by noting that C p is a statistical quantity and, hence, it is meaningful only when a large number of unstable periodic orbits is involved. For small values of p,the number of orbits is usually too small for any reliable statistical estimate to be performed. The key observation is that there is a wide parameter regime in which the contrast measure is significantly less than one, indicating the pervasiveness of unstabledimension variability in Eq. (11).
Unstable Dimension Variability in Coupled Chaotic Systems
Qualitatively, the occurrence of unstable-dimension variability in coupled chaotic oscillators can be seen as follows. Recall that the synchronization manifold M contains a chaotic attractor, which is identical to those at any one of the individual uncoupled oscillators. Assume that there is no unstable-dimension variability for this chaotic attractor and that the dimension of M is m. We consider the infinite number of unstable periodic orbits embedded in the attractor in M which are also periodic orbits of the full system. Coupling of the N individual oscillators immediately introduces an additional m(N − 1) dimensional tangent subspace which is transverse to M. In these transverse directions, depending on the value of the coupling constant, unstable periodic orbits in the synchronization manifold M can be either stable or unstable. Transversely, some of the unstable periodic orbits in M have more local unstable directions than others -a situation characterizing unstable dimension variablity. We now argue that for Eq. (2), unstabledimension variability can occur when the coupling parameter ε is small, by examining, quantitatively, the stabilities of unstable periodic orbits embedded in the synchronization manifold M. The variational equation for Eq. (2) is [Heagy et al., 1994; Pecora & Carroll, 1998 ]:
where DF and DH denote the derivatives. On M, where x 1 = ··· = x N = x, this can be written concisely as:
where δX =( δ x 1 ,..., δx N ) T ,a n dI N denotes the N × N identity matrix. If G = T −1 ΓT with Γ=D i a g ( γ 0 ,..., γ N−1 ), then the system (14) can be decoupled into the block diagonal form:
where δY =( δy 1 ,..., δy N ) T and δy i = j T i j δx j . In terms of the individual components, we have N variational equations in R m :
Note that the condition j G ij = 0 implies that G has at least one zero eigenvalue, which we take to be γ 0 ; the corresponding equation quantifies the stability of an orbit in M. The remaining N −1equations determine the stabilities of the orbit in the m(N −1) directions transverse to M.L e t( x 1 ,x 2 ,..., x p )be a periodic orbit of period-p in M; its stability in the kth m-plane is then determined by the magnitudes of the eigenvalues of the following matrix product:
In the transverse subspaces, typically we have γ k = 0 so that a finite ε causes a shift in the spectrum of this product. Consider all the orbits of period-p embedded in the chaotic attractor in M, where p is large. The distribution of the largest Lyapunov exponent of these orbits has a finite width and is centered at λ (independent of the period), where λ>0 is the Lyapunov exponent of the chaotic attractor. Thus, there can be a subset of periodic orbits for which the eigenvalues are barely greater than 1. For these orbits, when ε 0, one or more of the eigenvalues can cross the unit circle inward, become less than one, and lead to the loss of some unstable directions. Unstable-dimension variability can thus arise for ε 0 when there are unstable periodic orbits with near zero Lyapunov exponents embedded in the chaotic attractor of each individual oscillator.
As a numerical example, we study the following system of N coupled Hénon maps on a circle with periodic boundary conditions:
where the coupling is assumed to be nearestneighbor-type. For Eq. (18), the matrices DF(x), G,a n dDH in Eq. (14) are given by,
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The stability of a period-p orbit lying in M is determined by the eigenvalues of
We have undertaken a series of numerical computations to demonstrate unstable-dimension variability in Eq. (18) for N = 5 (just for illustrative purposes). The full dynamics is hence in R 10 but the invariant synchronization plane is R 2 .W ev a r y the coupling strength ε in the range [0, 1.6] and for each chosen value of ε in this range, we compute the Lyapunov spectrum in each transverse plane for all the Hénon unstable periodic orbits up to p = 28. Since N =5 ,w h e nε= 0, each periodic orbit has five degenerate unstable directions with equal eigenvalue. The matrix G has the following set of eigenvalues for N =5 : γ 0 =0 ,γ 1 =γ 2 =− 1 . 382, and γ 3 = γ 4 = −3.618. Thus, as ε is increased from zero, periodic orbits begin to lose unstable directions in pairs. That is, for ε fixed but positive, the Hénon periodic orbits can have five, three, or one 18), εmin versus the period p,w h e r eε min is the minimum value of the coupling above which unstable-dimension variability occurs for all periodic orbits of period less than or equal to p. (b) Fractions of all period-28 orbits with four, two, and zero transversely unstable directions versus ε for 0 <ε<1.6. Blowup in the range 0 <ε≤0 .5 is shown in the inset, which indicates an approximately linear behavior of the fraction near ε =0. unstable directions, corresponding to four, two, or zero transversely unstable directions. Figures 4(a) and 4(b) show the histograms of the largest two transverse Lyapunov exponents (λ 1 T = λ 2 T ) for all periodic orbits of period-28 (there are 16031 distinct ones) at ε =0 . 4a n dε=0 . 8, respectively. It can be seen that for ε =0 . 4, almost all orbits of period-28 have at least two transversely unstable directions. While for ε =0 . 8, a small fraction of these orbits are transversely stable, which thus have no transversely unstable directions and, hence, these orbits have only one unstable direction, the one in the invariant subspace. Periodic orbits can also have two or four transversely unstable directions. This is shown in Figs. 4(c) and 4(d) , where the histograms of the third and the fourth largest transverse Lyapunov exponents (λ 3 T = λ 4 T )o fa l l period-28 orbits are shown for ε =0.4a n dε=0.8, respectively. We see that for ε =0 . 4, a substantial fraction of orbits have negative values of λ 3 T and λ 4 T , indicating that these orbits can have at most two transversely unstable directions. For ε =0 . 8, a large fraction of the period-28 orbits have similar behavior. These results thus clearly indicate unstable-dimension variability in Eq. (18) for ε =0.
How large must the coupling parameter be for unstable-dimension variability to occur? To address this question, we again compute, for a given period-p, ε min (p), the minimum value of the coupling for which unstable-dimension variability occurs for all periodic orbits of period less than or equal to p, as shown in Fig. 5(a) for p ≤ 28. The function ε min (p) is a nonincreasing, non-negative function of p. This implies that ε min can be small as p →∞ . This means that unstable-dimension variability can occur at small values of the coupling strength. To understand to what extent one encounters unstable-dimension variability for periodic orbits of a given (large) period, we compute the fractions of all period-28 orbits which have four, two, and zero transversely unstable directions as functions of ε. The results are plotted in Fig. 5(b) for 0 ≤ ε ≤ 1.6. The fraction of orbits with four unstable directions decreases linearly as ε is increased from zero, as shown in the inset of Fig. 5(b) for 0 ≤ ε ≤ 0.5. The linear behavior for ε 0 can be understood from the histograms shown in Figs. 4(a)-4(d) . For small ε, almost all period-28 orbits have at least two transversely unstable directions [ Fig. 4(a) ] and, hence, the fraction of orbits with four transversely unstable directions is proportional to the area of the histograms of λ 3 T and λ 4 T on the positive side. This area decreases approximately linearly as the mean of the histogram moves towards the negative side as ε increases and, when the center of the histogram is far away from zero. However, for large ε, the fraction of orbits with four transversely unstable directions decreases sharply, as the means of the histograms of λ 3 T and λ 4
T become close to zero.
Discussion
The principal result of this paper is that chaotic systems with an invariant subspace, such as networks of coupled chaotic oscillators, typically possess unstable-dimension variability and, hence, severe modeling difficulties may occur in the sense that no solutions from the model lie close to any trajectory of the corresponding natural system. We gave theoretical justification and numerical evidence for the occurrence of unstable-dimension variability in these systems, and also provided support to our conjecture that unstable-dimension variability can occur in wide-parameter regimes. We expect these results to be general for chaotic systems with invariant subspace since the number of unstable directions of any unstable periodic orbits is determined by the local chaotic dynamics in the invariant subspace and the parameter characterizing the transverse dynamics such as the coupling strength, regardless of the details of the system. These conclusions may have deep consequences for science and engineering since the integration of partial differential equations often proceeds via a spatial discretization which yields a finite-dimensional dynamical system. Even if the laws of science are exact in terms of the partial differential equations (e.g. the Navier-Stokes equation), severe modeling difficulties may arise as soon as one discretizes the equations.
