We introduce a new class of continuous distributions called the generalized odd Lindley-G family. Four special models of the new family are provided. Some explicit expressions for the quantile and generating functions, ordinary and incomplete moments, order statistics and Rényi and Shannon entropies are derived. The maximum likelihood method is used for estimating the model parameters. The flexibility of the generated family is illustrated by means of two applications to real data sets.
In this paper, based on the T-X family pioneered by Alzaatreh et al. (2013) and the Li distribution, we construct the generalized odd Lindley-G (GOLi-G for short) family, which extends the OLi-G class (Gomes-Silva et al. 2017) , and provide some of its mathematical properties. In fact, the new generator of distributions is motivated by its ability to model lifetime data with increasing, decreasing, constant, unimodal and bathtub shaped failure rates. Further, the special models of this family are shown to provide better fits than other competitive models generated by other well-known families in the literature.
The cumulative distribution function (cdf) and probability density function (pdf) of the GOLi-G family with two additional shape parameters α > 0 and λ > 0 are defined from a baseline cdf G(x; ϕ) by F(x; α, λ, ϕ) = λ 2 (1 + λ) G(x;ϕ) α 1-G(x;ϕ) α 0 (1 + t) e -l t dt
and f(x; α, λ, ϕ) = αλ 2 g(x; ϕ)G(x; ϕ) α-1
respectively, where g(x; ϕ) = dG(x; ϕ)/dx and ϕ is the baseline vector. Henceforth, a random variable with density (2) is denoted by X ∼GOLi-G(α, λ, ϕ). For α = 1, we obtain as a special case the OLi-G class.
An interpretation of the GOLi-G family (1) can be given as follows. Let Y be a random variable describing a stochastic system by the cdf G(x) α (for α > 0). If the random variable X represents the odds ratio, the risk that the system following the lifetime Y will be not working at time x is given by G(x) α /[1 -G(x) α ].
If we are interested in modeling the randomness of the odds ratio by the Li pdf, r(t) = λ 2 (1 + t) e -l t /(1 + l) (for t > 0), then the cdf of X is given by
which is exactly the cdf (1) of the GOLi-G family.
Henceforth, we can omit the dependence on the model parameters. The hazard rate function (hrf) of X is given by
.
(3)
The rest of the paper is organized as follows. In Section 2, we present four special models and plots of their pdfs and hazard rate functions (hrfs). In Section 3, we provide a very useful linear representation for the density function of X. In Section 4, we derive some of its general mathematical properties including quantile and generating functions, asymptotics, ordinary and incomplete moments, order statistics and entropies. Maximum likelihood estimation of the model parameters is addressed in Section 5. Section 6 is devoted to simulation results to assess the performance of the maximum likelihood estimation of the unknown parameters of the generalized odd Lindley Weibull (GOLiW) distribution. In Section 7, we provide two applications to real data to illustrate the flexibility of the special models of the new family. Finally, we offer some concluding remarks in Section 8.
-FOUR SPECIAL GOLi-G MODELS
In this section, we provide four special models of the GOLi-G family. The pdf (2) will be most tractable when the cdf G(x) and the pdf g(x) have simple analytic expressions.
-THE GOLiW DISTRIBUTION
Consider the cdf (for x > 0) G(x) = 1 -exp -ax b of the Weibull distribution with positive parameters a and b. Then, the pdf of the GOLiW model is given by
For b = 1, we obtain the GOLi-exponential (GOLiE) distribution. For b = 2, we obtain the GOLi-Rayleigh (GOLiR) distribution. The GOLiW reduces to the OLiW when α = 1. We have the OLiE and OLiR when α = b = 1 and α = b = 1, respectively. Some possible shapes of the GOLiW density and hazard functions are displayed in Figure 1 . 
-THE GOLi-BURR XII (GOLiBXII) DISTRIBUTION
The cdf (for x > 0) of the Burr XII (BXII) distribution with positive parameters a and b is G(x) = 1-1 + x a -b . Then, the GOLiBXII density reduces to
For a = 1 and b = 1, we obtain the one-parameter GOLi Lomax (GOLiLx) and one-parameter GOLi log-logistic (GOLiLL) distributions, respectively. The cases α = a = 1 and α = b = 1 refer to the OLiLx and OLiLL distributions, respectively. Plots of the density and hazard functions of the GOLiBXII distribution are displayed in Figure 2 . Then, the GOLiLx pdf becomes
Plots of the density and hazard functions of the GOLiLx distribution are displayed in Figure 3 . of the log-logistic (LL) distribution with positive parameters a and b. The GOLiLL density is given by
Plots of the density and hazard functions for the GOLiLL distribution for selected parameter values are displayed in Figure 4 .
-LINEAR REPRESENTATION
In this section, we provide a useful linear representation for the GOLi-G density. It can be expressed as Using the exponential series, we can write
Consider the power series
Applying this series to the quantity A, we obtain
Substituting (6) in equation (4), we can write
Then, the GOLi-G density can be expressed as a linear combination of exponentiated-G (Exp-G) densities
where
Thus, several mathematical properties of the GOLi-G family can be determined from those properties of the Exp-G family. Equation (8) is the main result of this section.
The cdf of the GOLi-G family can also be expressed as a linear combination of Exp-G cdfs. By integrating (8), we have
where H δ (x) is the cdf of the Exp-G family with power parameter δ.
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-STRUCTURAL PROPERTIES
In this section, we obtain some structural properties of the GOLi-G family including quantile and generating functions, asymptotics, ordinary and incomplete moments, order statistics and entropies.
-QUANTILE FUNCTION
Let Q G (·) = G -1 (·) be the quantile function (qf) of the parent G. In this section, we provide two algorithms for simulating the GOLi-G model. The first algorithm is based on generating random data from the Li distribution using the exponential-gamma mixture.
• Algorithm 1 (Mixture form of the Li distribution)
The second algorithm is based on generating random data by inverting (1).
• Algorithm 2 (Inverse cdf)
1. Generate U i ∼ Uniform(0, 1), i = 1, . . . , n;
Set (for i = 1, . . . , n)
where W(x) is the negative branch of the Lambert function. The branches of this function are defined by
and is called the negative branch. For W(x) > -1, the function is called the principal branch of the W function. The Lambert function cannot be expressed in terms of elementary functions.
-ASYMPTOTICS
Let a = inf {x|G(x)} > 0. Then, the asymptotics of equations (1), (2) and (3) when x → a are given by
-GENERATING FUNCTION
Here, we obtain the moment generating function (mgf) M(t) = E(e t X ) of X. Henceforth, let T (k+j+1)α denote the random variable having the Exp-G class with power parameter (k + j + 1)α.
We can write from equation (8) M
Hence, M(t) can be determined from the Exp-G generating function. If M (k+j+1)α (t) has an explicit expression, M(t) will also have a closed-form. For some baselines such as the exponential, Lomax, normal, gamma, among others, this is possible.
We define the cumulant generating function (cgf) of X by K(t) = log[M(t)]. The saddle-point approximation is of the main applications of the cgf in Statistics and provides highly accurate approximation formulae for the densities of the sum and mean of independent identically distributed (iid) random variables. Let X 1 , · · · , X n be iid random variables having common GOLi-G cgf K(t). We define S n = ∑ n j=1 X j and obtain λ from the (usual nonlinear) equation K ( λ) = x/n and let y = [x -nK (λ)]/ nK (λ). The density function of X n = S n /n is followed from Daniels' saddle-point approximation as
-MOMENTS
The rth ordinary moment of X, say μ r , follows from (8) as
The central moment of X are easily obtained from (10). The cumulants (κ n ) of X follow recursively from
where κ 1 = μ 1 , κ 2 = μ 2μ 2 1 , κ 3 = μ 3 -3μ 2 μ 1 + μ 3 1 , etc. The measures of skewness and kurtosis can be calculated from the ordinary moments using well-known relationships. The sth incomplete moment of X, say ϕ s (t) = t -∞ x s f(x)dx, can be expressed from (8) as
where v (s) (k+j+1)α (t) = (k + j + 1) α G(t) 0 Q G (u) s u (k+j+1)α-1 du can be computed numerically from the baseline qf Q G (u).
For s = 1, we obtain the first incomplete moment ϕ 1 (t) from (11). It can be applied to construct Bonferroni and Lorenz curves defined for a given probability π by B(π) = ϕ 1 (q) /(πμ 1 ) and L(π) = ϕ 1 (q) /μ 1 , respectively, where μ 1 is given by (10) with r = 1 and q = Q(π) is the qf of X at π obtained from (9). These curves are very useful in economics, reliability, demography, insurance and medicine.
-ORDER STATISTICS
Order statistics make their appearance in many areas of statistical theory and practice. Let X 1 , · · · , X n be a random sample from the GOLi-G family. The pdf of X i:n can be written as
where B(·, ·) is the beta function. Based on equation (1), we can write
After applying the generalized binomial series, we have
Using (2) and (13), we can write
Using the exponential series, we obtain
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holds, where (β) k = β(β -1) . . . (β -k + 1) is the descending factorial.
Applying (14) to
Then, the last equation reduces to
Applying the power series (5) 
Inserting the last equation in (12), the pdf of X i:n can be expressed as
where, as before, h δ (x) is the Exp-G density with power parameter δ and
Then, the density function of the GOLi-G order statistics is a linear combination of Exp-G densities. Based on equation (15), we note that the mathematical properties of X i:n follow from those of T (k+s+h+1)α . For example, the qth moment of X i:n is given by 
Based upon the moments in equation (16), we can derive explicit expressions for the L-moments of X as infinite weighted linear combinations of the means of suitable GOLi-G order statistics.
An Acad Bras Cienc (2019) The Rényi entropy of a random variable X represents a measure of variation of the uncertainty. The Rényi entropy is given by
Using the pdf (2), we can write
Using the exponential series, we have
Applying the power series (5) to the last term, we have
Then, the Rényi entropy of the GOLi-G family reduces to
The Shannon entropy of X, say SI = E{-[log f(X)]}, is given by
First, we define and compute
A (a 1 , a 2 ; α, λ) = 1 0 u a 1 (1 -u α ) a 2 exp -λu α 1 -u α du.
By using the exponential series, we obtain
Using the binomial expansion, we have A (a 1 , a 2 ; α, λ) = ∞ ∑ i,j=0 (-1) i+j λ i i! a 1 + α (j + i) -a 2 -i j .
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THE GENERALIZED ODD LINDLEY-G FAMILY: PROPERTIES AND APPLICATIONS
The following proposition is used to determine the Shannon entropy of X.
Proposition 1. Let X be a random variable with pdf given in (2). Then, -1, 4; α, λ) .
-MAXIMUM LIKELIHOOD ESTIMATION
Several approaches for parameter estimation were proposed in the literature but the maximum likelihood method is the most commonly employed. The maximum likelihood estimators (MLEs) enjoy desirable properties and can be used to obtain confidence intervals for the model parameters. The normal approximation for these estimators in large samples can be easily handled either analytically or numerically.
Here, we consider the estimation of the unknown parameters of the new family from complete samples only by maximum likelihood. Let X 1 , · · · , X n be a random sample from the GOLi-G family with parameters α, λ and ϕ. Let j =(α, λ, ϕ ) be the p × 1 parameter vector. The log-likelihood function for j is given by (j) = n log (α) + 2n log (λ) -n log (1 + λ)
Then, the score vector components, U (j) = ∂ ∂ j = U α , U λ , U ϕ k , are
where g k (x i ; ϕ) = ∂ g (x i ; ϕ) /∂ ϕ k and G k (x i ; ϕ) = ∂ G (x i ; ϕ) /∂ ϕ k .
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THE GENERALIZED ODD LINDLEY-G FAMILY: PROPERTIES AND APPLICATIONS Setting the nonlinear system of equations U α = U λ = 0 and U ϕ = 0 and solving them simultaneously yields the MLE j = ( α, λ, ϕ ) . For doing this, it is usually more convenient to adopt nonlinear optimization methods such as the quasi-Newton algorithm to maximize numerically. For interval estimation of the parameters, we obtain the p × p observed information matrix J(j) = {-∂ 2 ∂ r ∂ s } (for r, s = α, λ, ϕ k ), which can be evaluated numerically.
Under standard regularity conditions, the distribution of j can be approximated by a multivariate normal N p (0, J( j) -1 ) distribution when n → ∞ to obtain confidence intervals for the parameters. Here, J( j) is the total observed information matrix evaluated at j. The method of the re-sampling bootstrap can be used for correcting the biases of the MLEs of the model parameters. Good interval estimates may also be obtained using the bootstrap percentile method.
-SIMULATION STUDY
In this section, we present some simulation results that investigate the behavior of the MLEs in terms of the sample size n. All simulations are performed using the R programming language (R Core Team 2017).
The qf of the GOLiW distribution is given by
We generate 2, 000 random samples from this distribution using the last expression for three different sample sizes n = 350, n = 550 and n = 750. The true values of the parameters are taken as: α = (0.2, 1, 2), λ = (0.5, 2), a = (0.7, 2.5, 4.3) and b = (0.9, 3, 5). For each sample size and parameter combination, the average MLEs and the mean square errors (MSEs) are computed. In order to save space, Table I gives only the results for α = 2, and are not reported for α = (0.2, 1). It can be verified that the estimates are stable and quite close the true parameter values for all sample sizes. Further, the MSEs decrease when the sample size increases in all cases in agreement with the first-order asymptotic theory. 190.374 192.139 193.428 198.819 0.2895 1.8181 BLL 189.769 190.912 192.212 196.525 ;
The parameters of the above densities are all positive real numbers except for the KwTLL, TLL and GTLL models for which the parameter λ is λ ≤ 1.
-APPLICATION 2: CANCER PATIENTS DATA
The second data set on the remission times (in months) of a random sample of 128 bladder cancer patients (Lee and Wang 2003) . For these data, we compare the fit of the GOLiBXII distribution with those of the OLiBXII, Weibull BXII (WBXII) (Afify et al. 2018 Tables II and IV list the values of AIC, CAIC, HQIC, BIC, W * and A * , whereas the MLEs and their corresponding standard errors (in parentheses) of the model parameters are given in Tables III and V. The fitted GOLiLL and GOLiLx pdfs and other fitted pdfs for the time-to-failure data are displayed in Figure 5 , whereas the PP-plots of these fitted models are displayed in Figure S7 (Supplementary Material) . 
