Viewing a scene on a screen display differs greatly from viewing it in the real world. The visual information is conveyed via a flat screen at a fixed distance, and this screen distance can influence how viewers perceive depth in stereograms in conventional stereoscopic displays. This study investigated whether screen distance influences perceived depth in Virtual Reality (VR) systems providing additional motion parallax information. Participants adjusted the depth of a vertical dihedron displayed as a random-dot stereogram. In a first experiment, the stimulus was presented either alone in a gray untextured background or in a cue-rich environment. We found that despite the extra motion parallax information in VR systems compared to conventional stereo-displays, physical screen distance still affected depth perception substantially at longer simulated distances. However, the effect lessened when observers were immersed in a rich and structured environment, possibly allowing them to use other depth cues. A second experiment assessed the influence of potentially potent display-related factors (resolution, display orientation, luminance non-uniformity, and specular reflection), as well as the effect of accommodation-vergence (A-V) conflict size. Depth perception was compared between a Head-Mounted Display (HMD) and an L-shaped system, and between a CAVE and an L-shaped system. These comparisons between CAVE-like VR systems and HMDs revealed that A-V conflict and inclusion of a rich environment were the major factors impacting depth perception. These results have practical and methodological implications for the reliable use of VR systems, especially where accurate depth-matching is involved.
I. INTRODUCTION
Virtual Reality (VR) systems are increasingly employed in a range of industrial applications, as well as for research. Industry uses VR for visualizing prototypes, for training operators, and even for designing new products. In research, VR systems are widely used as research instruments in experimental psychology and display science due to their versatility. Obviously, therefore, these popular systems need to deliver a highfidelity experience of the depicted virtual scenes. However, many users continue to complain about perceptual distortions of the spatial properties of the scenes or the objects included.
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Findings from several studies indicate that distance is misperceived in VR systems [1] - [3] . Possible causes suggested for these misperceptions include image resolution and clarity [4] , limited field-of-view [5] , lack of depth cues [6] , familiarity [7] , use of wrong inter-ocular distance for rendering the scene [8] . Renner et al. [3] classified these factors in four main categories: technological, compositional, human, and measurement factors. Here, we consider that human factors encompass compositional ones, and that measurement factors are not specific to issues of misperceptions in VR. Therefore, the overall goal of the present study was to determine whether it is the human or the technological factors that predominate. Our results suggest that the majority of perceptual distortions in VR systems are best explained by human factors. VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ A prominent source of distortion in VR systems is the fact that, unlike real viewing, light is emitted on flat surface(s) at fixed distance(s). VR systems thus introduce a distance conflict between where the light is emitted and where it is intended to be simulated. As the human visual system needs to accommodate and converge to obtain a clear and single vision of the world, there is a distance conflict between accommodation and vergence stimuli [9] . The distance conflict 1 in such displays often involves a fixed focal distance with varying simulated distance. The effect of screen distance on perceived depth was revealed under conventional stereoscopic displays with no-head tracking [10] - [12] . Implicit in these studies is the idea that the greater the conflict between accommodation and vergence distances, the greater the perceptual bias. The larger the distance conflict size, therefore, the stronger perceptive distortions should be.
VR systems are stereoscopic displays surrounding the viewer in which visual information depends on head motion. Compared to conventional stereoscopic displays, such systems provide the user with an additional 'signal' about depth and distance, called motion parallax. Motion parallax is the relative movement of images across the retina resulting from the movement of the observer or the translation of objects across her/his field of view. This provides a signal regarding relative depth [13] as well as information on absolute distance when it is scaled with extra-retinal information [14] . As a result, the perceptual problems occurring in conventional stereoscopic displays could be expected to be alleviated in VR systems. Because of human viewers' ability to combine several sources of information [15] to perceive spatial dimensions, this additional cue should improve perception of depth and distance.
In real world experiments, the richness of spatial cues is controlled mainly by varying the amount of light in the environment. When well-lit and dark environmental conditions are compared, thus with the number of cues changed, spatial perception changes accordingly [16] , [17] . One study on size perception in the real world [18] showed, by removing monocular cues to depth, that object size was judged as a function of its retinal size and independently of its distance. Another study on distance perception in real environments [17] showed that verbal estimations and blind walking were broadly more accurate in well-lit environments than in dark ones. Manipulating the number of cues in the visual environment has thus become a way to test the efficacy of cues relative to the task of the observer. Kunnapas [16] , by varying the progressive availability of different cues, found that one of the most important cues to distance was retinal image size, and that successively increasing the number of cues increased distance range, accuracy of perception and confidence in the task. In studies on objects displayed in isolation, oculomotor cues played a role but were not efficient enough to provide constancy [19] .
Perceptual problems have also been reported in VR systems. A finding that has major implications for the use of VR systems is that more complex and structured environments are generally more effective in eliciting correct spatial perception than empty ones [20] . A study performed in Head-mounted Displays (HMD) evaluated size perception as a function of simulated distance [21] but apparently found no indications for size constancy, presumably because a sparse environment was used. Kenyon et al. [22] evaluated size constancy in a CAVE (Cave Automatic Virtual Environment)-like VR system, seeking to determine whether observers judge size through object distance or retinal image size. They manipulated the informational content of their experimental display by presenting either a cue-rich environment or a sparse one. Participants had to adjust the size of a virtual bottle with relation to a real one, while the virtual bottle was displayed at different simulated distances. The authors found that when environmental cues were removed, observers tended to estimate size based on retinal image size regardless of distance, suggesting that distance information contained in the cue-rich environment was important for spatial perception. Similar results were obtained in another study [23] presenting the objects to be judged in an environment containing strong linear perspective information.
There are many types of virtual reality display, each with its own configuration (number of screens) and relative complexity. In terms of user-display interaction, there are two categories of VR system: those mounted on the head (HMD), composed of a pair of still screens placed in front of the eyes, and those that require the user to enter a place whose walls act as screens. HMD system screens are so close to the eyes that the eyes cannot focus on them, so optics enabling the accommodation distance and the corresponding virtual image to be set farther away have been designed. Moreover, compared to CAVE-like VR systems, HMD system optics affect the accommodation distance, and potentially create optical distortions related to type of lens and lens-screen configuration. Manufacturers usually do not supply details of the optical configuration of their HMD systems. However, these configurations can be expected to affect the visual system differently from those of a CAVE-like system. For example, if the accommodation distance of an HMD system is set at infinity, it will not provide the same A-V conflict size as a CAVE-like system with a two-meter observer-screen distance. For a simulated distance of ten meters, conflict size is larger in the latter and should lead to stronger perceptive distortions.
In the first part of this study, we investigate whether screen distance influences perceived depth in a CAVE-like Virtual Reality system providing additional motion parallax information and more than a single screen display (i.e. several faces). In the second part of this study, we compare three different VR systems and conclude that distance conflict is a major influencing factor. FIGURE 1. Left: Top view of variations applied to participant-screen distance and participant-object distance. Screen distance is depicted by dashed double arrows, object distance by red circles, and the top-view of the dihedral angle by green angles. Situations where there is no A-V conflict are represented with converging angles on the screen plane. Blue arrows represent dioptric separations and magnitude of the accommodation-vergence conflict. Right: Example of the stimulus arranged for cross-fusion: when fused, the random-dot stereogram represents a vertical dihedral angle. The fixation cross and the center of the angle were placed at eye height. Note that the angle cannot be perceived monocularly because texture is weakly informative.
II. EXPERIMENT 1
Since multiple cues can improve size constancy in real and virtual environments, the distance information available should help when scaling the size of a displayed object. From this first experiment, we can report that presenting a rich environment in VR displays improved depth perception while perceptual bias still occurred in a visually poor one.
A. METHOD 1) PARTICIPANTS
A total of 24 participants (16 men and 8 women), aged from 20 to 50 years (mean: 34.2 and SD: 8.9 years), took part in Experiment 1. Eleven were assigned to group 1 (depth estimations in an empty scene) and thirteen to group 2 (depth estimations in a cue-rich environment). All had normal or corrected vision and presented a stereoacuity threshold lower than 60 arcmin, as assessed by the Randot Stereo Test. They gave their informed consent before beginning the experiment.
2) VR SYSTEM
An L-shaped Virtual Reality system called the Holospace (Barco) was used at the Groupe PSA Research Center. There were three projection screens: front, ground and lateral (right) covering a total of 4 × 2.5 × 2.5 meters. These three surfaces were illuminated by 3DLP projectors (Barco NW-12, 1920×1200 pixels). Front projection was used for the ground screen, via a set of mirrors, and back projection for the two other surfaces. Stereo-views were achieved through NVIDIA active 3D Vision glasses working at 120 Hz. Head motion was tracked using an ART system including 6 IR-cameras and the stereograms were adjusted accordingly. A wireless interaction device (a Flystick) was used to record participants' responses. The virtual environment was displayed using software Deltagen (RTT Dassault System) and the experimental scenario was built via a custom C++ program. The interaxial separation between left-side and right-side simulated cameras was adjusted to each individual's inter-ocular distance as measured with a Pupil Distance Meter (NH-L8).
3) DISTANCES CONDITIONS
A set of different participant-screen (i.e. accommodation distance) and simulated (i.e. vergence distance) distances was displayed to isolate the effect of screen distance on perceived depth. The screen and simulated distances were 1, 1.5 and 2.5 meters, yielding 9 possible configurations (see Fig. 1 , left). Each condition was repeated 8 times, for a total of 72 trials per subject. The absolute sizes of the distance conflict between accommodation and vergence distances were 0.33, 0.27 and 0.6 diopters. These distances were chosen as a function of the dimensions of the VR system, to ensure that participants could not discriminate pixels, and to reflect system's normal conditions of use.
4) TASK & STIMULUS
Participants were presented with a vertical dihedral angle depicted via a random-dot stereogram (see Fig. 1 , right). At stimulus onset, this angle was either 60 or 120 degrees, and the participant had to adjust it to match a right angle (i.e. 90 degrees). For a given trial, one angle was randomly selected from a set of twelve, each having different randomdot patterns. This angle was always presented at eye level. The dots were white over a gray background. The plane width of the dihedron was 8.5 degrees. Dot density was 1.2 dots.degree −2 and dot angular size was 0.25 degrees. This type of random-dot stereogram only provides binocular disparity information and limited texture cues. In the first condition, the virtual scene was a cue-poor environment, i.e. the stimulus was presented alone over a gray background. In the second condition, the stimulus was presented in a cue-rich environment, a large office with a table, chairs, and several objects (see Fig. 2 ). To obtain estimates of depth, the participant adjusted the vertical angle to 90 degrees. This task is similar to adjusting the depth-to-width ratio of the stimulus, as it requires the participant to compare the horizontal and depth dimensions in the stimulus. An indirect estimate of the egocentric distance of the stimulus can then be derived, i.e. the scaling (or equivalent) distance [24] , [25] . Scaling distance can be computed as the distance at which the set pattern of disparity specifies a right angle.
5) PROCEDURE
All participants started the experiment by completing a written consent form. They received verbal instructions and were familiarized with the task in a short preliminary training phase. Participants were assigned to each of the distance conditions described above, in a random order. To vary participant-screen distance, the participant had to move to a circular mark displayed on the ground to begin the trial.
From each angle adjustment, we calculated the scaling distance, the distance at which the horizontal disparities in the stimulus specify a right angle. For a target straight ahead of the viewer, scaling distance SD is
where IOD is the inter-ocular distance and HSR is the horizontal size ratio, a measure of relative horizontal disparity [26] .
6) EXPECTATIONS
Depth constancy should be better when screen and simulated distances match, but performance should significantly decrease with increasing conflict between these two distances. If screen distance dominates perceived depth, the slopes should be smaller than one. Based on the literature [12] , a greater effect is expected when the simulated distance is farther than the screen distance.
B. RESULTS Fig. 3 represents scaling distances results as a function of simulated distances for the two groups of observers (those estimating depth in a cue-poor scene and those doing so in a cue-rich scene). From these results, a three-way ANOVA on scaling distances was performed: 2 (visual scene) × 3 (screen distances) × 3 (simulated distances). There was no main effect of visual scene (F(1, 22) = 0.011, p>0.05) but a significant interaction between the three factors (F(4, 88) = 5.279, p<0.0008, with sphericity corrected using Greenhouse-Geisser (GG) estimate: F(1.55, 34.14) = 5.279, p<0.02). Therefore, we conducted two separate (two-way) analyses at each level of the 'visual scene' factor to shed light on this interaction (nota: F ratios were adjusted using the error term (MS error ) computed from the original analysis. The analysis performed for group 1 (empty scene, Fig. 3 Left) revealed an interaction effect between screen and simulated distances (F(4, 88) = 14.223, p<0.0001, with sphericity corrected using GG estimate: F(1.28, 28.07) = 14.223, p<0.0008). Simulated distance, as well as screen distance, significantly affected scaling distances (F(2, 44) = 488.109, p<0.0001, with sphericity corrected using GG estimate: F(1.18, 25.98) = 488.109, p<0.0001, F(2, 44) = 8.655, p<0.0007, with sphericity corrected using GG estimate: F(1.13, 24.81) = 8.655, p<0.008). Post-hoc analyses (with Bonferroni correction) revealed the averaged scaling for D sim = 2.5m distance was smaller for D screen = 1m than the ones for D screen = 1.5m (p<0.02) and D screen = 2.5m (p<0.O001), suggesting a decreased depth constancy for the nearest accommodation distance (see Fig. 3 , Left).
The analysis performed for group 2 (cue-rich scene, Fig. 3 Right) revealed no significant interaction effect between screen and simulated distances on scaling distances (F(4, 88) = 2.49, p>0.05). Simulated distance significantly affected scaling distances (F(2, 44) = 605.486, p<0.0001, with sphericity corrected using GG estimate: F(1.13, 24.88) = 605.486, p<0.0001), but screen distance did not (F(2, 44) = 0.053, p>0.05). These results suggest that there was no effect of the screen distance on depth perception for group 2.
To investigate whether the presence of a cue-rich scene affected response consistency, a three-way ANOVA was performed on variable error. The analysis only revealed an effect of simulated distance (F(2, 44) = 139.63, p<0.0001 with corrected GG estimate: F(1.3, 29.7) = 139.63, p<0.0001); variable error increased with simulated distance. No other effects were observed (p<0.05).
C. DISCUSSION
In VR systems, previous studies reported misperception of size [8] , [21] - [23] , and distance [1] , [2] , [29] . Size was overestimated when the object was located in front of the FIGURE 3. Simple interaction effects between simulated distance and screen distance (D screen ) for depth estimations made either in an empty scene (Left) or in a cue-rich environment (Right). Lines represent the three screen distances (red: 1 m, blue: 1.5 m, and gray: 2.5 m). Dotted line represents perfect constancy. Vertical error bars show 95% Cousineau-Morey confidence intervals for within-subjects designs [27] , [28] .
screen and underestimated when located behind it, whereas distance was mostly underestimated [3] , [29] . In this experiment, a small but significant effect of screen distance was observed on depth estimations for the longest simulated distance (i.e., interaction effect on Fig. 3 Left). This finding confirms those reported in another study using conventional stereoscopic displays [12] where depth is underestimated for objects displayed behind the screen. This finding has major implications for VR systems, showing that adding motion parallax to stereoscopic displays does not provide perfect depth constancy. Importantly, the group that performed the task in a cue-rich environment did not show the same trend (i.e., no interaction effect on Fig. 3 Right). On the contrary, participants revealed close-to-perfect depth constancy. It thus appears that presenting multiple cues through structured virtual environments leads to better depth constancy, as reported for size judgments [22] . Improvement in depth perception can be achieved via several different combinations of cues. Some cues are ambiguous when presented in isolation but more effective when combined with others. For example, motion-in-depth is more informative when binocular disparity provides the sign of the depth, thereby avoiding the depth reversal observed when motion-in-depth is presented in isolation [30] . Another interesting set of studies reveals that accuracy in the perception of an object's distance and size can be improved by the mere addition of a more distant object [31] . The authors suggest that the relative disparity between two objects limits possible distances for the nearer object (i.e. the limiting-factor hypothesis). The reasons for improvement in depth constancy with increasing depth information are not clear. One important factor may be interindividual differences in cue combination. For example, Richards & Miller [32] observed that only about two thirds of 25 participants in their experiments could use convergence as a depth cue, suggesting that some people rely on other cues. Therefore, increasing the number of available distance cues should maximize the probability of proper assessment of depth and distance, by meeting different individual needs in the cue-combination process. Cue-rich environments should thus enhance the user's spatial perception in real environments as well as in virtual ones. The improvement reported in the present study could be related to what emerges from Maximum Likelihood Estimate (MLE) standard models of cue-combination [33] . In such models, the perceptive system integrates multiple cues by assigning each cue a weight, these weights being inversely proportional to the variance in measurement for each cue in isolation. Conflicting cues like accommodation and vergence thus have less weight because of their high variance. In cue-poor environments, therefore, overall perceptive uncertainty is high. Conversely, cue-rich environments provide multiple pictorial cues that are unaffected by viewing conditions, giving them the potential to reduce this overall perceptual uncertainty. Reduced uncertainty is obviously beneficial, particularly in cue conflict conditions that tend to lower confidence in perceptual estimation. Not only does the presence of multiple cues lead to more precise spatial perception, therefore, but it also reduces the uncertainty in such perceptual processes [25] .
D. THE A-V CONFLICT SIZE HYPOTHESIS
Based on the results from Experiment 1, together with those from previous studies [10] , [12] , we turned to the accommodation-vergence (A-V) conflict size hypothesis. Where accommodation and vergence distances do not match, depth estimates can be predicted by a simple cue-combination model. In the model, depth estimates depend on the distance information available and on the source of distance information, both simulated cues (i.e. disparity-vergence distance, and possibly environmental cues) and physical cues (i.e. screen distance). Thus, if the observer estimates depth based on the simulated and screen distances, the size of the conflict between the two distances should predict the bias and its direction. Conflict size can be computed by subtracting the inverse of the accommodation distance from the inverse of the vergence one:
where C is the unsigned A-V conflict size, D V stands for vergence distance (i.e. simulated distance) and D A stands for accommodation distance (i.e. screen distance, in meter) [12] . A positive conflict arises when the simulated distance is less than the screen distance (i.e., the object appears in front of the screen), and a negative conflict when the simulated distance is greater than the screen distance (i.e., the object is behind the screen). According to this hypothesis, bias in depth perception should be proportional to A-V conflict size, but should also exhibit asymmetry between positive and negative conflicts, with greater bias for negative conflict, as observed elsewhere [12] . It is worth noting that not all depth cues are equally effective in mediating a depth percept, and their own potency can vary with observation distance [34] . The efficacy of all sources of information should also vary with viewing distance, both in stereoscopic VR systems and in natural environments. Because accommodation and vergence are effective distance signals at up to a dozen meters, potential influences from the A-V conflict should decrease at greater distances. Binocular disparities should still significantly contribute to perceived depth owing to the visual system's ability to extract them over longer distances [35] .
III. EXPERIMENT 2
In Experiment 1, an effect of screen distance on depth perception was revealed under a negative distance conflict (i.e., when simulated distance was greater than screen distance). The effect decreased when depth estimations were performed in a cue-rich structured environment. In Experiment 2, stimuli were displayed at two simulated distances with larger A-V conflicts. We investigated whether a structured visual scene still improves depth perception of a simulated object when there is a positive and greater distance conflict (i.e., when simulated distance is shorter than screen distance). We also evaluated the potential effect of uncontrolled factors that can arise in depth perception in CAVE-like VR systems and Head-Mounted Display (HMD) systems.
CAVE-like VR systems include multiple screens, unlike HMD. Because of their specific screen arrangement, they present uncontrolled display features. One effect of projection display is luminance non-uniformity: the brightness of a single screen declines from the center of the image to the periphery [36] , [37] . Significant changes in luminance distribution are observed depending on the luminance gradient, and depth perception might be affected accordingly. In the same way, changes in luminance distribution across side screens could increase the perception of borders between projection screens, providing another uncontrolled display factor.
Two comparisons were made to evaluate the potential effect of these uncontrolled display factors. Gaze angles were manipulated with respect to the display surface. First, depth perception was assessed for stimuli displayed on different areas of the screen surface both in a CAVE-like system and an HMD (Comparison 1). Then, the potential incidence of specular reflection was assessed by comparing depth perception in a CAVE-like VR system and an L-shaped system, the former having a back-projected ground screen and the latter having a directly-projected ground screen (Comparison 2). In each case, screen orientation was varied by keeping conflict size constant, which allowed these two effects to be separated. It was assumed that if no difference was found between the gaze angle conditions, this would suggest that conflict size had more influence on depth perception than a technological factor.
In this second part of the study, we focused on the representation of stereoscopic depth in different VR systems by assessing the magnitude and confidence of depth perception. First, we examined the magnitude of perceived depth, derived as the ratio between the subjective experience of depth over the intended displayed depth. Because VR systems use different accommodation distances (accommodation distance is fixed in HMD VR displays but depends on observer displacement in CAVE-like systems), the magnitude of perceived depth can be expected to be consistent with the conflict size hypothesis. Second, we explored sensitivity to depth, i.e. the minimum change in depth that can be perceived. Again, conflict size should be a prominent factor affecting sensitivity to depth, meaning that confidence should decrease with increasing conflict size.
A. MATERIALS AND METHODS

1) PARTICIPANTS
Fourteen observers (11 men and three women) were recruited to take part in Comparison 1 and fourteen in Comparison 2 (12 men and two women). They were 33 years old on average (SD = 10 years; range: 21-51 years). All had normal or corrected vision and presented a stereoacuity threshold lower than 60 arcmin, as assessed by the TNO Test. All participants provided informed consent prior to the experiment.
2) VR SYSTEMS
In addition to the L-shaped system used in Experiment 1, Experiment 2 employed two other systems: a CAVE-like system and an HMD. The CAVE included five screen displays (width = 4.5, length = 2.6&height = 2.4m). All surfaces were illuminated by back projection using Christie DLP 4k25 projectors (4K25, 25000 lumens). An ART system composed of 6 IR cameras allowed head tracking at 150 Hz frequency. Stereo-views were achieved through Volfoni EDGE VR active glasses working at 120 Hz. The HMD was the HTC VIVE (resolution of 2160 × 1200, 1080 × 1200 per eye, with a refresh rate of 90 Hz and a field of view of about 110 degrees). As it had an optic system (i.e. fresnel lens) and a fixed screen distance, the method employed to find the virtual image distance used to compute the A-V distance conflict is described in the Appendix. Table 1 sums up the main differences between the three VR systems used in this study. Luminance contrast (Weber's ratios, L max −L min L min ) of the display was measured on the front and ground surfaces of both virtual reality systems for the three display orientations using a five-point pattern measurement. The contrast of the displays ranged from 1.8 to 2.1 % in the Holospace, and from 2.4 to 2.6 % in the CAVE.
3) STIMULUS & TASK
Participants had to judge the angle of the same stimulus as in Experiment 1. The task was to focus on a cross (2.3 degrees) placed in the center of the dihedron and then to judge whether the displayed dihedral angle was smaller or larger than 90 degrees. The dihedral angle presentation lasted only two seconds to prevent participants from relying on motion parallax. The stimulus could be displayed in such a way as to give the screen display three different orientations with respect to the visual axes (see Fig. 4 ). The angle created between the visual axes and the surface normal of the screen display was either 0, 35 or 45 degrees. As a result, screen distance slightly varied across viewing conditions depending on participant's eye height. Therefore, we kept the conflict between accommodation (screen) distance and vergence (simulated) distance constant so that the stereoscopic demand was similar in all three conditions of screen orientation.
4) EXPERIMENTAL CONDITIONS
The experimental design included four independent variables: display orientation (0, +35 or 45 degrees), virtual reality system (L-shaped system vs. HMD, L-shaped system vs. CAVE), virtual scene (empty environment vs. cuerich environment) and observer-stimulus distance (0.5 m vs. 10 m). Because of incompatibility between factors 'cuerich environment' and '10 m' distance for orientations '35 degrees' and '45 degrees' (i.e., stimulus occurs below ground), we used a fractional factorial design where the factor 'cue-rich environment' was only tested in the L-shaped system and for the short observer-stimulus distance.
5) PROCEDURE
All participants started the experiment by completing a written consent form. They received verbal instructions and were familiarized with the task by starting with a short FIGURE 4. This panel represents how the gaze angle was manipulated, by keeping conflict size constant. On the left, the stimulus was displayed at eye level so that the surface normal of the screen coincided with the visual axes, the angle between the two being 0 degree. In the middle, the stimulus was displayed in the middle of the ground surface, gaze angle being 45 degrees. On the right, the stimulus was displayed on the front surface but in the periphery of the screen, gaze angle being 35 degrees.
training phase. The participants were randomly assigned to one of three conditions of surface orientation that were run by block. In the experimental session, the dihedral angle was displayed according to an adaptive staircase procedure (Accelerated Stochastic Approximation, [38] ). Observers participated in two threshold estimations (25% and 75%) using two staircases (one ascending and one descending) per threshold estimation for a total of 80 trials. Points of subjective equality (PSE) and the just noticeable differences (JND) were derived from these estimations for each condition.
6) DATA ANALYSIS
To obtain an estimate of depth perception from a single measurement block, data from 80 trials were fitted with a cumulative Gaussian function with the parameters bias, α, and variance, β. To account for potential guesses and lapses [39] , errors independent of stimulus features, we introduced the free parameters γ and λ in the model:
The parameters of this function were estimated using a maximum log likelihood criterion. PSEs were computed by taking the inverse of the cumulative Gaussian function at 50% ''more than 90 degrees''. JNDs (index of uncertainty in the task) were computed by taking the difference between the point at the 0.75 probability level and the point at the 0.25 probability level and dividing this value by two. Larger JNDs indicate larger uncertainty in the task. PSEs and JNDs were then converted into depth ratios, i.e. the ratios of estimated over physical peak-to-trough (maximum depth between the apex and the edge of a given angle) so that perceived depth and sensitivity to depth could be analyzed.
B. RESULTS
In comparison 1, we compared the L-shape and HMD systems by performing three-way ANOVAs on depth ratios and sensitivity: 2 (VR system) × 2 (stimulus distances [scene]) × 3 (display orientations). In comparison 2, we compared the L-shape and CAVE systems by performing three-way VOLUME 8, 2020 FIGURE 5. Left: examples of psychometric functions fitted to the probability of giving a ''greater than 90 • '' response for the short-and long-distance stimuli (blue and red respectively). The dotted lines help locate the points of subjective equality on the abscissa. Middle: effect of stimulus distance on peak-to-trough ratios for the short and long stimulus distances. Right: effect of stimulus distance on the JND of peak-to-trough ratios for the short and long stimulus distances. Error bars denote Cousineau-Morey Confidence Intervals for within-subject design [27] , [28] . Significant differences are indicated by *** for p<0.0001. FIGURE 6. Left: effect of presenting a cue-rich virtual scene on depth estimations (i.e. peak-to-trough ratios) for short distances (in blue); the scene was not tested with long-distance stimuli (in red). Right: interaction effect on depth ratios between factors stimulus distance (blue for short-distance and red for long-distance stimuli) and VR systems (squares represent estimations performed in L-shaped VR system and circles represent estimations performed with HMD). Dotted line shows perfect depth constancy. Error bars denote Cousineau-Morey Confidence Intervals for within-subject design [27] , [28] . Significant differences are indicated by * for p<0.05.
ANOVAs on depth ratios and sensitivity: 2 (VR system) × 2 (stimulus distances) × 3 (display orientations). 1) COMPARISON 1: L-SHAPED VS. HMD VR SYSTEMS Fig. 5 and 6 summarize the results of Experiment 2 on depth ratios and JNDs of depth ratios. They were analyzed using a repeated measure analysis with distance, orientation, and VR system as factors and the factor scene was nested into distance.
The analysis revealed a significant effect of simulated distance (F(1, 13) = 107.644, p<0.0001). As seen from Fig. 5  (Left & Middle) , the depth of the short-distance stimulus was overestimated (mean = 1.08, SD = 0.0093), whereas the depth of the long-distance stimulus was underestimated (mean = 0.843, SD = 0.0071). A slight but significant interaction was observed between factors VR system and stimulus distance (F(1, 13) = 4.873, p<0.05); post-hoc analysis revealed that there was less underestimation of depth with the HMD than with the L-shaped system for long-distance stimuli (p<0.02, see Fig. 6, right ). An effect of the visual scene was also observed (F(1, 13) = 10.611, p<0.002); depth ratios were slightly less overestimated (by about 4%) when depth was estimated in a cue-rich scene than in an empty one (see Fig. 6, left) . Lastly, a small interaction between factors VR system, stimulus distance and display orientation was obtained (F(1, 26) = 5.182, p<0.02). However, posthoc analysis failed to reveal how depth estimations varied according to display orientation interacting with the two other factors (p<0.05).
This analysis was also performed on the JNDs of depth ratios and only revealed an effect of stimulus distance (F(1, 13) = 76.182, p<0.0001): sensitivity to depth was greatly reduced for the long-distance stimulus compared to the short-distance stimulus (see Fig. 5, right) .
2) COMPARISON 2: L-SHAPED VS. CAVE SYSTEMS
The CAVE system and the L-shaped system were compared to assess the relative impacts of screen resolution and of specular reflection on depth perception. The effect of specular reflection could be evaluated because the CAVE system uses a back-projected ground screen whereas the L-shaped system includes a front-projected ground screen. If screen resolution impacts depth perception, then the ratio of peak-to-trough should significantly differ between systems. If light reflection is a potent factor, then an interaction effect should be observed between variables gaze angle and VR system.
A three-way ANOVA was performed on depth ratios and only revealed a significant effect of simulated distance (F(1, 13) = 82.102, p<0.0001). As in Comparison 1, the depth of the near stimulus was overestimated, whereas the one of the far stimulus was underestimated. There were no other effects, and importantly, no VR system effect on perceived depth (p>0.05). Moreover, a three-way ANOVA performed on JNDs of depth ratios only revealed an effect of simulated distance (F(1, 13) = 18.838, p<0.0009). As in Comparison 1, the sensitivity to depth was largely reduced for the far stimulus as compared to the near one. No other effects were observed (p>0.05). Further analysis revealed that depth estimations (ratios) and sensitivity to depth (JNDs) in both the L-shaped and the CAVE systems were strongly correlated (R = 0.89, p<0.0001 and R = 0.58, p<0.0001 respectively). 
3) CROSS-ANALYZED RESULTS: EFFECT OF CONFLICT SIZE AND SIMULATED DISTANCE
In this section, the results obtained in the two reported experiments are cross-analyzed. Fig. 7 represents depth estimations performed in Experiments 1 and 2 with a gaze angle of zero for the empty and rich environments as a function of A-V conflict size. Correlations were obtained between conflict size and depth ratio (for the empty environment: R = 0.53, TABLE 2. Summary of trends observed in experiments 1 and 2. Effect of A-V conflict, type of displays and environment richness on size ratio. Positive conflict means that the simulated distance is in front of the screen distance, and negative conflict means that the simulated distance is behind the screen distance. means overestimation, means underestimation, and → means unchanged estimation. -denotes conditions not tested.
p<0.0001, for the rich environment: R = 0.27, p<0.0005) and between simulated distance and depth ratio (for the empty environment: R = 0.53, p<0.0001, for the rich environment: R = 0.37, p<0.0001). We thus performed multiple regressions on depth ratios with variables conflict size and simulated distance for depth estimations performed in the empty and rich environments. For the empty environment, the multiple regression model was significant (F(2, 184) = 95.67, p<0.0001) and the R 2 was equal to 0.51. Predictors conflict size and simulated distance were found to significantly affect depth ratios (p<0.0001, standardized betas were 0.48 and -0.48 respectively). For the rich environment, the model was significant (F(2, 159) = 12.94, p<0.0001) but the R 2 decreased to 0.14. Conflict size did not significantly affect depth ratio (p>0.05) whereas simulated distance still did (p<0.0001, standardized beta was -0.32). These results can be summarized as follows: conflict size and simulated distance contributed to the bias in perceived depth (with similar explained variance) when the visual scene was empty, whereas only simulated distance contributed to the bias when the visual scene was rich in depth cues.
The following table sums up trends of differences in depth perception observed between the three VR systems in experiments 1 and 2.
C. DISCUSSION
There are a few studies comparing distance perception between different VR displays (e.g. [5] , [40] - [43] ). Overall, when screen distance and/or optical system are known, these studies revealed that distance was underestimated when objects were displayed behind the screen [41] and overestimated when they were displayed in front of it [43] . For example, Grechkin et al. [41] compared distance perception in the range between 6 to 18 m in an HMD (focal distance of 10 m) and a large immersive display (screen distance of about 2.5 m). They observed underestimations of distance in both systems. Lin et al. [43] reported overestimations of VOLUME 8, 2020 distance for objects displayed in an HMD and in a large immersive displays. Presumably, the simulated object distances were always in front of the screen. Experiment 2 also revealed that, overall, perceived depth was overestimated for a positive A-V conflict and underestimated for a negative one. It also showed that sensitivity to depth was somewhat poorer for long than for short object distance. These results are consistent with the conflict size hypothesis regarding bias direction and the asymmetry between positive and negative conflicts. In this experiment, depth perception was also slightly more accurate when the object was presented in a rich environment at a short distance, thus replicating the results observed for the long-distance object in Experiment 1.
One objective of this experiment was to compare depth perception in a CAVE-like system (i.e., the L-shaped system) with that in an HMD system, because of the technical differences between these two systems. For instance, since it is the optical interface in HMD that determines A-V conflict size, this could be a potent factor. While both systems showed similar depth perception for the short object distance, the HMD system led to slightly more accurate depth perception at the longer distance than the L-shaped system. This latter result could be explained by the conflict size factor: conflict size in this condition was only 0.1 D for the HMD vs. 0.4 D for the L-shaped system. However, this result differs from the one observed by Lin et al. [43] . In their study, they observed that a large immersive display provides better accuracy in perceived distance than an HMD similar to the one used in this study. We should note, however, that their large immersive display is very different from the L-shaped system used in this study, and that the distance conditions were not the same.
Experiment 2 failed to reveal any significant effect of display orientation. Results from Comparison 1 suggest that, when conflict size is maintained constant, changing display orientation respective to gaze angle does not make much difference to depth perception. Thus, uncontrolled factors related to luminance non-uniformity in projection display are unlikely to be predominant in perceptual bias in these VR systems. Comparison 2 showed the accuracy of depth perception to be equivalent, without significant differences between the two CAVE-like systems. The fact that there was no impact from display orientation suggests that factors related to resolution and projection are of minor importance compared to screen distance and the resulting conflict size in the VR systems we used.
Only Comparison 1 showed significant differences between the HMD and L-shaped systems. We therefore carried out a supplementary analysis to explore the relationships between depth perception and conflict size, including all data reported for the three VR systems in Experiments 1 and 2. This additional analysis revealed that conflict size and simulated distance strongly contributed to depth perception in the empty environment and that the variance of depth ratios was explained by both factors equally. When estimations were performed in the rich environment, only simulated distance still contributed and less variance was explained by this factor. These results thus strongly suggest that the effect of the A-V conflict can potentially be overcome by presenting environments with multiple depth cues.
IV. CONCLUSION
We reported here on two experiments dealing with depth perception in three different VR systems. The results show that display factors (luminance, resolution, and display orientation) have little or no effect on depth perception. However, in both experiments the A-V conflict and the simulated distance affected perceived depth when the visual environment in the VR systems was empty. Conflict size affected perceptual bias and sensitivity to depth. When a rich environment was displayed, the effect of the A-V conflict was no longer significant, suggesting a decreased contribution of this latter. A recent study revealed that depth perception and accommodation responses were concomitantly affected when exposed to A-V conflict in conventional stereoscopic displays [12] . This decreased importance of A-V conflict in explaining the bias in depth perception when multiple depth cues are displayed may stem from the predominance of monocular depth cues, unaltered by viewing conditions, over conflicting oculomotor ones. These results have implications for the use of VR systems where the A-V conflict size is substantial.
Finally, it is worth noting that to some extent, the outcomes of these findings can be extended to other immersive systems, such as mixed-and augmented-reality displays. The importance of screen distance and optical interface in these systems must be considered both when the entire scene is presented on screens and when it mixes real world with objects displayed on screen (e.g. in see-through systems). When presenting information on different interfaces, different accommodation distance could result in conflicting information from focus [4] and could affect performance in depth perception accordingly.
APPENDIX
An HTC VIVE headset was disassembled to extract the Fresnel lens. The focal length of the lens was measured on its center using a frontofocometer (Shin-Nippon LM-25), and estimated at 26.5 Diopters. Next, the distance between the optical center of the lens and the display, following the center of the lens, was estimated using a laser measuring arm (FARO). The distance between the screen and the optical center of the lens was computed as the distance between two planes fitted on the measured data points obtained using the software GeoMatrix 9.0, minimizing measurement noise by averaging the measured data points. From these two measures, the image distance of the screen was obtained using the thin lens equation. The focal distance of the headset displays was estimated as infinite, meaning that rays of light passing through the lens were cast on the focal point of the lens. CYRIL VIENNE received the master's degree in cognitive psychology from Lille University, France, in 2009, and the Ph.D. degree in psychology from Paris Descartes University, France, in 2013. In 2014, he was a Teaching Assistant in cognitive sciences at Bordeaux University, France. He was a Postdoctoral Fellow at IRBA, until 2016. He was a Visiting Scientist during two years in the Openlab between Groupe PSA, Vélizy, France, and Aix-Marseille University. He is currently a Research Scientist with the French Armed Forces Biomedical Research Institute (IRBA), France. His current research interests include multisensory perception, human behavior and performances, in new technologies and in environmental conditions with strong sensory constraints (e.g., virtual reality and night perception).
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