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Cells use signaling pathways to receive and process information about their environment. 
Understanding signaling pathways is of particular interest because pathway dysregulation of these 
pathways is implicated in many human diseases including many types of cancer. In this 
dissertation, I specifically address understanding interactions that govern response complex 
dynamics and heterogeneity within and between signaling pathways. In particular, I focus on two 
well-characterized MAPK pathways with homology to human signaling pathways implicated in 
cancer, the mating response pathway (homologous to ERK) and the high osmolarity glycerol 
(HOG) response pathway (homologous to p38) of S. cerevisiae (yeast). Although much is known 
about the molecular components of these pathways, less is known about how these components 
function as a dynamical system and regulate heterogeneity in the pathway responses. To address 
this gap in knowledge, we developed experimental techniques that allow for quantification of 
response dynamics and variability (Chapter 2). These methods were then applied to develop a 
predictive, mechanistic model of the dynamics of the mating response pathway (Chapter 3) that 
elucidates how various signaling motifs contribute to the overall dynamics. Additionally, these 
methods were used to provide insight into the mechanisms that drive heterogeneity in mating 
response alone (Chapter 4) and increase heterogeneity in the mating response when the HOG 
pathway is also active (Chapter 5). Together, the work included in this dissertation reveal how 
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quantitative experimental methods and mathematical models can be integrated to understand 
aspects of signaling pathway response that could not have otherwise been studied.       
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CHAPTER 1: AN INTRODUCTION
Multi-scale quantitative biology 
 Biological and biomedical research is conducted at a variety of scales ranging from the 
behavior of a population of many individual organisms to the effect of a single deoxyribonucleic 
acid (DNA) mutation on the behavior of a protein and including every scale in between. This 
research is also conducted using a variety of methodologies, some qualitative and some 
quantitative. Let us take a look at a concrete example, a flock of black birds. The flock is 
population of many different individuals; the behavior of this flock can be studied qualitatively 
by observing and reporting the behavior of the group or individual birds or quantitatively by 
measuring the speed and directions at which the group and individuals move. At a smaller scale, 
each individual is made up of different tissues; the function of these tissues both individually and 
as a system can be studied to understand the anatomy and physiology of each individual bird. At 
an even smaller scale each tissue is made up of many cells; the function of these cells and how 
they contribute to the function of the tissue they are part of can be studied to understand how a 
tissue accomplishes its role. Finally, at an even smaller scale, each cell is made up of many 
organelles including the nucleus which contains the DNA of the bird, which includes all of the 
genetic information about the bird. All of these systems must function together for a population 
to flock together to defend against predation and improve the chance of survival of the 
population. To understand this complex, multi-scale system research must be done on each scale 
while considering how the biology of one of the smaller systems fits into the behavior of the 
larger system. 
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 This is true for all fields of biological and biomedical research. We cannot understand 
how best to treat a disease for a heterogenous population of cancer patients if we do not first 
understand the variability in the population, their individual tumors, the cells within those 
tumors, and the pathways and systems within each cell. While no one person or even one 
laboratory can focus on understanding a process on all of these different scales, as a scientific 
community, we can collaborate and work towards a complete understanding. This work focuses 
on a quantitative understanding of two scales of biological behavior: the behavior of a population 
of cells and the behaviors of individual cells within that population.  
Population-based and single-cell research 
 When testing hypotheses about cellular behavior, a given hypothesis can be tested for the 
behavior of an individual cell or a population of cells. Often, whether questions about cellular 
behavior are addressed using a population-based or single-cell experimental procedure is 
dependent on the technology that is available and most convenient. As more technology has been 
developed, it is now possible address the same questions using different methods; often revealing 
more about the behavior of the complete system. An example of this comes from studies of the 
cellular response to DNA damage. DNA damage occurs when the chemical structure of DNA is 
altered either naturally or by an external factor such as UV light. When DNA is damaged it 
activates the p53 protein (1). Investigation of the dynamical behavior of the p53 activity of a 
population of cells using immunoblotting revealed that there are dampened oscillations in 
response to repeated DNA damage; i.e. the p53 response diminished each time DNA was 
damaged by an external factor (2). However, when a single cell assay was developed to quantify 
individual cells’ p53 activity, it revealed that the p53 response of individual cells to repeated 
DNA damage had the same height and duration, but heterogeneity in the pulse start time results 
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in dampened oscillations at the population scale (3). While both of these results are accurate, 
only observing the average behavior of an entire population of cells can mask the variability 
individual cells’ responses (4). 
Cellular processes such as p53 signaling and transcription are dynamic processes and are 
particularly likely to result in heterogenous cell responses (5–7). Therefore, when studying a 
process like signaling and transcriptional responses, is important to consider both population and 
single-cell response dynamics. Studying the response of both the entire population and individual 
cells is also essential for understanding population survival strategies. Like the flock of 
blackbirds, cells may coordinate their responses to increase the chance of survival of the 
population. 
Mathematical models of population-based and single-cell data     
 Mathematical models can be developed to understand the rules and interactions that 
govern natural processes. For example, models have been developed to understand the rules that 
govern the flocking behavior of birds and other self-organizing biological systems (8). These 
models include both interactions between individuals and the direction of the flock as a whole 
(9). Similarly, models of cellular behavior can incorporate a population as a whole and the 
individuals within the population (10). Models that focus on the behavior of an entire population 
are often deterministic and aim to explain the average observed response (11–17). Deterministic 
models, particularly partial differential equation (PDE) models, can also be useful in 
understanding spatiotemporal changes within an individual cell (18–22). However, to model cell-
to-cell variability in response, a stochastic model is necessary (23–25). All of these techniques 
are useful individually, but combining them and combining single-cell and population based 
analyses can deepen understandings of biologically systems. For example, developing 
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deterministic models based on single-cell dynamics can even reveal the underlying signaling 
mechanisms (26).  
Signal transduction 
 The p53 response to DNA damage briefly described in the previous section is an example 
of signal transduction. Signal transduction is how cells respond to internal and external stimuli. It 
is required for cells to respond and repair damaged DNA as well as for cells to determine when 
to divide and when to move to another location, for example for a fibroblast to migrate towards 
the site of damage during wound healing (27).   
MAPK signaling 
 Many signals are transduced through Mitogen Activated Protein Kinase (MAPK) 
signaling. This process involves a three tiered cascade that include the Mitogen Activated Protein 
Kinase Kinase Kinase (MAP3K), the Mitogen Activated Protein Kinase Kinase (MAP2K), and 
the Mitogen Activated Protein Kinase (MAPK) (28). These signaling pathways are activated by a 
variety of molecules including peptide growth factors, cytokines, hormones, and cellular 
stressors (29). MAPK pathways change cellular behavior by phosphorylating downstream 
targets, which can result in multiple different responses including proliferation, differentiation, 
and cell death (30–32). 
MAPK signaling as a therapeutic target 
In mammals, there are three subfamilies of MAPK pathway, each with several isoforms. 
These include the extra-cellular signal-regulated kinase (ERK), p38, and c-Jun NH2-terminal 
kinase (JNK) families (32, 33). Dysregulation of these pathways is implicated in many human 
diseases. Specifically, persistent JNK or p38 activation is implicated with Alzheimer’s disease, 
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Parkinson’s disease, and Amyotrophic lateral sclerosis (ALS) (29). The ERK signaling pathway 
contributes to tumorigenesis by affecting cell proliferation, migration, and invasion (29). 
Because MAPK pathways are implicated in so many human diseases, they are also 
targets of many therapeutic interventions. Many agents that disrupt components of MAPK 
pathways are currently available or in clinical trials for the treatment of cancer (34). Such 
targeted therapies show promise for precision medicine (34) as they allow for administration of 
drugs that specifically disrupt the dysfunctional signaling pathway in an individual patient’s 
tumor. However, there is still a big hurdle in the success of target therapies; since there are many 
isoforms with possible compensatory roles, targeting one pathway component may work for a 
short period of time, but one of the other isoforms could quickly provide the same function as the 
originally target protein (35, 36). Targeted therapies need to overcome this adaptive drug 
resistance in order to have long term treatment success. 
Challenges of quantitative analysis of MAPK pathways 
 For many of the same reasons that therapies targeting MAPK signaling pathways face 
challenges, there are challenges associated with quantitative analysis of MAPK signaling 
dynamics. Because perturbing one pathway component may lead to the development of 
compensations, it is difficult to identify the true roles of individual components (35, 36). 
Additionally, there are multiple isoforms of the MAPK pathway components. For ERK signaling 
alone, there are 21 MAP3K and 7 MAP2K variants (37), all of which could contribute to the 
reprogramming of the signaling pathway when a single pathway component is perturbed. These 
numerous isoforms make identifying the role of a single isoform challenging. For these reasons, 
it is ideal to use a model MAPK pathway with fewer redundancies such as the yeast mating 
response pathway.       
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Yeast mating response pathway 
 The budding yeast Saccharomyces cerevisiae can exist as a haploid or a diploid. As a 
haploid. yeast exists in one of two possible mating types, a and ⍺, each of which secrete a mating 
type pheromone to help find and fuse with a cell of the opposite mating type. Haploid cells sense 
mating pheromone and prepare to form the a/⍺ diploid through the yeast mating response 
pathway (38, 39). This pathway was first studied in the 1970s with the isolation of “sterile” 
mutant strains that were incapable of forming a diploid (40). The yeast mating response pathway 
is now arguably the best studied signaling pathway and has been researched and reviewed 
extensively in the last three decades (41–58). As one of the five MAPK pathways in yeast (52), 
the yeast mating response pathway is preferred as a model signaling pathway due to its 
homology to mammalian MAPKs and inclusion of G-protein signaling.    	
Pathway components 
 The yeast mating response is initiated when mating pheromone binds to the G-protein 
coupled receptor (GPCR). In a cells ⍺-factor binds to the GPCR Ste2, and in ⍺ cells a-factor 
binds to the GPCR Ste3. Binding of the mating pheromone then activates a canonical 
heterotrimeric G-protein. When active, the G⍺ subunit (Gpa1) and Gβ𝛾 subunit (Ste4/Ste18) 
dissociate (yellow in Figure 1.1). The active Gβ𝛾 subunit then binds to the MAP4K, Ste20 
(lightest blue in Figure 1.1) (59, 60), the MAPK scaffold, Ste5 (gray in Figure 1.1) (61–63), and 
the guanine nucleotide exchange factor (GEF), Cdc24 (64), scaffolded by the multifunctional 




Figure 1.1: Schematic of the responses of the yeast mating response pathway. Schematic of the four 
primary responses of the yeast mating response pathway: morphological changes, cell cycle arrest, vacuolar 
targeting, and transcriptional response. Dark red arrows indicate association or disassociation, blue arrows 
indicate phosphorylation, the purple arrow indicates promotion of degradation, and green arrows indicate 
mating induced transcription. Arrow heads represent activation and lines represent inhibition or repression. 
 
Activation of Ste20 and Ste5 leads to the activation of the MAPK cascade as the 
MAP3K, Ste11, is recruited to Ste5 and phosphorylated by Ste20 (68). The MAP2K, Ste7, is 


















































MAPKs Fus3 and Kss1 (71, 72) (shades of blue in Figure 1.1).  The scaffold, Ste5, anchors 
Ste11, Ste7, and Fus3 thereby enhancing activation of the MAPK cascade (73–75). Activation of 
the MAPKs leads changes in transcription to prepare the cell for mating (76, 77). This 
transcriptional response is mediated by the transcription factor, Ste12, which is a known 
substrate of Fus3 and Kss1 (78, 79) and regulated by Dig1 and Dig2, which repress Ste12 
activity and are also targeted by the MAPKs (pink in Figure 1.1) (80, 81).  
 Response to mating pheromone also induces cell cycle arrest to prepare the cell for 
mating and morphological changes for the cell to find its mating partner, which are both 
mediated by Far1, a multifunctional protein phosphorylated by Fus3 (82). Cell cycle arrest is 
mediated by Far1 (67) by association of Far1 and the cyclin-dependent kinase (CDK), Cdc28 
(purple and orange in Figure 1.1) (83, 84). Additionally, the process by which yeast cells grow to 
form a mating projection called a shmoo (85–87) to find a mating partner is driven by 
recruitment of the Far1/Cdc24 complex to the Gβ𝛾 subunit (purple and turquoise in Figure 1.1)  
(65, 66, 87–90). A final role of Far1 is regulation of the transcriptional response as Far1 
promotes degradation of the transcription factor Ste12 (91). Recent work revealed a new 
downstream effect of the mating response pathway, pheromone induced vacuolar targeting and 
autophagy. The G⍺ subunit initiates vacuolar targeting at the endosomal membrane, a process 
which requires the phosphoinositide 3-kinase (PI3K) Vps34 (green in Figure 1.1) and Fus3 (92, 
93). 
Pathway regulation 
 The mating response pathway is tightly regulated by various pathway components. At the 
level of G-protein activation, Sst2, a regulator of G-protein signaling (RGS) accelerates GTP 
hydrolysis and leads to desensitization to mating pheromone if mating does not occur (54, 94). 
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Additionally, at the level of G-protein activation, the kinase Elm1 has also been shown to 
phosphorylate the G-protein α-subunit, Gpa1 (95). This phosphorylation of Gpa1 by Elm1 in the 
G2/M phase leads to ubiquitination and degradation of Gpa1 in the following G1 phase (95). At 
the level of MAPK activation, the phosphatases, Ptp2, Ptp3, and Msg5 dephosphorylate Fus3 and 
Kss1 (96, 97). 
 The MAPK scaffold, Ste5, has been reported to regulate the mating response. It is 
required for the temporal and dose dependent dynamics of Fus3 activation in response to 
pheromone (98). There are multiple mechanisms by which this may occur. First, Ste5 is 
phosphorylated by G1 cyclin dependent protein kinases (CDKs) at multiple sites disrupting Ste5 
membrane localization and, therefore, Ste5 signaling upon cell cycle entry (99). Additionally, the 
MAPK, Fus3, has been reported to modify the same sites on Ste5 during S-phase (100) and 
autoactivated Fus3 has been reported to downregulate signaling through phosphorylation (101). 
Finally, the abundance of the scaffold affects the basal activation and response levels of the 
mating pathway (102).  
 Additionally, hyperosmotic stress activates the high osmolarity glycerol (HOG) response 
pathway which regulates pheromone signaling by two established mechanisms. First, osmotic 
stress promotes the phosphorylation of a negative regulator of translation, the protein kinase 
Rck2, and thereby inhibits all protein translation including that which is pheromone-induced 
(103). Second, osmotic stress promotes the phosphorylation of a pathway component shared 
between both the mating and hyperosmotic stress response pathways, the MAP4K adaptor 
protein Ste50, and thereby dampens pheromone-induced activation of pathway components 
downstream of the MAP4K (103).  
  
 10 
Homology to mammalian signaling pathways 
 The yeast mating response pathway has homology with mammalian and human signaling 
pathways. Specifically, Ste20, which is a member pf the p21-activated protein kinase (PAK) 
family (104), is homologous to PAK1 in humans (105). Furthermore, Fus3 and Kss1 are 
homologous to human ERK2, Ste7 is homologous to human MEK1, and Ste11 is homologous to 
human MEKK3 (41). Homology between yeast and mammalian MAPK signaling components 
has improved both our understanding of the yeast mating response pathway (106) and our 
understanding of mammalian signaling pathways. The homology of the yeast proteins to 
mammalian ERK pathway, which is implicated in cancer (29), and the mating pathway’s relative 
simplicity compared to human signaling pathway has made it a popular model MAPK signaling 
pathway.     
Modeling the yeast mating response pathway 
 The yeast mating response pathway has not just been used as a model MAPK and GPCR 
signaling pathway, it has also been used to develop models of signaling dynamics and cell 
morphogenesis. The development of models of various aspects of the yeast mating response 
pathway has been previously reviewed in detail (107–109). In this section I provided an 
overview of what types of models have been developed and how they improved the 
understanding of the pathway. 
 Mathematical models have been developed to inform understanding of the yeast mating 
response pathway at every level of pathway activation from G-protein activation to gradient 
tracking. At the level of the G-protein, mathematical models have been used to estimate the rates 
of G-protein activation and deactivation in vivo in the presence of and absence of the RGS 
protein, Sst2 (110). At the level of MAPK activation, mathematical models have been used to 
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determine that pathway specificity between two MAPKs, Kss1 and Fus3, with the same 
upstream activator, Ste7, can be maintained by feedback phosphorylation of the MAP2K, Ste7, 
by Fus3 signaling limiting the activation of the competing MAPK, Kss1(111). Mathematical 
models have also improved understanding of the regulation of mating induced transcription. For 
example, development of stochastic models aided in determining that the kinetic mechanism for 
dual phosphorylation of the MAPK accounts for the graded-to-binary conversion of 
transcriptional response (112), and development of deterministic models demonstrated that 
adaptive transcriptional response mediated by the transcription factor Ste12 can be achieved by 
the proteins Dig1 and Dig2 both inhibiting the Ste12 and protecting it from degradation (17). 
Finally, the yeast mating response has been used extensively to develop mathematical models of 
polarity establishment and gradient sensing (109). These studies reveals important mechanisms 
for mating dependent morphological changes such as Cdc42 nucleotide cycling drives formation 
of active Cdc42 following a Turing-type mechanism (18), ratiometric GPCR signaling enables 
gradient sensing (113), and degradation of ⍺-factor by the Bar1 protease improves gradient 
tracking (114). This limited summary of the findings of mathematical models of the yeast mating 
response pathway highlights the importance of mathematical modeling for understanding 
signaling pathways.      
Developing models with predictive power 
 The models described above describe the biological mechanisms for a variety of 
phenomenon at a variety of scales, but most of these models fail to predict cellular responses to 
stimuli to which the models were not trained. The ability of a model to predict new outcomes is 
referred to as predictive power, and it is something that models of dynamical signaling systems 
generally lack. Ideally models of signaling systems would have predictive power to allow for in 
 12 
silico prediction of responses to drugs or other stimuli minimizing the number of experiments 
that need to be performed. Such predictive models could inform better drug treatment regimens 
and reduce the time it takes to get a drug from the bench to clinical trials. 
 Since these models of a dynamical signaling system are typically not trained on a 
dynamical stimulus input or cell-to-cell variability in responses, they fail to capture the response 
to changing conditions. By using both population-average and single-cell data that captures the 
system’s response to changing conditions, such as addition or removal of stimulus, we can 
develop models that are able to better capture system dynamics and variability, and better predict 
responses to novel conditions. 
Conclusions  
 In this dissertation, I demonstrate, develop, and apply experimental and computational 
methods that integrate studies at the population and single-cell scales. In Chapter 2, which is 
published in Yeast (115), I describe newer quantitative measures of mating pathway activity for 
populations of cells and individual cells. These experimental methods are then applied in 
Chapters 3-5. In Chapter 3, which has been submitted for publication, I develop a mechanistic, 
deterministic model of the gene regulatory network of the yeast mating response pathway base 
on population-average data that has predictive power and use this model to elucidate the roles of 
various signaling motifs in the signaling pathway. In Chapter 4, I use single-cell data and the 
model developed in Chapter 3 to determine mechanisms that drive differences between the 
responses of individual cells. Finally, in Chapter 5, I use both population-average and single-cell 
data to inform our understanding of regulation of the mating response pathway by the HOG 
pathway and develop a stochastic model that qualitatively captures the observed cell-to-cell 
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G protein-coupled receptors (GPCRs) are conserved across biological kingdoms and 
respond to a variety of chemical and environmental signals. These signals are physicochemically 
diverse and include steroids, biogenic amines, polypeptides, ions, odors, tastes, and light. 
Generally speaking, these inputs lead to changes in second messenger and protein kinase 
activity, as well as new gene transcription and metabolic changes. A simple, yet powerful, model 
to study G protein signaling is the budding yeast Saccharomyces cerevisiae. Yeast use a GPCR 
to respond to peptide pheromones, which activate a G protein, mitogen-activated protein kinases 
(MAPKs), and transcription factors necessary for mating. Moreover, sophisticated genetic 
approaches in yeast have led to several important discoveries, including the first ligand binding 
GPCR to be sequenced (1). Other landmarks include the first identification of a G protein 
GTPase activating protein (GAP) and the identification of a three-tiered MAPK cascade and 
MAPK scaffold (Reviewed in (2, 3)). The pheromone response pathway has also been adapted 
for a variety of discovery applications. These include the systematic identification of ligands for 
human GPCRs expressed in yeast (4–6) and the directed evolution of designer GPCRs for 
chemogenetics applications (DREADDs) (7, 8).  
 
1 This chapter is a published paper: Shellhammer, JP*, Pomeroy, AE*, Li, Y, et al. Quantitative analysis 
of the yeast pheromone pathway. Yeast. 2019; 36: 495– 518. https://doi.org/10.1002/yea.3395  
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The pheromone signaling pathway in yeast initiates events necessary for the mating of 
haploid a and ⍺ cells. These haploid cell types secrete specific pheromones, a-factor and ⍺-
factor, that bind to cognate receptors on cells of the opposite type. Once activated, the receptors 
promote the exchange of GDP for GTP on the G protein ⍺ subunit (Gpa1) and dissociation of G⍺ 
from the Gβ𝛾 subunit complex (Ste4/18). Gβ𝛾 then binds to (i) the adaptor protein Far1, (ii) the 
p21-activated kinase Ste20, and (iii) the kinase scaffold protein Ste5. Far1 recruits Cdc24, which 
activates the small G protein Cdc42 and promotes cell polarization toward the pheromone 
stimulus. Ste5 assembles and activates components of a kinase signaling cascade, which is in 
turn activated by Ste20. MAPK activation is required for multiple facets of the pheromone 
response including new gene transcription. Collectively these events serve to prepare the cells for 
mating to form the a/⍺ diploid (9, 10). 
There are several features that have made yeast a particularly useful model for the study 
of GPCR signaling. First and foremost, the pheromone pathway shares extensive similarity to 
GPCR pathways in humans. Compared with most other eukaryotes however, the yeast 
pheromone pathway exists only in haploid cells and is comprised of few functionally redundant 
isoforms. Moreover, yeast have the ability to undergo efficient homologous recombination. 
Thus, any given step of the pathway can be abrogated through deletion of a single gene. Finally, 
pathway output is easily determined through quantitative assays of MAPK activity and 
transcriptional induction. Collectively, these features have helped to establish the function of key 
pathway components in vivo.  
More recently, yeast has served as a platform for systems biology applications, including 
the development of computational models that consider time- and stimulus-dependent changes in 
protein activity, localization, and expression. These efforts require quantitative measures of 
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pathway activity, and in particular how activity is affected by changes in the intensity or duration 
of the input stimulus. Such efforts can help to reveal how feedback inhibition – for example, 
desensitization to odors or drugs – confers such dramatic changes in GPCR signaling. Other 
forms of dynamic behavior are important in gradient tracking – for example, to locate an 
invading pathogen or distant mating partner. Thus, any comprehensive understanding of signal 
transduction will require quantitative measures of activity, over time and in space, in a variety of 
genetic backgrounds.  
Here, we describe newer quantitative measures of pheromone pathway activity. Our 
target audience is anyone interested in experimental approaches for yeast systems biology. We 
begin with a description of population-based assays and then consider several new single-cell 
approaches. We compare the advantages and disadvantages of each method, describe new 
technical improvements, discuss scenarios where each is favored, and provide examples of how 
such methods have advanced our understanding of signal transduction in general. All of the 
assays are, in our experience, sufficiently robust and reliable for adoption in any well-equipped 
laboratory. To illustrate their ability to quantify differences in activity, we compare wild-type 
cells with mutants that exhibit elevated sensitivity to ⍺-factor and sustained activation of the 
pathway. The strain BY4741 is used because most of the genes have been systematically deleted 
and fused to either green fluorescent protein (GFP) or a variety of affinity tags (11–15), all at the 
native locus and under the control of the native promoter. Thus, it is possible to simultaneously 
monitor pathway activity as well as the expression or localization of nearly every protein, in a 
variety of genetic backgrounds and under different experimental conditions. The two mutant 
strains provide a benchmark for comparing the methods. The first contains a G protein that is 
insensitive to the GTPase activating protein Sst2 (DiBello et al., 1998). The second lacks the 
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secreted protease Bar1, which degrades ⍺-factor pheromone (16, 17). Both Sst2 and Bar1 are 
transcriptionally induced in response to pheromone and are consequently required for 
desensitization. Sst2 is also required for proper gradient tracking, while Bar1 is required for 
proper gradient formation (18–26). Collectively, these mutants and measurements have helped to 
establish predictive models that are transforming our understanding of cell signal regulation. 
Results 
PART I: Population-based Assays of Pheromone Signaling 
Quantification of MAPK activity by immunoblotting with phospho-MAPK antibodies 
Upon pheromone binding to the receptor, Gpa1 releases GDP, binds GTP and dissociates 
from the G protein β𝛾 subunit complex (Figure 2.1). Gβ𝛾 can then activate multiple downstream 
effectors and trigger coordinated changes in protein phosphorylation, new gene transcription, cell 
cycle arrest, polarized cell expansion and – ultimately – cell-cell fusion. More specifically, Gβ𝛾 
promotes the activation of a protein kinase cascade that culminates with the phosphorylation and 
activation of two terminal MAPKs, Fus3 and Kss1 (27). It has long been recognized that MAPKs 
must be phosphorylated on two “activation loop” residues in order to achieve full catalytic 
activity and that these residues are conserved in yeast and humans (28–30). This dual 
phosphorylation alters the conformation of the protein, thereby enabling ATP to bind to the 




Figure 2.1. Schematic of pheromone response pathway. (a) Diagram of an a and an ⍺ cell mating to 
form an a/⍺ diploid. (b) Representation of population-based and single cell assays that quantify each level 
of the pheromone response. 
 
Activation of the MAPKs is commonly determined by immunoblotting with antibodies 
raised against a phosphorylated activation loop peptide (phospho-p44/42). Although designed to 
recognize mammalian phospho-ERK1 and phospho-ERK2, they also recognize phospho-Fus3 
and phospho-Kss1. In addition to Fus3 phosphorylation, FUS3 transcription is induced by 
pheromone, resulting in an increase in Fus3 protein levels over time (32, 33). To account for 
changes in Fus3 abundance, blots may be stripped of the phospho-specific antibodies and re-









































is convenient to use an epitope-tagged version of the kinase of interest. Here, we used 
commercial polyclonal antibodies to quantify Fus3 and monoclonal antibodies to quantify 
epitope-tagged Kss1 (Kss1-Myc). Given the difficulty of resolving bands for large and/or heavily 
phosphorylated proteins, small epitope tags should be used whenever possible. 
To illustrate the phospho-specific antibody method, we measured Fus3 phosphorylation 
in wild-type and bar1Δ cells exposed to either a low (0.3 μM) or high (3 μM) dose of 
pheromone. In wild-type cells treated with the low dose, Fus3 reached ~80% of maximal 
phosphorylation by 5 minutes, and then decreased to ~30% of maximum by 90 minutes (Figure 
2.2a, p-Fus3). At the high dose, the signal increased sharply at 5 minutes, and then continued to 
increase for the duration of the experiment. Thus, two different doses may produce identical 
kinase activation at a single (early) time point but nevertheless exhibit dramatic differences in the 
duration and final level of kinase activation, as reported previously (34). In comparison, the 
response in bar1Δ cells was sustained at both pheromone concentrations (Figure 2.2b, p-Fus3). 
Other supersensitive mutants (sst2Δ, sst2Q304N and gpa1G302S) also exhibit prolonged MAPK 






Figure 2.2. Phosphorylation of Fus3 by conventional SDS-PAGE and immunoblotting with phospho-
p44/42 antibodies. Western blot analysis of (a) wild-type cells or (b) bar1Δ cells treated with 0.3 μM or 3 
μM ⍺-factor mating pheromone and probed with phospho-p44/42 and total Fus3 antibodies. Phosphorylated 
Fus3 (p-Fus3) and total Fus3 (t-Fus3) were plotted as % of maximum signal on the blot. The ratio of 
phosphorylated Fus3 to total Fus3 (p-Fus3:t-Fus3) was calculated by dividing % phosphorylated Fus3 by 
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Part of the increase in Fus3 phosphorylation is due to an increase in Fus3 expression. To 
account for this we stripped the blots and re-probed with Fus3 antibodies. In both wild-type and 
bar1Δ mutant cells, subjected to either dose of pheromone, the abundance of Fus3 increased 
substantially within 30 minutes and then increased more gradually for the remainder of the 
experiment (Figure 2.2, a and b, t-Fus3). Although Fus3 induction was similar in wild-type and 
mutant cells (Figure 2.2b, t-Fus3), the proportion of Fus3 that was phosphorylated diminished 
more quickly in the wild-type strain, particularly at the low dose of pheromone (Figure 2.2, a and 
b, p-Fus3:t-Fus3). Therefore, Bar1 limits Fus3 phosphorylation, but not Fus3 induction, and the 
difference between the mutant and wild-type strains is most evident at lower doses of 
pheromone. Collectively, these data are consistent with the fact that Bar1 degrades ⍺-factor and 





Figure 2.3: Phosphorylation of Kss1 by conventional SDS-PAGE and immunoblotting with phospho-
p44/42 antibodies. Western blot analysis of (a) wild-type cells or (b) bar1Δ cells treated with 0.3 μM or 3 
μM ⍺-factor mating pheromone and probed with phospho-p44/42 and anti-Myc tag antibodies to identify 
Kss1. Phosphorylated Kss1 (p-Kss1) and total Kss1 (t-Kss1) were plotted as % of maximum signal on the 
blot. The ratio of phosphorylated Kss1 to total Kss1 (p-Kss1:t-Kss1) was calculated by dividing % 
phosphorylated Kss1 by % maximum total Kss1. Data are presented as mean ± standard deviation, N = 3. 
Data collected by James Shellhammer. 
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Quantification of MAPK activity by Phos-tag SDS-PAGE and immunoblotting 
While relative changes in phosphorylation can be determined using phospho-specific 
antibodies, it is now appreciated that Fus3 exists in both mono-phosphorylated and dually 
phosphorylated pools (40, 41) and that the phospho-p44/42 antibodies are able to detect, to an 
extent, mono-phosphorylated Fus3 (30). This is a concern because mono-phosphorylated Fus3 
does not stimulate, but rather inhibits, downstream signaling (41). Results using phospho-p44/42 
antibodies are, therefore, only an approximation of kinase activation. In the following section, 
we describe the use of Phos-tag gel electrophoresis to determine the stoichiometry of MAPK 
phosphorylation.  
Phosphate-binding tag, or Phos-tag is a divalent-metal-coordinating small molecule that 
has a high affinity for phosphorylated serine, threonine, and tyrosine (42, 43). By adding Phos-
tag and a divalent metal (i.e., Mn2+ or Zn2+) to acrylamide gels, the electrophoretic mobility of 
phosphorylated proteins is slowed, thereby enhancing the separation of phosphorylated and non-
phosphorylated species. Probing with antibodies specific to the protein of interest (e.g., Fus3) 
allows a ratiometric quantification of each phospho-species in the same blot. Thus, the number of 
bands is proportional to the number of phosphorylation events on the protein. We have used 
Phos-tag SDS-PAGE and immunoblotting to identify a substantial pool of mono-phosphorylated 
Fus3 in the cell (41). Moreover, we have used a series of functional assays (such as those 
described below) to assign a negative regulatory role to that form of the protein. 
To illustrate the data that can be collected by the Phos-tag method, we reanalyzed the 
samples used above (Figure 2.2). As shown in Figure 2.4, we obtained clear separation of dually 
phosphorylated, mono-phosphorylated, and non-phosphorylated Fus3 (Figure 2.4, blots). In 
either strain, and at both high and low doses, 20-30% of Fus3 became dually phosphorylated and 
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a similar proportion became mono-phosphorylated. With the exception of the wild-type strain 
treated with low pheromone, the two phosphorylated species persisted for the remainder of the 
time course (Figure 2.4, a and b, Fus3). To account for changes in Fus3 abundance, we summed 
the intensities of all three bands for each lane and calculated the proportion of total protein that 
underwent dual phosphorylation. By this method, the dose-dependent differences for wild-type 
mirrored those seen using phospho-specific antibodies (Figure 2.2, p-Fus3). However, in contrast 
to the results shown in Figure 2.2, dual-phosphorylation in the mutant strain was transient. As 
shown in Figure 2.4b (ppFus3:t-Fus3), activity peaked at 5 minutes and then diminished over 
time, in a manner similar to that seen in wild-type. These data are consistent with earlier data 
showing that part of the phospho-specific antibody signal is due to detection of mono-
phosphorylated Fus3 (Figure 2.2a, p-Fus3). As with any analysis of protein phosphorylation, 
proper controls are essential. To illustrate, we have shown previously that mutations in the 
activation loop phosphorylation sites (T180A and Y182F) eliminate individual bands detected by 





Figure 2.4. Phosphorylation of Fus3 by Phos-tag SDS-PAGE and immunoblotting with Fus3 
antibodies. Phos-tag western blot analysis of (a) wild-type cells or (b) bar1Δ cells treated with 0.3 μM or 
3 μM ⍺-factor mating pheromone and probed with total Fus3 antibodies to identify dually-phosphorylated 
(pp-Fus3), mono-phosphorylated (p-Fus3), and non-phosphorylated (np-Fus3) Fus3. pp-Fus3, p-Fus3, and 
np-Fus3 (Fus3) are plotted as % of lane total. Total Fus3 (t-Fus3) is plotted as % maximum lane signal on 
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the blot. The ratio of dually phosphorylated Fus3 to total Fus3 (pp-Fus3:t-Fus3) was calculated by dividing 
the % dually phosphorylated Fus3 in each lane by % total Fus3 in each lane. Data are presented as mean ± 
standard deviation, N = 3. Data collected by James Shellhammer. 
 
It is well established that pheromone promotes the phosphorylation of Kss1, as well as 
Fus3, as originally shown using phospho-specific antibodies (44) (Figure 2.3). However, 
previous Phos-tag analysis, done in another yeast strain (W303), did not detect a mono-
phosphorylated form of Kss1 (45), most likely due to insufficient resolution from 
unphosphorylated Kss1 in those gels. To compare the behaviors of the two kinases directly, we 
probed the original blots simultaneously with anti-Fus3 rabbit and anti-Myc mouse antibodies; 
we then probed with secondary antibodies conjugated to different fluorophores. Such multi-
channel imaging allows detection of multiple proteins under identical experimental conditions. 
As shown in Figure 2.5, and as shown previously for Fus3, Phos-tag analysis revealed a pool of 
dually phosphorylated, mono-phosphorylated, and non-phosphorylated Kss1 (Figure 2.5). 
Moreover, dual phosphorylation of Kss1 reached 50-60% of the total protein, substantially more 
than that observed for Fus3. Thus, results for Kss1 obtained by the Phos-tag method mirrored 
those obtained by conventional immunoblotting. It is unclear why the proportion of 
phosphorylated Kss1 is greater than that of Fus3. At this point we can only speculate on the 




Figure 2.5: Phosphorylation of Kss1-Myc by Phos-tag SDS-PAGE and immunoblotting with Myc-
Tag antibodies. Phos-tag western blot analysis of (a) wild-type cells or (b) bar1Δ cells treated with 0.3 μM 
or 3 μM ⍺-factor mating pheromone and probed with anti-Myc tag antibodies to identify dually 
phosphorylated (pp-Kss1), mono-phosphorylated (p-Kss1), and non-phosphorylated (Kss1) Kss1. pp-Kss1, 
p-Kss1, and np-Kss1 (Kss1) are plotted as % of lane total. Total Kss1 (t-Kss1) is plotted as % maximum 
lane signal on the blot. The ratio of dually phosphorylated Kss1 to total Kss1 (pp-Kss1:t-Kss1) was 
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calculated by dividing the % dually phosphorylated Kss1 in each lane by % total Kss1 in each lane. Data 
are presented as mean ± standard deviation, N = 3. Data collected by James Shellhammer.  
 
Quantitative transcription-reporter assays 
Activation of Fus3 and Kss1 leads to direct phosphorylation of the transcription factor 
Ste12 (46–49), a repressor complex consisting of Dig1 and Dig2 (50–54), and a competing 
transcription factor Tec1 (27, 55–57). These events induce a number of genes required for 
mating (46, 52, 53). Thus, any differences in MAPK activation can be interpreted in light of 
downstream outputs such as transcription induction.  
Among the most strongly induced genes is FUS1, which is also highly specific to the 
pheromone pathway (10). Accordingly, the FUS1 promoter is widely used as an indicator of 
pheromone-dependent gene expression (9, 58–60) and has been fused to reporter genes that 
encode β-galactosidase and fluorescent proteins (e.g., GFP), as well as drug resistance and 
nutritional markers (61). The β -galactosidase reporter assay has been the standard for decades 
and enzyme expression can be readily detected through cleavage of a suitable substrate. 
Measurement of ortho-Nitrophenyl-β-galactoside cleavage requires cell disruption and is no 
longer widely used (62), having been replaced by the cell permeable substrate fluorescein di--D-
galactopyranoside (58). Whereas the former relies on a colorimetric readout, the latter produces a 
product that is fluorescent and thus substantially more amenable to quantitation. 
To illustrate the method, we compared wild-type and bar1Δ cells treated with a range of 
pheromone concentrations in 96-well microplates. Cells were grown to early log phase, 
stimulated with pheromone for 90 minutes, and then combined with the substrate FDG. After an 
additional 90 minutes, the reaction was stopped by addition of sodium carbonate. Substrate 
cleavage was determined in a microplate spectrophotometer and reported as the percent 
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maximum fluorescence emission (485nm excitation, 580 nm emission) normalized to optical 
density (600 nm, a surrogate measure of cell density). As shown in Figure 2.6a, wild-type cells 
reach a maximum response at approximately 10 μM ⍺-factor, with an EC50 of ~1 μM. Cells 
lacking Bar1 were approximately 10-fold more sensitive than wild-type cells.  
We obtained similar results using an alternative construct where the FUS1 promoter 
drives expression of GFP (Figure 2.6b). In this experiment, cells in early log phase were 
stimulated with pheromone and monitored after 90 minutes and every 30 minutes thereafter. GFP 
induction was determined in a microplate spectrophotometer (483 nm excitation, 518 nm 
emission). OD600 was measured at each time point to determine cell density. Importantly, the 
GFP method can be used to take multiple measurements of the same sample and, as discussed 
below, of the same cell over time. As shown in Figure 2.6c (wild-type) and 3d (bar1Δ), the 
maximum GFP signal increased over time, from roughly 5-fold over basal after 1.5 hours to ~15-
fold by 3 hours. By comparison, the β-galactosidase signal was approximately 50-fold over basal 
after 1.5 hours. Thus, the enzyme-based assay has a higher dynamic range than that of the GFP 
method. While this is not a concern with the strongly induced FUS1 promoter, it may limit the 




Figure 2.6: Pheromone-induced gene transcription assays. Dose-response curves for transcriptional 
output of wild-type and bar1Δ cells after 1.5 hours of treatment with ⍺-factor mating pheromone, obtained 
by (a) the PFUS1-LacZ and (b) the PFUS1-GFP reporters. Time course of PFUS1-GFP response in (c) wild-type 
cells and (d) bar1Δ cells. Data are presented as mean ± standard deviation, N = 4. Data collected by James 
Shellhammer. 
 
PART II: Single-cell Assays of Pheromone Signaling  
 Most cellular assays provide an averaged measure of the population at a single point in 
time. However, there is a growing appreciation of the prevalence and importance of cell-to-cell 
variability (or “noise”) in biological processes. Such differences can arise from stochasticity in 
biochemical reactions, differences in the expression or activity of internal signaling components, 
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age-dependent accumulation of aggregated or damaged proteins, perturbations in membrane 
trafficking, and asynchronous progression through the cell cycle (63–74). In that regard, 
fluorescent protein-based reporters have been particularly useful since they permit quantitative 
measurements of induction in single, living cells over time. Accordingly, our single-cell 
measurements use a genetically integrated reporter of transcription or a genetically integrated 
kinase translocation reporter (KTR) for Fus3 activation (75). In addition to the wild-type and 
bar1Δ strains, we expanded our analysis to include strains expressing the Gpa1G302S mutant. This 
mutation prevents binding to Sst2, thereby slowing G⍺ GTPase activity and amplifying the 
pheromone response (76).  The gpa1G302S allele has been shown previously to increase cell-to-
cell variability in transcription and morphogenesis (21). 
Quantitative transcription-reporter assays using flow cytometry 
Flow cytometry is a method whereby cells in solution are passed, one cell at a time, 
through a laser beam and analyzed for volume (forward-scattered light), morphological 
complexity (side-scattered light) and fluorescence intensity. Forward- and side scatter are 
surrogate measures of cell size and shape, respectively. The scatter data are plotted in two 
dimensions and the single, intact cells are binned into "gates" for further quantification in a third 
dimension (e.g., fluorescence signal) (Figure 2.12, a). This method has long been used to monitor 
the expression of cell surface antigens using fluorescently tagged antibodies. Another common 
application is to measure DNA content for cell cycle analysis (77), including measures of cell 
cycle arrest in response to mating pheromone (78). In that case, the readout is DNA content, and 
is therefore an indicator of the enrichment of haploid cells in either G1 (1N) or G2 (2N).  
To monitor cell-to-cell differences, we typically use dual reporters, one comprised of 
mCherry driven by the ADH1 promoter and the other comprised of GFP driven by the FUS1 
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promoter. Whereas PADH1-mCherry is constitutively produced (Figure 2.12, b), PFUS1-GFP 
reports only pheromone-driven transcription (Figure 2.12, c). Both reporters are integrated into 
the genome to avoid the cell-to-cell differences resulting from varied plasmid copy number. 
Normalizing a pathway-specific response (GFP) with a reference reporter (mCherry) accounts 
for differences in cell size, differences in protein expression capacity, and any day-to-day 
differences in instrument function. The underlying assumption is that the average amount of 
mCherry remains constant during progression through the cell cycle and is unaffected by any 
alterations in cell size or morphology. We then calculate the coefficient of variation (CV) for the 
population at discrete time points. This type of experimental platform allows us to measure 
pathway-specific noise and also to differentiate biochemical noise within a single cell (intrinsic 
noise) from variability within the population (extrinsic noise) (21, 23, 65, 71–73, 79). 
To illustrate this method, we compared the normalized transcriptional response in wild-
type cells under a variety of experimental conditions. Anecdotal evidence indicates that the 
apparent sensitivity to pheromone depends on whether the cells are maintained in glass or 
plastic, possibly because of binding of the  -factor peptide to the surface of microplates. 
Accordingly, we compared the PFUS1-GFP response in plates that were either pretreated with 
bovine serum albumin (BSA), as a blocking agent, or left untreated. As shown in Figure 2.7a, we 
observed a leftward shift in the EC50 in wild-type cells, from ~100 nM to ~10 nM as a result of 
BSA pretreatment. Similarly, the supersensitive bar1Δ and gpa1G302S mutants exhibited a 




Figure 2.7: Flow cytometry transcription assays. Cells gated based on forward scatter, side scatter and 
fluorescence (see Figure 2.12, a-c) were used for (a) dose-response experiments done with wild-type cells 
in wells that were either untreated or coated with BSA and analyzed either immediately (live cells) or after 
chemical fixation. (b) Dose-response experiments done with wild-type, gpa1G302S, and bar1Δ cells in BSA-
coated wells were analyzed immediately or after chemical fixation. Data were fitted using the sigmoidal 
dose-response in Prism (GraphPad). Data are presented as mean ± standard deviation, N = 4. Data collected 
by Lorena Dujmusic under the supervision of Amy Pomeroy. 
 
When a large number of conditions are being tested, or when instrument time is limited, 
it can be convenient to preserve the samples for later analysis. Accordingly, we compared living 
cells with cells that had been fixed with paraformaldehyde. As shown in Figure 2.7, we could 
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observe both GFP- and mCherry signals after fixation, albeit with an obvious difference in the 
slope of the dose-response curve. These findings highlight the distinction between receptor 
affinity and ligand potency. Whereas the former describes the binding affinity of one substance 
for another (Kd or Ka), potency describes the amount of substance required to produce a 
biological effect (EC50 or IC50). Thus, we avoid drawing conclusions about “physiological 
concentrations” of pheromone based on data obtained in a non-physiological (laboratory) setting, 
particularly when comparing multiple distinct readouts of pathway activity. The distinction 
between receptor occupancy and downstream responses is also relevant to understanding the 
significance of “dose-response alignment” (74). 
Quantitative transcription-reporter assays using imaging cytometry  
A limitation of flow cytometry is its inability to track individual cells over time. Thus, we 
have recently turned to imaging cytometry as an alternative approach. Imaging cytometers allow 
the user to monitor cell function in micro-well plates using brightfield and fluorescence channels. 
In these experiments, cells are prepared as described above for flow cytometry, except that the 
cells are not fixed and the plates are not shaken, and we use half-area 96-well plates to reduce 
acquisition time. To quantify cellular response, we first identify the cells using Nexcelom’s 
proprietary brightfield segmentation algorithm. To identify individual cells, we gate all identified 
cells based on GFP fluorescence and aspect ratio (Figure 2.8a). We then determine the mean 
GFP fluorescence intensity for each cell. It is also possible to normalize by mCherry intensity, 
which results in a more normally distributed data set (Figure 2.8b). However, imaging cells for 
an extended time using the GFP and mCherry fluorescence channels is phototoxic. Therefore, we 
normalize based on cell size and do not capture images in the mCherry channel. As shown in 
Figure 2.8, the EC50 values obtained from imaging cytometry mirror those obtained by flow 
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cytometry, although imaging cytometry has a somewhat higher dynamic range (compare Figures 
4a with 5c, and 4b with 5c and 5d). As with flow cytometry, we observed a leftward shift in the 
dose-response profile when using BSA-treated plates (Figure 2.8c) or cells bearing the bar1Δ or 
gpa1G302S mutations (Figure 2.8d).  
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Figure 2.8: Imaging cytometry transcription assays. Images of the half-area wells of a 96-well plate 
were captured by the imaging cytometer. (a) The cells were then segmented based on the brightfield image 
using the Celigo (Nexcelom) native brightfield algorithm and gated based on GFP fluorescence and aspect 

















































































































































































































































ratio to identify individual cells. Only singlet cells shown in red in the rightmost panel of (a) were used for 
single-cell analysis. (b) Distributions of GFP intensity normalized by size and mCherry intensity. (c) Dose-
response experiments done with wild-type cells in wells that were either untreated or coated with BSA. (d) 
Dose-response experiments done with wild-type, gpa1G302S, and bar1Δ cells in BSA-coated wells. Time 
courses are shown for (e) wild-type, (f) gpa1G302S, and (g) bar1Δ cells. Representative single-cell traces of 
the response to 3 μM ⍺-factor are shown for (h) wild-type and (i) gpa1G302S strains. (j) The cell-to-cell 
variability is quantified over time for representative traces. Data are presented as mean ± standard deviation, 
N = 3. Data collected by Lorena Dujmusic under the supervision of Amy Pomeroy.  
 
An important advantage of imaging cytometry is the ability to repeatedly image the same 
cells over time (Figures 5, e-g). This is useful for investigating time-dependent changes in the 
magnitude and cell-to-cell variability in biological processes. To illustrate, we collected single 
cell traces for wild-type (Figure 2.8h) and the gpa1G302S mutant (Figure 2.8i). For each cell, we 
quantified the GFP intensity and calculated the coefficient of variation (CV) for the population at 
discrete time points. As compared to wild-type and bar1Δ, and as shown previously, the 
gpa1G302S mutant has higher cell-to-cell variability but this effect declines with prolonged 
pheromone stimulation (Figure 2.8j). The increase in CV was not due to a global increase in gene 
expression noise, as determined by comparing the normalized mean GFP and mCherry 
intensities in wild-type and mutant cells. Moreover, the CV in untreated wild-type cells remains 
relatively constant over time, demonstrating that noise is unaffected by progression through the 
cell cycle (21). These data illustrate how Sst2 GAP activity acts to suppress cell-to-cell 
variability following prolonged stimulation with pheromone. Indeed Sst2 is one of a handful of 
mating pathway components that dampen transcriptional noise in the mating pathway (21, 65, 
79). Whereas Sst2 suppresses noise over a broad range of pheromone concentrations (21), Fus3 
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suppresses noise at high concentrations of pheromone only (65). Dig1 was reported to suppress 
noise under basal (unstimulated) conditions (79). 
Quantification of cell polarization in microfluidics chambers  
Most studies of pheromone signaling have been done with uniform and saturating 
concentrations of ligand. In a physiological setting, however, yeast cells are likely to be exposed 
to a pheromone gradient coming from a potential mating partner. When that partner is distant, 
the gradient will be weak and cells (which are nonmotile) will elongate in the direction of the 
pheromone gradient, thereby increasing the probability of successful mating (9, 34). In order to 
identify components and characterize processes required for gradient tracking, we use a custom-
built microfluidics chamber capable of producing a linear concentration gradient of pheromone 
or other stimulus (21, 23, 34). The gradient is achieved by passive diffusion between two parallel 
microchannels containing standard growth medium or medium with sufficient pheromone to 
induce cell cycle arrest (Figure 2.9, b and c). With this device, it is also possible to alternate the 
input channel, or increase or decrease the stimulus concentration, in either a graded or step-wise 
fashion (Figure 2.9, b). Because there is no direct flow within the growth chamber, cells remain 
stationary throughout the experiment. Because pheromone is constantly replenished, the effects 
of Bar1 protease are diminished, and the dose-activity profile is shifted compared to experiments 




Figure 2.9: Microfluidics gradient chamber set-up. Microfluidics devices are made from a PDMS 
component with the chamber features and a glass slide. (a) After these two pieces are plasma cleaned, they 
fuse by creating covalent Si-O-Si bonds. (b) A detailed schematic of the microfluidic device shows how a 
gradient is created inside of the chamber and (c) shows the intensity of the fluorescent dye across the width 
of the chamber. 
 
Using the microfluidics chamber, we exposed cells to a 0-150 nM (wild-type) or 0-50 nM 
(mutant strains) gradient of pheromone. To monitor directionality of growth we used a GFP-
tagged variant of Bem1, which binds to activated Cdc42 (80). Cdc42-GTP promotes actin 
polymerization and exocytosis, thereby defining the site of expansion or “polar cap” (81). To 

















































assess gradient tracking, we focused on cells residing in the region of the chamber with the 
largest linear difference in pheromone concentration, as evaluated by the intensity of an inert dye 
in the pheromone solution. Cell polarization was then monitored over 5-minute intervals. As 
shown in Figure 2.10a, cells with a budding (no pheromone) or shmooing (high pheromone) 
morphology are evident at the boundaries of the chamber. In addition, there is a third 
morphogenic state, evident at intermediate pheromone concentrations, where cells have stopped 
dividing but continue to grow in the direction of a weak pheromone gradient (26, 82). We refer 
to this as “elongated” or “chemotropic” growth. After a period of elongated growth, these cells 
divide once and the resulting daughter forms a shmoo (26, 80, 82, 83). 
To quantify gradient tracking, we trace the angle-of-orientation, which is defined as the 
position of the polar cap relative to the direction of the gradient source, as a function of time. 
Perfect alignment toward the gradient is defined as zero. As shown in Figure 2.10, b and c, wild-
type cells typically exhibit directed growth within 100 minutes, and expansion occurs within ±45 
degrees of the gradient. In cells that express gpa1G302S, the polar cap moves along the perimeter 
of the cell, and the cells expand in an apparently random fashion, as shown previously (23). 
Kymographs of GFP intensity along the edge of the cell are shown in Figure 2.10d. The polar 
cap of wild-type and bar1Δ cells stays in the same location but the polar cap in gpa1G302S cells 
moves multiple times throughout the duration of the experiment. 
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Figure 2.10: Microfluidics for pheromone-induced polarization. Wild-type (n=48), gpa1G302 (n=47), 
and bar1Δ n=82) cells were exposed to a gradient of pheromone. (a) Representative Bem1-GFP 
fluorescence microscopy images, (b) polar histograms of the angles of the direction of polarized growth, 
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(c) representative single-cell traces of polar caps, and (d) representative kymographs of GFP intensity 
around the edge of the cell.  
 
To further quantify time-dependent behaviors, we report three other features of cellular 
morphogenesis: frequency-of-turning, memory, and persistence (23). Frequency of turning is 
defined as the frequency of turns greater than 60 degrees. Whereas wild-type cells display large 
turns less than 1% of the time, cells that express gpa1G302S displayed large turns more frequently. 
Memory is defined as the time period for which the current angle of orientation is correlated with 
future angles of orientation (autocorrelation). As compared to wild-type, gpa1G302S cells spent 
approximately twice as much time sweeping in any given direction. Finally, persistence is 
defined as the difference between the position of the polar cap at the beginning and end of a 
fixed time interval, divided by the total length of the path traveled by the polar cap during that 
interval. A persistence of 1 corresponds to movement in a straight line while values less than 1 
indicate polar cap wandering. By this measure, cells lacking Bar1 or expressing gpa1G302S failed 
to properly track a gradient; the gpa1G302S cells in particular displayed half the persistence of that 
in wild-type cells. The tracking defect exhibited by the bar1Δ cells is well documented (16, 20, 
35–39, 84, 85). The properties reported here for gpa1G302S resemble those reported previously for 
cells lacking SST2 (23).  
Earlier investigations revealed two potential mechanisms by which Sst2 promotes 
gradient tracking (23, 86, 87). First, Sst2 is required for proper assembly of septins, which form a 
ring structure at the base of the mating projection that likely serves as a diffusional barrier (88–
90). In the absence of Sst2 the septin collar is not properly assembled, the polar cap is no longer 
constrained, and the cell expands in a random direction (23). Second, by virtue of its GAP 
function, Sst2 abbreviates the lifetime and diffusion of free Gβ𝛾 away from the site of receptor 
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activation. In support of this model, Gβ𝛾 polarization is needed to prevent poplar cap wandering, 
at least in the presence of a uniform (non-gradient) pheromone stimulus (87). The inability to 
polarize and expand towards a mating partner may explain why sst2 mutants mate so poorly 
despite their increased sensitivity to pheromone. 
Single-cell Fus3 activity assay using time-lapse microscopy  
As described above, single-cell analyses of the yeast pheromone pathway have been 
focused on measuring the transcriptional response. To directly monitor MAPK activity in single 
cells, we developed a KTR that is specific for Fus3 activity (75). The reporter was engineered 
based on a truncated fragment of a Fus3 substrate, which translocates from the nucleus to the 
cytoplasm in response to pheromone stimulation. Importantly, this translocation is solely 
dependent on Fus3-mediated phosphorylation and is unaffected by Kss1. Therefore, 
nucleocytoplasmic localization changes of the reporter can be used to indicate the kinase activity 
of Fus3. We have demonstrated that this reporter has a fast response time, full reversibility, a 
high signal-to-noise ratio, and a high fidelity to Fus3 activity, enabling the real-time tracking of 
Fus3 signaling in single cells.  
To illustrate its applications in studying the pheromone response, we used this reporter to 
examine the dynamics of Fus3 activity for wild-type, bar1Δ and gpa1G302S cells in a 
microfluidics device (91). In response to low (0.3 μM) and high (3 μM) doses of pheromone, we 
observed a striking difference in Fus3 activation dynamics in wild-type cells. Whereas cells 
exposed to 3 μM pheromone treatment show a rapid rise in and sustained Fus3 activation, cells 
exposed to 0.3 μM pheromone exhibit a slow and gradual increase in Fus3 activity (Figure 
2.11a). In contrast, the supersensitive gpa1G302S and bar1Δ mutants displayed similar responses 
to 0.3 μM and 3 μM pheromone. Both doses of pheromone induced a sharp increase in Fus3 
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activity within 10 minutes, followed by prolonged Fus3 activation (Figure 2.11, b and c). These 
results indicate that 0.3 μM pheromone is sufficient to saturate the MAPK responses in 
supersensitive mutants but not in wild-type cells, consistent with the results from 




Figure 2.11: Kinase translocation reporter for Fus3 activity. Time traces of reporter responses to 3 μM 
(solid line) and 0.3 μM pheromone (dashed line) are shown for (a) wild-type, (b) gpa1G302S, and (c) bar1Δ. 
Shaded areas represent S.E. Representative single cell time traces of Fus3 activation are shown for cells 
treated with 3 μM and 0.3 μM pheromone. The reporter response was quantified as cytoplasmic over nuclear 
fluorescence intensities (C/N ratio).  
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Discussion 
Here, we have compared quantitative measures of MAPK activation, substrate 
phosphorylation, transcriptional induction, and cell polarization in pheromone-treated cells. For 
each of these outputs we presented methods for both population-based as well as single-cell 
analysis. We illustrated the methods by comparing the activity of wild-type cells with the 
benchmark gpa1G302S and bar1Δ supersensitive mutants.  
Of the methods described here, MAPK phosphorylation is the most proximal to G protein 
activation. We have had limited success with two more direct measures of G protein activity, 
which produce responses that are comparatively weak and transient. One relies on loss of 
fluorescence resonance energy transfer between fluorescently-tagged Gpa1 and Ste18 (92). The 
other quantifies recruitment of overexpressed Ste5 from the nucleus and cytosol to Gβ𝛾 at the 
plasma membrane (93). We have also not discussed longer-term assays of cell cycle arrest, 
partner discrimination, and mating efficiency (38, 62, 94). 
Changes in Fus3 or Kss1 phosphorylation are routinely determined by immunoblotting 
with phospho-p44/42 antibodies. Additionally, these antibodies have been used, in conjunction 
with fluorescence resonance energy transfer measurements, to document a gradient of activated 
Fus3 emanating from the shmoo tip into the body of the cell (95). Such spatial regulation of Fus3 
may be the result of localized activation (through targeted recruitment of Ste4, Ste20 and Ste5) 
and global inhibition (by cytoplasmic pools of the MAPK phosphatases Ptp3 and Msg5). 
However, it is important to note that Fus3 exists in both mono-phosphorylated and dually-
phosphorylated pools and the phospho-p44/42 antibodies are able to detect, to an extent, both 
forms of the protein (30, 40, 41). This is a potential concern because mono-phosphorylated Fus3 
does not stimulate, but rather inhibits, downstream signaling (41). In contrast, Phos-tag permits 
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the quantitation of dually-phosphorylated, mono-phosphorylated, and non-phosphorylated 
MAPKs. Thus we consider the Phos-tag method to be the most informative of the two detection 
methods. Either method can provide information about the relative sensitivity of various mutants 
to pheromone however, as illustrated here for the gpa1G302S and bar1Δ strains.  
A major consequence of MAPK activation is new gene transcription. One of the proteins 
that is induced is Fus3 itself. Thus, Fus3 is part of a positive feedback loop where activation 
leads to increased expression and a further accumulation of phosphorylated protein. 
Consequently, there are two schools of thought for what constitutes “MAPK activity”. The first 
argues that the absolute amount or concentration of phosphorylated MAPK dictates pathway 
output. The second argues that the proportion of protein that is mono- or dually phosphorylated 
is most important. While we do not attempt to resolve this issue here, data from MAPK 
activation analysis can be interpreted in light of downstream outputs such as substrate 
phosphorylation, transcriptional induction, and morphogenesis.  
With regard to substrate phosphorylation, a fluorescence-based reporter has recently been 
developed to specifically monitor Fus3 activity (75). This reporter is composed of truncated 
fragments of Fus2, a direct Fus3 substrate. It has been further engineered so that the 
nucleocytoplasmic localization of this reporter depends solely on Fus3 activation. The reporter 
exhibits a fast response time, full reversibility, a high signal-to-noise ratio, and a high fidelity for 
Fus3 over Kss1. Furthermore, as the reporter localizes predominantly in the nucleus before 
pheromone stimulation, its translocation requires nuclear entry of Fus3 and hence can reflect the 
dynamic localization of the activated kinase, which is important for inducing appropriate 
downstream mating responses (96). As illustrated in Figure 2.11, this reporter enables time-lapse 
tracking of Fus3 activity in individual cells in response to pheromone stimulation. Moreover, a 
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substantial number of studies have demonstrated that individual cells respond very differently to 
the same pheromone treatment (65, 97, 98). This reporter provides a powerful tool to unravel the 
sources and mechanisms of these cell-to-cell variations, and, in particular, the contribution of 
Fus3 activity to the heterogeneity in the mating response.           
For the transcription reporter assays, we compared two common measures of activity: an 
established method that relies on induction of the enzyme β-galactosidase and a newer method 
that monitors GFP induction. Based on our comparison the enzymatic assay provides a higher 
dynamic range than that of the GFP-based assay. This difference may be due in part to the slow 
maturation time of GFP, which can take up to 45 minutes (99). Another disadvantage of GFP is 
the potential for confounding effects of changes in cytoplasmic pH. For example, glucose 
deprivation results in a substantial decrease in intracellular pH, which has been documented to 
diminish the GFP signal (100). GFP variants that are less pH-sensitive are available however, 
and may be preferable under some circumstances. While the β-galactosidase assay provides a 
superior signal-to-noise readout, its activity is also likely to be affected by chemical perturbants 
(or genetic mutations). Thus, with either method, careful consideration of experimental controls 
is needed.  
For measurement in individual cells a GFP (or similar fluorescent protein) reporter is the 
only option. For this application, we compared single-cell analysis by flow- and imaging-
cytometry. An important advantage of flow cytometry is that these instruments can measure 
thousands of cells in a single experiment. In addition, some instruments permit the collection of 
cells with specific light scattering and/or fluorescence characteristics, allowing for the 
enrichment of mutants with rare signaling or morphological features. Another consideration is 
the need for a constitutively-expressed reference reporter to correct for variations in cell size or 
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shape. The use of two reporters requires a flow cytometer than can image multiple fluorescence 
channels and limits what other fluorophores can be used. Another important limitation of the 
method is the inability to monitor individual cells over time.  
A newer strategy is the use of imaging cytometers. Here we described the use of an 
automated benchtop instrument (Celigo, Nexelom Biosciences) that provides brightfield and 
fluorescence imaging of micro-well plates. An important advantage of imaging cytometry over 
flow cytometry is that a single cell can be tracked over time. Additionally, some data about cell 
morphology can be acquired, depending on the resolution of the instrument. Another advantage 
is the ability to normalize expression to cell size instead of using a second reporter gene (e.g., 
PADH1-mCherry). A limitation of imaging cytometry is the comparatively small number of cells 
that can be measured in any given experiment as compared with flow cytometry or population-
based assays.  
The penultimate step in the mating pathway is polarized cell expansion towards a 
potential partner. In this regard, an emerging strategy is to use microfluidics chambers to monitor 
responses to a gradient stimulus. Although cumbersome, it is the only method that can assess the 
ability of a cell to properly track a gradient over time. This approach can also provide data on 
cell cycle progression, transcriptional response and the morphology of individual cells. 
The use of microfluidics has uncovered at least two important findings related to 
pheromone signaling. The first was the realization that Fus3, but not Kss1, is responsible for 
gradient tracking (34, 82, 101–103) (although another group reported a specific requirement for 
Kss1(70)). This was surprising to us given that Fus3 and Kss1 are both activated by the same 
upstream protein kinases, and either MAPK can sustain mating transcription and elongated 
growth (34, 46, 53, 70, 82, 101–104). In parallel experiments using phospho-p44/p42 antibodies, 
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we determined that gradient tracking is the result of the distinct temporal and dose-dependent 
activation properties of Fus3. Whereas Kss1 activation peaks quickly, Fus3 activation increases 
slowly and at a constant rate that is independent of the pheromone level. Whereas Kss1 is 
activated with a graded dose-response profile, Fus3 exhibits a steeper dose-response relationship 
(ultrasensitivity). Using a mutant form of Ste5 that does not bind to Fus3 we determined that 
Ste5 is necessary for the slow and ultrasensitive activation of Fus3 (34, 105). When binding to 
Ste5 is abrogated, Fus3 activation resembles that of Kss1, and the cell can no longer expand 
towards a pheromone gradient (34). Subsequent work using Phos-tag has revealed a synergistic 
relationship between two important regulators of Fus3, Ste5 and the dual-specificity phosphatase 
Msg5 (41) as well as cooperation between two targets of phosphorylation, Ste5 and the G𝛾 
subunit Ste18 (106). 
Microfluidics studies have also revealed new and important contributions of Sst2. Sst2 is 
best known as a GTPase-activating protein for Gpa1, but it also binds to the pheromone receptor 
Ste2 and promotes proper receptor trafficking to the cell surface (107–109). Because deletion of 
Sst2 disrupts both interactions, we have used mutants that uncouple binding to Gpa1 and Ste2 
selectively. The gpa1G302S mutation prevents binding to Sst2, thereby slowing G⍺ GTPase 
activity (76). The sst2Q304N mutation decreases Sst2 binding to the receptor while leaving RGS-G 
protein interactions intact (109). Although both mutants are equally supersensitive to pheromone 
(21), the gpa1G302S mutant alone exhibits a defect in polarized cell expansion. These findings 

































































































 •       
MAPK activity  • •      • 
MAPK 
expression  • •       
Transcriptional 
Response   • • • • •  
Morphology      • • • 
G1 Arrest     • • • • 
Gradient tracking       •  
Time-course    • • • • • 
Single-cell     • • • • 
Single-cell time-
course      • • • 
High-throughput   • • • •   
 
Table 2.1: Comparison of methods. All of the methods in this paper have their own advantages and 




Applications to systems biology  
Quantitative measurements of pathway output, at various stimulus concentrations and 
over broad time scales, have been used to develop mathematical models of the GPCR/MAPK 
signaling pathway (41, 110). For a detailed review of signal processing and the development of 
predictive models for MAPK signaling in yeast, we refer the reader to several reviews (3, 111). 
In this section we highlight a few examples from our own work that demonstrate how 
quantitative measurements and mathematical modeling have been integrated to gain insight into 
design principles that underlie information processing in these signaling systems. In one case, we 
used mathematical models to demonstrate how negative regulators of pathway activity play dual 
roles and promote signaling at specific times during the yeast mating response. In particular, a 
mathematical model developed in (112) was used to explain the counterintuitive observation that 
deletion of the transcriptional repressor DIG2 led to a decrease in pheromone-induced 
transcription, while deletion of the homologous gene DIG1 had the opposite effect (these 
opposing effects on signal could account for their opposing effects on noise (79)). The model 
suggested that Dig2 promotes pheromone-induced gene expression by stabilizing the 
transcriptional activator Ste12. This stabilization creates a large pool of Ste12 that is rapidly 
activated following exposure to pheromone. These model predictions were then confirmed 
experimentally using live-cell imaging of a fluorescent reporter for gene expression (112).  
There is a growing appreciation that cells encode information about environmental 
conditions not only in the amplitude of pathway activity, but also in the temporal response of the 
signaling network (113). In particular, we used mathematical modeling to demonstrate that 
information about the stimulus concentration can be encoded in the duration of signal activity 
(114). This “dose-to-duration” encoding was suggested by quantitative analysis, using 
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mathematical modeling, of experimental data for MAPK signaling during the yeast mating 
response. Recently, we used quantitative measurements of MAPK signaling to demonstrate that 
dose-to-duration encoding is also characteristic of MAPK activation in response to high 
osmolarity signaling (110). Our measurements revealed that the MAPK Hog1 is fully activated 
in a switch-like fashion over a wide range of salt concentrations, but the duration of MAPK 
activity is proportional to the salt concentration. Hog1 signaling is thereby converted from a 
switch to a rheostat, both for phosphorylation of upstream (Ste50) and downstream 
(transcription) targets, in a manner that is dependent on the duration of pathway activity (110).  
Considerable work has likewise been devoted to modeling polarity establishment and 
gradient sensing during the yeast pheromone response (115). In our own work, we have 
integrated mathematical modeling with experimental measurements to demonstrate how 
reshaping of the pheromone gradient through release of the protease Bar1 is used by yeast to 
avoid competition for potential mating partners (22) and to explain the role of polarized G 
protein activation in tracking pheromone gradients (23, 87). We have likewise combined 
quantitative measurements with mathematical modeling to demonstrate how negative feedback 
in the polarity circuit makes this signaling pathway more robust to variations in the abundance of 
pathway components (116). 
Finally, our approach has revealed how Sst2 contributes to proper receptor recovery at 
the growing edge of pheromone-stimulated cells. In particular, our model predicted that 
pheromone-induced synthesis of Sst2, coupled with its interaction with the receptor, is required 
to establish a receptor pool at the polarity site. Again, these results were confirmed by 
quantitative experimental measurements made using live-cell imaging of fluorescently labeled 
receptor and with mutants that target the specific functions of Sst2 (108). 
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In summary, there is a growing number of examples of how quantitative measurements of 
pathway activity and noise, at various stimulus concentrations and over broad time scales, have 
been used to develop mathematical models of GPCR/MAPK signaling in yeast. Such models 
have been used to identify novel regulatory mechanisms and to predict the behavior of 
mutational or environmental perturbations. It is our expectation that the methods and models 
developed in yeast may eventually be adapted to more complex systems – including humans – to 
predict the behavior of genetic, environmental, or pharmacological perturbations affecting 
human health. 
Methods 
Strains and plasmids 
All strains were generated from BY4741 (“wild-type”) (117) and transformed by the 
lithium acetate method (118). Replacement of GPA1 with the GAP-insensitive mutant 
(gpa1G302S) was done as previously described (119). Genetic deletion of BAR1 was achieved by 
homologous recombination of PCR-amplified G418 drug resistance gene from plasmid pFA6a-
KanMX6 or the hygromycin B drug resistance gene from plasmid pFA6a-hphMX6 (120). Kss1-
9xMyc-tagged strains were generated by homologous recombination of a PCR-amplified 9xMyc 
cassette harboring a resistance gene to hygromycin B from plasmid pYM20 (pYM-9xMyc-
hphNT1) (121) at the C-terminus of the KSS1 open reading frame (ORF). Nhp6a-iRFP-tagged 
strains were generated by homologous recombination of a PCR-amplified iRFP-HIS3 cassette 
from plasmid pKT-iRFP-HIS (122). The kinase translocation reporter (KTR) for Fus3 was 
integrated at the TDH3 promoter following SnaBI digestion of plasmid pRS305 pTDH3-KTR 
(75). BEM1-GFP was introduced by homologous recombination following PCR amplification of 
the BEM1-GFP ORF from the GFP-tagged library strain (13). GFP and mCherry reporters were 
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introduced as described previously (21). Briefly, the GFP reporter was integrated at the FUS1 
promoter following XcmI digestion of pRS303 FUS1-GFP. The mCherry reporter was integrated 
at the ADH1 promoter following PacI digestion of ADH1-mCherry in pRS406 (WT and bar1Δ 
strain) or pRS405 (gpa1G302S strain).  
The pRS426-PFUS1-YeGFP3 plasmid was generated by subcloning the YeGFP3 gene 
(123) under control of the yeast FUS1 promoter from plasmid pDS30 (124) into plasmid pRS426 
(125) by digestion with BamHI and XhoI, and subsequent ligation of gel-purified products. 
Plasmid pRS423-PFUS1-LacZ was described previously (126), and is comprised of a HindIII-
HindIII restriction digest fragment containing the PFUS1-LacZ sequence inserted at the HindIII 
site of plasmid pRS423. 
Sample preparation for phospho-MAPK analysis 
Cells were grown to saturation overnight in synthetic complete medium supplemented 
with antibiotics or lacking specific nutrients to maintain plasmid selection, and containing 2% 
wt/volume dextrose (hereafter, SCD medium or SCD – nutrient) at 30°C, diluted to OD600 = 
0.10, grown to OD600 ~0.6-0.8, then diluted again and grown to OD600 ~1.0. A 3 mM stock of  -
factor was then added to a final concentration of 3 μM or 0.3 μM. Aliquots were collected either 
before pheromone addition or after 5, 15, 30, 60, or 90 minutes, mixed with 6.1 N trichloroacetic 
acid (TCA) to 5% final concentration, and placed on ice. Cells were collected by centrifugation 
at 2000 x g for 2 minutes at 4°C, washed once with ice-cold 10 mM NaN3, and recollected by 
centrifugation at 16,000 x g for 1 minute. Cell pellets were stored at -80°C until use. 
The same cell lysates were used for both conventional and Phos-tag SDS-PAGE, and 
were prepared using conditions optimized for Phos-tag SDS-PAGE as described previously 
(110). Briefly, cell pellets were thawed on ice and resuspended in ice-cold TCA buffer (127) 
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without EDTA (10 mM Tris-HCl, 10% TCA, 25 mM ammonium acetate, pH 8.0). Cells were 
vortexed for 10 minutes at 4°C, then collected by centrifugation at 16,000 x g for 10 minutes at 
4°C. Pellets were reconstituted in resuspension buffer (100 mM Tris-HCl, 3% sodium dodecyl 
sulfate (SDS), pH 11.0), heated at 99°C for 10 minutes, cooled to room temperature for 10 
minutes, and centrifuged at 16,000 x g for 1 minute. Supernatants were then transferred to new 
tubes and 5 μL were used in a Bio-Rad DC Protein Assay (Bio-Rad # 5000112) carried out 
according to the manufacturer’s instructions. Absorbance values were compared against bovine 
serum albumin standards prepared in resuspension buffer. Lysates were normalized with 
resuspension buffer to 2 μg/μL, mixed 1:1 with 2x SDS sample buffer (500 mM Tris-HCl, 20% 
(v/v) glycerol, 2% (w/v) SDS, 200 mM dithiothreitol, 0.01% (w/v) bromophenol blue, pH 8.5), 
and used immediately or stored at -80°C. Samples were heated at 70°C for 10 minutes prior to 
loading. 
Conventional SDS-PAGE and immunoblotting 
Thirty μg of protein sample were loaded onto 10% SDS-PAGE gels and run in SDS 
electrophoresis buffer (25 mM Tris base, 20 mM glycine, 0.1% (w/v) SDS, pH 8.3) at room 
temperature for 20 minutes at 20 mA/gel. After proteins transited the stacking layer, the current 
was increased to 25 mA/gel for 110 minutes. The resolving layer was removed, equilibrated in 
transfer buffer (20% methanol, 25 mM Tris Base, 200 mM glycine) and then transferred to 
nitrocellulose membranes at 100 V for 90 minutes in transfer buffer at 4°C.  
Nitrocellulose membranes were placed in an SDS-PAGE blocking buffer comprised of 
TBS-T (100 mM Tris Base, 150 mM NaCl, 0.1% Tween-20, pH 7.5), 5% (w/v) non-fat dry milk 
and 10 mM NaN3, for 1 hour at room temperature, and then probed with antibodies to phospho-
p44/42 (Cell Signaling # 4370, 1:500 ratio), Fus3 (Santa Cruz Biotechnology # 6773 ,1:500 
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ratio), Myc (Kss1-Myc) (Clone 9B11, Cell Signaling Technology # 2276, 1:1,000 ratio), or 
glucose-6-phosphate dehydrogenase (G6PDH) as a loading control (Sigma # A9521, 1:50,000 
ratio) for 1 hour at room temperature (G6PDH) or overnight at 4°C with shaking. Blots were 
washed 3 x 5 minutes with TBS-T, then incubated with horseradish peroxidase-conjugated goat 
anti-rabbit (Bio-Rad # 1662408), donkey anti-mouse (Jackson ImmunoResearch # 715-035-151), 
or donkey anti-goat (Santa Cruz Biotechnology # sc-2020) secondary antibodies at 1:10,000 in 
TBS-T containing 5% (w/v) non-fat dry milk for 1 hour at room temperature. Blots were washed 
3 x 5 minutes with TBS-T and after a 5-minute incubation with Clarity ECL Western Blotting 
Substrate (Bio-Rad # 1705061) imaged on a Bio-Rad ChemiDoc MP imaging system. Phospho-
MAPK antibodies were removed by treatment with Stripping Buffer (62.5 mM Tris-HCl, 2% 
(w/v) SDS, 100 mM β-mercaptoethanol, pH 6.8) for 30 minutes in a dry oven at 65°C, with 
occasional agitation by hand, then rinsed thoroughly with distilled water and finally with TBS-T 
3x10 minutes before re-probing for total MAPK (combined anti-Fus3 and anti-Myc antibodies). 
Blots were stripped once again and re-probed for G6PDH as a loading control.  
Phos-tag SDS-PAGE and immunoblotting 
10% bis-tris SDS-PAGE gels containing 50 μM Phos-tag (Wako) and 100 μM Zn(NO3)2 
were prepared as described previously (110). Briefly, 15 μg of protein sample was loaded onto 
Phos-tag gels and run in Phos-tag SDS-PAGE electrophoresis buffer (50 mM Tris base, 50 mM 
MOPS, 0.1% (w/v) SDS, 5 mM sodium bisulfite, pH 7.2) 150V for 90 minutes at room 
temperature. The resolving layer was equilibrated in Phos-tag transfer buffer (1x NuPAGE 
transfer buffer (Life Technologies # NP0006-1), 20% (v/v) methanol, 2.5 mM sodium 
pyrophosphate, 5 mM sodium bisulfite) for 15 minutes at room temperature with shaking. 
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Proteins were then transferred to polyvinylidene difluoride (PVDF) membranes (Millipore # 
IPVH00010) in Phos-tag transfer buffer at 20 V for 20 hours at 4°C. 
Membranes were placed in Phos-tag blocking buffer comprised of TBS-T with 2% (w/v) 
fish gelatin and 10 mM NaN3 for 1 hour at room temperature. Membranes were then probed 
simultaneously with the Fus3 and Myc primary antibodies (detailed above) in TBS-T containing 
0.5% fish gelatin and 10 mM NaN3. Blots were washed 3 x 5 minutes with TBS-T, then 
incubated with donkey anti-goat Alexa-647 (Thermo Life Sciences # A-21447, 1:1,000 ratio) and 
donkey anti-mouse Alexa-555 (Thermo Life Sciences # A-31570, 1:1,000 ratio) secondary 
antibodies in TBS-T containing 0.5% fish gelatin, and then washed 3 x 5 minutes with TBS-T at 
room temperature. MAPK blots were imaged on a Bio-Rad ChemiDoc MP imaging system using 
multichannel acquisition mode (Fus3, Alexa 647 channel; Kss1-Myc, Alexa546 channel) 
optimizing for intense bands after washing off excess secondary antibodies. Blots were stripped 
and re-probed with G6PDH primary antibodies, HRP-conjugated goat anti-rabbit secondary 
antibodies, and imaged with Clarity ECL Western Blotting Substrate (Bio-Rad # 1705061), as 
described above. 
Image densitometry 
Densitometry analysis was carried out in ImageJ (128) as described previously (129). 
Briefly, 16-bit raw TIF files were exported from the Bio-Rad Image Lab software and opened in 
ImageJ. Images were rotated to align bands horizontally, and the rectangle tool was used to 
select each lane for analysis. Rectangles were drawn to cover the entire width of the band in one 
lane without causing overlap in other lanes and were drawn long enough to sample the 
background pixel intensities surrounding the band(s) of interest. Pixel intensity profiles were 
plotted, and background was subtracted by connecting the adjacent background intensities 
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surrounding the peak corresponding to the band of interest using the line tool. The left and right 
sides of the peaks of interest were connected to the horizontal line created for background 
subtraction, effectively isolating roughly 95% of the Gaussian distribution. The magic wand tool 
was then used to obtain the area under the curve as the raw densitometry value. For phospho-
p44/42 data, the percent phosphorylated MAPK from total MAPK was calculated using 
densitometry values that were normalized to the loading control. For Phos-tag data, raw 
densitometry values were used to determine the percent of total MAPK that was phosphorylated. 
The values for each band in a given lane were totaled, and the corresponding percent of the total 
was calculated for each band. Protein induction over time (t-MAPK) was calculated by 
normalizing the total MAPK signal to the loading control as for the phospho-p-44/42 data. 
Population-based transcriptional reporters 
Wild-type, Kss1-Myc and bar1Δ Kss1-Myc strains were transformed with pRS423-PFUS1-
LacZ or pRS426-PFUS1-YeGFP3. Four colonies from each transformation were grown at 30°C to 
saturation overnight in selection medium, then diluted to OD600 = 0.2 the following day and 
grown to OD600 ~0.6-0.8. These cultures were again diluted to OD600 = 0.005 and grown 
overnight to OD600 ~0.8. Ninety μL were added per well in duplicate rows to black clear-
bottomed 96-well plates (Corning Costar) containing 10 μL of 10x stocks of serially diluted  -
factor mating pheromone prepared in sterile water, with one well per row containing 10 μL of 
sterile water only. PFUS1-GFP measurements were carried out as described previously (130). 
Briefly, samples were incubated for 1.5, 2, 2.5, and 3 hours at 30°C. GFP fluorescence was 
measured using a Molecular Devices Spectramax i3x plate reader at an excitation wavelength of 
483 nm and emission wavelength of 518 nm. The OD600 was measured at each time point to 
determine cell density. PFUS1-LacZ assays were carried out as described previously (58). Briefly, 
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samples were incubated for 1.5 hours at 30°C. The OD600 for each well was measured to 
determine cell density after which 20 μL fluorescein di-β-D-galactopyranoside (FDG) solution 
(135 mM PIPES, 0.25% (v/v) Triton X-100, 0.5 mM FDG, pH 7.2) was added to each well. 
After 1.5 hours at 37°C, the reaction was stopped by addition of 20 μL of 1 M sodium carbonate, 
and fluorescence was measured using a Molecular Devices Spectramax i3x plate reader at an 
excitation wavelength of 485 nm, and emission wavelength of 580 nm.  
For data analysis and presentation, raw fluorescence values from each well were 
normalized to the number of cells in that well (represented by the OD600) using the shorthand 
Taylor Series 1/(1+x) where x = OD600. Normalized values of each technical duplicate were 
averaged. Finally, each well was normalized as a percent of the average maximum fluorescence 
value in the wild-type strain. Dose-response curves were fitted to the data using a nonlinear 
Boltzmann function using a least squares regression in GraphPad Prism 4. 
Flow cytometry 
Wild-type, bar1Δ, and gpa1G302S strains with integrated PFUS1-GFP and PADH1-mCherry 
transcriptional reporters (Dixit et al., 2014) were grown as described above for the population-
based transcriptional reporter assays. Forty-five μL from each culture were added to each well in 
duplicate rows to black clear-bottomed 96-well plates (Corning Costar) containing 5 μL of 10x 
stocks of serially diluted ⍺-factor mating pheromone. The cells were then incubated in a shaker 
at 30°C for 1.5 hours. For experiments where BSA-coated plates were used, each well was filled 
completely with 1% BSA solution in sterile filtered water and incubated at 4°C overnight. The 
liquid was removed before filling the plate for experiments. 
For live-cell flow cytometry, the plates were placed on ice after 1.5 hours and analyzed 
within 15 minutes. For fixed-cell flow cytometry a stock solution of cycloheximide (400 µg/mL) 
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was added to each well to a final concentration of 4 µg/mL. Then, plates were centrifuged (500 x 
g) for 2 minutes at room temperature. The supernatant was removed, and the cells were 
resuspended in 50 μL of paraformaldehyde solution (1 M phosphate buffer, 2% 
paraformaldehyde, 4 µg/mL cycloheximide, pH 7.5). The cells were incubated in 
paraformaldehyde solution for 15 minutes at 20°C. After incubation, the plate was centrifuged 
(500 x g) for 2 minutes at room temperature. The supernatant was removed, and the cells were 
resuspended in 50 μL of wash buffer (1 M phosphate buffer, 75 mM lysine mono-HCl, 4 µg/mL 
cycloheximide, pH 7.5). Cells were washed once more in this buffer and stored at 4°C in the dark 
for up to 5 days.  
The height and area of the peaks for side scatter (SSC), forward scatter (FSC), green 
fluorescence (GFP), and red fluorescence (mCherry) were measured using an Intellicyt iQue 
Screener PLUS equipped with three lasers (405, 488, and 561 nm). All flow cytometry data 
analysis was performed using the FlowCytometryTools Python package (131). First, cells were 
gated based on the heights of their forward and side scatter peaks (Figure 2.12, a) to isolate cells 
from debris. This population was then gated based on positive mCherry fluorescence intensity 
(Figure 2.12, b) to remove any additional debris or dead cells that did not have mCherry 
expression. Finally, any cells with negative values for GFP fluorescence were removed (Figure 
2.12, c). 
The transcriptional response was quantified as GFP fluorescence divided by mCherry 
fluorescence. By normalizing with a constitutively active transcriptional reporter such as PADH1-
mCherry, we can account for differences in protein expression and distinguish doublets and 
singlets. It is also possible to normalize by forward-scatter as a surrogate measurement of cell 
size (Figure 2.12, d). We use mCherry fluorescence because it also accounts for cell-to-cell 
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differences in protein expression. For each strain and dose of pheromone, we calculated the mean 
and standard deviation of the mCherry-normalized GFP fluorescence. Any cells that were two or 
more standard deviations above or below the mean were considered outliers and removed from 
subsequent analysis. Data were reported as the median of the normalized GFP fluorescence of 
the remaining cells. Dose-response curves were fitted to a nonlinear Boltzmann function in 
GraphPad Prism 4 using a least squares regression. 
 
 
Figure 2.12: Gating of cells for flow cytometry analysis. Cells were gated based on the heights of their 
(a) forward- and side-scatter peaks, and then gated based on the level of (b) mCherry fluorescence (c) and 
GFP fluorescence. (d) Two GFP normalization options (dividing by mCherry and forward-scatter area) 
were compared with non-normalized GFP. (e) mCherry and (f) GFP fluorescence is shown for untreated 
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Imaging cytometry  
Cells were prepared for imaging cytometry as described above for flow cytometry but 
using half-area, black, clear-bottomed 96-well plates (Greiner CELLSTAR). Each plate of cells 
was then centrifuged at 500 x g for 5 minutes at 4°C. Cells were imaged in a Nexcelom Celigo S 
every 20 minutes for 3 hours at room temperature using the “Target 1+Mask” expression 
analysis settings. Target 1 was GFP (green channel) and the brightfield image was used as a 
mask to segment cells. Exposure time for GFP was 200,000 μs.  
The cells were segmented using Celigo’s native brightfield algorithm for image analysis. 
The intensity threshold was set to 10, the precision was set to high, the cell diameter and dilation 
radius were set to 4 μm and 0 μm, respectively, and the separate touching objects setting was 
turned on. The identified cells were then gated based on the mean intensity and aspect ratio of 
mCherry fluorescence to exclude debris and clumps of cells (Figure 2.7A).  Background 
correction was used in the analysis of the GFP intensity. For data analysis and presentation, the 
mean GFP intensity was averaged across three to four biological replicates. Dose-response 
curves were fitted to a nonlinear Boltzmann function in GraphPad Prism 4 using a least squares 
regression. 
Microfluidics chamber assembly 
Polydimethylsiloxane (PDMS) was prepared by combining 36 g of base with 4 g of 
curing agent (from the Dow Sylgard 184 silicone elastomer kit) in a polystyrene weigh boat and 
mixing for 2 minutes. The PDMS mixture was then poured over the mold in a second 
polystyrene weigh boat and placed in a vacuum chamber for 1 hour to remove any bubbles. The 
PDMS was then cured overnight at 68-70°C. The sides of the weigh boat were cut away and 
gently separated from the PDMS and mold. Then, the PDMS was separated from the mold by 
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gently cutting around the edge of the mold with scissors. The feature side of the PDMS was 
protected with clear tape before individual chambers were cut out using a razor blade. The 
locations of the ports were marked on the tape with a permanent marker pen. The ports 
(schematic in Figure 2.9, b) were created by pushing a 0.5 mm puncher (World Precision 
Instruments) through the non-feature side of the PDMS. The puncher was carefully removed by 
holding the chamber down with forceps and pulling the puncher straight up. The chamber was 
cleaned 3-4 times using clear tape and then washed sequentially with ACS grade methanol, 70% 
ethanol diluted in filtered deionized water, and filtered deionized water. The chamber was then 
blown dry with air and placed in a clean petri dish with the features facing up. A glass slide was 
cleaned following the same protocol. Both the chamber and the glass slide must be very clean to 
ensure complete fusion of the chamber to the coverslip. Next the chamber and cover slip were 
placed in a plasma cleaner (Harrick Plasma PDC-32G) with the feature side of the chamber 
facing up and run for 30-45 seconds to replace the Si-CH3 bonds with Si-OH bonds (Figure 2.9, 
a). Then, the chamber was placed on top of the cover slip with the feature side facing down. 
When the PDMS and the glass come in contact with each other they fuse by forming covalent Si-
O-Si bonds (Figure 2.9, a). The chamber typically fused instantly; however, sometimes it was 
necessary to push down on the corner of the chamber, avoiding the features, to start fusion. The 
chamber was then placed at 58-60°C for 2 hours to complete fusion. 
Each experiment required eight syringes and lines. Each line was prepared by inserting a 
23-gauge needle into one end of 1-2 meters of (Cole-Palmer Tygon) tubing with inner diameter 
0.020 in, outer diameter 0.060 in and a 23-gauge luer stub into the other end. The lines were 
connected to syringes by screwing the syringe into the luer stub. Seven lines were prepared with 
plain medium (SCD) and 1 line was prepared with SCD containing mating pheromone and a 
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1:1,000 dilution of stock Alexa Fluor 647 (Invitrogen) dye to visualize the presence of 
pheromone in the mating chamber.  
To set up for imaging, the chamber was first secured to the stage with a slide holder. 
Then, each line was inserted into the chamber; the line containing pheromone and dye was added 
last. As each line was added, some media was pushed through the chamber using a syringe to 
check for leaks. Once the chamber was set up, the cells were loaded gravitationally by holding 
the load syringe containing cells at ~0.100 OD above the shunt and tapping the side of the 
syringe. It is important to not push the cells in using the syringe as this will force the cells into 
the channels on either side of the chamber. The chamber was designed based on the dial-a-wave 
design, allowing the source of media to be switched to an input containing pheromone after two 
time points (132).  
Microfluidics and time-lapse microscopy for the Bem1-GFP polarity reporter 
For gradient experiments, Bem1-GFP was used to visualize the polar cap. The chamber 
was set up so that only one of the four input channels contained pheromone and dye, producing a 
gradient of pheromone. For these experiments, we used pheromone concentrations matched to 
the sensitivity of the individual strains: 0–150 nM for wild-type, 0–50 nM for gpa1G302S and 
bar1Δ. Time-lapse microscopy was performed using a Nikon Ti-E inverted fluorescence 
microscope with Perfect Focus, coupled with Hamamatsu Orca-flash 4.0 digital camera and a 
Lumen Dynamics C-Cite LED light source system. Images were taken using a Nikon Plan Apo 
VC X60 oil immersion objective (NA 1.40 WD 0.17 MM). Images were taken every 10 minutes 
in the brightfield, far-red, and green channels. The lowest LED intensity setting was used to 
prevent photobleaching and phototoxicity. Cells were imaged for 10 hours, and the first two time 
points were always taken in the absence of pheromone.  
 74 
Images from microfluidics experiments were registered using the descriptor-based series 
registration (2d/3d + t) plugin based on the DIC images in ImageJ. The movement of the polar 
cap, as marked by Bem1-GFP, was tracked using the manual tracking plugin in ImageJ. Plots of 
the single polar cap traces and polar histograms of the angle of the traces were generated in 
Python using matplotlib. Cells were segmented based on the GFP images in ImageJ and 
kymographs of the GFP intensity around the edge of a cell were generated in Matlab using code 
available on the GitHub repository. Segmentation was checked manually.  
Microfluidics and Time-lapse Microscopy for the Fus3 Activity Reporter 
The experimental setup for microfluidics devices was performed as described previously 
(75, 133). Time-lapse microscopy experiments were performed using a Nikon Ti-E inverted 
fluorescence microscope with Perfect Focus, coupled with an EMCCD camera (Andor iXon X3 
DU897) and Spectra X LED light source system. Images were taken every 2 minutes in each 
fluorescence channel using a CFI Plan Apochromat Lambda DM X60 oil immersion objective 
(NA 1.40 WD 0.13 MM). 
Fluorescence images were processed as described previously (75). The cytoplasm and the 
nucleus of single cells were identified by thresholding the phase image and the iRFP nuclear 
marker. For each individual cell, the mean fluorescence intensities for the cytoplasm and the 
nucleus were then quantified and smoothed separately, using a custom MATLAB code, as 
described in previous studies (91, 122, 134, 135). The ratio of the cytoplasmic to nuclear 
intensity (KTR C/N ratio) was calculated. 
Statistical analysis 
All data are reported as mean ± the standard deviation.  
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CHAPTER 3: A PREDICTIVE MODEL OF GENE EXPRESSION REVEALS THE 
ROLE OF REGULATORY MOTIFS IN THE MATING RESPONSE OF YEAST1 
 
Introduction 
Proper cellular function requires cells to respond appropriately to stimuli in their 
environment. Environmental cues, such as hormones and growth factors, are typically sensed by 
receptors on the cell surface and transmitted by intracellular signaling pathways. A key function 
of these pathways is to initiate the appropriate transcriptional program to respond to the 
environmental challenge. Mathematical modeling has helped to elucidate many of the design 
principles that regulate the spatiotemporal activity of signaling pathways and allow them to 
function reliably in changing environmental conditions (1). The ultimate test for these models is 
to predict pathway dynamics under conditions of time-dependent stimulation regimens and in the 
presence of genetic or pharmacological perturbations that disrupt the system in well-defined 
ways. While many models have reproduced qualitative features of signaling systems, their 
quantitative predictive power is often lacking. One reason for the lack of predictive power is that 
many previous studies have assessed cellular responses only to constant stimuli. However, 
signaling networks are nonlinear systems which typically have both positive and negative 
feedforward and feedback loops that operate on different time scales. Therefore, full 
characterization of these systems requires using time-dependent stimulus profiles that probe 
multiple time scales (2–12). 
 
1 This chapter was under revision at Science Signaling at the time this dissertation was submitted 
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We have performed such an analysis using the mating response of Saccharomyces 
cerevisiae (yeast).  This response is activated when a mating-type specific pheromone binds to 
and activates a G-protein coupled receptor on a cell of opposite mating type. The signal is then 
propagated by a mitogen activated protein kinase (MAPK) cascade (Figure 3.1). A key function 
of the terminal kinases in this cascade, Fus3 and Kss1, is to initiate the transcriptional program 
required for successful mating by promoting dissociation of the transcriptional repressors Dig1 
and Dig2 from the transcription factor, Ste12 (13–18). Additionally, Fus3 activates Far1, a 
protein required for cell cycle arrest (19–21). Far1 is also known to affect the transcriptional 
response by promoting degradation of Ste12 (22). This signaling pathway provides an ideal 
model system for studying signal transduction and transcriptional regulation (23, 24) and has 
long served as a prototype for MAPK pathways (25). It achieved this status because of the 
unparalleled ease of genetic manipulation of individual components and unambiguous 
determination of how these perturbations affect in vivo processes. In eukaryotic cells, MAPKs 
mediate responses to growth factors, cytokines, hormones, cell adhesion, stress and nutrients that 
determine a wide range of cellular decision processes (26). Thus, a systems level analysis of the 
yeast mating response is likely to reveal properties common to MAPK regulation of these wide-




Figure 3.1: Schematic of the yeast mating response. The yeast mating response is activated when mating 
pheromone binds to the G-protein coupled receptor (GPCR) activating a heterotrimeric G-protein. The G-
protein βγ dimer then activates a mitogen activated protein kinase (MAPK) cascade, resulting in activation 
of two MAPKs, Fus3 and Kss1. Both kinases activate the transcription factor Ste12 by suppressing the 
activity of the transcriptional repressors Dig1 and Dig2. Fus3 also activates Far1, which is responsible for 
cell cycle arrest and promotes degradation of Ste12 (solid gray arrow). Ste12 promotes the transcription of 
itself, Far1, and Fus3 (dashed gray arrows). 
 
We combined a microfluidics system that allows cells to be exposed to pheromone 
concentrations with precisely defined temporal profiles and a short-lived fluorescent reporter to 
monitor dynamic changes in mating specific gene expression.  We discovered that transcriptional 
























to as “persistence”. To better define this surprising property of the system, we exposed cells to 
pheromone concentrations that oscillate at six different frequencies. The fluorescent data were 
used to develop and train a model for transcriptional regulation during the mating response. Two 
strategies were used to validate the model and demonstrate its predictive power. First, we used 
the model to predict the behavior of mutations that selectively disrupt various signaling motifs in 
the pathway. Then we used the model to predict the transcriptional response of the system at a 
lower pheromone concentration. The result of our investigations is a fully validated model of 
transcriptional regulation that allows a quantitative characterization of the signaling motifs that 
regulate gene expression. We anticipate that our approach provides a template for a research 
strategy to characterize regulatory motifs inherent to many signaling pathways. 
Results 
Adaptation and persistence in the mating response pathway  
To determine the dynamics of the yeast mating response, we developed experimental 
tools that allow cells to be exposed to well-defined input signals of any specified temporal 
profile and a readout that faithfully tracks the dynamic response of the pathway. For controlling 
stimulus profiles, we employed a microfluidics system that is an adaptation of the “dial-a-wave” 
system developed by J. Hasty and colleagues (27). For tracking time-dependent changes in 
pheromone-induced transcription in living cells, we placed a short-lived fluorescent reporter 
under the control of the pheromone responsive FUS1 promoter.  The fluorescent protein we used 
is fast maturing (~15 min) and through use of an N-degron tag (YΔk) was engineered to have a 
half-life similar to its mRNA (~ 7 min) (28). The short-lived reporter is essential in studies of 
temporal response dynamics, since it reveals transient response characteristics that are otherwise 
masked by accumulation of a long-lived reporter protein.  
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Initially, we exposed cells containing our short-lived fluorescence reporter to a constant 
stimulus of 50 nM pheromone for 10 hrs and monitored reporter fluorescence by imaging of cells 
in the microfluidic chamber (Figure 3.2 A). For all the experimental results presented in this 
manuscript, we used cells lacking the protease Bar1 to remove the effect of pheromone 
degradation (29, 30). We refer to this strain as wildtype hereafter. Under these conditions, the 
transcriptional response of wildtype cells reaches a maximum amplitude at 220 min, and then 
decreases for the remainder of the experiment (Figure 3.2 B).  
In our next studies, we exposed cells with the short-lived reporter to pheromone pulses of 
different duration and again monitored reporter fluorescence (Figure 3.2 C). Interestingly, 
reporter gene expression was significantly sustained following removal of pheromone for pulses 
of 90 min or less. We refer to this property as persistence and quantify it as the time from 
removal of pheromone to the time that signal drops below 2.5% of the maximum. The extent of 
persistence is correlated with the duration of the stimulus pulse; as pulse length increases the 
persistence of the transcriptional response decreases (Figure 3.2 D). Another important 
observation is that the rate at which the fluorescent reporter decreases in time is independent of 
pulse duration (Figure 3.2 E) and the half-life associated with this rate (98 ± 9 min) is 
considerably longer than the half-lives (~7 min) of the reporter mRNA and protein (Figure 3.2 E, 




Figure 3.2: Persistence in transcriptional response. (A) Images of cells with an integrated fluorescent 
reporter that expresses short-lived GFP from the mating specific FUS1 promoter exposed to constant 
stimulus in a microfluidic chamber. (B and C) Quantification of the transcriptional response using 
fluorescence of the GFP reporter in wildtype (BY4741-68) cells exposed to (B) constant stimulus and (C) 
stimulus pulses of six different durations (45, 60, 75, 90, 160, and 200 min). (D) The mating transcriptional 
response persists after a pulse of stimulus is removed, and as the pulse length increases the persistence 
decreases. This persistence is quantified as the time after stimulus removal until the response to drop 2.5% 
below the maximum transcription response and each point represents a biological replicate. The solid gray 
curve represents the mean response from the model and the gray shaded region represents a 99.9% 
confidence interval band, (E) Adaptation after stimulus removal for each of the six pulse durations is 
compared by plotting the natural logarithm of the normalized transcriptional response.  The normalized 
response is the average fluorescence at time t after the maximal response divided by the average 
fluorescence at the onset of adaptation. Assuming exponential decay, the half-life associated with the rate 
 90 
of decreased transcriptional response after stimulus removal is 98 ± 9 min, compared to the 7-minute half-
life of the short-lived GFP reporter plotted as a solid green line. Fluorescence data are presented as the 
average of the indicated number (n) of single cell traces from at least two independent experiments 
normalized to the maximum response of constant stimulus. Data collected by Amy Pomeroy, Matthew Pena, 
and John Houser. 
  
A simple explanation for the observed pathway persistence is that it represents a delay 
between receptor signaling and translation and maturation of the induced GFP reporter. To test 
this possibility, we developed a linear mathematical model of the response pathway that takes 
into account this delay (Supplementary Materials). Our analysis of the model revealed that a 
simple delay cannot account for the persistence in the transcriptional response (Figure 3.3). In 
total, our preliminary investigations reveal that the pathway contains some form of “memory” 





Figure 3.3: Simple delay model. (A) Schematic of a simple delay model used to determine whether the 
persistence could be attributed to a delay in transcription and translation. (B-G) Best fit (gray line) to the 
activation of the pathway (area shaded in gray) as found by least squares regression for X4 in the simple 
delay model to the transcriptional response of wildtype strain (BY4741-68) to single pulses of stimulus 
(circles) for six different durations (45, 60, 75, 90, 160, and 200 min). Data collected by Amy Pomeroy, 
Matthew Pena, and John Houser. Model developed by Timothy Elston and Amy Pomeroy. 
 
We next sought to determine at what level in the pathway the mechanisms for long term 
adaptation and persistent signaling occur. To determine if “long-term adaptation” relies on 
upstream pathway regulators of short-term desensitization, such as Sst2 or receptor endocytosis 
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(31–34), we investigated the dynamics of MAPK activity. We monitored MAP kinase dual 
phosphorylation, which is an indicator of activity, by Western blotting protein extracts of 
aliquots prepared from cells in the presence of 50 nM pheromone for a 10 hr time course. Fus3 
activity remained constant after a transient increase and that of Kss1 increased throughout most 
of the time course and only slightly diminished toward the end of the experiment (Figure 3.4 A). 
These results demonstrate that the mechanism of long-term adaptation of transcriptional response 
does not involve upstream signaling events, but likely occurs at the level of transcriptional 
regulation.  
We similarly monitored Fus3 and Kss1 kinase activity for a 90 min pulse of 50 nM 
pheromone by Western blot analysis for dual phosphorylation of the MAPKs. In this case 
aliquots of the culture were removed at indicated intervals during pheromone exposure and after 
removal of pheromone. Unlike gene expression, activity of the two MAPKs diminished rapidly 
once pheromone was removed (Figure 3.4 B), demonstrating that the mechanism for persistence 




Figure 3.4: No long-term adaptation or persistence is present in MAPK activation. Quantification of 
MAPK activation by immunoblotting with phospho-p44/42 MAPK antibodies to detect active MAPK 
(pKss1 and pFus3), Fus3 antibodies to detect total Fus3, and anti-G6PDH as a loading control for (A) 
constant stimulus and (B) a 90-minute pulse of stimulus. Quantification of Western blots are presented as 
either (A) the mean and individual data points from two experiments normalized to the average response 
after 60 minutes of stimulus exposure or (B) the mean ± standard deviation from three independent 
experiments. To compare between conditions, quantification of immunoblotting is normalized so pKss1 
and pFus3 are equal to 1 after 60 minutes of stimulus. Data collected by Gauri Dixit. 
 
Model for transcriptional regulation 
To determine which elements of the pathway are critical for regulating the magnitude of 
the response, long-term adaptation and persistence, we developed a mechanistic model. We 
chose to include four established signaling motifs. We included an incoherent feedforward loop 
resulting from Far1-dependent Ste12 degradation as one potential mechanism for long-term 
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Ste12 auto-regulation and Ste12-dependent transcription of the MAPKs (Figure 3.5 A, motif 2), 
which we hypothesized could contribute to both the amplitude and persistence of the signaling 
response. Previously, we found that if Ste12 in the Dig/Ste12 complex degraded more slowly 
than free Ste12, rebinding of the Digs to Ste12 could act as a mechanism for adaptation (Figure 
3.5 A, motif 3) (35). We hypothesized that this motif also could contribute to persistent 
signaling, if the rate constant associated with rebinding was small. Finally, we included a 
negative feedback loop resulting from Ste12 induced synthesis of Far1 (Figure 3.5 A, motif 4), 
which we hypothesized might also contribute to long-term adaptation. These four motifs were 
included in the full model to capture persistent activation following stimulus removal and long-
term adaptation of the transcriptional response (Figure 3.5 B). Importantly, the model also 
included synthesis and degradation of our transcriptional reporter. The abundance of this 
transcriptional reporter was the experimental output used to train the model. The model input 
was a piecewise-linear function that corresponded to the temporal pheromone stimulation profile. 
Full details of the mathematical model including the set of differential equations that describe the 
system are presented in Methods.  
Below we describe the data sets used to train the model and present results for the 
model’s performance. We used an evolutionary algorithm (Figure 3.5 C) to fit the model’s 28 
parameters. For each parameter, we determined a biologically relevant range from which the 
parameter values were selected (see Methods). Each generation of the evolutionary algorithm 
had 500 individual parameter sets that underwent selection, crossover, and mutation. Over the 
course of 100 generations the total absolute error (TAE) between the experimental data and the 
simulations converged (Figure 3.5 D and E).  
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Assessment of model performance 
Signaling pathways represent nonlinear dynamical systems capable of responding on 
multiple different scales. Therefore, we reasoned to develop a predictive model for 
transcriptional regulation, it was critical to measure the system’s response to time dependent 
pheromone concentrations with multiple different frequencies. To this end, in addition to the 
single pulse data described above (replotted in Figure 3.6 A-F), we collected data for periodic 
stimulation consisting of pulses of pheromone in which the on and off intervals were the same 
length. The on-off durations used were 45, 60, 75, 90, and 120 (Figure 3.6, G-K). We also 
included data for constant pheromone stimulation (replotted in Figure 3.6 L). The model 
captured the varying durations of persistence after stimulus is removed (Figure 3.2 D, gray 
curve) and long-term adaptation to stimulus under conditions of both periodic and constant 
stimulus (Figure 3.6). The model was also capable of capturing the dynamics of the MAPK 






Figure 3.5: Model of the gene regulatory network. (A) Four important signaling motifs, an incoherent 
feedforward loop in which phosphorylated Far1 promotes the degradation of Ste12 (Motif 1), positive 
feedback loops where Ste12 promotes the transcription of itself and the MAPK (Motif 2), slow rebinding 
of the transcriptional repressors (Dig1 and Dig2) to Ste12 (Motif 3), and a negative feedback where Ste12 
promotes the transcription of Far1 (Motif 4). (B) The complete model incorporating all four motifs, which 
includes MAPK, Far1, and Ste12 each in their active and inactive states as well as the transcriptional 
reporter GFP. The colored icons adjacent to arrows in the schematic indicate the pathway components that 
increase each rate. (C) Schematic of evolutionary algorithm (EA) used to fit the model to experimental data. 
This EA was run 2000 times selecting the best of 500 individuals for 100 generations. (D) The total absolute 
error (TAE) between the simulation and experimental data for the top 10% of 2000 independent EA runs. 
Each line represents the lowest error of the 500 individual parameter sets. (E) A comparison of the predicted 
transcriptional response (TR) of the top 10% of fits at generations 0, 50, and 100 (gray lines) to experimental 
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Figure 3.6: Model captures response to dynamic stimulation. Model simulations generated using the 
top 10% of parameters found by the evolutionary algorithm (gray lines) compared to the experimental data 
(circles) for wildtype strain (BY4741-68) transcriptional response to (A-F) six different pulse durations (45, 
60, 75, 90, 160, and 200 min), (G-K) five different oscillatory stimulation profiles (45, 60, 75, 90, and 120 
min on-off), and (L) constant stimulus of 50 nM pheromone. Gray shading indicates when mating 
pheromone is present in the time course. Experimental data is presented as the average transcriptional 
response of the indicated number (n) of cells at the time stimulus is first removed. Data collected by Amy 
Pomeroy, Matthew Pena, and John Houser. Model developed by Amy Pomeroy. 
 98 
 
Figure 3.7: MAPK activation dynamics. Model simulations generated using the top 10% of parameters 
found by the evolutionary algorithm (gray lines) compared to the experimental data (circles) for wildtype 
strain (BY4741-68) MAPK response to a 90-min pulse of 50 nM pheromone. Gray shading indicates when 
mating pheromone is present in the time course. Note that in the model we do not distinguish nuclear from 
cytoplasmic MAPK, and, therefore, all active MAPK is available to drive transcription. This simplification 
may explain why the model underestimates total MAPK activity at early time points, because in cells only 
a fraction of active MAPK is in the nucleus. Data collected by Amy Pomeroy, Matthew Pena, and John 
Houser. Model developed by Amy Pomeroy. 
 
Regulation of response to prolonged stimulus 
To understand how response to constant stimulus is regulated, we perturbed motifs that 
are likely to affect the magnitude of the response and long-term adaptation. First, we used the 
model to investigate the role of Ste12 auto-regulation in determining the magnitude of the 
transcriptional response by eliminating motif 2. We found that some parameter sets found by the 
evolutionary algorithm predict a dampened response in the absence of Ste12 auto-regulation 
(green and brown curves) while other parameter sets predict a response similar to wildtype 
(purple curves) (Figure 3.8 A). To experimentally determine whether Ste12 auto-regulation in 
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this system has a significant role in amplifying the response, we replaced the Ste12 promoter 
with that of the promoter of the scaffold protein Ste5 (PSTE5-STE12). We chose this promoter 
because it produces constitutive amounts of Ste12 similar to the basal amount from the 
endogenous promoter (Figure 3.9) and is not subject to auto-regulation by Ste12 (36). In cells 
containing the PSTE5-STE12 mutation, the overall transcriptional response was diminished, and 
long-term adaptation began ~50 min sooner than for wildtype cells (Figure 3.8 A, triangles). 
These findings indicate Ste12 auto-regulation is important for amplifying the response and 
affects the timing of adaptation. They also suggest that Ste12 autoregulation counterbalances the 




Figure 3.8: Model predictions of response to sustained stimulus for mutants that perturb signaling 
motifs. (A and B) Simulations (lines) using the best 10% of parameters found by the evolutionary algorithm 
for two signaling network perturbations. (A) Simulations in the absence of Ste12 autoregulation (STE12 
endogenous promoter replaced with that from STE5) predict a variety of responses ranging from no change 
(purple lines) from the wildtype (circles) to a dampened response (green and brown lines). Experimental 
data of the transcriptional response of the PSTE5-STE12 mutant (BY4741-103) shows a dampened response 
(triangles). (B) Simulations in the absence of the incoherent feedforward and negative feedback loops (Far1 
removed) predict a variety of responses ranging from no change (purple lines) from the wildtype (circles) 
to a persistent transcriptional response (brown and blue lines). Experimental data of the transcriptional 
response of the far1Δ mutant (BY4741-130) shows a persistent response (triangles). Parameters from 
simulations that best capture the experimental results for the PSTE5-STE12 mutant (green lines in A) and 
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far1Δ mutant (blue lines in B) were selected and used to predict the response of both signaling perturbations 
(brown lines in A and B). (C and D) Model simulations (gray lines) generated using the top 10% of 
parameters found by the evolutionary algorithm fit to wildtype (BY4741-68) (constant, single pulse, and 
periodic stimulus), far1Δ (constant stimulus), and PSTE5-STE12 (constant stimulus) training data compared 
to the experimental data for wildtype (circles) or (C) PSTE5-STE12 mutant and (D) far1Δ mutant responses 
(triangles). (E) Using the parameter sets shown in C and D, simulations (blue lines) for elimination of only 
the negative feedback loop. For most parameter sets, elimination of negative feedback exhibits long term 
adaptation similar to wildtype (circles). Data collected by Amy Pomeroy, Matthew Pena, and John Houser. 
Model developed by Amy Pomeroy. 
 
 
 Figure 3.9: PSTE5-STE12 and wildtype have similar basal Ste12 abundance. Ste12 abundance in 
STE12-3xmyc, and PSTE5-STE12-3xmyc strains were visualized using anti-cMyc antibodies. The STE12 
strain serves a negative control for detection of the Ste12-3xmyc fusion protein. Detection of G6PDH with 
anti-G6PDH antibodies provides as a loading control. Data collected by Matthew Pena. 
    
Next, we investigated the role of Far1 in long term adaptation. In the model, Far1 is 
involved in two signaling motifs. The first is the incoherent feedforward loop (motif 1) formed 
by MAPK activation of Far1, followed by active Far1 promoting the degradation of Ste12. The 
second (motif 4) is the negative feedback loop formed by Ste12-dependent expression of Far1. 
















both Far1-dependent mechanisms of adaptation (motifs 1 and 4). We found that some parameter 
sets predict no long-term adaptation in the absence of Far1 (blue and brown curves); however, 
other parameter sets predict no difference from wildtype (purple curves) (Figure 3.8 B).  We 
reasoned that the interaction between the Digs and Ste12 was responsible for long-term 
adaptation for those parameter sets still exhibiting adaptation in the absence of Far1 (35). In the 
model, we allowed for the possibility that complex formation with the Digs protects Ste12 from 
degradation. There are two consequences of this protective complex (35). First, it ensures a large 
pool of inactive Ste12 is maintained prior to pheromone stimulation. Second it provides for an 
adaptive response. The basis for adaptation is that following exposure to pheromone, the free 
Ste12 concentration transiently increases as Ste12 is released from the Digs, but eventually 
returns to its pre-stimulus level (35). To test whether eliminating protective binding has any 
effect on adaptation in our model, we set the degradation rate of Ste12 in the Dig/Ste12 complex 
equal to that of the degradation rate of free Ste12. With this change, long-term adaptation was 
lost when the model was run using parameter sets that predicted Far1 was not involved in 
adaptation (Figure 3.10). To determine which of these mechanisms is responsible for regulating 
long-term adaptation, we examined the response of a far1∆ mutant strain. In this mutant the 
transcriptional output does not diminish over time (Figure 3.8 B, triangles) demonstrating that 
Far1-dependent degradation of Ste12 is the primary mechanism of long-term adaptation. 
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Figure 3.10: Degradation of Ste12 in the Ste12-Dig complex prevents adaptation. Parameter sets that 
did not adapt in simulations in the absence of Far1 were used to simulate the transcriptional response when 
binding of transcriptional repressors (Dig1 and Dig2) does not protect Ste12 from degradation (blue lines). 
This condition is simulated by Ste12 in complex having the same degradation rate as free Ste12. Simulations 
for elimination protective binding by Digs show no long-term adaptation. 
 
To further constrain model parameters, we retrained the model including experimental 
data for the PSTE5-STE12 and far1Δ mutants. The resulting parameter sets better captured the 
responses of the pathway mutants than those used for predictions (compare Figure 3.8 C and D 
to Figure 3.8 A and B), while maintaining similarly good fits to the wildtype transcriptional 
responses to different pheromone stimulation regimens (compare Figure 3.11 to Figure 3.6). The 
distribution of parameters associated with both motifs narrows when the additional data are 
included in the training sets (compare parameters kff, rate of Far1 dependent Ste12 degradation, 
and kfb2, rate of Ste12 autoinduction, in Figure 3.12 A and B). This demonstrates that including 
strategic pathway perturbations in the training data can improve ability to identify biologically 
relevant parameters. 
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Because elimination of Far1 disrupts both the incoherent feedforward and negative 
feedback motifs (motif 1 and 4, respectively), we used the model to test if negative feedback 
contributes to long-term adaptation. In the model, disruption of the incoherent feedforward loop 
is equivalent to eliminating Far1 since promoting degradation of Ste12 is the only effect of Far1 
on transcriptional response. However, we can use the model to identify the role of negative 
feedback. When transcriptional induction of Far1 by Ste12 was eliminated (motif 4) some 
simulations predict a sustained response, but most simulations still show adaptation (Figure 3.8 
E).  These results suggest that the incoherent feedforward loop (motif 1) is the predominant 
mechanism for long-term adaptation of the transcriptional response. While the model did not 
require the induction of Far1 for long term transcriptional adaptation, it is likely this feedback is 
required for one of the other functions of Far1  in the mating response, such as gradient sensing 




Figure 3.11: Model captures response to dynamic stimulation. Model simulations generated using the 
top 10% of parameters found by the evolutionary algorithm fit to training data from wildtype (constant, 
single pulse, and periodic stimulus) (BY4741-68), far1Δ (BY4741-130) (constant stimulus), and PSTE5-
STE12 (BY4741-103) (constant stimulus) strains (gray lines) compared to the experimental data (circles) 
for the wildtype strain (BY4741-68) transcriptional response to (A-F) six different pulse durations (45, 60, 
75, 90, 160, and 200 min), (G-K) five different oscillatory stimulation profiles (45, 60, 75, 90, and 120 min 
on-off), and (L) constant stimulus. Gray shading indicates when mating pheromone is present. Data 
collected by Amy Pomeroy, Matthew Pena, and John Houser. Model developed by Amy Pomeroy. 
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Figure 3.12: Parameter distributions. Distributions of parameters for the top 10% of model when fit to 
(A) wildtype only data (see Figure 3.6 for fits) and (B) wildtype, far1Δ, and PSTE5-STE12 data (see Figures 
3.11 and 3.8 for fits). Gray boxes represent the allowed ranges for each parameter (see supplemental 
material for details on how range was chosen). 
 
Regulation of response to dynamic stimulus 
To examine motifs that could contribute to persistence and further test the model’s 
predictive power, we measured the system’s response to single 90-minute pulses of 50 nM 
pheromone in the presence of pathway mutants that perturb Ste12 autoregulation, binding to 
DNA, or binding to the Dig1 and Dig 2 repressors. First, we eliminated Ste12 autoregulation 
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(motif 2) as before by using the PSTE5-STE12 mutation. While there was a dampened response 
consistent with the response to constant stimulus, neither the simulations nor the mutant response 
had any appreciable effect on persistence (Figure 3.13 A). Second, we examined a mutation to 
one of the three pheromone responsive elements (PREs) within the FUS1 promoter that drives 
transcription of the GFP reporter. Ste12 has been reported to bind at a synthetic promoter having 
the same PRE mutation with only 30% of the affinity that it binds to a synthetic promoter with 
the wildtype sequence (37).  This PRE mutation (PRE*-GFP) significantly reduced the maximal 
amplitude of the transcriptional response and led to a shorter persistence in response to a pulse of 
stimulus (Figure 3.13 B, triangles). Using the best 10% of parameter sets found from fitting to 
the wildtype, far1Δ, and PSTE5-STE12 data, we predicted the response of the PRE mutant by 
increasing the apparent dissociation constant by a factor of 3.33. The resulting parameter sets 
accurately predict the response of the PRE*-GFP mutant (Figure 3.13 B).   
Finally, we examined the effect deleting the Dig1 and Dig2 repressors, which causes 
Ste12 to be constitutively active. This deletion mutant showed high basal expression and a slight 
increase in expression following pheromone induction (Figure 3.13 C, triangles). We predicted 
the response of the dig1Δdig2Δ mutant by setting the total Dig concentration to zero. The model 
predicted a wide range of responses in the absence of the Dig1 and Dig2 transcriptional 
repressors. Interestingly, the results could be clustered into three groups (Figure 3.13 C, colored 
curves). The model predictions that showed high basal transcriptional response (Figure 3.13 C, 
green curves) result from parameter sets in which the degradation of Ste12 in complex with the 
Digs (kdegS12D) is similar to that of the degradation rate of free Ste12 (kdegS12) (Figure 3.13 
E). In this case the total amount of Ste12 is the same in the dig1Δdig2Δ mutant and wildtype 
reference. Removing the Dig repressors generates more active Ste12 prior to pheromone 
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stimulation, and, therefore, higher levels of the reporter in the mutant. For model predictions in 
which the pre-stimulation level of the fluorescent reporter does not increase significantly 
compared to the wildtype reference (Figure 3.13 C, cyan curves), removing the Digs had two 
effects. For these parameter sets, the degradation rate of Ste12 in complex with the Digs is 
reduced (Figure 3.13 E). That is, the Dig repressors provide protective binding. Removing the 
Digs exposes Ste12 for degradation, but also activates Ste12. When these two opposing effects 
are balanced, the pre-stimulation level of active Ste12 in the dig1Δdig2Δ mutant is similar to that 
of wildtype, and, therefore, the expression level of the reporter does not significantly increase. 
The parameter sets that fit the experimental data best had intermediate degradation rates for 
Ste12 in complex with the Digs (Figure 3.13 E and C, brown curves). These results are 
consistent with our previous analysis of Ste12 dynamics that demonstrated that the Dig 




Figure 3.13: Prediction of response of pathway perturbations to transient stimulus. The top 10% of 
parameter sets found by the evolutionary algorithm fit to wildtype (BY4741-68), far1Δ (BY4741-130), and 
PSTE5-STE12 (BY4741-103) training data were used to predict the response of pathway perturbations to a 
90-minute pulse of stimulus. (A) Predicted response of a the PSTE5-STE12 mutation that eliminates 
autoregulation of Ste12 (blue lines) compared to experimentally determined response for the mutant strain 
(triangles). (B) Predicted response of a PRE*-GFP promoter mutation that causes Ste12 to bind less tightly 
to the GFP promoter (blue lines) compared to experimentally determined response for the mutant strain 
(BY4747-149) (triangles). (C) Predicted response of a dig1Δdig2Δ double mutation that eliminates the 
transcriptional repressors divided into three clusters, high basal response (green lines), low basal response 
(cyan lines), and response that best fits the experimental data (brown lines) compared to experimentally 
 110 
determined response for the mutant strain (BY4741-146) (triangles). (D) Predicted response of faster 
rebinding of the transcriptional repressors (Dig1 and Dig2) (blue lines) compared to wildtype response 
(circles). Wildtype response (circles) is included on all panels A-D as a reference. (E) Analysis of parameter 
distributions within each of the clusters shown in panel C for the rates of inactive Far1 degradation 
(kdegF1), active Far1 degradation (kdegPF1), active Ste12 (kdegS12), Ste12 in complex with the 
transcriptional repressors (kdegS12D), Far1 dependent degradation of Ste12 (kff), and dephosphorylation 
of active Far1 (kp3). Significance values (*p < 0.5, **p < 0.1, and ***p <0.01) were calculated using a t-
test with a Bonferroni correction for multiple hypothesis testing. Similar analysis for all parameters is 
available in the supplement (Figure 3.14). Data collected by Amy Pomeroy, Matthew Pena, and John 
Houser. Model developed by Amy Pomeroy. 
 
Another observation consistent with previous experimental observations is that parameter 
sets best fitting the experimental results for the dig1Δdig2Δ mutant (Figure 3.13 C, brown 
curves) predict that the rate at which active Far1 is degraded (kdegPF1) is less than that for 
inactive Far1 (kdegF1) (Figure 3.13 E) (38). Additionally, other parameters that affect Far1-
dependent degradation of Ste12 including the rate of Far1 dephosphorylation (kp3) and rate of 
Far1 dependent degradation of Ste12 (kff) show significantly different ranges for the three groups 
of parameter sets (Figure 3.13 E). The best fitting predictions show modest attenuation of the 
transcriptional response resulting from the feedforward Far1-dependent Ste12 degradation, 
consistent with the experimental results (Figure 3.13 C, brown curves). The high responders 
(Figure 3.13 C, green curves) have parameter values that increase the abundance of Far1 
resulting in a stronger effect of the incoherent feedforward and consequently predictions of 
stronger transcriptional attenuation. Conversely, the low responders (Figure 3.13 C, cyan curves) 
have parameter values that rapidly degrade and deactivate active Far1 both of which reduce the 
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effect of the incoherent feedforward and consequently predict little to no transcriptional 
attenuation.  These results again illustrate the need to use targeted pathway perturbations to fully 
constrain model parameters.  
Because in the model, the only mechanism for transcriptional induction is dissociation of 
Ste12 from the Dig repressors, the model is not able to capture the slight pheromone-dependent 
induction seen in the dig1Δdig2Δ strain. This induction may result from pheromone-induced 
degradation of the transcription factor Tec1, a known binding partner of Ste12 (39). The slight 
pheromone-dependent induction in the dig1Δdig2Δ strain exhibits prolonged maximal expression 
after a 90-minute pulse of stimulus (72 min persistence) compared to wildtype (43 min 
persistence). To further investigate how the transcriptional repressors contribute to persistence, 
we perturbed motif 3 by increasing the rebinding rate of Ste12 to the Digs in the model by 5-
fold. In doing so, the average persistence of the simulations decreased from 25 min to 13 min 
(Figure 3.13 D). This result combined with the prolonged persistence when the transcriptional 
repressors are deleted suggests that slow rebinding of the transcriptional repressors are a primary 




Figure 3.14: Effect of parameter distributions on predicted response for dig1Δdig2Δ. Analysis of 
parameter distributions within each of the clusters for dig1Δdig2Δ response (Figure 3.13 C) for all estimated 
parameters (see Table 3.4 for parameter descriptions). Significance values (*p < 0.5, **p < 0.1, and ***p 
<0.01) were calculated using a t-test with a Bonferroni correction for multiple hypothesis testing. 
 
Prediction of different stimulation profiles  
To further test the model’s predictive power, we measured the response of cells exposed 
to periodic stimulation at the same frequencies as shown in Figure 3.6, but at a lower pheromone 
concentration (Figure 3.15, triangles). In response to 10 nM of constant pheromone, the 
fluorescent reporter achieves the same maximum amplitude as the 50 nM case but takes 25 min 
longer to reach its half maximum amplitude (Figure 3.15 A). For short pulses of stimulus (Figure 
3.15 B), the amplitude of the response to 10 nM is considerably lower than that to 50 nM for all 
 113 
pulses. However, for longer pulses (Figure 3.15 C) there is less of a difference in the amplitude 
between the two doses. To simulate the lower pheromone dose, the only modification we made 
to the model was to adjust the slope of the input signal to match the slower production rate of the 
fluorescent reporter measured at 10 nM constant pheromone. Using this adjustment to the input 
stimulus, all of the parameter sets that fit the 50 nM data accurately predicted the response to 
sustained and pulsed 10 nM pheromone (Figure 3.15, blue curves). This performance 
demonstrates that this model is capable of capturing behaviors at different doses of stimulus 




Figure 3.15: Prediction of response to a different dose of stimulus. The top 10% of parameter sets found 
by the evolutionary algorithm fit to all training data from wildtype (BY4741-68), far1Δ (BY4741-130), and 
PSTE5-STE12 (BY4741-103) strain responses to 50 nM pheromone (gray lines) were used to predict the 
response of the wildtype strain (BY4741-68) to 10 nM pheromone  (blue lines) for (A)  constant and (B and 
C) two periodic stimulation profiles (60 and 120 min on-off). Experimental data for 50 nM stimulus is 
represented by circles and experimental data for 10 nM stimulus is represented by triangles. Data collected 
by Amy Pomeroy, Matthew Pena, and John Houser. Model developed by Amy Pomeroy. 
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Discussion 
A common way for cells to respond to changes in their environment is by regulating gene 
expression. Because environmental conditions are dynamic and can show significant variability, 
gene expression needs to be tightly regulated by the signaling pathways used by cells to monitor 
their surroundings. This regulation, which typically takes the form of feedback and feedforward 
loops, makes gene regulation an inherently non-linear process. Therefore, predicting the response 
of these systems is not possible without the aid of mathematical models. Developing predictive 
models is challenging for two reasons: 1) these models tend to contain many parameters that are 
not directly measurable and therefore must be estimated from experimental data and 2) these 
systems operate on multiple time scales and, therefore, experimental data sets used to train the 
models must capture the relevant time scales. To overcome both these obstacles, we developed a 
research strategy that involved exposing yeast cells to single and periodic pulses of mating 
pheromone. By varying both the duration and frequency of the pulses, we ensured that the 
regulatory network that controls gene expression during the mating response was probed on the 
relevant time scale and with sufficient temporal resolution to accurately perform parameter 
estimation. This systematic analysis revealed novel features of the pathway and allow us to 
develop a mathematical model with predictive power.  
Our analysis led us to the discovery of memory in the yeast mating response. 
Specifically, we discovered that transcriptional regulation was sustained following removal of 
pheromone, a property of the system that we refer to as “persistence”. Our model revealed that 
this persistence was not due to positive autoregulation of Ste12 but rather involves slow 
rebinding of the transcriptional repressors to Ste12 and tight binding of Ste12 to pheromone-
responsive promoters. Persistent signaling may represent an important design feature of the 
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pheromone response pathway. Yeast mating takes place in noisy environments where pheromone 
levels are expected to fluctuate. Preparing for mating takes a significant fraction of the cell’s 
resources. Therefore, once the decision has been made to commit to the mating, it is important 
that the cell not “give up” if there is a transient loss of the pheromone signal. Persistent signaling 
provides a mechanism to guard against this situation. Conversely, it is also important that a cell 
not remain committed to mating indefinitely. This might explain why persistent gene expression 
does not rely on positive feedback, which is capable of generating an irreversible switch.  
In the presence of sustained pheromone signals, it is probably beneficial for yeast cells 
not to remain growth arrested when mating is unlikely to be successful. Such adaptative behavior 
in the mating response has been observed previously (22, 40). However, these studies were done 
in the presence of the protease Bar1, which degrades pheromone, thus making it difficult to 
identify the predominate mechanism that underlies transient signaling. Interestingly, our results 
revealed that in the absence of Bar1, pheromone-induced gene expression is transient, whereas 
MAPK signaling is sustained. Our model predicted two mechanisms could underlie this long-
term adaptation, an incoherent feedforward loop or protective binding. Further experiments 
revealed that the incoherent feedforward loop involving Far1-dependent degradation of Ste12 
accounts for most of the long-term adaptation.  
 Our approach that combines mathematical modeling with experiments designed to probe 
cellular response pathways over multiple time scales provides a general framework for 
investigating gene regulatory motifs. First, we used experiments to narrow the portion of the 
pathway responsible for the dynamic properties of interest. In our case, these preliminary 
investigations revealed that both persistent signaling and long-term adaptation occurred at the 
level of gene regulation and did not involve upstream signaling components. Next, we developed 
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a model incorporating known regulatory mechanisms and narrowed parameter ranges to 
physiologically relevant values. We then performed parameter estimation using an evolutionary 
algorithm applied to training data sets spanning multiple timescales. The use of time-dependent 
stimuli covering multiple time scales was essential for building a predictive model. When a 
subset of the data was used, model parameters were significantly less constrained, and the 
model’s predictive power was reduced. Additionally, training on data sets spanning multiple 
timescales revealed the differences in timing of the signaling motifs. For example, the rebinding 
of the transcriptional repressors and the incoherent feedforward operate on different timescales, 
leading to decreased persistence after longer pulses of stimulus.  
We also note that successful model building is an iterative process. For example, when fit 
only using wildtype data the model found two mechanisms of long-term adaptation were 
consistent with the data. The model also predicted positive feedback contributed to amplifying 
the signal but showed significant variability in the predicted strength of this feedback.  Strategic 
experiments using targeted mutants were then able to identify the true mechanism of long-term 
transcriptional adaptation and quantify the role of positive feedback. Including these results in 
the training data sets, further constrained parameter values and allowed the model to accurately 
predict the system’s behavior for lower pheromone concentrations and additional genetic 
perturbations.  
Because gene editing and quantitative experimental approaches are becoming 
increasingly more feasible in other cell types, including mammalian cells, we believe our 
approach can be adapted to these systems. For example, such studies could reveal important 
information about the dynamics of MAPK signaling pathways dysregulated in diseases, 
including cancer, and ultimately suggest treatments for restoring proper function.  
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Methods 
Plasmids, PCR alleles, and recombinant DNA procedures 
Table 3.1 lists plasmids used in this study.  Those that have been described previously are 
listed with the corresponding reference. Standard recombinant DNA procedures were used for 
construction of those plasmids described below (41). Table 3.2 lists the sequence of 
oligonucleotides used for PCR fragment amplification, mutagenesis, and DNA sequence 
confirmation involved in plasmid and strain constructions.  
 
Plasmid Allele Reference 
pCORE-UK KlURA3::KanMX4 (42) 
pCORE-UH KlURA3::Hyg (42) 
pEE98 fus3Δ6::LEU2 (43) 
pJGsst1 bar1Δ::hisG-URA3-hisG (44) 
pNC1136 URA3-UASFUS1-UBI-YΔK-GFP*-SpHIS5-TIM9 (28) 
pNC1146 URA3-PFUS1-UBI-YΔK-GFP*-SpHIS5-TIM9 This work 
pNC1152 URA3-PFUS1*-UBI-YΔK-GFP*-SpHIS5-TIM9 This work 
pYM4 3xmyc::KanMX6 (45) 
 
Table 3.1: Plasmids. Molecular biology and strain development done by Beverly Errede.   
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Oligo 1Sequence (5' to 3') Purpose 
pNC1136
QC_F 












ATGCCTTAATTAATTTGATTTTCAGAAACTTGATGGC Amplify 1658 bp upstream of 
FUS1 ATG 
M13F TGTAAAACGACGGCCAGT Sequence pNC1136 and 
pNC1152 
M13R CAGGAAACAGCTATGAC Sequence pNC1136 and 
pNC1152 
618 CTTCAAACCGCTAACAATACC Confirm ura3Δ58 replacement of 
URA3 
822 TTGGGCATTTAAGTCATCGT Confirm dig1Δ0::hyg integration 
867 CCTTCACCCTCTCCACTGACA Confirm PFUS1-UBIY KGFP-
SpHIS5 integration 
868 ATACGCTGGGTTAGTCCAGTT Confirm dig2Δ0::kanMX4 
integration 
881 AATCAGCATCCATGTTGGAA Confirm far1Δ0::kanMX4 
inetgration 
903 GAATCTCGGCCAAATGAAAA Confirm STE12-3xmyc-kanMX4 
integration 
946 CGCATATGTGGTGTTGAAGAA Confirm ura3Δ58 replacement of 
URA3 
947 TGGCCGCATCTTCTCAAATA Confirm ura3Δ58 replacement of 
URA3 
953 GTTGGCCATGGAACAGGTAG Sequence pNC1136 and 
pNC1152 
954 GTCAGTGGAGAGGGTGAAGG Sequence pNC1136 and 
pNC1152 
966 CTGCCTCTCCAGTTGTCATG Confirm bar1Δ::hisG-URA3-
hisG integration 
967 CAGCAAAATAGCATTCCTTGG Confirm bar1Δ::hisG-URA3-
hisG integration 
968 CAGCTCTTGCTTGCTCTGTG Confirm bar1Δ::hisG-URA3-
hisG integration 
972 GTGCGTGATGATGACATTCC Confirm bar1Δ::hisG-URA3-
hisG integration 
990 AATAGCTTGGCAGCAACAGG   Confirm URA3 replacement of 
ura3Δ0 
1010 TCACCTTCACCCTCTCCACT Sequence pNC1136 and 
pNC1152 
1015 TGTCCTTGTTGTTTTCTTCTG Sequence STE12-3xmyc-kanMX4  
1019 CGTCTCAATAGAAAAAGTGAAACAGATAAACCGCGC
GTTGGCCGATTCAT 




Amplify 3387 bp 
ste12ΔUAS::CORE-UK 
1047 ACTCAGCCCGAGAAAAAAGCA Confirm fus3Δ6::LEU2 
integration 













Amplify 1863 bp STE12-3xmyc-
kanMX4 tag  
1111 ATTCTGGCCCGCATTTTTAATTCTTGTATCATAAATTC
AAAAATTAT 
Amplify 1926 bp STE12-3xmyc-
kanMX4 tag  




Amplify 1863 bp STE12-3xmyc-
kanMX4 tag  
1120 GGAGCTCATTCACTTGAGGTAGATACCAATCGAAGGT
CCGATAAAAACC  
Amplify 1926 bp STE12-3xmyc-
kanMX4 tag  
1121 GAAAAAGTGAGCTCATCTCATCTCTTCTGCTGA Amplify 829 bp PSTE5-STE12  
1124 GGACTTTCATTTAAAAGTTGTTTCCGCTG Amplify 829 bp PSTE5-STE12  
1125 CCTCTGTTCTACTATTGGTTATTTGGACTTTCATTTAA
AAGTTG 
Amplify 887 bp PSTE5-STE12  
1126 CATTATTAGCTTGAACTTTTAAGATTTCCTCTGTTCTA
CTATTGG 
Amplify 887 bp PSTE5-STE12  
1127 GAAGTTTTCGTGTGTATAAATATATGAACTCTAGAGT
GAGCTCATCTCATC 
Amplify 948 bp PSTE5-STE12  
1128 CACTTTCAAGCTGTAGTATGTAAACGATATAGATGAA
GTTTTCGTGTGTA 
Amplify 948 bp PSTE5-STE12  




Sequence pNC1136 and 
pNC1152 
1156 ATATGTCACAGCTTCATCACCCG Amplify 1972 bp 
dig2Δ0::kanMX4 allele 




Sequence pNC1136 and 
pNC1152 
1170 GGAAGCCAAAGCTGATAATAAACTGGAGTGGCC Sequence pNC1136 and 
pNC1152 
1175 GGTGCGATGATGAAAgAAACATGAAACGTCTG Mutagenesis of FUS1 PRE  
1176 CAGACGTTTCATGTTTcTTTCATCATCGCACC Mutagenesis of FUS1 PRE  
1177 GTTTCTCAAAGAAGAAAATAGAAAGTGAGACCGCGC
GTTGGCCGATTCAT 




















Amplify 1890 bp dig1Δ0::hyg 
allele 
1194 AGGAGTTTAGTGAACTTGCAAC Confirm  ste12ΔUAS::CORE-UK 
integration 
1194 AGGAGTTTAGTGAACTTGCAAC Confirm PSTE5-STE12 integration 
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1202 GAAGGGCAACGGTTCATCATCTCAT Amplify 1580 bp of the URA3 
locus 
1203 GTTCTTTGGAGTTCAATGCGTCCATC Amplify 1580 bp of the URA3 
locus 
1210 GACATTGCACTTGCATCACTGTAGG Confirm far1Δ0::kanMX4 
inetgration 
1212 CTAGGGAAGACAAGCAACGA Confirm URA3 replacement of 
ura3Δ0 
1214 GATGTTAGCAGAATTGTCATGCAAGG Confirm PFUS1-UBIYΔKGFP-
SpHIS5 integration 
1231 CTCATTGGCCTCCATGGCTC Sequence pNC1136 and 
pNC1152 
 
Table 3.2: Oligonucleotides. Base substitutions introduced by oligonucleotides are lower case, bold, and 
underlined. Restriction recognition sites introduced by oligonucleotides are upper case and underlined. 
Molecular biology and strain development done by Beverly Errede. 
 
A fluorescent protein (GFP*) with a fast maturation time and an N-degron tag (Ubi-
YΔK) that confers a short half-life was designed and characterized previously (28). The plasmid 
pNC1146 carries a reporter gene in which the pheromone responsive FUS1 promoter (PFUS1) 
drives expression of the UBIYΔKGFP* reporter gene in a cassette with the S. pombe (Sp) HIS5 
gene as a selectable marker and flanking sequences that target integration to the URA3-TIM9 
intergenic region. To construct this reporter cassette (URA3-PFUS1-UBIYΔKGFP*-SpHIS5-
TIM9), we first introduced a PacI restriction endonuclease recognition site 6 bp upstream of the 
ubiquitin (UBI) coding sequence in the plasmid pNC1136 (28). This modification was 
accomplished using the Stratagene Quick Change site-directed mutagenesis protocol (Stratagene, 
La Jolla, CA) with pNC1136 as template DNA and oligonucleotides pNC1136QC(PacI)_F and 
pNC1136QC_R as primers. Next, a 1658 bp fragment encompassing the FUS1 promoter flanked 
by XhoI and PacI restriction endonuclease recognition sites was PCR amplified using BY4741 
genomic DNA as template and oligonucleotides FUS1(XhoI)_F and FUS1(PacI)_R as primers. 
pNC1136 modified with the PacI site and the PCR amplified DNA fragment were digested with 
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XhoI and PacI. The resulting 1646 bp XhoI-PacI FUS1 promoter fragment (PFUS1) was ligated 
to the 6553 bp XhoI-PacI fragment from the plasmid to generate pNC1146. DNA sequence 
analysis of pNC1146 using primers M13R, 1155, 1164, 1170, and 1231 confirmed the absence 
mutations in the FUS1 promoter region.  
The plasmid pNC1152 (URA3-PFUS1(PRE*)-UBIYΔKGFP*-SpHIS5-TIM9) has the same 
reporter gene cassette as described for pNC1146 except for a single base pair substitution (C:G 
to g:c) in one of the PRE elements (underlined) that comprise the PFUS1 upstream activating 
sequence (UAS): ATGAAACAAACATGAAACGTCTGTAATTTGAAACA to 
ATGAAAgAAACATGAAACGTCTGTAATTTGAAACA. This transversion substitution in the 
consensus PRE  was shown by Su et al. (19) to shift the equilibrium towards less favorable 
binding to Ste12. The substitution mutation in the reporter gene cassette was generated using the 
Stratagene Quick Change protocol (Stratagene, La Jolla, CA) for site-directed mutagenesis with 
pNC1146 DNA as template, oligonucleotides 1175 and 1176 as primers and Phusion High 
Fidelity Polymerase (Thermo Scientific, Pittsburgh, PA).  DNA sequence analysis of the 5141 bp 
region encompassing the reporter gene cassette in the isolate designated pNC1152 using 
oligonucleotide primers M13R, M13F 491, 953, 954, 1010, 1148, 1155, 1170, and 1231 
confirmed the presence of the desired mutation in the PFUS1 UAS and the absence of any 
additional mutations.  
Yeast strains and genetic procedures 
Table 3.3 lists yeast strains used in these studies. Media preparation and standard yeast genetic 
methods for transformation, gene replacement, crosses and tetrad dissection were as described in 
Amberg, Burke, and Strathern (46).   
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Strain Genotype Reference or Source 
Purpose (Model Perturbation) 
BY4741 MATa his3∆1 leu2∆0 met15∆0 ura3∆0 Parent strain (47) 
BY4741-
29 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0 dig2∆0::kanMX4 
 
Yeast knockout collection (Invitrogen, 
Carlsbad, CA) 
Source of dig2∆::kanMX6 allele 
BY4741-
64 
MATa his3∆1 leu2∆0 met15∆0 URA3 This work 




MATa his3∆1 leu2∆0 met15∆0 ura3∆58 This work 
58 bp ApaI-StuI deletion in the URA3 
coding sequence  
BY4741-
66 
 MATa his3∆1 leu2∆0 met15∆0 ura3∆58 bar1∆::hisG This work 
Eliminates Bar1 protease 
BY4741-
68 
MATa his3∆1 leu2∆0 met15∆0 ura3∆58 bar1∆::hisG  
PFUS1-UBIY∆KGFP-SpHIS5 
This work 
Wild-type reference PFUS1-UBIY∆KGFP 
reporter strain; Precursor to BY4741-93, 
-103, -105, -110, -130, -132, and 147 
BY4741-
70 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0 far1∆0::kanMX4 Yeast knock out collection (Invitrogen, 
Carlsbad, CA) 
Source of far1∆0::kanMX4 allele 
BY4741-
100 




Precursor to BY4741-103 
BY4741-
103 




Eliminates positive feedback 
(Figure 3.5, motif 2) 
BY4741-
105 
MATa his3∆1 leu2∆0 met15∆0 ura3∆58 bar1∆::hisG 
STE12-3xmyc::KanMX4 PFUS1-UBIY∆KGFP-SpHIS5 
This work 




MATa his3∆1 leu2∆0 met15∆0 ura3∆58 bar1∆::hisG  
dig2∆::kanMX4 PFUS1-UBIY∆KGFP::SpHIS5 
This work 
Precursor to BY4741-147 
BY4741-
112 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0 bar1∆::hisG-
URA3-hisG 
This work 
Precursor to BY4741-114 
BY4741-
114 
MATa his3∆1 leu2∆0 met15∆0 ura3∆0 bar1∆::hisG This work 
Precursor to BY4741-120 
BY4741-
120 
MATa his3∆1 leu2∆0 met15∆0 URA3 bar1∆::hisG This work 
Precursor to BY4741-122 
BY4741-
122 
MATa his3∆1 leu2∆0 met15∆0 ura3∆58 bar1∆::hisG This work 




MATa his3∆1 leu2∆0 met15∆0 ura3∆58 bar1∆::hisG 
PFUS1-UBIY∆KGFP-SpHIS5 far1∆::kanMX4 
This work 
Eliminates Fus3 and Far1 dependent 
negative feed forward (Figure 3.5, motif 1) 
BY4741-
132 








MATa his3∆1 leu2∆0 met15∆0 ura3∆58 bar1∆::hisG  
PFUS1-UBIY∆KGFP-SpHIS5 
This work 
Wild-type reference reporter strain 
BY4741-
147 




Eliminate repressor inactivation of Ste12 
(Figure 3.5, Motif 3) 
D502-3C MAT∆ ade6  F. Sherman (University of Rochester, 
Rochester, NY) 
 
Table 3.3: Strains used in this study. Molecular biology and strain development done by Beverly Errede.   
 
Strains constructed using the one step gene replacement method (48) 
URA3 strain BY4741-64 was derived from ura3Δ0 strain BY4741 by transformation with 
a 1580 bp fragment that was PCR amplified using primer pair 1202/1203 with genomic DNA 
from the URA3 strain D502-3C as template and selection on -Ura medium.   
ura3Δ58 strain BY4741-65 was derived from BY4741-64 by replacing the URA3 allele 
with the HindIII fragment from pURA3Δ58 (provided to us by M. Resnick, NIEHS) and 
selecting for the resulting Ura- phenotype using 5-FOA medium.  This ura3Δ58 null allele has a 
58 bp deletion of an ApaI-StuI fragment in the URA3 coding sequence.  PCR analysis confirmed 
the 58 bp deletion by using BY4741-65 genomic DNA as template with primer pair 946/618, 
which fail to yield a product, and primer pair 946/947, which yield a smaller product than the for 
the wildtype reference strain. 
bar1Δ::hisG strainBY4741-66 was derived from BY4741-65, by using the EcoRI -SalI 
fragment from pJGsst1 to replace the BAR1 locus with the bar1Δ::hisG-URA3-hisG allele. 
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Replacement of BAR1 with hisG-URA3-hisG was selected for after transformation by growth on 
-Ura medium and confirmed based on super sensitivity of the resulting strains to pheromone in 
halo assays and by PCR analysis using genomic DNA as template with primer pairs 967/968 and 
966/972. The bar1Δ::hisG allele was generated from the resulting strains by selection on 5-
fluororotic acid (5-FOA, 0.1% w/v) medium (49). This medium provides a positive selection for 
isolates in which the URA3 marker is excised by recombination within the direct hisG repeats 
(50). 
PFUS1-UBIYΔKGFPSpHIS5 and PFUS1(PRE*)-UBIYΔKGFPSpHIS5 reporter gene strains 
BY4741-68 and BY4741-169 were derived from BY4741-66 by transformation with SacI-SalI 
digested pNC1146 or pNC1152, respectively and selection on –His medium.  The integration of 
the reporter gene cassette in each strain was confirmed by PCR analysis using BY4741-68, and 
BY4741-169 genomic DNA as template with primer pair 867/1214.  
far1Δ0::KanMX4 PFUS1-UBIYΔKGFPSpHIS5 strain BY4741-130 was derived from 
BY4741-68 by transformation with a 3.3 kb fragment that was PCR amplified using BY4741-70 
DNA as template with primer pair 1208/1209 and selection on G418 medium (200 µg/ml).  
Replacement of the FAR1 locus with the far1Δ0::KanMX4 allele was confirmed by PCR analysis 
using BY4741-130 genomic DNA as template with primer pair 1210/881.  
dig2Δ0::kanMX4 PFUS1-UBIYΔKGFPSpHIS5 strain BY4741-110 was derived from 
BY4741-68 by transformation with a 1972 bp fragment that was PCR amplified using BY4741-
29 genomic DNA as template with primer pair 1156/1157 and selection on G418 medium 
(200 µg/ml).  Replacement of the DIG2 locus with the dig2Δ0::kanMX4 allele was confirmed by 
PCR analysis using BY4741-110 genomic DNA as template with primer pair 868/881. 
Strains constructed using the “Delitto Perfetto” approach (42). 
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PSTE5-STE12 PFUS1-UBIYΔKGFPSpHIS5 strain BY4741-103 was derived from BY4741-
68 by replacing the entire SAM35-STE12 intergenic region (-1 to -485 from the STE12 ATG 
codon) with 815 bp from the ARX1-STE5 intergenic region (-1 to -815 bp from the STE5 ATG 
codon).  This promoter replacement was chosen because STE5 is expressed constitutively at 
levels comparable to STE12 basal expression (see below). The first step for construction of this 
strain was to replace a 94 bp region that encompasses the STE12 UAS with the PCR generated 
ste12ΔUAS::CORE-UK allele. pCORE-UK (37) was the template for the first round of PCR 
synthesis with primer pair 1019/1091. The resulting PCR product served as template for the 
second round with primer pair 1020/1093. Replacement of the STE12 UAS region with the 
CORE-UK cassette was selected for on -Ura medium and confirmed by PCR analysis using 
genomic DNA as template with primer pair 1194/881. In the second step, the ste12ΔUAS::CORE-
UK allele was replaced with a PSTE5 fragment generated by three rounds of PCR. Genomic DNA 
was the template for the first round of PCR synthesis with primer pair 1121/1124. The PCR 
product from the previous round served as template for second and third round synthesis with 
primer pairs 1125/1127 and 1126/1128, respectively. The amplified 815 bp from the STE5 
intergenic sequence is flanked by primer derived sequences (61 bp on the 5’ end and 69 bp on 
the 3’ end) that target the PCR fragment to the STE12 locus. The CORE-UK replacement was 
counter selected for on 5-FOA medium and verified by the concomitant reversion to G418 
sensitivity.  PCR analysis using BY4741-103 genomic DNA as template with primer pair 
1194/1116 confirmed the integration at the STE12 locus. DNA sequence analysis of the resulting 




Strains constructed using the PCR based gene deletion or modification method (51) 
STE12-3xmyc::KanMX6 and PSTE5-STE12-3xmyc::KanMX6 strains BY4741-105 and 
BY4741-132 were derived from BY4741-68 and BY4741-103, respectively by adding a C-
terminal triple myc-tag to the STE12 coding sequence. A cassette with the 3xmyc tag and the 
KanMX6 selectable marker was amplified using two rounds of PCR. In the first round of PCR 
pYM4 (45) was template DNA with primer pair 1119/1110. The second round PCR used the 
product of the first round as template with primer pair 1120/1111. Insertion of the tag was 
confirmed by PCR analysis using BY4741-105 and BY4741-132 genomic DNA as template with 
primer pair 903/881. DNA sequence analysis of the resulting PCR product with primers 903 and 
1015 confirmed the sequence fidelity of the tag. 
dig1Δ0::hyg strains BY4741-147 and BY4741-148 were derived from BY4741-110 and 
BY4741-137, respectively by transformation with a 1890 bp PCR amplified dig1Δ0::hyg allele 
and selection on hygromycin B (200 μg/ml) (Sigma Aldrich, ) medium. The allele was amplified 
in three rounds of PCR. In the first round of PCR, pCORE-UH was template DNA with primer 
pair 1177/1179. The second round and third round of PCR used the product of the previous 
round as template with primer pair 1178/1180 and 1181/1182, respectively. Replacement of the 
DIG1 locus with the dig1Δ0::hyg allele was confirmed by PCR analysis using BY4741-147 and 
BY4741-148 genomic DNA as template with primer pair 822/1148. 
Cell extract preparation and immunoblotting 
The following procedure was performed to determine the phosphorylation state and 
relative amount of Fus3 and Kss1 in response to a pheromone stimulus. Cells either untreated or 
treated with 50 nM α-factor for different durations (as described in the figure legend) were 
harvested in TCA (5 % final concentration), washed with 10 mM NaN3 and pellets frozen at -
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80 °C. To prepare cell extracts, glass-bead lysis in TCA was performed as described before (52). 
DC protein assay (Bio-Rad, Hercules, CA) was used to determine protein concentration. 25 µg 
total protein was loaded per sample. Proteins were resolved on 10 % SDS-PAGE, transferred to 
nitrocellulose and detected by immunoblotting with Phospho-p44/42 MAPK antibodies at 1:500 
(9101L, Cell Signaling Technology, Danvers, MA), Fus3 antibodies  at 1:500 (sc-6773, Santa 
Cruz Biotechnology, Dallas, TX), and anti-G6PDH at 1:50,000 (A9521, Sigma-Aldrich, St. 
Louis, MO). Immunoreactive moieties were detected by chemifluorescent detection (Pierce ECL 
Plus, Thermo Fisher Scientific, Rockford, IL) of horseradish peroxidase-conjugated (HRP) 
antibodies (anti-rabbit, 170-5046, Bio-Rad, Hercules, CA; anti-goat, sc-2768, Santa Cruz 
Biotechnology, Dallas, TX; or anti mouse, A90-103P, Bethyl Laboratories, Montgomery, TX) at 
1:10,000. Blots were scanned using Typhoon Trio+ (GE Healthcare, Little Chalfont, UK) and 
band intensity was quantified using Fiji (National Institute of Health). 
 The following procedure was performed to compare basal expression levels of Ste12 
under either the native pheromone inducible promoter or a noninducible 
promoter, PSTE12 and PSTE5, respectively. Cultures of BY4741-68 (STE12, untagged), 
BY4741-104 (STE12-3xmyc), and BY4741-133 (PSTE5-STE12-3xmyc) were grown to a cell 
density of 1x107 cells/mL in YPD, and 10 mL of each were harvested by centrifugation. The Ota 
protein extract protocol (Mattison et al., 1999) was followed to yield cell lysates that were then 
mixed in a 1:1 ratio with SDS running buffer and boiled. 10 µL of each sample was run on an 8 
% SDS-PAGE gel and transferred to nitrocellulose. The membrane was blocked for 1 hr at room 
temperature with 5 % milk in TBST. The membrane was then incubated with 1:1,000 of the 
primary goat anti-cMyc antibody (Bethyl Laboratories) in 5 % milk in TBST overnight at 4 °C. 
After washing in TBST, the membrane was incubated in 1:10,000 HRP-conjugated rabbit anti-
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goat secondary (Santa Cruz) in 10 mL of TBST with 200 µL 5 % milk in TBST for 1 hr. The 
membrane was visualized using Western Lightning ECL Pro (PerkinElmer, Waltham, MA) and 
the ChemiDoc MP imaging system (Bio-Rad). The membrane was washed in TBST and 
incubated in 10 mL of stripping buffer at 65 °C for 45 min. The same protocol was then followed 
with 1:50,000 rabbit anti-G6PDH (A9521, Sigma-Aldrich) for the primary and 1:10,000 goat 
anti-rabbit HRP-labeled antibody (170-5046, Bio-Rad) for the secondary. 
Microfluidics 
To generate time-dependent pheromone concentrations we used a microfluidics device 
and robotic automation which is part of the Dial-a-Wave system developed by the Laboratory of 
Dr. Jeff Hasty at USCD (53).  The device consists of a narrow chamber where cells are loaded 
and imaged, and two input ports; one containing pheromone and the other only containing media. 
When one of the input channels is positioned higher than the other, the fluid from that channel is 
at a higher pressure and flows into the chamber housing the cells. By alternating the height of the 
input channels, we can turn pheromone on and off in the chamber. The input channel also 
contained a 1:1,000 dilution of stock Alexa Fluor 647 (Invitrogen) dye, which has a similar 
diffusion coefficient as pheromone. The fluorescent signal is quantified in the chamber as the 
height of the input channels is alternated. Typically, it takes 2-5 min for the dye to equilibrate 
inside the chamber after switching the channels. This is much faster than the timescale of 
transcriptional response in the mating pathway. During the experiments, switching is automated 
using a step motor. Detailed microfluidics can be found in a methods review (54).   
Microscopy 
All experiments were performed in a microfluidic device using cell culturing methods as 
described in the supplement to Hao et al. (2008 Mol. Cell 30:649-656). Alexa 647 dye was added 
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to pheromone containing media to enable imaging of the chamber and verification that dye (and 
by inference pheromone) turned on and off within less than 20 seconds.  For experiments done at 
50 nM constant pheromone and a single 200-minute pulse of 50 nM pheromone time-lapse 
microscopy was performed using a Nikon Ti-E inverted fluorescence microscope with Perfect 
Focus, coupled with Hamamatsu Orca-flash 4.0 digital camera and a Lumen Dynamics C-Cite 
LED light source system. Images were taken using a Nikon Plan Apo VC X60 oil immersion 
objective (NA 1.40 WD 0.17 MM). Images were taken every 5 minutes for pulses of stimulus 
and every 10 minutes for constant stimulus in the brightfield and green channels. Images were 
acquired in the far-red channel every other time point. The lowest LED intensity setting (5%) 
was used to prevent photobleaching and phototoxicity. Cells were imaged for 20 min prior to 
exposure to pheromone and for 10 hours thereafter 
 For all other experiments time-lapse microscopy was performed using a Nikon Ti-E 2000 
inverted fluorescence microscope with Prior stage, coupled with Hamamatsu OrcaII 
Monochrome camera and a Prior Lumen200 light source system. Images were taken using a 
Nikon Plan Apo VC X60 oil immersion objective (NA 1.40 WD 0.17 MM).  
Image analysis 
 To improve the quality of segmentation images were edited in ImageJ by first subtracting 
the background, using the unsharp mask filer with a radius of 2.0 and a mask weight of 0.5, using 
the Gaussian blur filter with a radius of 3.0, and finally subtracting the background again. These 
images were then used to perform image segmentation using SchnitzCells (55). The resulting 
segmentation was checked and corrected manually. The individual cells were tracked based on 
the position of each cell’s centroid and used to generate single cell traces of GFP fluorescence. 
All data is reported as the average of 90 or more single cell traces. For single pulses, analysis of 
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wildtype and mutant strains was performed including and excluding daughter cells born after 
stimulus was removed. The comparison showed that excluding daughter cells did not change the 
average transcriptional response. We also compared transcriptional induction of cells in the G1, 
S and G2/M phases of the cell cycle when cells were exposed to 50 nM pheromone. This 
comparison revealed that cells in all phases of the cell cycle respond to pheromone by inducing 
transcription but those in S-phase respond more slowly than those in G1 and G2/M (Figure 3.16). 
 
 
Figure 3.16: Cell cycle dependence of transcriptional response. Single cell and mean responses to 
constant stimulus for cells in G1 (blue), S (green), and G2/M (gray) phase of the cell cycle at the time 
stimulus is added. Cells in S phase at the time stimulus was administered are slower to respond but reach 
the same maximal transcriptional response. Data collected by Matt Pena and John Houser. Cell cycle 




Simple linear model 
 To determine if persistent gene expression following removal of pheromone could be 
explained by a lag between signal input and transcriptional induction, we used a simple linear 
model (Figure 3.3). It has four species, 𝑋!,	𝑋", 𝑋#, and 𝑋$, where 𝑋$ represents the 
transcriptional activation quantified by GFP fluorescence. Four species were chosen since three 
steps were required to capture the dynamics of the response to stimulus. The following equations 
govern the behavior of the simple model: 
𝑑[𝑋!]
𝑑𝑡 = 𝑠 − 𝑑!𝑋! 
(3.1) 
𝑑[𝑋"]
𝑑𝑡 = 𝑘!𝑋! − 𝑑"𝑋" 
(3.2) 
𝑑[𝑋#]
𝑑𝑡 = 𝑘"𝑋" − 𝑑#𝑋# 
(3.3) 
𝑑[𝑋$]
𝑑𝑡 = 𝑘#𝑋# − 𝑑$𝑋$ 
(3.4) 
where 𝑘!, 𝑘", and 𝑘#are the rates at which 𝑋!, 𝑋", and 𝑋# generate 𝑋", 𝑋#, and 𝑋$ respectively, 
𝑑!, 𝑑", 𝑑#, and 𝑑$ are the rates at which 𝑋!, 𝑋", 𝑋#, and 𝑋$ are degraded, and 𝑠 is the signal, 
which is modeled as is described in equation 1.10 in the main text.  
This model was then fit to the “on phase” single pulse data (only those timepoints when 
stimulus was present) using least squares regression. Since the initial value of 𝑋$ is zero for this 
system of equations, we added 0.14 to the solution so that the simulations would align with the 
initial values of the experimental data.  
Complete model development 
Our experimental investigations revealed that the mechanisms responsible for persistent 
gene expression following removal of pheromone must occur downstream of MAP kinase 
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activity. Therefore, we do not explicitly consider upstream signaling events and start our model 
at the level of the MAP kinase. The following equations govern the concentrations of inactive, 
[𝑀𝐴𝑃𝐾], and active, [𝑝𝑝𝑀𝐴𝑃𝐾], Fus3 and Kss1: 
𝑑[𝑀𝐴𝑃𝐾]








(𝑡)[𝑀𝐴𝑃𝐾] − 𝑘1"[𝑝𝑝𝑀𝐴𝑃𝐾] (3.6) 
where 𝑘%&'(# is the constitutive synthesis rate of Fus3, 𝑘234(# is the MAPK degradation rate, 
𝑘1!𝑠(𝑡) is the pheromone dependent activation rate of MAPK, and the term 
𝑘)*![𝑆𝑡𝑒12]+, (𝐾-./0 + [𝑆𝑡𝑒12]+,)⁄  models synthesis of Fus3 due to Ste12 dependent gene 
transcription.  
Our model focuses on mechanisms that regulate Ste12-dependent gene expression. The 
regulatory mechanism we consider are self-induction of Ste12 (positive feedback), pheromone-
dependent degradation of Ste12 (negative feed forward), and Ste12 inactivation by Dig1/2. For 
simplicity, we assume that the concentration of Dig1/2 remains constant, and when in a Ste12-
Digs heterodimer Ste12 is protected from degradation. The equations that govern the 
concentration of free Ste12, [𝑆𝑡𝑒12], and Ste12-Digs heterodimer, ;𝑆𝑡𝑒12564%< are given by: 
𝑑[𝑆𝑡𝑒12]








																								−𝑘:![𝑆𝑡𝑒12]A𝐷𝑖𝑔𝑠; − ;𝑆𝑡𝑒12564%<E 





[𝑆𝑡𝑒12]A𝐷𝑖𝑔𝑠; − ;𝑆𝑡𝑒12564%<E 
																															−A𝑘:"[𝑝𝑝𝑀𝐴𝑃𝐾] + 𝑘:#+𝑘2347!"564%E;𝑆𝑡𝑒12564%< 
(3.8) 
where 𝑘%&'7!" is the constitutive synthesis rate, 𝑘2347!" is the basal degradation rate of free 
Ste12, 𝑘2347!"564% is the basal degradation rate of Ste12 in the Ste12-Digs complex, the term 
𝑘))![𝑝𝐹𝑎𝑟1] 𝑘9! + [𝑝𝐹𝑎𝑟1]⁄  models the pheromone-dependent increase in the degradation rate, 
which depends on active Far1, and the term 𝑘)*"[𝑆𝑡𝑒12]+, 𝐾783!" + [𝑆𝑡𝑒12]+,⁄  model’s 
synthesis of Ste12 due to Ste12 dependent gene transcription. The terms in the third and fourth 
lines of Eq. (3.7) and in Eq. (3.8) represent the formation and dissociation of Ste12-Digs 
heterodimer. In this term, 𝐷𝑖𝑔𝑠; represents the total Dig1/2 concentration, which is assumed to 
remain constant, 𝑘:! is the association rate constant, krsd2 is the dissociation rate constant in the 
absence of pheromone and 𝑘:"[𝑝𝑝𝑀𝐴𝑃𝐾] is MAPK dependent increase in dissociation rate.  
 Since degradation of Ste12 is dependent on active Far1, our model includes Far1 
dynamics. The equations that govern the concentrations of active Far1, [𝑝𝐹𝑎𝑟1], and inactive 
Far1, [𝐹𝑎𝑟1] are given by: 
𝑑[𝐹𝑎𝑟1]








[𝑝𝑝𝑀𝐴𝑃𝐾][𝐹𝑎𝑟1] − 𝑘1#[𝑝𝐹𝑎𝑟1] − 𝑘234/(![𝑝𝐹𝑎𝑟1] (3.10) 
where 𝑘%&'(! is the constitutive synthesis rate of Far1, 𝑘1# is the dephosphorylation rate of 
active Far1,  𝑘1$[𝑝𝑝𝐹𝑢𝑠3] is the pheromone dependent rate of Far1 activation, 𝑘234(! is the 
degradation rate of inactive Far1, 𝑘234/(! is the degradation rate of active Far1, and the term 
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𝑘:<[𝑆𝑡𝑒12]+, 𝐾(:=! + [𝑆𝑡𝑒12]+,⁄  models synthesis of Far1 due to Ste12 dependent gene 
transcription. 
 The final component included in our model is GFP, which is expressed from a FUS1 
promoter. GFP is included so we can directly compare our experimental data with the model. 
The equation that governs GFP, [𝐺𝐹𝑃], synthesis and degradation are given by:   
𝑑[𝐺𝐹𝑃]
𝑑𝑡 = 𝑘%&'>(/ +
𝑘:$[𝑆𝑡𝑒12]+,
𝐾>(/ + [𝑆𝑡𝑒12]+,
− 𝑘234>(/[𝐺𝐹𝑃] (3.11) 
where 𝑘%&'>(/ is the constitutive synthesis rate of GFP, 𝑘234>(/ is the degradation rate of GFP, 
which is known as we used a short lived GFP with a well-established half-life, and the term 
𝑘:$[𝑆𝑡𝑒12]+, 𝐾>(/ + [𝑆𝑡𝑒12]+,⁄  models synthesis of GFP due to Ste12 dependent gene 
transcription.   
Modeling pheromone signal 
In our model the pheromone signal comes in at the level of the MAPK, Fus3, which is 
activated in a pheromone dependent manner. We model upstream activation of the pathway as a 
piecewise linear function. We specify a slope 𝑚?' that describes the rate at which signal activity 
increase following pheromone exposure and assume the signaling turns of instantaneously 
following removal of pheromone. The maximum input signal activity is kp1. For pulse trains of 
period p (on+off phase), the maximum input signal (𝑠9:@) achieved during the simulation (𝑠9:@)  
is: 
𝑠!"# = 𝑘$%	min (
𝑚&'𝑝
2 , 1.. (3.12) 
Then we use the following piecewise linear equation to describe the temporal signal profile for 
periodic stimulus: 
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where  𝑡 is the time and 𝐼 is the pulse number defined by floor(𝑡/𝑝).  
For single pulses of stimulus, the signal is described by the following equation:  
𝑠(𝑡) = Y







Determining parameter ranges 
Degradation rates 
The ranges for the basal degradation rates Fus3, Ste12, and Far1 
(𝑘234(#, 𝑘2347!", 𝑘2347!"5 , 𝑘234(!, 𝑘234/(!) were determined based on the reported half-lives of 
the three proteins (56). These parameters were allowed to range from rates corresponding to 10 
times higher to 10 times lower than the reported half-lives. The degradation rate of GFP 
(𝑘234>(/) was set to 0.01 based on the known half-life of the short lived GFP.    
Synthesis rates 
The synthesis rates for Fus3, Ste12 and Far1 (𝑘%&'(#, 𝑘%&'7!", 𝑘%&'(!) were determined to keep 
the basal abundance of each molecule per cell between reported ranges (Fus3: 1,000-10,000, 
Ste12: 2,000-6,000, Far1: 40-2,000) (57–72). The values for the synthesis rate of GFP (𝑘%&'>(/) 
ranged between the smallest and largest allowable rates for Fus3, Ste12 and Far 1 synthesis.  
Transcriptional induction by Ste12 was modeled using Hill equations. The 𝑉9:@ values 
(𝑘)*!, 𝑘)*", 𝑘:<, 𝑘:$) for each protein were set to allow a range of 1 to 1,000 additional molecules 
to be produced per minute for Ste12, Fus3 and Far1 and an extra 1 to 50,000 molecules for GFP. 
All Hill constants were taken to have a value of 2. The range of values for the constants 
(𝐾-./0 , 𝐾783!", 𝐾(:=!, 𝐾>(/) that determine the Ste12 concentration at which the Hill function is 
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at its half maximum value was 0.24 mM to 476.2 mM. Assuming a cell volume of 42μm3, this 
range corresponds to a range of Ste12 molecules of 1 to 20,000.  
Reaction rates 
For second order reactions, the range for the association rate constants (𝑘:", 𝑘:!, 𝑘1$) were set so 
that the maximum rate was the diffusion limit, calculated using 𝑘 = 4𝜋𝐷𝑟 where 𝐷 = 15𝜇𝑚"/𝑠 
is the combined diffusivity of the two reactants and 𝑟 = 0.01𝜇𝑚 is the reaction radius. The 
minimum rate was set so the time scale for one reaction to occur was no longer than 1 hour. The 
basal dissociation rate for 𝑆𝑡𝑒12564% (𝑘:#) was set so there would be an amount of 𝑆𝑡𝑒12564% 
that was in the range of the total Dig concentration 𝐷𝑖𝑔𝑠;.  
Phosphorylation and dephosphorylation rates 
For all phosphorylation and dephosphorylation reactions,  rates are proportional to the 
concentration of substrate being phosphorylated or dephosphorylated (𝑘1!, 𝑘1", 𝑘1#), we 
assigned a range of 10-5-10-1 s-1 based on previous work (73).  
Abundance of Digs 
The amount of Dig1 and Dig2 in the cell (𝐷𝑖𝑔𝑠;) was allowed to range from 10 times lower than 
the lowest reported abundance of either Dig to 10 times higher than the highest reported 
abundance of either Dig. Micromolar concentrations were calculated assuming a nuclear volume 
of 2.91μm3. 
Input Signal 
The input signal was assumed to piecewise linear.  The slope at which the signal increased (𝑚?') 
was allowed to range between 45 and 250 minutes to reach the maximum of 1. The signal was 
assumed to turn off immediately following removal of pheromone.  
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Rate constant Range allowed Reaction Reaction rate 












𝑘4* 10&3.0 − 10&*.0 𝐹𝑢𝑠3 → 𝑝𝑝𝐹𝑢𝑠3 𝑘4*𝑠(𝑡)[𝐹𝑢𝑠3] 
𝑘45 10&3.0 − 10&*.0 𝑝𝑝𝐹𝑢𝑠3 → 𝐹𝑢𝑠3 𝑘45[𝑝𝑝𝐹𝑢𝑠3] 
𝑘678$% 10&%.' − 10&*.3 𝐹𝑢𝑠3 → ∅ 𝑘678$%[𝐹𝑢𝑠3] 
𝑘!"#9*5 10&1.* − 10&*.' ∅ → 𝑆𝑡𝑒12 𝑘!"#9*5 




















𝑘=* 10&**.0 − 102.0 𝑆𝑡𝑒12 → 𝑆𝑡𝑒12>?8! 𝑘=*[𝑆𝑡𝑒12]:𝐷𝑖𝑔𝑠@ − >𝑆𝑡𝑒12>?8!?@ 
𝐷𝑖𝑔𝑠@ 10&5.< − 10*.0 𝑆𝑡𝑒12 → 𝑆𝑡𝑒12>?8! 𝑘=*[𝑆𝑡𝑒12]:𝐷𝑖𝑔𝑠@ − >𝑆𝑡𝑒12>?8!?@ 
𝑘=5 10&**.0 − 102.0 𝑆𝑡𝑒12>?8! → 𝑆𝑡𝑒12 (𝑘=5[𝑝𝑝𝐹𝑢𝑠3] + 𝑘=%)>𝑆𝑡𝑒12>?8!? 
𝑘=% 10&*5.0 − 10'.< 𝑆𝑡𝑒12>?8! → 𝑆𝑡𝑒12 (𝑘=5[𝑝𝑝𝐹𝑢𝑠3] + 𝑘=%)>𝑆𝑡𝑒12>?8!? 













𝑘4% 10&3.0 − 10&*.0 𝑝𝐹𝑎𝑟1 → 𝐹𝑎𝑟1 𝑘4%[𝑝𝐹𝑎𝑟1] 
𝑘42 10&**.0 − 100.0 𝐹𝑎𝑟1 → 𝑝𝐹𝑎𝑟1 𝑘42[𝑝𝑝𝐹𝑢𝑠3][𝐹𝑎𝑟1] 
𝑘678$* 10&5.1 − 10&0.3 𝐹𝑎𝑟1 → ∅ 𝑘678$*[𝐹𝑎𝑟1] 
𝑘678B$* 10&%.1 − 10&0.3 𝑝𝐹𝑎𝑟1 → ∅ 𝑘678B$*[𝑝𝐹𝑎𝑟1] 












𝑘678C$B 10&*.0 𝐺𝐹𝑃 → ∅ 𝑘678C$B[𝐺𝐹𝑃] 
ℎ𝑐 2 
∅ → 𝐹𝑢𝑠3	
∅ → 𝑆𝑡𝑒12 
∅ → 𝐹𝑎𝑟1 













𝑚I# 10&5.' − 10&*.'   
 
Table 3.4: Parameter ranges for evolutionary algorithm. This table includes all of the parameters in our 
model and the range used in the evolutionary algorithm for parameter estimation.  
 
Parameter estimation  
To perform parameter estimation, we used an evolutionary algorithm. Evolutionary 
algorithms have the goal of optimizing a solution to a problem and are inspired by elements of 
biological evolution including recombination, mutation, and selection. In our application we aim 
to optimize the fit of our model to experimental data by finding parameter sets that minimize the 
 140 
error between the experimental and simulated data. We implemented the algorithm using DEAP 
(Distributed Evolutionary Algorithms in Python) which is a user friendly framework for building 
and executing evolutionary algorithms (74).  
The evolutionary algorithm is broken down into three main functions: simulation, 
scoring, and evolution. The algorithm is initiated by selecting parameter sets from specified 
uniform random distributions. In the simulation function, these parameters are used to simulate 
the model. In the scoring function, the difference between the simulation and the experimental 
data is the quantified using the mean absolute error. In the evolution function, the best 
parameters are chosen through a tournament. Then those parameters go through mating and 
mutation. Mating was simulated using a two-point crossover function and mutation was 
simulated using a polynomial bounded mutation function. The resulting parameter sets are then 
returned to the simulation function and the process starts over again. The algorithm continues to 
optimize parameter sets for a specified number of generations.  
We performed all model fitting with 100 generations of 500 individuals because these 
numbers were typically sufficient for convergence of the score function. The mating and 
mutation functions were chosen because they worked best with synthetic data sets, specifically to 
optimize models with hill functions. Similarly, the hyperparameters (mutation rate, crossover 
rate, and tournament size) were selected based on their efficiency in fitting the synthetic data set 
best.  
Scaling experimental data 
 It was necessary to scale the experimental data sets to account for differences in 
experimental conditions, such as light source and intensity. We first normalized the wildtype 
time series for constant 50 nM ⍺-factor to have a maximum of 1. Then all data sets generated 
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using 50 nM ⍺-factor were scaled to align with the wildtype response during the initial on phase 
of pheromone exposure. For example, the choice of scaling factor for a 45 min pulse experiment 
was based aligning the first 45 minutes of this times series with the response for the constant 
pheromone case.  
 For the pathway mutants, a series of constant stimulation experiments was done in quick 
succession using the same microscope settings. In this experiment data were collected for 
wildtype, far1Δ, dig1Δdig2Δ, PRE*-GFP, and PSTE5-STE12 strains. The wildtype data was 
multiplied by a scaling factor to align with the data used to train the model. The mutant 
responses were then multiplied by this scaling factor to correctly adjust their starting and 
maximal values. The response of the each of the mutants to a 90-miunte pulse of stimulus was 
then multiplied by a strain specific scaling factor to match the corresponding scaled constant 
response.    
Predicting response to low pheromone dose 
To predict the low dose data set, we scaled the signal input signal on rate (𝑚?') by 0.3 
based on an estimation of the difference in the slopes for the temporal response to 50 nM and 10 
nM constant pheromone. Using the parameter sets corresponding to the best fits to the 50 nM 
data but changing 𝑚?', we successfully simulated the 10 nM data (Figure 3.15, blue curves). 
Predicting response of pathway perturbations 
The model was used to predict the response of four mutations to the pathway, far1Δ, 
dig1Δdig2Δ, PRE*-GFP, and pSTE5-STE12. The far1Δ was described in the model by setting all 
parameters related to Far1 expression, degradation, or activation 
(𝑘%&'(!, 𝑘:<, 𝑘1#, 𝑘1$𝑘234(!, 𝑘234/(!) equal to zero. The dig1Δdig2Δ was described in the model 
by setting the total amount of Dig1 and Dig2 (𝐷𝑖𝑔𝑠;) equal to zero. The PRE*-GFP was 
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described in the model by setting the apparent dissociation constant for Ste12 binding to the 
pheromone responsive element (PRE) of the GFP promoter (𝐾>(/) equal to 3.33 times the value 
given from the best fits corresponding to the reported the relative competition strength of 0.3 
(19). Finally, the pSTE5-STE12 was described in the model by setting the parameter responsible 




1. U. Alon, Network motifs: theory and experimental approaches., Nat. Rev. Genet. 8, 450–461 
(2007). 
2. S. J. Rahi, J. Larsch, K. Pecani, A. Y. Katsov, N. Mansouri, K. Tsaneva-Atanasova, E. D. 
Sontag, F. R. Cross, Oscillatory stimuli differentiate adapting circuit topologies., Nat. Methods 
14, 1010–1016 (2017). 
3. M. R. Bennett, J. Hasty, Microfluidic devices for measuring gene network dynamics in single 
cells., Nat. Rev. Genet. 10, 628–638 (2009). 
4. A. Mitchell, P. Wei, W. A. Lim, Oscillatory stress stimulation uncovers an Achilles’ heel of 
the yeast MAPK signaling network., Science 350, 1379–1383 (2015). 
5. H. Ryu, M. Chung, M. Dobrzyński, D. Fey, Y. Blum, S. S. Lee, M. Peter, B. N. Kholodenko, 
N. L. Jeon, O. Pertz, Frequency modulation of ERK activation dynamics rewires cell fate., Mol. 
Syst. Biol. 11, 838 (2015). 
6. T. Saigusa, A. Tero, T. Nakagaki, Y. Kuramoto, Amoebae anticipate periodic events., Phys. 
Rev. Lett. 100, 018101 (2008). 
7. M. Sumit, S. Takayama, J. J. Linderman, New insights into mammalian signaling pathways 
using microfluidic pulsatile inputs and mathematical modeling., Integr Biol (Camb) 9, 6–21 
(2017). 
8. Y. Blum, J. Mikelson, M. Dobrzyński, H. Ryu, M.-A. Jacques, N. L. Jeon, M. Khammash, O. 
Pertz, Temporal perturbation of ERK dynamics reveals network architecture of FGF2/MAPK 
signaling., Mol. Syst. Biol. 15, e8947 (2019). 
9. S. M. Castillo-Hair, O. A. Igoshin, J. J. Tabor, How to train your microbe: methods for 
dynamically characterizing gene networks., Curr. Opin. Microbiol. 24, 113–123 (2015). 
10. E. Kussell, S. Leibler, Phenotypic diversity, population growth, and information in 
fluctuating environments., Science 309, 2075–2078 (2005). 
11. M. Sumit, A. Jovic, R. R. Neubig, S. Takayama, J. J. Linderman, A Two-Pulse Cellular 
Stimulation Test Elucidates Variability and Mechanisms in Signaling Pathways., Biophys. J. 116, 
962–973 (2019). 
12. H. Ryu, M. Chung, J. Song, S. S. Lee, O. Pertz, N. L. Jeon, Integrated Platform for 
Monitoring Single-cell MAPK Kinetics in Computer-controlled Temporal Stimulations., Sci. 
Rep. 8, 11126 (2018). 
 144 
13. J. G. Cook, L. Bardwell, S. J. Kron, J. Thorner, Two novel targets of the MAP kinase Kss1 
are negative regulators of invasive growth in the yeast Saccharomyces cerevisiae., Genes Dev. 
10, 2831–2848 (1996). 
14. L. Bardwell, J. G. Cook, J. X. Zhu-Shimoni, D. Voora, J. Thorner, Differential regulation of 
transcription: repression by unactivated mitogen-activated protein kinase Kss1 requires the Dig1 
and Dig2 proteins., Proc. Natl. Acad. Sci. USA 95, 15400–15405 (1998). 
15. K. Tedford, S. Kim, D. Sa, K. Stevens, M. Tyers, Regulation of the mating pheromone and 
invasive growth responses in yeast by two MAP kinase substrates., Curr. Biol. 7, 228–238 
(1997). 
16. W. Hung, K. A. Olson, A. Breitkreutz, I. Sadowski, Characterization of the basal and 
pheromone-stimulated phosphorylation states of Ste12p., Eur. J. Biochem. 245, 241–251 (1997). 
17. D. Song, J. W. Dolan, Y. L. Yuan, S. Fields, Pheromone-dependent phosphorylation of the 
yeast STE12 protein correlates with transcriptional activation., Genes Dev. 5, 741–750 (1991). 
18. H. D. Madhani, T. Galitski, E. S. Lander, G. R. Fink, Effectors of a developmental mitogen-
activated protein kinase cascade revealed by expression signatures of signaling mutants., Proc. 
Natl. Acad. Sci. USA 96, 12530–12535 (1999). 
19. F. Chang, I. Herskowitz, Identification of a gene necessary for cell cycle arrest by a negative 
growth factor of yeast: FAR1 is an inhibitor of a G1 cyclin, CLN2., Cell 63, 999–1011 (1990). 
20. A. Breitkreutz, L. Boucher, M. Tyers, MAPK specificity in the yeast pheromone response 
independent of transcriptional activation., Curr. Biol. 11, 1266–1271 (2001). 
21. E. A. Elion, B. Satterberg, J. E. Kranz, FUS3 phosphorylates multiple components of the 
mating signal transduction cascade: evidence for STE12 and FAR1., Mol. Biol. Cell 4, 495–510 
(1993). 
22. R. K. Esch, Y. Wang, B. Errede, Pheromone-induced degradation of Ste12 contributes to 
signal attenuation and the specificity of developmental fate., Eukaryotic Cell 5, 2147–2160 
(2006). 
23. R. A. Arkowitz, Chemical gradients and chemotropism in yeast., Cold Spring Harb. 
Perspect. Biol. 1, a001958 (2009). 
24. L. Bardwell, A walk-through of the yeast mating pheromone response pathway., Peptides 26, 
339–350 (2005). 
25. H. G. Dohlman, J. E. Slessareva, Pheromone signaling pathways in yeast., Sci STKE 2006, 
 145 
cm6 (2006). 
26. W. Zhang, H. T. Liu, MAPK signal pathways in the regulation of cell proliferation in 
mammalian cells., Cell Res. 12, 9–18 (2002). 
27. M. S. Ferry, I. A. Razinkov, J. Hasty, Microfluidics for synthetic biology: from design to 
execution., Meth. Enzymol. 497, 295–372 (2011). 
28. J. R. Houser, E. Ford, S. M. Chatterjea, S. Maleri, T. C. Elston, B. Errede, An improved 
short-lived fluorescent protein transcriptional reporter for Saccharomyces cerevisiae., Yeast 29, 
519–530 (2012). 
29. E. Ciejek, J. Thorner, Recovery of S. cerevisiae a cells from G1 arrest by alpha factor 
pheromone requires endopeptidase action., Cell 18, 623–635 (1979). 
30. R. K. Chan, C. A. Otte, Physiological characterization of Saccharomyces cerevisiae mutants 
supersensitive to G1 arrest by a factor and alpha factor pheromones., Mol. Cell. Biol. 2, 21–29 
(1982). 
31. G. A. Hoffman, T. R. Garrison, H. G. Dohlman, Endoproteolytic processing of Sst2, a 
multidomain regulator of G protein signaling in yeast., J. Biol. Chem. 275, 37533–37541 (2000). 
32. S. P. Venkatapurapu, J. B. Kelley, G. Dixit, M. Pena, B. Errede, H. G. Dohlman, T. C. 
Elston, Modulation of receptor dynamics by the regulator of G protein signaling Sst2., Mol. Biol. 
Cell 26, 4124–4134 (2015). 
33. G. Dixit, J. B. Kelley, J. R. Houser, T. C. Elston, H. G. Dohlman, Cellular noise suppression 
by the regulator of G protein signaling Sst2., Mol. Cell 55, 85–96 (2014). 
34. K. A. Schandel, D. D. Jenness, Direct evidence for ligand-induced internalization of the yeast 
alpha-factor pheromone receptor., Mol. Cell. Biol. 14, 7245–7255 (1994). 
35. J. R. Houser, E. Ford, M. J. Nagiec, B. Errede, T. C. Elston, Positive roles for negative 
regulators in the mating response of yeast., Mol. Syst. Biol. 8, 586 (2012). 
36. A. Flotho, D. M. Simpson, M. Qi, E. A. Elion, Localized feedback phosphorylation of Ste5p 
scaffold by associated MAPK cascade., J. Biol. Chem. 279, 47391–47401 (2004). 
37. T.-C. Su, E. Tamarkina, I. Sadowski, Organizational constraints on Ste12 cis-elements for a 
pheromone response in Saccharomyces cerevisiae., FEBS J. 277, 3235–3248 (2010). 
38. M. Blondel, J. M. Galan, Y. Chi, C. Lafourcade, C. Longaretti, R. J. Deshaies, M. Peter, 
Nuclear-specific degradation of Far1 is controlled by the localization of the F-box protein Cdc4., 
 146 
EMBO J. 19, 6085–6097 (2000). 
39. M. Z. Bao, M. A. Schwartz, G. T. Cantin, J. R. Yates, H. D. Madhani, Pheromone-dependent 
destruction of the Tec1 transcription factor is required for MAP kinase signaling specificity in 
yeast., Cell 119, 991–1000 (2004). 
40. E. A. Hackett, R. K. Esch, S. Maleri, B. Errede, A family of destabilized cyan fluorescent 
proteins as transcriptional reporters in S. cerevisiae., Yeast 23, 333–349 (2006). 
41. J. Sambrook, E. F. Fritsch, T. Maniatis, Molecular cloning : a laboratory manual (Cold 
Spring Harbor Laboratory Press, New York, ed. 2nd, 1989). 
42. F. Storici, M. A. Resnick, The delitto perfetto approach to in vivo site-directed mutagenesis 
and chromosome rearrangements with synthetic oligonucleotides in yeast., Meth. Enzymol. 409, 
329–345 (2006). 
43. E. A. Elion, P. L. Grisafi, G. R. Fink, FUS3 econdes a cdc2+/CDC28-related kinase equired 
for the transition from mitosis into conjugation, Cell 60, 649–664 (1990). 
44. J. E. Reneke, K. J. Blumer, W. E. Courchesne, J. Thorner, The carboxy-terminal segment of 
the yeast alpha-factor receptor is a regulatory domain., Cell 55, 221–234 (1988). 
45. M. Knop, K. Siegers, G. Pereira, W. Zachariae, B. Winsor, K. Nasmyth, E. Schiebel, Epitope 
tagging of yeast genes using a PCR-based strategy: more tags and improved practical routines., 
Yeast 15, 963–972 (1999). 
46. D. C. Amberg, D. Burke, J. N. Strathern, Methods in yeast genetics : a Cold Spring Harbor 
Laboratry course manual (Cold Spring Harbor Laboratory Press, New York, 2005). 
47. C. B. Brachmann, A. Davies, G. J. Cost, E. Caputo, J. Li, P. Hieter, J. D. Boeke, Designer 
deletion strains derived from Saccharomyces cerevisiae S288C: a useful set of strains and 
plasmids for PCR-mediated gene disruption and other applications., Yeast 14, 115–132 (1998). 
48. R. J. Rothstein, in Recombinant DNA part C, Methods in Enzymology. (Elsevier, 1983), vol. 
101, pp. 202–211. 
49. J. D. Boeke, J. Trueheart, G. Natsoulis, G. R. Fink, 5-Fluoroorotic acid as a selective agent in 
yeast molecular genetics., Meth. Enzymol. 154, 164–175 (1987). 
50. E. Alani, L. Cao, N. Kleckner, A method for gene disruption that allows repeated use of 
URA3 selection in the construction of multiply disrupted yeast strains., Genetics 116, 541–545 
(1987). 
 147 
51. A. Wach, A. Brachat, R. Pöhlmann, P. Philippsen, New heterologous modules for classical or 
PCR-based gene disruptions in Saccharomyces cerevisiae., Yeast 10, 1793–1808 (1994). 
52. N. Hao, M. Behar, S. C. Parnell, M. P. Torres, C. H. Borchers, T. C. Elston, H. G. Dohlman, 
A systems-biology analysis of feedback inhibition in the Sho1 osmotic-stress-response pathway., 
Curr. Biol. 17, 659–667 (2007). 
53. M. R. Bennett, W. L. Pang, N. A. Ostroff, B. L. Baumgartner, S. Nayak, L. S. Tsimring, J. 
Hasty, Metabolic gene regulation in a dynamically changing environment., Nature 454, 1119–
1122 (2008). 
54. J. P. Shellhammer, A. E. Pomeroy, Y. Li, L. Dujmusic, T. C. Elston, N. Hao, H. G. Dohlman, 
Quantitative analysis of the yeast pheromone pathway., Yeast 36, 495–518 (2019). 
55. J. W. Young, J. C. W. Locke, A. Altinok, N. Rosenfeld, T. Bacarian, P. S. Swain, E. 
Mjolsness, M. B. Elowitz, Measuring single-cell gene expression dynamics in bacteria using 
fluorescence time-lapse microscopy., Nat. Protoc. 7, 80–88 (2011). 
56. R. Christiano, N. Nagaraj, F. Fröhlich, T. C. Walther, Global proteome turnover analyses of 
the Yeasts S. cerevisiae and S. pombe., Cell Rep. 9, 1959–1965 (2014). 
57. C. Lawless, S. W. Holman, P. Brownridge, K. Lanthaler, V. M. Harman, R. Watkins, D. E. 
Hammond, R. L. Miller, P. F. G. Sims, C. M. Grant, C. E. Eyers, R. J. Beynon, S. J. Hubbard, 
Direct and Absolute Quantification of over 1800 Yeast Proteins via Selected Reaction 
Monitoring., Mol. Cell Proteomics 15, 1309–1322 (2016). 
58. N. Nagaraj, N. A. Kulak, J. Cox, N. Neuhauser, K. Mayr, O. Hoerning, O. Vorm, M. Mann, 
System-wide perturbation analysis with nearly complete coverage of the yeast proteome by 
single-shot ultra HPLC runs on a bench top Orbitrap., Mol. Cell Proteomics 11, M111.013722 
(2012). 
59. J. M. Tkach, A. Yimit, A. Y. Lee, M. Riffle, M. Costanzo, D. Jaschob, J. A. Hendry, J. Ou, J. 
Moffat, C. Boone, T. N. Davis, C. Nislow, G. W. Brown, Dissecting DNA damage response 
pathways by analysing protein localization and abundance changes during DNA replication 
stress., Nat. Cell Biol. 14, 966–976 (2012). 
60. S. S. Thakur, T. Geiger, B. Chatterjee, P. Bandilla, F. Fröhlich, J. Cox, M. Mann, Deep and 
highly sensitive proteome coverage by LC-MS/MS without prefractionation., Mol. Cell 
Proteomics 10, M110.003699 (2011). 
61. B. Ho, A. Baryshnikova, G. W. Brown, Unification of Protein Abundance Datasets Yields a 
Quantitative Saccharomyces cerevisiae Proteome., Cell Syst. 6, 192–205.e3 (2018). 
 148 
62. Y. T. Chong, J. L. Y. Koh, H. Friesen, S. K. Duffy, M. J. Cox, A. Moses, J. Moffat, C. 
Boone, B. J. Andrews, Yeast Proteome Dynamics from Single Cell Imaging and Automated 
Analysis., Cell 161, 1413–1424 (2015). 
63. G. S. Davidson, R. M. Joe, S. Roy, O. Meirelles, C. P. Allen, M. R. Wilson, P. H. Tapia, E. 
E. Manzanilla, A. E. Dodson, S. Chakraborty, M. Carter, S. Young, B. Edwards, L. Sklar, M. 
Werner-Washburne, The proteomics of quiescent and nonquiescent cell differentiation in yeast 
stationary-phase cultures., Mol. Biol. Cell 22, 988–998 (2011). 
64. L. M. F. de Godoy, J. V. Olsen, J. Cox, M. L. Nielsen, N. C. Hubner, F. Fröhlich, T. C. 
Walther, M. Mann, Comprehensive mass-spectrometry-based proteome quantification of haploid 
versus diploid yeast., Nature 455, 1251–1254 (2008). 
65. N. Dénervaud, J. Becker, R. Delgado-Gonzalo, P. Damay, A. S. Rajkumar, M. Unser, D. 
Shore, F. Naef, S. J. Maerkl, A chemostat array enables the spatio-temporal analysis of the yeast 
proteome., Proc. Natl. Acad. Sci. USA 110, 15842–15847 (2013). 
66. S. Ghaemmaghami, W.-K. Huh, K. Bower, R. W. Howson, A. Belle, N. Dephoure, E. K. 
O’Shea, J. S. Weissman, Global analysis of protein expression in yeast., Nature 425, 737–741 
(2003). 
67. N. A. Kulak, G. Pichler, I. Paron, N. Nagaraj, M. Mann, Minimal, encapsulated proteomic-
sample processing applied to copy-number estimation in eukaryotic cells., Nat. Methods 11, 
319–324 (2014). 
68. M. V. Lee, S. E. Topper, S. L. Hubler, J. Hose, C. D. Wenger, J. J. Coon, A. P. Gasch, A 
dynamic model of proteome changes reveals new roles for transcript alteration in yeast., Mol. 
Syst. Biol. 7, 514 (2011). 
69. A. Mazumder, L. Q. Pesudo, S. McRee, M. Bathe, L. D. Samson, Genome-wide single-cell-
level screen for protein abundance and localization changes in response to DNA damage in S. 
cerevisiae., Nucleic Acids Res. 41, 9310–9324 (2013). 
70. M. Peng, N. Taouatas, S. Cappadona, B. van Breukelen, S. Mohammed, A. Scholten, A. J. R. 
Heck, Protease bias in absolute protein quantitation., Nat. Methods 9, 524–525 (2012). 
71. K. J. Webb, T. Xu, S. K. Park, J. R. Yates, Modified MuDPIT separation identified 4488 
proteins in a system-wide analysis of quiescence in yeast., J. Proteome Res. 12, 2177–2184 
(2013). 
72. M. Breker, M. Gymrek, M. Schuldiner, A novel single-cell screening platform reveals 
proteome plasticity during yeast stress responses., J. Cell Biol. 200, 839–850 (2013). 
 149 
73. P. Szymańska, M. Kochańczyk, J. Miękisz, T. Lipniacki, Effective reaction rates in 
diffusion-limited phosphorylation-dephosphorylation cycles., Phys. Rev. E, Stat. Nonlin. Soft. 
Matter. Phys. 91, 022702 (2015). 
74. F.-A. Fortin, F.-M. De Rainville, M. Parizeau, C. Gagne, DEAP : Evolutionary Algorithms 
Made Easy, Journal of Machine Learning Research 13, 2171–2175 (2012). 
 
  150 




 When investigating the dynamical behavior of cellular responses, only observing the 
average behavior of a population of cells can distort the dynamics of individual cells’ responses 
(1). This phenomenon has been observed in the dynamics of p53 response to DNA damage when 
population-based assays described dampened oscillations (2). However, single cell assays 
revealed that each individual cell had pulses of p53 response with the same height and duration, 
but heterogeneity in the pulse start time masked the true dynamics when the population was 
averaged (3). Cellular processes such as signaling and transcription are dynamic processes and, 
as was observed in the p53 response, can result in heterogenous cell responses to the same 
stimulus (4–6). Therefore, when studying a process like the gene regulatory network of the yeast 
mating response pathway, it is important to consider cell-to-cell variability in response dynamics.    
The experimental data in Chapter 3 are presented as averages for an entire population of 
cells. These data were collected using microfluidics, which can be used to collect time courses 
for individual cells, as was demonstrated in Chapter 2. Therefore, for every transcriptional 
response data set that is presented in Chapter 3, there are many single cells traces that contribute 
to that population average. In this chapter, I investigate trends in that single cell data, including 
the emergence of populations with distinct temporal response dynamics. This chapter highlights 
how single cell analysis can be used to reveal interesting behaviors that were masked by 
population averaging.  
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Results 
Clusters of transcriptional response dynamics to periodic stimulation 
 Investigation of single cell traces that comprise the population averages shown in Chapter 
3 suggested that very few of the individual cells have response dynamics similar to the 
population average. Cluster analysis of single cell responses to periodic stimulation using k-
mean clustering revealed three groups of responses (Figure 4.1). The number of clusters (k) was 
chosen to be three by the elbow method for determining optimal cluster number (Figure 4.2 A) 
(7). The general pulsatile dynamics of these clusters is consistent between temporal stimuli. One 
cluster, called cluster 2 henceforth (Figure 4.1, purple line), is slower to respond to the first pulse 
of stimulus, and with each subsequent pulse the amplitude of the transcriptional response of cells 
in this cluster increases. The other two clusters (Figure 4.1, pink and green lines) have similar 
responses to the first pulse of stimulus but differ in their response to the second pulse. One of 
these clusters, called cluster 1 henceforth (Figure 4.1, pink line), has an increased response 
amplitude to the second stimulus pulse compared to the first stimulus pulse. The other cluster, 
called cluster 3 henceforth, has a reduced response amplitude to the second stimulus pulse 
compared to the first stimulus pulse. Since there were multiple experimental replicates included 
in the data set, I validated that the clusters were not dependent clusters of experimental replicates 
(Figure 4.2 B).  
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Figure 4.1: Three distinct clusters of behavior with periodic pathway stimulation. When clustered into 
three groups using a Euclidean k-means algorithm the single cell traces fall into three categories with 
distinct behavior for both the 60-min and 120-min on-off periodic temporal stimulation profiles. The first 
cluster, shown by the pink line, has a high response to the first pulse of stimulus and a higher response to 
the second. The second cluster, shown by the purple line, has a slow and low response to the first pulse of 
stimulus and a higher response to the second pulse. Finally, the third cluster, shown by the green line, has 
a high response to the first pulse of stimulus and a lower response to the second pulse. The percentage of 
cells in each cluster is denoted in the top left corner. 
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Figure 4.2: Validation of clusters. (A) Elbow analysis was performed to determine the optimal number of 
clusters. For both temporal stimulus profiles, 60 min on-off (dark purple) and 120 min on-off (light blue) 
the within-cluster sum of square (WSS) was calculated for a range of 1 to 10 clusters (k). The elbow, which 
occurred at k=3, indicates that three is an appropriate number of clusters. (B) To determine if the clusters 
are dependent on the experimental replicate, the single cell traces in each cluster are color coded by date of 
the experiment. Each cluster includes cells from both experimental replicates, indicating that the clusters 
are not replicate dependent.  
A 
B 
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Modeling clusters of transcriptional response dynamics  
To determine if the model described in Chapter three could still capture the dynamics of 
each individual cluster, I fit the model to the cluster means. This was done using a modified 
approximate Bayesian computation algorithm (ABC), which used the best parameter sets found 
by the evolutionary algorithm in Chapter 3 as a prior. When fit to the average response of each of 
the three clusters for both the 60- and 120-min on-off periodic stimulation profiles, the existing 
model of the mating gene regulatory network was able to capture the cluster dynamics (Figure 
4.3). The same model is able to capture fast responses of clusters 1 and 3 and the slow response 
of cluster 2; as well as the increasing pulse magnitude of clusters 1 and 2 and the decreasing 
pulse magnitude of cluster 3 (Figure 4.3).   
The model’s ability to capture so many response dynamics raises the question of what 
differences in the behaviors of other pathway components lead to the varying clusters of 
transcriptional responses. To address this question, I used the best fitting parameter sets for each 
cluster at each temporal stimulus profile to simulate the predicted behavior of MAPK activation 
(Figure 4.4). These simulations revealed different MAPK activation dynamics for many of the 
different clusters. Most notably, the abundance of active MAPK increases with each subsequent 
pulse of stimulus for all simulations of Cluster 1 for the 60-minute on-off temporal stimulus 
profile (Figure 4.4, Cluster 1, top row). Additionally, the MAPK activation profile increases 
sharply throughout the stimulus pulse for the predictions of Cluster 2 (Figure 4.4, Clusters 2), 
unlike the other clusters which increase more slowly at the end of the stimulus pulse (Figure 4.4, 
Clusters 2 and 3).  
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Figure 4.3: The model of the mating gene regulatory fits each cluster. The modified ABC algorithm 
was used to generate fits of the model described in Chapter 3 to the mean transcriptional response of each 
of the different clusters for both of the temporal stimulation profiles, 60-min and 120-min on-off. In each 
panel the closed circles represent the average of the population, the triangles represent the average of the 
cluster, and the colored lines represent the simulations in the best fitting threshold of the ABC algorithm 
for that particular cluster and temporal stimulation profile. 
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Figure 4.4: Predicted MAPK activation dynamics of clusters. The dynamics of phosphorylated MAPK 
predicted by the model for each cluster are reported as the concentration of ppFus3 in the model divided by 
the maximum concentration of ppFus3 reached in a 600-minute simulated time course. These MAPK 
dynamics are shown for each cluster (cluster 1, cluster 2, and cluster 3) for each of the periodic temporal 
stimulation profiles, 60-minute on-off (top row) and 120-minute on-off (bottom row). 
 
Clusters of transcriptional response dynamics to single pulse of stimulus 
 To determine if these clusters are consistent for other temporal stimulus profiles, such as 
single pulses of stimulus, the same k-means clustering analysis was performed for the response 
to a single pulse of stimulus. Again, three clusters of responses emerge (Figure 4.5). For shorter 
pulses, such as the 45- and 60-minute pulses, the clusters are differentiated as having high, 
medium, and low responses (Figure 4.5, 45 and 60 min pulses). For longer pulses, such as the 
75- and 160-minute pulses, two clusters have similar slopes but different amplitudes and one of 
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the clusters has a shallower slope and lower magnitude (Figure 4.5, 45- and 60-min pulses). The 
dynamics of the clusters in response to longer pulses of stimulus directly mirror what is observed 




Figure 4.5: Clusters of behavior with single pulse of stimulus. When grouped into three clusters using a 
Euclidean k-means algorithms the single cell traces fall into three categories for the 45-, 60-, 75-, and 160-
min single pulse temporal stimulation profiles. The gray shaded region represents the presence of 
pheromone.  
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Clusters of transcriptional response dynamics of pathway perturbations 
 To determine if these clusters are consistent when the pathway is perturbed, the same k-
means clustering analysis was performed for the response pathway perturbations to a single 90-
minute pulse of stimulus. The pathway perturbations used in this analysis are the same as those 
shown in Chapter 3 and were selected because they interrupt key signaling motifs included in the 
mathematical of the gene regulatory network. When the positive feedback from Ste12 induced 
transcription of itself is eliminated by replacing the endogenous Ste12 promoter with the non-
inducible STE5 promoter (PSTE5-STE12), three clusters emerge each with different slopes and 
different magnitudes of response (Figure 4.6 A). When Far1 is eliminated (far1Δ) again three 
clusters with different slopes and different magnitudes of response emerge, and the cluster with 
the lowest amplitude has a 10-minute shorter memory than the other two pulses (25- vs. 35-
minute persistence) (Figure 4.6 B). When the transcriptional repressors are eliminated 
(dig1Δdig2Δ), the three clusters that emerge are again of three different magnitudes. The cluster 
with the lowest magnitude shows no transcriptional induction, but the other two clusters show 
slight induction (Figure 4.6 C). Finally, when the GFP promoter is mutated such that Ste12 has a 
lower affinity for the pheromone responsive elements (PRE) in the promoter  (PRE*-GFP), the 
clusters that emerge follow similar trends to the clusters seen in response to longer pulses of 
stimulus (Figure 4.5) and periodic stimulation (Figure 4.1), in which two clusters have similar 
slopes and different amplitude and the other cluster has a shallower slope and lower amplitude 
(Figure 4.6 D).  
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Figure 4.6: Clusters of behavior for pathway perturbations with 90-minute pulse of stimulus. When 
clustered into three clusters using a Euclidean k-means algorithms the single cell traces fall into three 
categories for the response to a 90-min single pulse of stimulus of four different pathway perturbations (A) 
eliminated positive feedback (PSTE5-STE12, BY4741-103), (B) eliminated Far1 (far1Δ, BY4741-130), (C) 
eliminated transcriptional repressors (dig1Δdig2Δ, BY4741-147), (D) mutated GFP promoter (PRE*-GFP, 
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Eliminating Far1 reduces persistence 
 The cluster analysis revealed that elimination of Far1 leads to clusters with reduced 
persistence after stimulus removal (Figure 4.6 B). Furthermore, on average the far1Δ strain has a 
significantly shorter persistence than wildtype (Figure 4.7). The persistence after a 90-minute 
pulse of pheromone, which is quantified by the amount of time it takes for the transcriptional 
response to drop 2.5% below its maximal response after stimulus removal, for wildtype is 50 
minutes whereas the far1Δ persistence is 20 minutes. This mutant has a less memory than any 
other perturbations investigated experimentally or computationally in Chapter 3. The mechanism 
by which elimination of Far1 decreases the persistent signaling is not clear, but potential 
hypotheses are discussed in the Discussion and Future Directions of this chapter.  
 
 
Figure 4.7: Eliminating Far1 reduces persistence after stimulus removal. The mean response of 
wildtype and far1Δ (BY4741-130) to a single 90-minute pulse of stimulus. The far1Δ strain persists for 
20 minutes after stimulus is removed compared to the wildtype strain, which persists for 50 minutes after 
stimulus removed. The gray shaded region represents the presence of pheromone. 
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Noise in transcriptional response of pathway perturbations 
 To further investigate cell-to-cell variability in the transcriptional response, I used the 
coefficient of variation (CV) (standard deviation of response divided by mean response) as a 
measure of cell-to-cell variability. This quantity was calculated for each time point in the 
response of wildtype and each pathway perturbation to a 90-minute pulse of stimulus (Figure 
4.8). The noise in the wildtype response (Figure 4.8 light blue line) increases for the first 50 
minutes of response, and then decreases for the next 100 minutes, before slowly increasing for 
the rest of the time course. With the exception of the first 50 minutes of response, this time 
course follows the trend of the inverse of the mean response, indicating that for later timepoints 
the changes in standard deviation are not as dominant as the changes in magnitude of the 
transcriptional response. However, noise decreases during the first 20 minutes of response, 
suggesting that initiation of the transcriptional response is less variable than basal activity. When 
the broken positive feedback is eliminated (Figure 4.8 dark blue line) the variability in response 
follows a similar trend to wildtype. When Far1 is eliminated, the noise in response stays fairly 
constant indicating that Far1 may act as a noise suppressor when the signaling pathway is 
inactive. Next, when the transcriptional repressors are eliminated (Figure 4.8 brown line) the 
noise is low but steadily increases throughout the duration of the time course while stimulus is 
present and after it has been removed. Finally, when the affinity of Ste12 for the GFP promoter 
is reduced by mutating the promoter’s PRE (Figure 4.8 pink line) the noise increases while 
stimulus is present and then decreases. This is particularly striking as the quantification of noise 
is normalized by the magnitude of the transcriptional response, so while the transcriptional 
response is increasing the standard deviation of the response is increasing even more. This 
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observation is likely a result of increased fluctuations in transcription factor binding when it has 




Figure 4.8: Noise in transcriptional response to a 90-minute pulse of stimulus. Noise between single 
cells’ transcriptional responses to a 90-minute pulse of stimulus for eliminated positive feedback (PSTE5-
STE12, BY4741-103), eliminated Far1 (far1Δ, BY4741-130), eliminated transcriptional repressors 
(dig1Δdig2Δ, BY4741-147), mutated GFP promoter (PRE*-GFP, BY4741-169), and wildtype (BY4741-
68). The gray shaded region represents the presence of pheromone. 
 
Discussion 
 This chapter reveals interesting differences and dynamics within the single cell 
population that were masked in previous studies of the population average. First, there are three 
distinct clusters of dynamics that arise in response to periodic stimulation of the pathway (Figure 
4.1). The population average (Figure 4.3, circles) does not accurately capture any of these three 
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clusters; however, the work done on modeling the population average informed the model 
training in this chapter. Specifically, the work done on developing the model and finding 
parameter sets that capture the dynamics of the population average was applied to understanding 
the dynamics of the clusters as the same model was used and the best fitting parameter sets from 
the evolutionary algorithm were used as priors for the ABC algorithm. The model developed 
based on the population average has an impressive ability to fit the varied dynamics of responses 
of different clusters.   
This computational model was able to address questions about what cellular differences 
drive the varying dynamics of the three clusters. The in silico predictions of the MAPK 
activation profiles based on fitting the previously developed model of the gene regulatory 
network to each individual cluster suggest that there are differences in the MAPK activation 
profiles for these different clusters. More experimentation is needed to determine (1) if the 
predicted differences in MAPK activation are present in the biological system and (2) what 
mechanisms drive these different MAPK dynamics. These model-driven experiments could 
inform our understanding of variability at various levels of the mating response pathway leading 
to a mechanism by which cell-to-cell variability arises.    
 A particularly interesting result to come out of this single-cell analysis is the surprising 
behavior of cells lacking Far1, a multifunctional protein with many roles in the mating response 
including cell-cycle arrest by association with the CDK Cdc28 (8–10), morphological changes 
by association with the GEF Cdc24 and the Gβ𝛾 subunit (11–16), and through regulation of the 
transcriptional response as included in the model of the gene regulatory network (17). First, 
far1Δ cells have a shorter memory than wildtype cells to a 90-minute pulse of stimulus (Figure 
4.7) and a cluster of these far1Δ cells have an even shorter memory (Figure 4.6). Second, the 
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noise in the response of cells lacking Far1 is higher than that of wildtype cells after stimulus is 
removed. Neither of these results can be easily explained based on the current understanding of 
the multiple functions of Far1, thereby indicating that there may be additional functions of Far1 
as a noise regulator and driver of persistent response in the gene regulatory network of the 
mating response pathway.    
 This chapter uses new analyses on a rich existing data set to reveal new findings about 
the yeast mating response pathway. Just as previous single-cell studies of p53 activation revealed 
temporal dynamics of single-cells that were masked in population-based assays (1–3), this 
single-cell analysis revealed groups of cells with different transcriptional response dynamics. 
This work is further support of the importance of single cell analysis, but also highlights how 
work based on population averages can be informative for such studies. It would not have been 
efficient to use the evolutionary algorithm to train and develop a model that captured the 
response of individual cells or even clusters of individual cells. Instead, using the population 
average data to train and develop a complex mechanistic model and understand the overall 
response of the population provided a good starting point for investigation of variability in the 
population’s response. This suggests that first understanding how the system functions on the 
population scale makes future studies at the individual scale more tractable.      
Future Directions 
Image analysis to collect additional information about single cells 
 To better understand what could be driving the formation of these clusters, the initial data 
set could be revisited. The same image analysis to obtain single traces could be performed, but 
this time keeping track of additional data about each cell. The information about the cells that 
could be considered include stage of the cell cycle, proximity to other cells, relationship to other 
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cells, and reentry to the cell cycle between stimulus pulses. The stage of the cell cycle that cells 
are in when pheromone is first administered is known to affect cells’ transcriptional responses 
(Figure 3.16) for the first pulse, could potentially also affect subsequent pulses. The proximity of 
a cell to another cell could affect its mating response by affecting the dose of mating pheromone 
the cell is exposed to or changes in signaling due to physical contact. The relationship between 
cells could make the transcriptional responses of a mother and daughter cells more similar. 
Finally, whether or not cells reenter the cell cycle while stimulus is absent could affect how they 
response to the next pulse of pheromone.  
Determining the mechanism of different cluster dynamics  
One key future direction of this work is to understand the mechanism by which these 
clusters arise. My primary hypothesis is that the clusters are dependent on the stage of the cell-
cycle at the time mating pheromone is administered. To further support the validity of this 
hypothesis, the microscopy images analyzed to collect the data shown in this chapter should be 
reanalyzed, as described in the previous subsection. If the clusters are indeed cell-cycle-
dependent, then the first line of investigation should be components and effectors of the mating 
response with known cell-cycle dependent expression or activity. To my knowledge, there are 
three such proteins: Ste5, Far1, and Elm1, all of which act on different steps of pathway 
activation.   
The MAPK scaffold, Ste5, has been reported to be phosphorylated by G1 cyclin 
dependent protein kinases (CDKs) at multiple CDK sites disrupting Ste5 membrane localization 
and, therefore, Ste5 signaling upon cell cycle entry (18). Additionally, the MAPK, Fus3, has 
been reported to modify the same sites on Ste5 during S-phase (19). This previous work 
demonstrated different Ste5 recruitment dynamics for cells in G1-, G2/M-, and S-phases during 
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the first six minutes of pheromone stimulation with cells in G1 having high levels of sustained 
Ste5 recruitment, cells in G2/M having high levels of recruitment which attenuate after one 
minute, and cells in S having low levels of recruitment which attenuate after one minute (19). 
This cell cycle dependent difference in Ste5 recruitment could be driving the differences in 
downstream transcriptional response. 
In the absence of mating pheromone, Far1 is expressed in a cell cycle dependent manner. 
During G1, FAR1 RNA and the Far1 protein are highly expressed, but decline when the cell 
enters S-phase (20). When mating pheromone is present, Far1 expression is induced by Ste12 
and Far1 is expressed in all phases of the cell-cycle (10). The different levels of expression of 
Far1 prior to pheromone stimulation may affect the dynamics of the transcriptional response, as 
Far1 is a key regulator of transcriptional dynamics. 
Elm1 is a protein kinase primarily expressed in S and G2/M phases of the cell cycle. Its 
most studied role is coordinating events leading to cell division (21–26); however, it has also 
been shown to phosphorylate the G-protein Gpa1 (27). Phosphorylation of Gpa1 by Elm1 in 
G2/M phase leads to ubiquitination of Gpa1 in the following G1 phase (27). It has been 
hypothesized that this cell cycle-dependent ubiquitination of Gpa1 may be a mechanism to 
restrict signaling competency to the G1 phase of the cell cycle (27). This cell cycle-dependent 
regulation of Gpa1 may in turn affect the downstream transcriptional response dynamics in a cell 
cycle-dependent manner. 
Single cell MAPK dynamics 
While we know the population average of the dynamics of MAPK in response to a single 
pulse or sustained stimulus from immunoblotting analysis (Figure 3.4), we do not know the 
population average or single cell dynamics of the MAPK in response to repeated periodic pulses 
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of stimulus. Recently, a single-cell, substrate-based assay for Fus3 activity has been developed 
(28) and was validated in our strain in Chapter 2. This single cell reporter could be used to 
determine if there are also clusters and variability in the MAPK response to single or repeated 
pulses of pheromone, by performing the periodic microfluidic experiment used to generate many 
of the data sets in this work with the Fus3 reporter instead of the transcriptional reporter.  
Previous work with this reporter of Fus3 activity demonstrated that it can show dynamic 
changes in activity when stimulus is removed or a MAPK inhibitor is added (28). This makes it a 
potentially good reporter for this set of experiments; however, further validation is required. 
Specifically, the dynamics of population average MAPK response quantified using this reporter 
could be compared to the dynamics quantified using traditional and phos-tag immunoblotting 
analyses to determine if there are any major differences in the behavior of the substrate-based 
reporter and dual Fus3 phosphorylation. 
Further exploration of the model 
 There is more exploration that could be done of the computational model presented here. 
First, the ABC algorithm could be run more times with more parameter sets at each threshold. 
This should be done to ensure that the parameter sets found by a single, relatively short run of 
the ABC algorithm has not stayed in a local minimum. Then the parameter sets that best fit each 
of the clusters for each of the temporal stimulus profiles could be compared to see if there are 
any relationships between parameter values and clusters. For example, it could determine if there 
is a parameter that must always be within a specific range to fit to cluster 2 data. This approach 
may work, but because there are so many parameters in the model many of which are directly 
correlated, comparing individual parameter values may be too simplistic. If that is the case, the 
parameter sets could be clustered using a high dimensional clustering algorithm, like Shannon’s 
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mutual information canonical correlation analysis, which has had success in clustering relatively 
large numbers of parameters in models of dynamical biological systems (29). A clustering 
algorithm could identify groups of parameters that are correlated within response clusters.     
 To further investigate cell-to-cell variability in the yeast mating transcriptional response, 
the model presented here and in Chapter three could be simulated stochastically. A challenge 
with stochastic simulations of this model is that many of the interactions are modeled as hill 
functions not by mass action kinetics, making the model more complicated to simulate using a 
Gillespie algorithm. In order to successfully simulate this model, previously reported methods 
for employing hill functions within the Gillespie algorithm could be applied (30).  
Methods 
Scaling and tidying single cell traces 
For all of the analyses in this chapter, only cells that were present in each timepoint were 
considered. Daughter cells or cells that entered the field of view were excluded. The remaining 
single cell traces were scaled by multiplication by the same scaling factors used for the 
population averages determined in the worked reported in Chapter 3.   
Clustering 
The scaled and tidied single cell traces were clustered using a Euclidean k-means 
clustering algorithm. The number of clusters was chosen based on the elbow method (7). It finds 
the optimal number of clusters by computing clusters for varying numbers of clusters (k) and 
calculating the within-cluster sum of square (WSS) as a measure of intra-cluster variation. The 
WSS is then plotted versus the number of clusters (Figure 4.2 A), and the location of a bend 
(often called knee or elbow) is generally considered a good approximate number of clusters. This 
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algorithm was implemented using tslearn, a machine learning toolkit dedicated to time-series 
data (31).  
Modified Approximate Bayesian Computation (ABC) 
The algorithm used to fit parameters to the cluster averages is outlined below.  It is a 
modification of an Approximate Bayesian Computation (ABC) algorithm. ABC is an approach 
to Bayesian inference that does not require a specified likelihood function allowing to it can 
estimate posterior parameter distributions for simulated models (32). There are three 
hyperparameters, error thresholds, chain length, and required number of parameter sets. The 
hyperparameter values used in this chapter are defined in Table 4.1.    
Algorithm outline 
1. Set list of error thresholds (see Table 4.1).  
2. Initiate algorithm with priors generated from Evolutionary Algorithm (see Chapter 3). These 
were defined as the top 5% of fits to the experimental data found by the evolutionary 
algorithm. 
3. Loop 1: For each threshold in the list of error thresholds assigned in step 1, initiate loop 2.  
4. Loop 2: For each parameter set in the prior calculate the error (see steps 5.4 and 5.5) and then 
initiate loop 3.  
5. Loop 1: For a specified chain length (see Table 4.1) perform the following steps: 
5.1. Modify one randomly selected parameter in the previous parameter set by adding a 
normally distributed random value centered at zero with a standard deviation of one third 
the standard deviation of the prior distribution of the parameter being modified  
5.2. Check that the modified parameter does not take a negative value. If it does take a 
negative value, repeat step 5.1. If it does not, proceed to step 5.3.  
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5.3. Simulate the model (details in Chapter 3) using the modified parameter set. The system 
of ODEs was solved using the odeint function in SciPy (33).   
5.4. Normalize the model simulation the same way the experimental data was normalized by 
dividing the GFP time course by the maximum GFP response to constant stimulus of the 
prior parameter set.    
5.5. Compare the normalized simulation to the normalized experimental data (cluster average 
or single cell time course) by calculating the mean absolute value between the simulation 
and experimental data.  
5.6. Calculate the number of parameter sets that are below the set threshold. If the number of 
sets that meet the criterion is greater than the required number of good sets (see Table 
4.1), then proceed to the next threshold and repeat loop 1 with this set of parameters as 
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Table 4.1: Approximate Bayesian Computation (ABC) hyperparameter values 







Chain length All 5 
Required number of 
parameter sets All 100 
Error threshold 
Cluster 1: 
60 on-off 0.150 0.100 0.070 0.060 
Cluster 2: 
60 on-off 0.100 0.050 0.038 0.028 
Cluster 3: 
60 on-off 0.100 0.060 0.050 0.045 
Cluster 1: 
120 on-off 0.100 0.060 0.050 0.045 
Cluster 2: 
120 on-off 0.120 0.090 0.075 0.065 
Cluster 3: 
120 on-off 0.080 0.060 0.05 0.046 
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CHAPTER 5: CROSSTALK BETWEEN THE MATING AND HIGH OSMOLARITY 
GLYCEROL (HOG) RESPONSE PATHWAYS1 
 
Introduction
Cells must coordinate and prioritize their response when exposed to multiple stimuli. 
Understanding how this coordination is regulated is crucial for developing effective therapeutics, 
particularly in cancer where inhibiting one pathway can lead to activation of a compensatory 
pathway reducing drug efficacy (1). This also poses a challenge to studying crosstalk as multiple 
compensatory mechanisms can cofound and complicate experimental results. Using a model 
system with well characterized signaling pathways allows us to focus on the coordination 
between pathways.  
To systematically study coordination between two signaling pathways, we focused on the 
mating response and hyperosmotic stress pathways in yeast. Both pathways are well 
characterized MAPK signaling cascades. The mating response pathway (green in Figure 5.1) is 
activated when mating pheromone binds to the G-protein coupled receptor (GPCR), Ste2. 
Activation of this pathway leads to assembly of the Fus3 MAPK cascade with Ste5 acting as the 
scaffold (2, 3). Phosphorylation of Fus3 leads to mating specific gene transcription, cell cycle 
arrest in G1, and morphological changes. The high osmolarity glycerol (HOG) response pathway 
(purple in Figure 5.1) is activated by hyperosmotic stress. Activation of this pathway leads to 
assembly of the Hog1 MAPK cascade with Pbs2 acting as the scaffold (4, 5). Phosphorylation of 
Hog1 leads to glycerol production, stress responsive gene transcription, and cell cycle arrest in 
 
1 This chapter is a draft of a manuscript not yet submitted for publication. 
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all phases of the cell cycle (6). The HOG pathway is activated by two branches, the Sln1 branch 
and the Sho1 branch (7, 8). The Sln1 branch activates the kinase Ssk1 (7), which in turn activates 
the MAP3Ks Ssk2 and Ssk22 (9). The Sho1 branch shares four components with the mating 
response pathway (cyan in Figure 5.1), the MAP3K (Ste11), its adaptor protein (Ste50), and its 
activators (Cdc42 and Ste20) (6). Despite sharing so many components the two pathways 
demonstrate remarkable signal fidelity when stimulated individually (10, 11). However, 
simultaneous stimulation of both pathways leads to a delay and increased cell-to-cell variability 
in the mating transcriptional response (6).  
 
 
Figure 5.1: Schematic of the mating response and HOG response pathways. The mating response 
pathway (shown in green) and the HOG response pathway (shown in purple) share components (highlighted 
in cyan). Adapted from Nagiec and Dohlman (6).  
 
 Previous work has revealed multiple mechanisms for a delayed mating response when 
cells are co-stimulated with both mating pheromone and a hyperosmotic stressor (6, 10, 12). One 
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partially responsible for the delay (6). Additionally, a recent study revealed a new second 
messenger of cross-talk between the two pathways (12). Through global metabolite profiling 
analysis of yeast, three branch chain amino acid (BCAA) derivatives were identified as second 
messengers of cross-talk (12). Interestingly, these BCAA derivatives were shown to be necessary 
and sufficient to recapitulate effects of hyperosmotic stress on the mating pathway (12). 
 None of the previously identified mechanisms of signal coordination between the mating 
and HOG pathways account for the increased cell-to-cell variability, or noise, in the mating 
transcriptional response (6). Noise in the response of a genetically identical population of cells is 
hypothesized to be a bet-hedging mechanism that a population uses to increase its chances of 
surviving under stressful conditions. In the yeast mating response pathway, two mechanisms that 
regulate noise. First, the GAP Sst2 suppresses cell-to-cell variability following prolonged 
stimulation with pheromone (13). Second, a transcriptional repressor Dig1 suppresses noise in 
the mating response when cells are not stimulated with pheromone (14). This chapter 
investigates competition for the shared components as an additional mechanism by which 
crosstalk might increase cell-to-cell variability in the mating response.   
Results 
Clusters of responders and non-responders 
 Previous work noted an increase in noise in the mating transcriptional response when 
cells were co-stimulated with mating pheromone and an osmotic stress (6), but did not 
investigate the effect of the dose of osmotic stress on cell-to-cell variability. We hypothesized 
that treatment with high doses of osmotic stress would result in a less variable response 
compared to low doses as cells may prioritize surviving high stress conditions over initiating the 
mating response. We quantitatively tested this hypothesis by administering varying doses of 
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osmotic stress and a single dose mating pheromone to cells in a microfluidic chamber and using 
fluorescence microscopy to quantify a mating specific fluorescent transcriptional reporter in 
individual cells overtime. These single cell responses (Figure 5.2) were then grouped using a 
hierarchical clustering algorithm to quantitatively determine if there were distinct groups of 
temporal responses (red and blue in Figure 5.2). When cells are treated with pheromone alone 
(Figure 5.2 top panel) they have a strong mating response with relatively low noise (CV = 0.21). 
However, when a low dose of salt is added (150 mM, as in Figure 5.2 middle panel), the 
response becomes very noisy (CV = 0.74) and a group of cells (shown in red) does not respond 
to the mating pheromone. When the concentration of salt is increased to 500 mM (Figure 5.2 
bottom panel) noise does not change (CV = 0.72). However, the percentage of cells that do not 
respond to pheromone increases from 40% to 63%. Contrary to our initial hypothesis, 
investigation of single-cell responses to costimulation with mating pheromone and hyperosmotic 
stress showed equivalent increases in cell-to-cell variability with low and high doses of osmotic 
stress. Additionally, this set of experiments revealed the emergence of two subpopulations of 





Figure 5.2: Osmotic stress increases cell-to-cell variability and generates subpopulations of 
responders and non-responders to mating pheromone. In a microfluidic chamber the mating 
transcriptional response was quantified using a FUS1 promoter driven GFP transcriptional reporter (PFUS1-
GFP). This transcriptional response was quantified for (A) cells treated with 300 nM mating pheromone, 
(B) cells treated with 300 nM mating pheromone and 150 mM KCl, and (C) cells treated with 300 nM 
mating pheromone and 500 mM KCl were clustered using a hierarchical clustering algorithm. The 
responses fell into two clusters: responders (blue) and non-responders (red). Data collected by Matthew 
















Model of competition for shared components 
 There are a limited number of copies the shared components in a single cell. Specifically, 
there are reported to be 2094 ± 800 copies of Ste50 (15–26), 1533 ± 425 copies of Ste11 (15, 16, 
18–20, 23–29), and 3869 ± 1268 copies of Ste20 (16–32). More interestingly, on average it has 
been reported that there is  almost twice the amount of the HOG response pathway scaffold, Pbs2  
(3777 ± 580 copies) (16–21, 23–26, 28–34), compared to that  of the mating response pathway 
scaffold, Ste5 (1766 ± 445 copies) (15, 18–20, 23–26, 30, 35). However, some quantifications 
report over forty times more copies of Pbs2 than Ste5 (20). We hypothesize that an effective 
lower copy number of shared components leads to increased cell-to-cell variability in the mating 
pathway. When both pathways are active most of the shared components may be sequestered by 
the HOG pathway, leaving few copies of the shared components available for the mating 
pathway. Since there are fewer copies of a protein available, small stochastic differences in copy 
number may cause significant variability in pathway response. We developed a stochastic model 
of competition for shared components to test if competition between pathways could increase 





Figure 5.3: Model of competition for shared components. Schematic of the model of competition for the 
shared components by the two pathway specific MAPK scaffolds, Ste5 and Pbs2. All components shown 
in green are mating specific components, and all components shown in purple are HOG specific 
components. The generalized shared component (SC) is shown in blue.    
 
 The model (Figure 5.3) has eleven components including the pathway specific scaffolds 
(Ste5 and Pbs2), a generalized shared component (SC), the pathway specific MAPKs in their 
active and inactive forms (Fus3 and Hog1), and components required to model the mating 
transcriptional response, including the transcription factor (Ste12) and the transcriptional reporter 
(GFP). This model was first simulated deterministically as a system of ordinary differential 
equations (ODEs) (Figure 5.4, A and C) for two conditions, pheromone stimulation only (Figure 
5.4 A) and costimulation (Figure 5.4 C). When simulated with initial conditions based on 
reported copy numbers of proteins of interest (20) and parameters values that gave qualitatively 
reasonable solutions, the deterministic solution showed a delayed and dampened mating 
transcriptional response when the both pathways are stimulated compared to when just the 
SCSte5 Pbs2
SCSte5 SC Pbs2




mating pathway is stimulated (compare transcriptional response panels of Figure 5.4 A and C). 
This result is consistent with previously reported results from population based assays (6) and the 
results presented in Figure 5.2. The model was also simulated stochastically to assess how a 
population of individual cells would respond using a Gillespie algorithm (36) (Figure 5.4 B and 
D) under the same two conditions. In this simulation, each individual trace can be considered as 
the response of a single cell. The stochastic simulation showed increased noise in transcriptional 
response during costimulation (CV = 1.11) compared to when just the mating pathway is 
stimulated (CV = 0.03) (compare transcriptional response panel of Figure 5.4 B and D). This 
model of competition between pathways for a limited shared component captures the delayed 
and noisy mating transcriptional response experimentally observed with costimulation with 




Figure 5.4: Costimulation increases noise in model of competition for shared components. The 
competition for shared components model was simulated as a deterministic ODE model (A and C) and as 
a stochastic model (B and D) using the Gillespie algorithm for pheromone stimulus only (A and B) and 
costimulation with pheromone and an osmotic stressor (C and D). The components included in the model 
are all shown including the mating pathway components Ste5 (purple), shared component (green), shared 
component/Ste5 complex (orange), unphosphorylated Fus3 (dark indigo), and active dual phosphorylated 






















































component/Pbs2 complex (orange), unphosphorylated Hog1 (dark indigo), and active phosphorylated Hog1 
(gray); and the mating transcriptional GFP reporter (green). The stochastic simulations are presented as 100 
independent runs of the Gillespie algorithm. The coefficient of variation (CV) is reported for both 
stimulation conditions at 300 minutes. Model and figure developed by Joseph Foster under the supervision 
of Amy Pomeroy. 
 
Overexpressing pathway components 
 To experimentally investigate how competition for pathway components affects the 
responses of both the mating and HOG pathways, we changed the copy numbers of the following 
three proteins involved in competition for shared components: the mating scaffold (Ste5), the 
shared MAP3K (Ste11), and the adaptor protein (Ste50). These components were over expressed 
on a single-copy expression plasmid that contained the gene of interest and 600 base pairs before 
and after the gene. As a control, an empty vector was transformed into cells; for the control 
costimulation with 450 mM KCl dampens the mating dose response (compare Figure 5.5 black 
dashed and solid lines, A-C). Additionally, when an empty vector is transformed into cells, co-
stimulation with 3 μM of pheromone enhances the HOG dose response (compare Figure 5.5 
black dashed and solid lines, D-F). When Ste11 is over expressed the magnitude of the mating 
transcriptional dose response is similarly dampened both with and without osmotic stress (Figure 
5.5 A). Similarly, when Ste5 is over expressed the magnitude of the mating transcriptional 
response is dampened both with and without osmotic stress (Figure 5.5 B). Additionally, over 
expression of Ste5 increases the hillslope in the absence of crosstalk (Figure 5.5 B, blue solid 
line). When Ste50 is over expressed, the magnitude of mating transcriptional dose response is 
unaffected, but the dose response profile becomes steeper compared to wildtype in the presence 
and absence of osmotic stress (Figure 5.5 C). These results suggest that abundance of the 
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different shared components differently affect the mating transcriptional dose response; Ste11 
abundance affects magnitude of response, Ste50 abundance affects sensitivity of response, and 
Ste5 abundance affects both magnitude and sensitivity of response. Furthermore, when either 
Ste11, Ste5, or Ste50 is over expressed the magnitude of the HOG transcriptional response is 
enhanced both with and without pheromone (Figure 5.5 D-F). Ste11 has the weakest effect on 
the osmotic stress dose response (Figure 5.5 D) and Ste50 has the strongest effect (Figure 5.5 F).  
These results reveal that overexpression of each of these pathway components differentially 
affects both the mating and HOG transcriptional responses during crosstalk; however, what is 
unknown is how cell-to-cell variability is affected and how potential differences in pathway 
response heterogeneity under the different conditions contribute to the phenotypes observed in 






Figure 5.5: Overexpression of pathway components affects crosstalk. To determine the effect of 
pathway component abundance on crosstalk three components, Ste5 (A and D), Ste11 (B and E), and Ste50 
(C and F), were overexpressed by transforming cells with a plasmid with the gene and native promoter. 
Two different transcriptional reporters were used to quantify changes in the mating and HOG responses 
when components were overexpressed, the mating specific PFUS1-GFP reporter (A-C) and the HOG 
specific PSTL1-GFP reporter (D-F). The PFUS1-GFP assay was done for a range of pheromone doses with 
either no KCl (A-C, black lines) or 450 mM KCl (A-C, blue lines). The PSTL1-GFP assay was done for a 
range of KCl doses with either no pheromone (D-F, black lines) or 3 μM pheromone (D-F, blue lines). In 
all panels the black lines represent the doses responses for cells transformed with an empty vector control 
and the blue lines represent the dose responses for cells transformed with the indicated overexpression 
vector. The solid lines and closed symbols represent the response with no costimulation, and the dotted 
lines and open symbols represent the response with costimulation. All measurements were made at 90 
minutes. Data collected by Colton Sanders under the supervision of Kimiko McGirr. 
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Deletion of HOG pathway branches 
 There are two branches of the HOG pathway, the Ssk1 branch and the Sho1 branch. The 
Sho1 branch shares components with the mating response pathway, but the Ssk1 branch does not 
(7, 8). To determine how the two branches of the HOG pathway contribute to crosstalk, the 
transcriptional responses of the individual branch deletions to individual and co-stimulation were 
quantified using pathway specific transcriptional reporters described previously (Figure 5.7). 
When the either the Ssk1 or Sho1 branch is deleted, there is a no change in the mating 
transcriptional dose response in the presence or absence of KCl (compare Figure 5.7 B and C 
with Figure 5.7 A). However, when either branch is deleted there is an increase in the magnitude 
of the HOG transcriptional dose response in the presence or absence of KCl (compare Figure 5.7 
E and F with Figure 5.7 D). When only the Sho1 branch is present, co-stimulation very slightly 
increases the magnitude of the HOG transcriptional dose response (Figure 5.7 D and E). By 
contrast when only the Ssk1 branch is present, co-stimulation with mating pheromone more 
drastically increases the magnitude of the HOG transcriptional dose response and decreases the 
EC50 by 75 mM KCl. Surprisingly, co-stimulation has more of an effect on the HOG 
transcriptional response when the branch that shares components with the mating pathway is 
absent (Figure 5.6 D and F). This result indicates that pheromone enhancement of the HOG 




Figure 5.6: Deletion of HOG branches affect crosstalk. To determine the effect of branches of the HOG 
pathway on crosstalk three components the individual branches were eliminated by deleting either Sho1 or 
Ssk1. Two different transcriptional reporters were used to quantify mating and HOG responses, the mating 
specific PFUS1-GFP reporter (A-C) and the HOG specific PSTL1-GFP reporter (D-F). The PFUS1-GFP 
assay was done for a range of pheromone doses with either no KCl or 450 mM KCl. The PSTL1-GFP assay 
was done for a range of KCl doses with either no pheromone or 3 μM pheromone. The black lines represent 
the response with no costimulation, and the colored lines represent the response with costimulation. All 
measurements were taken after 90 minutes of costimulation. Data collected by Colton Sanders under the 
supervision of Kimiko McGirr. 
 
Investigation of different osmotic stressors 
 
 To determine if the effects of crosstalk are consistent across various ionic and nonionic 
osmotic stressors, we performed costimulation experiments with three osmotic stressors: 
potassium chloride (KCl, Figure 5.6 B), sodium chloride (NaCl, Figure 5.6 C), and sorbitol 
(Figure 5.6 D). Potassium and sodium chloride are both ionic osmotic stressors, but potassium is 
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larger than sodium and potentially less likely to bind to and interrupt the active sites of 
membrane proteins, like the GPCR. Sorbitol is sugar alcohol that can act as a nonionic osmotic 
stressor. The dose responses of cells exposed to these three stressors and a panel of pheromone 
doses were compared using a mating specific fluorescent transcriptional reporter quantified using 
imaging cytometry (Figure 5.6 A). The same effective doses of osmotic stress were tested for all 
three stressors, 0 mM (Figure 5.6 B-D blue), 500 mM (Figure 5.6 B-D yellow), and 1100 mM 
(Figure 5.6 B-D green). For all osmotic stressors, the pheromone doses response was steeper for 
a moderate osmolyte concentration (500 mM) than for no or high osmolyte concentrations. 
Furthermore, the highest concentration of sorbitol (1100 mM) was lethal to cells (Figure 5.6 D, 
green); the lethality of pheromone and sorbitol has been previously reported (12). The effect of a 
moderate dose of osmotic stress is unique and consistent across three different ionic and nonionic 
osmotic stressors, indicating that the dose of osmotic stress, regardless of the molecule, affects 




Figure 5.7: Assessment of crosstalk by imaging cytometry. An imaging cytometer was used to perform 
a high throughput screen of the effect of crosstalk on mating transcriptional dose response. (A) 
Representative brightfield (left) and GFP fluorescence (right) images of cells with an integrated PFUS1-
GFP transcriptional reporter acquired using a Nexcelom Celigo imaging cytometer. This screen included 
three different osmotic stressors (B) potassium chloride, (C) sodium chloride, and (D) sorbitol. Each of 
these stressors were administered at the same three effective doses, 0 mM osmolyte (blue), 500 mM 




















































































































osmolyte (yellow), and 1100 mM osmolyte (green); because KCl and NaCl separate into two ions, their 
concentrations are half the osmolyte concentration. The 95% confidence interval for the EC50 and the 
hillslope ± the standard error are indicated for each dose of osmotic stressors in tables. Error bars represent 
standard deviation between three biological replicates. Data collected by Lorena Dujmusic under the 
supervision of Amy Pomeroy. 
 
Discussion 
 The results presented in this chapter were obtained using computational and experimental 
approaches to inform the understanding of signal coordination between the mating and HOG 
response pathways in yeast. These findings show how cell-to-cell variability, pathway 
component abundance, and input branches of the HOG pathway affect and are affected by co-
stimulation with mating pheromone and osmotic stressor. The results also reveal similarities and 
differences in pathway response to various osmotic stressors including potassium chloride, 
sodium chloride, and sorbitol, all which have been individually studied (37–39), but not directly 
compared. The results in this chapter also further support claims and observations made in 
previous work done on crosstalk between the two MAPK pathways, including a slower response 
to mating pheromone when cells are also stimulated with an osmotic stressor (6). 
 One of the key findings of this work is a potential mechanism for crosstalk induced noise. 
While increased cell-to-cell variability in the mating response in the presence of an osmotic 
stressor has been previously reported (6), the mechanism by which this increased heterogeneity 
in response arises has not been determined. Increased noise in response to an external stress is 
proposed to be a mechanism by which a population hedges its bets to improve its chance of 
survival.  Here, we used computational techniques to investigate competition for shared 
components as a mechanism for increased cell-to-cell variability in the mating response when 
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cells are also stressed by an external osmolyte (Figure 5.3). Experimentation based on this in 
silico model revealed that competition for shared components can lead to heterogeneity in the 
mating response (Figure 5.4). I hypothesize that this variability coupled with the known positive 
feedbacks in the mating response pathway may lead to ultra-sensitivity when co-stimulated with 
moderate doses of osmotic stressor, as has been reported in this chapter (Figure 5.7).      
 Since the computational model suggested that competition for pathway components 
affects the mating response, we changed the abundance of key pathway components using in 
vivo experimentation. Changes to the mating and HOG transcriptional responses when the 
mating scaffold Ste5, shared MAP3K Ste11, or shared adaptor protein Ste50, are presented 
(Figure 5.5). Overexpression of all of these components affects the magnitude of the mating and 
HOG transcriptional responses; however, because a population-based assay was used, the effect 
of over expression on response heterogeneity is still unknown and currently being investigated. 
 A particularly surprising result to come out of this work was the effect of deletions of 
HOG input branches. We hypothesized that when only the branch with shared components, 
Sho1, was present, the effect of crosstalk would be stronger. However, our results suggest the 
opposite. When only the branch with the shared components is present, crosstalk is relatively 
unaffected, but when the branch with no shared components is present, crosstalk is amplified 
(Figure 5.6). The mechanism by which this occurs is still unclear, but I hypothesize that it could 
be due to inhibition between the HOG input branches. If the mating dependent activation of the 
Sho1 branch inhibits the Sln1 branch, then cells lacking Sho1 would be hyperactive during 
costimulation. This hypothesis is consistent with our experimental data, but further 
experimentation is needed to find an exact mechanism.      
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Understanding the mechanism for cell-to-cell variability could eventually inform cancer 
treatment protocols. First, since non-genetic heterogeneity contributes to a small fraction of cells 
surviving treatment (40, 41), a better understanding of how a genetically identical population can 
exhibit significant cell-to-cell variability can inform potential cancer treatments that target all 
tumor cells, not just a fraction of them. Second, understanding how signal coordination between 
pathways is regulated is crucial for developing effective cancer therapies, as inhibition of one 
pathway can lead to unintentional activation of a compensatory pathway allowing cells to 
survive treatment (1). While the work presented here does not directly accomplish either of these 
tasks, the improved understanding of signal coordination between two MAPK pathways with 
homology to human signaling pathways implicated in various cancers moves the field closer to 
translational applications addressing cell-to-cell variability induced by crosstalk.     
Future directions 
Competition model 
 The competition model demonstrated that competition between pathways for shared 
components can increase cell-to-cell variability in the transcriptional response. However, this 
model has only been tested for one dose of mating pheromone and one dose of osmotic stress. It 
is possible to test a range of pheromone and osmotic stress doses in the model by changing the 
rates at which the scaffolds recruit the shared component. This in silico experiment would show 
how relative doses of the two stimuli affect cell-to-cell variability in the transcriptional response. 
It could also potentially reveal if differences in noise could lead to the observed ultra-sensitivity 
at moderate doses of osmotic stress. Previous work has been done investigating ultra-sensitivity 
and cell-to-cell variability but focused on how negative feedbacks can regulate cell-to-cell 
variability in an ultrasensitive signaling cascade (42). 
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 All models must make simplifications and assumptions, and one of the major 
simplifications this model makes is in the dynamics of the HOG pathway. It is well established 
that Hog1 is transiently activated, and the duration of transient activation is proportional to the 
dose of osmotic stress (39). The current model does not include a mechanism that allows for this 
dose-to-duration MAPK activation, but the model could be further developed to include such 
mechanisms following the work published in Kimiko McGirr’s dissertation. Incorporating the 
Hog1 activation dynamics may raise a new challenge, as the mechanism by which dose-to-
duration MAPK activation encodes dose-to-magnitude transcriptional response is unclear, and 
proposed future experiments will use a transcriptional reporter to quantify HOG activity. While 
making additions to deterministic models is not particularly computationally expensive, every 
species and rate constant that is added to a stochastic simulations more drastically increases 
compute time, so it is essential to consider what elements of a computational model will be best 
able to inform the understanding of the biological system.  
 Additionally, the current model is simulated with parameters chosen to give mating 
response dynamics qualitatively similar to experimental results. In the future this model could be 
trained to quantitatively fit experimental data using the evolutionary algorithm (Chapter 3) 
and/or the approximate Bayesian computation (ABC) algorithm (Chapter 4). While fitting the 
deterministic solution could be done as presented in previous chapters of this dissertation, fitting 
stochastic models to experimental data still poses a great challenge and is an ongoing field of 
computer science research. Therefore, it is best to first fit to the deterministic model using the 
evolutionary algorithm and use those parameters as priors for the ABC algorithm. ABC has 




 While the emergence of two subpopulations was presented here (Figure 5.1), the 
mechanism by which these populations emerge was not studied. I hypothesize that 
subpopulations could be caused by small differences in initial response and component 
abundance, due to either stochastic variations or cell cycle-dependent differences, being 
amplified through positive feedbacks in the mating response pathway. It is also possible that 
these subpopulations are an artifact of the experimental design that arise due to groups of cells in 
close proximity that modify their environment by Bar1 dependent degradation of ⍺-factor. For 
this is reason, it is important to repeat this experiment in microfluidic chambers playing close 
attention to the spacing of cells and using a different methodology such as imaging cytometry. 	   
Unified assay of mating and HOG transcriptional response  
 The work in this chapter and the dissertation as a whole demonstrates the efficacy of 
using fluorescent transcriptional reporters to quantify pathways’ transcriptional response. To 
simultaneously quantify the response dynamics and cell-to-cell variability in transcriptional 
response of both the mating and HOG pathways, I suggest integrating both PSTL1-GFP* and 
PFUS1-mCherry* reporters into a single strain. GFP, the brighter fluorescent protein, should be 
expressed from the STL1 promoter, because STL1 is not as strongly induced as FUS1. 
Additionally, I suggest using the short-lived reporters so dynamics in the transcriptional response 
can be observed as in Chapters 3 and 4. This strain would be useful because it would allow for 
quantification heterogeneity in the HOG response, not previously observed and give quantify 
each individual cell’s mating and HOG transcriptional response. This strain could then be 
modified to assess how overexpression of shared components and HOG input branch deletions 
affect the magnitude, dynamics, and variability in the mating and HOG transcriptional responses.  
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Tight control of protein expression 
In order to control the number of copies of the shared components expressed in cells, a 
system where expression is induced by an artificial transcription factor could be used. Specifically, 
this could be done with the synthetic transcriptional activator Gal4dbd.ER.VP16 (GEV), which 
localizes to the nucleus upon addition of the hormone β-estradiol where it binds to promoters 
containing Gal4p consensus binding sequences (44). We could replace the promoters of the shared 
components with a GAL1 promoter, so the genes can be induced by GEV. Additionally, the strains 
will need to contain a copy of GEV under control of the constitutively active TEF promoter.  Work 
done in other labs (44) as well as work done by a Ranga Rajan show that intermediate doses of β-
estradiol lead to a graded transcriptional response from the GEV inducible promoter allowing us 




 Microfluidics coupled with fluorescent microcopy was used to quantify the mating 
transcriptional response when cells were costimulated with 300 nM ⍺-factor and either 0, 150, or 
500 mM KCl. The transcriptional response was quantified using a previously developed PFUS1-
GFP reporter (13). Note that this reporter is different than the PFUS1-GFP* reporter used in 
Chapters 3 and 4 because it is coupled with a long-lived GFP not a short-lived GFP. 
Microfluidics was performed following the protocol explained thoroughly in Chapter 2 and 




Model of competition for shared components 
 A model of competition for the shared components was developed. It generalizes the four 
shared components as one shared component, which was assumed to have the abundance of the 
least abundant shared component (Ste11). The model includes formation of a complex (Ste5SC) 
with the mating scaffold Ste5 and the shared component (SC). Other mating pathway 
components, such as Ste4/Ste18 and Ste7, are also assumed to be a part of this complex but are 
not explicitly modeled. The association of Ste5 and the shared component is modeled using mass 







The model also includes formation of a complex (Pbs2SC) with the HOG scaffold Pbs2 and the 
shared component (SC). The association of Pbs2 and the shared component is modeled using 









(Ste5)(SC) − 𝑘#(Pbs2)(SC) + 𝑘"Ste5SC + 𝑘$Pbs2SC 
Activation of each pathway’s MAPK is explicitly modeled. The mating specific MAPK, Fus3, is 
activated by the Ste5/SC complex (Ste5SC), and the HOG specific MAPK, Hog1, is activated by 
the Pbs2/SC complex (Pbs2SC). Activation of both kinases follows mass action kinetics, and 
both kinases deactivated at rate proportional to the amount of active kinase. Additionally, Fus3 is 
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induced by the mating specific transcription factor Ste12 and degraded at a rate proportional to 
the amount of inactive Fus3.   	
𝑑Fus3
𝑑𝑡 = −𝑘%









(Pbs2SC)(Hog1) − 𝑘(ppHog1 
Active Fus3 activates the transcription factor Ste12, in this model, the rate of transcription factor 
activation is proportional to the amount of active Fus3. The model assumes no basal activation of 
Ste12 and Ste12 degradation proportional the amount of Ste12.  	
𝑑Ste12
𝑑𝑡 = 𝑘)ppFus3 − 𝑘!*Ste12 
Finally, the model includes the GFP transcriptional reporter which is transcribed by Ste12 and 
degraded at a rate proportional the amount of GFP. 	
𝑑GFP
𝑑𝑡 = 𝑘!!Ste12 − 𝑘!"GFP 
 The initial conditions and parameters used to simulate this model are listed in Table 5.1. 
The parameters included are for pheromone and salt stimulation. If just pheromone was 
simulated, then 𝑘# was set to zero.   
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Imaging cytometry assays 
Wildtype strains with an integrated PFUS1-GFP transcriptional reporter (13) were grown 
at 30°C to saturation overnight in selection medium, then diluted to OD600 = 0.2 the following 
day and grown to OD600 ~0.6-0.8. These cultures were again diluted to OD600 = 0.005 and grown 
overnight to OD600 ~0.8. Twenty μL from each culture were added to each well in duplicate rows 
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to half-area, black, clear-bottomed 96-well plates (Greiner CELLSTAR) containing 5 μL of 10x 
stocks of serially diluted ⍺-factor mating pheromone and 25 μL of 2x stocks of potassium 
chloride. Each plate of cells was then centrifuged at 500 x g for 5 minutes at 4°C. Cells were 
imaged in a Nexcelom Celigo S every 20 minutes for 3 hours at room temperature using the 
“Target 1+Mask” expression analysis settings. Target 1 was GFP (green channel) and the 
brightfield image was used as a mask to segment cells. Exposure time for GFP was 200,000 μs.  
The cells were segmented using Celigo’s native brightfield algorithm for image analysis. 
The intensity threshold was set to 10, the precision was set to high, the cell diameter and dilation 
radius were set to 4 μm and 0 μm, respectively, and the separate touching objects setting was 
turned on. The identified cells were then gated based on the mean intensity and aspect ratio of 
GFP fluorescence to exclude debris and clumps of cells.  Background correction was used in the 
analysis of the GFP intensity. For data analysis and presentation, the mean GFP intensity was 
averaged across three to four biological replicates. Dose-response curves were fitted to a 
nonlinear Boltzmann function in GraphPad Prism 4 using a least squares regression. 
Plate reader assays 
 Wild-type strains were transformed with pRS426- PSTL1-YeGFP3 or pRS426- PFUS1-
YeGFP3. Four colonies from each transformation were grown following the same protocol 
described for the imagine cytometer assays. Forty μL of culter were added per well in duplicate 
rows to black clear-bottomed 96-well plates (Corning Costar) containing 10 μL of 10x stocks of 
serially diluted ⍺-factor mating pheromone and 50 μL of 2x stocks of potassium chloride. 
PFUS1-GFP measurements were carried out as described previously (12, 45) and PSTL1-GFP 
measurements were carried out following the same protocol. Briefly, samples were incubated for 
1.5, 2, 2.5, and 3 hours at 30°C. GFP fluorescence was measured using a Molecular Devices 
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Spectramax i3x plate reader at an excitation wavelength of 483 nm and emission wavelength of 
518 nm. The OD600 was measured at each time point to determine cell density.  
Overexpression of pathway components 
 Three pathway components, Ste5, Ste11, and Ste50 were overexpressed using a pRS316 
expression plasmid. The gene of interest and regions 600 base pairs before and after the gene 
was cloned into the plasmid. The plasmid was then transformed into cells along with either the 
PFUS1-GFP or the PSTL1-GFP transcriptional reporter plasmid.  
Deletion of individual HOG branches 
 The Sho1 branch was deleted by eliminating both copies of SHO1 in the genome. The 




 Cells use signaling pathways to receive and process information about their environment. 
Understanding signaling pathways, particularly MAPK signaling pathways, is of interest because 
pathway dysregulation of these pathways is implicated in many human diseases including 
neurodegenerative diseases and cancer. In this dissertation, I address understanding interactions 
within and between signaling pathways that govern complex response dynamics and 
heterogeneity. These studies focus on two model MAPK pathways with homology to human 
signaling pathways implicated in cancer, the mating response and the high osmolarity glycerol 
(HOG) response pathways of yeast. Although decades have research have contributed to a 
thorough understanding of the molecular components of these pathways, less is known about 
how these components function as a dynamical system and regulate heterogeneity in the pathway 
responses.  
To address questions relating to signaling dynamics and heterogeneity, we develop 
experimental techniques that allow for quantification of response dynamics and variability of the 
mating response pathway at various levels of pathway activation including MAPK activation, 
transcriptional response, and morphological changes (Chapter 2). These techniques include 
methods that measure the response of an entire population and the response of individual cells 
within a population. Both types of assays can be informative, and the best method for a set of 
experiments is dependent on the question that is being asked.   
In Chapter 3, population-average data are used to better understand the dynamics of the 
transcriptional response of yeast mating response pathway. The development of a short-lived 
transcriptional reporter allowed, for the first time, for quantification of the activation and 
attenuation of the transcriptional response, revealing persistent mating transcription after 
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stimulus removal despite immediate deactivation of the MAPK. A predictive, mechanistic model 
developed based on these experimental data elucidated how four key signaling motifs, positive 
feedback, negative feedback, incoherent feedforward, and transcriptional repressors contribute to 
the overall transcriptional dynamics.  
The single-cell data sets that generated the population-averages from Chapter 3 are used 
to explore heterogeneity in the mating transcriptional response in Chapter 4. Evaluation of 
single-cell responses reveals three distinct groups of transcriptional responses each with unique 
dynamics. The model of the gene regulatory network that was developed based on population-
average data is able to fit the response of each of these clusters and suggests that differences in 
the MAPK dynamics between clusters drive the different transcriptional outputs. This result both 
further validates the model developed in Chapter 3 and gives rise to a potential set of model 
driven experiments to identify biological differences between clusters.   
 Finally, we used both population-average and single-cell data to investigate crosstalk 
between the yeast mating and HOG response pathways. The single-cell results suggest that signal 
coordination between these two pathways increases cell-to-cell variability in the mating 
response. To identify the mechanism that drives this increased noise, we develop a stochastic 
model of competition for the shared components between the mating and HOG pathways, which 
supported our hypothesis that competition for shared components increases heterogeneity in the 
mating, but not the HOG, transcriptional response. In further support of this hypothesis, 
population-average experiments demonstrated changes in both the mating and HOG dose 
response when the competition for shared components was reduced by increasing component 
abundance. This work demonstrates how integration of experimental and computational work to 
test a mechanistic hypothesis can lead to model-driven experiments that best inform the 
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hypothesis.        
Together, the work included in this dissertation reveal how quantitative experimental 
methods and mathematical models can be used to understand aspects of signaling pathways. This 
work demonstrates the synergy between population-average and single-cell assays as well as 
deterministic and stochastic models. Focusing on just one of these experimental or computational 
methods limits studies of complex signaling phenomena such as pathway dynamics and 
regulation of response variability. To completely understand both the function of a signaling 
pathway in a single cell and its contribution to the behavior of a population, multiple 
methodologies must be integrated. Each chapter in this dissertation provides a framework for 
how similar questions could be addressed in more complicated, therapeutically relevant 
pathways. Furthermore, the dissertation as a whole provides a framework for how multiple 
experimental and computational techniques can be integrated to further understanding of 
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