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Abstract
Given an undirected network G ≡ [N; E], a source–sink pair of nodes (s; t) in N , a non-negative number ui; j representing
the capacity of edge (i; j) for each (i; j)∈E, and a positive integer q, an “elementary q-path "ow” from s to t is de;ned
as a "ow of q units from s to t, with one unit of "ow along each path in a set of q edge-disjoint s–t paths. A q-path
"ow from s to t is a non-negative linear combination of elementary q-path "ows from s to t. In this paper we provide a
strongly polynomial combinatorial algorithm for designing an undirected network with minimum total edge capacity which
is capable of meeting, non-simultaneously, a given set of symmetric q-path "ow requirements between all pairs of nodes.
This extends the previous work on network synthesis.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Network "ow analysis and synthesis [3] are of considerable interest in communication. For improving reliability of
communication "ow between a source–sink pair, Kishimoto and Takeuchi [14] introduced the maximum q-path "ow
problem. Related results appear in [16,15]. In [13], Kishimoto presented a max-"ow min-cut theorem and a strongly
polynomial algorithm for ;nding a maximum q-path "ow for both directed and undirected networks. Aggarwal and Orlin
[1] gave additional results and an application.
In this paper we consider synthesis of an undirected network, with minimum sum of edge-capacities, for meeting,
non-simultaneously, speci;ed q-path "ow requirements between every pair of nodes. After establishing certain properties
of interest, we present a strongly polynomial algorithm for the above synthesis problem. Next section describes the q-path
"ow problem and the associated max-"ow min-cut theorem. The synthesis problem, the algorithm, and illustrative examples
are given in Section 3. Finally, Section 4 provides proofs that the algorithm yields an optimal solution to the synthesis
problem.
2. Multipath ow problem
Given an undirected network G ≡ [N; E], a source–sink pair (s; t) of nodes in N , a non-negative number ui; j representing
the capacity of edge (i; j) for each (i; j)∈E, and a positive integer q, we de;ne an “elementary q-path "ow” from s
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to t to be a "ow of q units, with one unit of "ow along each path in a set of q edge-disjoint paths from s to t. In an
elementary q-path "ow, at least one unit of "ow is guaranteed if no more than (q− 1) edges fail. A q-path "ow from s
to t is a non-negative linear combination of elementary q-path "ows from s to t, adhering to edge-capacities. Alternately,
a q-path "ow can be de;ned over node-disjoint paths. However, we shall con;ne to edge-disjoint paths. In a q-path "ow
of value F=q the value of the associated total "ow from s to t is F . The objective is to obtain a maximum q-path "ow,
i.e. a q-path "ow with maximum "ow value. Kishimoto [13] provides a strongly polynomial algorithm for ;nding such a
"ow.
We now de;ne q-capacity of a cut (S; JS) for any non-empty proper subset S of N . (This de;nition is implicit in [13].)
Let [e1; e2; : : : ; em] be an ordering of the edges of the cut so that the capacities are non-increasing. Let k =
∑m
j=k uej ;
k = 1; 2; : : : ; q. Then the q-capacity of (S; JS) is given by the relation q(S; JS) = min16j6q [j=(q− j + 1)]. (If m¡q, the
q-capacity of the cut is zero.) For example,
2(S; JS) = min
[∑m
j=1 uej
2
;
m∑
j=2
uej
]
and
3(S; JS) = min
[∑m
j=1 uej
3
;
∑m
j=2 uej
2
;
m∑
j=3
uej
]
:
Theorem 1 (Kishimoto [13]). Let F=q be the value of any q-path 9ow from s to t and let (S; JS) be any cut separating
s and t. Then F=q6 q(S; JS). Moreover,
F∗
q
= min
S:
s∈S
t∈ JS
[q(S; JS)];
where F∗=q is the maximum value of q-path 9ow.
3. Multi-terminal multipath ow network synthesis
We are given two positive integers q; n and non-negative numbers ri; j; 16 i; j(= i)6 n (satisfying the relation
ri; j = rj; i), where ri; j represents the required value of q-path "ow from node i to node j in an undirected network on the
node set N = {1; 2; : : : ; n}. We want to determine the values of capacities {ue: e∈E(Kn)} on the edges of the complete
undirected graph Kn, so that each of these requirements can be realized (one at a time) and the sum of all edge capacities
is minimum.
This is a generalization of similar problem for regular maximum "ows [3] (the case where q = 1) considered by
Mayeda [17], and Gomory and Hu [6]. Synthesis problem to design a network with minimum number of edges has been
considered by Talluri [19]. The problem of synthesizing a network with minimum weighted sum of edge capacities, though
the problem has polynomial time complexity, solution method involves solution of a large scale linear program [7] and
only for a special case, in which the underlying network is restricted to be a cycle, a strongly polynomial combinatorial
algorithms has been reported [9]. The integer version of synthesizing a network with minimum sum of edge capacities
has been considered in [2,4,8,10,18]. For hop constrained "ows, a strongly polynomial algorithm for synthesis problem
to minimize the unweighted sum of edge capacities for meeting stated "ow requirements is given by Gibbens and Kelley
[5]. For integer version of synthesis problem for 3-hop "ows—a strongly polynomial algorithm when the requirements
are large is given in [12].
Let i := maxj =i [ri; j]. It is easy to see that ri; j6min[i; j] for all i and j. Our network will allow possibly larger
values of min[i; j] and still have the least total capacity similar to the Gomory–Hu solution for the case q = 1. The
problem can be formulated as
min

 ∑
e∈E(Kn)
ue


s:t: q(S; JS)¿max
i∈S
j∈ JS
[ri; j] ∀S ⊂ N; ue¿ 0 ∀e∈E(Kn):
(LP1)
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Problem (LP1) is equivalent to the following linear program:
min

 ∑
e∈E(Kn)
ue


s:t:
1
q− k + 1
m∑
j=k
uej¿maxi∈S
j∈ JS
[ri; j] ∀S ⊂ N ; 16 k6 q and all orderings [e1; e2; : : : ; em]
of the edges of the cut (S; JS) ue¿ 0 ∀e∈E(Kn):
(LP2)
We will produce a set of lower bounds for the optimal objective function value in linear program (LP2) as follows.
By considering only some of the constraints in (LP2) corresponding to sets of the form S with |S| = 1, we will de;ne
the following linear program (LP3). We will then obtain bounds for the optimal objective function value in (LP3).
Let the elements of N be ordered so that 1 = 2¿ 3¿ · · ·¿ n. For any i∈N and k6 i, let
Ei;k = {(i; j): j¿ k; j = i};
Ek =
n⋃
i=k
Ei; k = {e∈E(Kn): e = (i; j); i; j¿ k; i = j}:
The linear program (LP3) is as follows:
min

 ∑
e∈E(Kn)
ue


s:t:
1
q− k + 1
∑
e∈Ei; k
ue¿ i ∀i∈N ; 16 k6min[i; q]; ue¿ 0 ∀e∈E(Kn):
(LP3)
We shall refer to the constraint of (LP3) corresponding to given values of i and k as the (i; k)th constraint. This eases
our burden in referring to these many times.
3.1. Lower bounds
Our strategy is to identify a set of lower bounds on the optimal objective function value of the linear program (LP3)
and develop an algorithm that produces a feasible solution to the synthesis problem that achieves one of these lower
bounds. This will imply that the solution produced by the algorithm is optimal for the synthesis problem.
Lemma 2. Each of the following is a valid lower bound for the optimal objective function value of the linear program
(LP3):
LB(q)p () =
q−p+1∑
j=1
(q− j + 1)j + (p− 1)2 q−p+2
for p= 1; 2; : : : ; q + 1, where j =
∑n
i=j i.
Proof. For any p= 1; 2; : : : ; q + 1, we prove the validity of LB(q)p () as follows:
(a) Add constraints in the set {(i; q − p + 2): q − p + 26 i6 n} and multiply the resultant inequality by (p − 1)=2
to obtain∑
e∈Eq−p+2
ue¿
p− 1
2
q−p+2:
(b) For each j=1; 2; : : : ; q−p+1, multiply the constraint (j; j) by (q− j+1) and add them all to the above inequality
to get
∑
e∈E(Kn)
ue¿
q−p+1∑
j=1
(q− j + 1)j + p− 12 q−p+2 = LB
(q)
p ():
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For example, for p = q + 1, add the set of constraints in the group (i; 1) over all i∈N , and multiply the resultant
inequality by q=2 to obtain
∑
e∈E(Kn)
ue¿
q
2
n∑
i=1
i =
q
2
1 = LB
(q)
q+1():
For p= q:
(a) Add constraints of the form {(i; 2): 26 i6 n}, and multiply the resultant inequality by (q− 1)=2 to get∑
e∈E2
ue¿
q− 1
2
2:
(b) Multiply constraint (1; 1) by q and add to the above to get∑
e∈E(Kn)
ue¿ q1 +
q− 1
2
2 = LB
(q)
q ()
This completes the proof.
Let
(q)p () =


LB(q)p ()− LB(q)p+1(); 16p6 q;
pq−p+1 − q−p+2
2
; 16p6 q:
Lemma 3. (q)p ()¿ 0⇒ (q)p+1()¿ 0; 16p6 q− 1.
Proof.
(q)p+1()− (q)p () =
p+ 1
2
(q−p − q−p+1)¿ 0; 16p6 q− 1:
This completes the proof.
Let
p∗ =min[{q + 1} ∪ {p: (q)p ()¿ 0}]:
Then, Lemma 3 implies that LB(q)p∗() = maxp LB
(q)
p (). This identi;es the strongest of the bounds for a particular
instance of the problem. Moreover, we get the following corollary from Lemma 3:
Corollary 1. q−p = q−p+1 ⇒ p∗ = p+ 1. In particular, since 1 = 2; p∗ = q, and hence, LB(q)q () can be ignored.
Proof. (q−p=q−p+1)⇒ ((q)p+1()−(q)p ()=0)⇒ LB(q)p+1()= (LB(q)p ()+LB(q)p+2())=2. Hence LB(q)p+1() is no bigger
than either LB(q)p () or LB
(q)
p+2().
3.2. Algorithm
Input: Nonnegative numbers ri; j; 16 i; j(= i)6 n (satisfying the relation ri; j=rj; i), and a positive integer q; 26 q¡n.
Output: Capacities {ue: e∈E(Kn)} of edges of the complete undirected graph Kn.
Feasibility: A set of values for {ue: e∈E(Kn)} is feasible if the q-path "ow between nodes i and j is no less than ri; j
for all i; j pairs (taken one pair of nodes at a time).
Optimality: A feasible solution is optimal if among all feasible solutions its value for
∑
e∈E(Kn) ue is minimum.
Let i = maxj =i [ri; j]. Then, after renumbering nodes (if needed), we have 1 = 2¿ 3¿ · · ·¿ n. We will assume,
from now on, that nodes are so numbered.
Initially k = 0; (0)i = i for all i.
In the kth iteration, let (k) = [(k)1 ; 
(k)
2 ; : : : ; 
(k)
nk ; 0; 0; : : : ; 0] where 
(k)
1 = 
(k)
2 ¿ · · ·¿ (k)nk ¿ 0.
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There are two cases to consider:
Case 1: nk¿ q + 1: Let mk and ‘k be, respectively, the smallest and largest indices such that 
(k)
mk+1
= (k)q = 
(k)
‘k
. If
‘k = nk , then set ‘k := nk − 1. Let  (k) = min{(k)nk ;  (k)1 ;  (k)2 }, where
 (k)1 =


‘k − mk
q− mk (
(k)
‘k
− (k)‘k+1) if ‘k ¡nk − 1;
∞ otherwise;
 (k)2 =


‘k − mk
‘k − q (
(k)
mk − (k)mk+1) if mk ¿ 0; ‘k ¿q;
∞ otherwise:
We create complete graphs on each node-set of the form {1; 2; : : : ; mk , i1; i2; : : : ; iq−mk ; nk} where mk + 16 i1 ¡i2 ¡ · · ·
¡iq−mk 6 ‘k , and we assign to each edge of each of these graphs a capacity of
 (k)(
‘k−mk
q−mk
) :
We change the  vector as follows:
(k+1)i =


(k)i − (k) 16 i6mk and i = nk ;
(k)i −
q− mk
‘k − mk  
(k) mk + 16 i6 ‘k ;
(k)i otherwise:
We superpose these graphs to obtain a graph G(k) ≡ [N (k); E(k)] on node set N (k) = {1; 2; : : : ; ‘k ; nk}. The capacities of the
edges of G(k) can be directly obtained as follows:
u(k)i; j =


 (k) if {i; j} ⊂ {1; 2; : : : ; mk ; nk};
q− mk
‘k − mk  
(k) if i∈{1; 2; : : : ; mk ; nk} and j∈{mk + 1; : : : ; ‘k};
(q− mk)(q− mk − 1)
(‘k − mk)(‘k − mk − 1)  
(k) if mk ¡ (q− 1) and {i; j} ⊂ {mk + 1; : : : ; ‘k}:
Case 2: nk6 q: We create a graph G(k) ≡ [N (k); E(k)] on the node set N (k) = {1; 2; : : : ; q + 1} with edge set
E(k) = {(i; j): 16 i6 nk ; 16 j6 q+1} and assign to each edge (i; j)∈E(k) a capacity u(k)i; j equal to max[(k)i ; (k)j ]. We
set (k+1) = 0 and stop.
Our ;nal solution, G? ≡ [N; E?], is obtained by superposing all the graphs G(0); G(1); : : : ; G(k?), generated by the
algorithm at various iterations. Thus, E? is the union of the edge sets E(0); E(1); : : : ; E(k
?). The capacity, ue of each edge
e∈E? is the sum of capacities assigned to this edge in G(0); G(1); : : : ; G(k?). For every edge e∈E(Kn)− E?; ue = 0.
Remark 1. The condition [(k)1 = 
(k)
2 ¿ 
(k)
3 ¿ · · ·¿ (k)nk ] is always preserved; moreover, if (k)j = (k)j+1, then for any
t ¿ k; (t)j = 
(t)
j+1 provided 
(t)
j+2 ¿ 0. Case 2 can occur only in the ;nal iteration, k
?, of the algorithm. If in the ;nal
iteration, we get Case 1, then we must have [(k
?)
1 = 
(k?)
2 = · · ·= (k
?)
n
k?
], and nk? = q + 1.
The algorithm description is now complete.
Example 1.  = (0) = [20; 20; 7; 5; 4; 2]; q = 3.
First step is of a Case 1 type; n0 = 6; m0 = 2; ‘0 = 3;  (0) = 
(0)
6 = 2. Capacity increases are given by the uniform
complete graph in Fig. 1:
Now (1) = [18; 18; 5; 5; 4; 0]; n1 = 5; m1 = 2; ‘1 = 4, and we have  (1) = min[
(1)
5 ;
4−2
4−3 (
(1)
2 − (1)3 )] = min[4; 26] = 4.
Capacity increases at this step are given by the two graphs in Fig. 2:
(2) = [14; 14; 3; 3; 0; 0]; n2 = 4; m2 = 2; ‘2 = 4. Again we have Case 1 instance with  (2) = 3, and capacity increase
at this step is given by the Fig. 3 graph:
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Fig. 1.
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2
2
2
2
1 2
5
2
4
2
2
2
2
2
Fig. 2.
1 2
34
3
3
3
3
3
3
Fig. 3.
(3) = [11; 11; 0; 0; 0; 0]; n3 = 2. Now Case 2 applies and capacity increases are given by the Fig. 4 graph:
(4) = 0. So, we stop.
The ;nal network, G?, is obtained by superposing all these graphs. This achieves the lower bound LB(3)2 () = 109.
To show feasibility, we note that for the pair (1; 2), we have 2 units of 3-path "ow in Fig. 1, 2 units each in the two
networks in Fig. 2, 3 units from Fig. 3, and 11 units from Fig. 4. These add up to the required 20 units of "ow. Now
for the pairs (1; 3) or (2; 3), we get 2 units from the ;rst diagram, 2 units from the ;rst diagram in the second set, and
3 units from the last diagram making up a total of 7. Similar arguments hold for pairs of the form (1; i) or (2; i); i¿ 3.
For pairs like (3; 4), we combine paths from 3 to 1 and those from 4 to 1.
Example 2.  = (0) = [20; 20; 18; 16; 6; 4; 2]; q = 3.
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First step is of Case 1; n0 = 7;  (0) = 
(0)
7 = 2 (see Fig. 5):
(1) = [18; 18; 16; 16; 6; 4; 0]; n1 = 6; m1 = 2; ‘1 = 4. Now we have a Case 1 instance and  (1) =
min[(1)6 ;
4−2
3−2 (
(1)
4 − (1)5 ); 4−24−3 ((1)2 − (1)3 )] = min[4; 20; 4] = 4. Capacity increases at this step are given by Fig. 6 graphs:
(2) = [14; 14; 14; 14; 6; 0; 0]; n2 = 5; m2 = 0; ‘2 = 4. We have a Case 1 instance and capacity increases at this step are
given by the four graphs in Fig. 7:
(3) = [9:5; 9:5; 9:5; 9:5; 0; 0; 0]; n3 = 4. Again we have a Case 1 instance. Capacity increase at this step is given by the
graph in Fig. 8.
Now (4) = 0 and we stop. We have the resulting network G? by superposing all these graphs. This achieves the
LB(3)4 () =
q
2 1 = 129. Feasibility arguments are similar to those in the previous example.
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Example 3. =(0) = [20; 20; 10; 5; 2]; q=3. The three graphs, generated by the algorithm, in Fig. 9, superposed provide
G?.
The value in this example is that of LB(3)1 () = 110.
4. Validation of the algorithm
We shall now show that the algorithm terminates in strongly polynomial time with an optimal solution to the synthesis
problem.
Lemma 4. The algorithm terminates in O(n3) time.
Proof. Case 2 of the algorithm can occur only in the ;nal iteration of the algorithm. In every iteration k of type Case
1, we have mk+16mk; ‘k+1¿ ‘k , and nk+16 nk . In addition, at least one of the following holds: (a) 
(k+1)
nk = 0; (b)
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(k+1)‘k =
(k+1)
‘k+1
(this can occur only if ‘k ¡nk−1); or (c) (k+1)mk =(k+1)mk+1 (this can occur only if mk ¿ 0). Hence, either we
get mk+1 ¡mk or ‘k+1 ¿‘k or nk+1 ¡nk . Since mk ¡q ∀k, it can decrease no more than q times. Since q6 ‘k6 nk ∀k,
increase in value of ‘k and decrease in value of nk can together take place no more than n− q times. The total number
of iterations of type Case 1 is thus at most n. In each iteration, k, the graph G(k) can be constructed in O(n2) time.
The superposition of all the graphs G(0); G(1); : : : ; G(k
?) will require O(n3) eQort. This gives us the overall complexity of
O(n3).
Now, we shall prove that the network produced by the algorithm is feasible for the synthesis problem. For this, we
show that for any i; j∈N , we can send min[i; j] units of q-path "ow between nodes i and j in the network synthesized
by the algorithm. We shall need the following two lemmas and corollary, the proofs of which are straightforward, and
hence are omitted.
Lemma 5. Consider any two undirected networks, G′ and G′′ on the same node set N . Let network JG be obtained by
superposing the two networks. Then for any cut (S; JS) on N , the sum of q-capacities of the cut in G′ and G′′ is no
more than the q-capacity of the cut in JG.
Lemma 6. Let v?i; j ; v
?
j;k ; v
?
i; k represent maximum q-path 9ow values between pairs (i; j); (j; k) and (i; k), respectively, in
an arbitrary undirected network. Then, v?i;k¿min[v
?
i; j ; v
?
j;k ].
Corollary 2. Let G be an undirected network on n nodes and let =[1; 2; : : : ; n] with i¿ i+1. If in G we can send
i units of q-path 9ow between i and 1 for all i, then for any pair {i; j} of nodes of G, we can send min[i; j] units
of q-path 9ow between nodes i and j.
Theorem 7. The algorithm produces a feasible solution to the synthesis problem.
Proof. Using Corollary 2, it suSces to prove that in the superposed graph, G?, output by the algorithm, we can send
i units of q-path "ow between i and 1 for all i. We shall prove the result by induction on the value of k?, the ;nal
iteration number of the algorithm.
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If k? = 0, the algorithm requires only one iteration. In this case, the feasibility of the network produced can be easily
seen. Suppose the result is true for all values of k? ¡h for some h¿ 0. Let us now prove the result for k? = h.
Consider an instance of the problem for which k?=h. The algorithm generates vectors (0)(=); (1); (2); : : : ; (h); (h+1)
(=0), and corresponding networks, G(0); G(1); : : : ; G(h). By induction argument, it follows that for any i, we can send (1)i
units of q-path "ow between i and 1 using the network obtained by superposition of the networks G(1); : : : ; G(h). Since,
h¿ 0, the ;rst iteration of the algorithm will be an instance of Case 1. In this iteration, we create complete graphs on
each node set of the form {1; 2; : : : ; m0; i1; i2; : : : ; iq−m0 ; n0} where m0 ¡i1 ¡i2 ¡ · · ·¡iq−m06 ‘0 and we assign to each
edge of each of these graphs a capacity of
 (0)(
‘0−m0
q−m0
)
and this changes the (0) vector as follows:
(1)i =


(0)i − (0); 16 i6m0 and i = n0;
(0)i −
q− m0
‘0 − m0  
(0); m0 + 16 i6 ‘0;
(0)i ; otherwise:
Consider any i∈{2; 3; : : : ; n0}.
If i∈{‘0 + 1; ‘0 + 2; : : : ; n0 − 1} then (1)i = (0)i , and it follows by induction argument that we can send i = (1)i units
of q-path "ow between nodes 1 and i.
Suppose i∈{1; 2; : : : ; m0}. Then in every one of the
(
‘0−m0
q−m0
)
graphs formed in the ;rst iteration, we can send
 (0)(
‘0−m0
q−m0
)
units of q-path "ow between nodes 1 and i. This gives a total q-path "ow of value  (0) between nodes 1 and i using
only network G(0). The result now follows by induction argument and the fact that (1)i = 
(0)
i − (0).
Suppose i∈{m0 + 1; m0 + 2; : : : ; ‘0}. If m0 = q − 1, then every cut in G(0) separating nodes 1 and i has at least q
edges, each with capacity at least (q−m0)(‘0−m0) 
(0). If m0 ¡q− 1, then every cut in G(0) separating nodes 1 and i has at least
‘0 edges, each with capacity at least (q−m0)(q−m0−1)(‘0−m0)(‘0−m0−1)  
(0). Thus, in either case, the total q-capacity of every cut in G(0)
separating nodes 1 and i is at least (q−m0)(‘0−m0) 
(0) = (0)i − (1)i . The result now follows by the max-"ow-min-cut theorem
(Theorem 1), and the induction argument.
So far, we have shown that we can send i units of q-path "ow between nodes 1 and i for any i ¡ n0. Let us now
consider the case i= n0. It will be suScient to show that every cut (S; JS) in G?, such that node 1 is in S and node n0 is
in JS, has a q-capacity of at least n0 . If JS contains some node j¡n0, then the q-capacity of the cut is at least j¿ n0 ,
since the result has been shown to hold for every node i ¡ n0. So, let us consider the case, JS = {n0}. The q-capacity of
this cut in G(0) can be easily seen to be at least  (0). The result now follows from the induction argument, Lemma 5,
and the fact that (0)n0 − (1)n0 = (0). This proves the result.
Theorem 8. The network produced by the algorithm is optimal for the synthesis problem.
Proof. We have already proved feasibility of the network in Theorem 7. We prove optimality by showing that the
algorithm achieves one of the lower bounds developed in Section 3.
We compare, the values
∑
i (
(k)
i − (k+1)i ) and
∑
e∈E(k) u
(k)
e in every iteration k of the algorithm.
If an iteration k is of type Case 1, then
∑
e∈E(k) u
(k)
e∑
i (
(k)
i − (k+1)i )
=
q
2
:
Hence, if Case 2 is not encountered, then
∑
e∈E(Kn) ue =
q
2 1. This is equal to LB
(q)
q+1().
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Suppose Case 2 is encountered in the last iteration, k∗, and (k
∗) = [(k
∗)
1 ; 
(k∗)
2 ; : : : ; 
(k∗)
nk ; 0; 0; : : : ; 0], where 
(k∗)
nk ¿ 0
and nk∗6 q. Then the (k
∗−1)-vector has the form
[(k
∗−1)
1 = 
(k∗−1)
2 ¿
(k∗−1)
mk∗−1+1 = · · ·= 
(k∗−1)
q ¿ 
(k∗−1)
q+1 ; 0; : : : ; 0]:
If (k
∗−1)
q =
(k∗−1)
q+1 , then nk∗=mk∗−1. If 
(k∗−1)
q ¿
(k∗−1)
q+1 , then ‘k∗−1=q=‘0. This follows from noting that m0¿m1¿ · · ·
¿mk∗−1 and q6 ‘06 ‘16 · · ·6 ‘k∗−1. Also note that at any iteration t ¡ k, since Case 1 applies, (t)1 ; (t)2 ; : : : ; (t)mt
decrease by the same amount, whereas if ‘k∗−1 = q, then all 
(t)
1 ; 
(t)
2 ; : : : ; 
(t)
q decrease by the same amount. Hence,
(0)i − (k
?)
i = 
(0)
j − (k
?)
j ∀16 i ¡ j6 nk? :
Let
(k
?)
i = 
(0)
i − ∀16 i6 nk? :
In each of the iterations k = 0; 1; : : : ; k? − 1, each unit of reduction in (k)1 is accompanied by (q + 1) units of
reduction in
∑
i 
(k)
i , and (q + 1 − nk?) units of reduction in
∑n
i=n
k?
+1 
(k)
i . Hence, the total increase in capacity in
iterations 0; 1; : : : ; k? − 1 equals (q(q + 1)=2) . Also, since (k?)n
k?
+1 = 0, it follows that
 =
n
k?
+1
q + 1− nk?
:
The increase in capacity in iteration k? is given by
q(k
?)
1 + (q− 1)(k
?)
2 + · · ·+ (q + 1− nk?)(k
?)
n
k?
=
n
k?∑
j=1
(q− j + 1)j − 
n
k?∑
j=1
(q− j + 1):
Hence, the total capacity,
∑
e∈E(Kn) ue, equals:
n
k?∑
j=1
(q− j + 1)j − 
n
k?∑
j=1
(q− j + 1) + q(q + 1)
2
 
=
n
k?∑
j=1
(q− j + 1)j + 
q∑
j=n
k?
+1
(q− j + 1)
=
n
k?∑
j=1
(q− j + 1)j + 
q−n
k?∑
j=1
j
=
n
k?∑
j=1
(q− j + 1)j + q− nk?2 nk?+1
=
q−p+1∑
j=1
(q− j + 1)j + (p− 1)2 q−p+2 for p= (q + 1− nk?)
= LB(q)p ():
Thus, we have shown that the algorithm produces a solution whose total capacity equals one of the stated bounds and
hence is the minimum value possible.
Note that the edge capacities in the synthesized network are not guaranteed to be integral. The paper on this integer
version of the synthesis problem is under preparation [11].
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