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Abstract
Some new su)cient conditions are established for the oscillation of delay parabolic di'erential equations
of the form
@u(x; t)
@t
= a(t)3u−
n∑
i=1
pi(x; t)u(x; t − i) +
m∑
j=1
qj(x; t)u(x; t − j); (E)
(x; t)∈ × [t0;∞) ≡ G where  is a bounded domain in Rn with a piecewise smooth boundary @, and 3
is the Laplacian in Euclidean n-space Rn with three di'erent boundary conditions. Our results improve the
well-known oscillation result of (E) when n=m=1. An example is considered to illustrate our main results.
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1. Introduction
Many di'usion processes are well modeled by the parabolic equations of the form
@u(x; t)
@t
= a(t)3u− p(x; t)u(x; t) + q(x; t)u(x; t); (x; t)∈ × [t0;∞) ≡ G (1.1)
where a; p; q are nonnegative coe)cients representing the phenomena which underlie the
di'usion process. For example, in population dynamics the term a 3u corresponds to the
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di'usion due to local concentration, while −pu and qu correspond to death and birth rates,
respectively.
Since such phenomena may lead to instantaneous changes in population size, it is natural to
include delays in the models under consideration. Thus in problems of population dynamics, chemical
reactions, etc., it is important to be able to generalize (1.1) to delay parabolic equations of the form
@u(x; t)
@t
= a(t)3u− p(x; t)u(x; t − ) + q(x; t)u(x; t − ); (1.2)
(x; t)∈× [t0;∞) ≡ G, where the delays ,  are nonnegative constants,  is a bounded domain in
Rn with a piecewise smooth boundary @, and 3u(x; t)=
∑n
i=1 @
2
i u(x; t)=@x
2
i . Eq. (1.2) is considered
by Kreith and Lada [5] and established some su)cient conditions for oscillation of all solutions with
the boundary condition (B1) below, but the results are not sharp.
In this paper, we shall consider the more general equation of (1.2) with several coe)cients
@u(x; t)
@t
= a(t)3u−
n∑
i=1
pi(x; t)u(x; t − i) +
m∑
j=1
qj(x; t)u(x; t − j): (E)
Set
Pi(t) = min
x∈
pi(x; t) and Qj(t) = max
x∈
qj(x; t):
We will assume through this paper that
(H1) a, Pi; Qj ∈C([t0;∞); R+), i; j ∈ [0;∞) for i = 1; : : : ; n and j = 1; : : : ; m.
(H2) There exist a positive number p6 n and a partion of the set {1; : : : ; m} into p disjoint subsets
J1; J2; J3; : : : ; Jp such that j∈ Ji implies that j6 i.
(H3) Pi(t)¿
∑
k∈Ji Qk(t + k − i) for t¿ t0 + i − k , and i = 1; : : : ; p.
(H4)
∑p
i=1
∑
k∈Ji
∫ t−k
t−i Qk(s)ds6 1 for t¿ t0 + i.
Consider the following boundary conditions:
@u(x; t)
@N
= 0 on (x; t)∈ @ × [t0;∞); (B1)
u(x; t) = 0 on (x; t)∈ @ × [t0;∞); (B2)
@u(x; t)
@N
+ u= 0 on (x; t)∈ @ × [t0;∞); (B3)
where N is the unit exterior normal vector to @, and (x; t) is a nonnegative continuous function
on @ × [t0;∞), and the initial data of the form
u(x; t) = ’(x; t) for − 6 t6 t0 and x∈;  = max
16i6n
{i}: (1.3)
Existence and uniqueness theorems for solutions of (E), (1.3) and each one of the above boundary
conditions (B1)–(B3) follow from the fact that there is a unique “heat kernel” g(x; t; ;  ) associated
with the di'erential operator L[u]=ut−uxx and one of the above boundary conditions. By means of
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this kernel (E), (1.3) and one of the above boundary conditions can be transformed into an integral
equation which is well posed and can be solved by the method of steps. For details see [5].
In recent years, the oscillatory behavior of solutions for parabolic equations with functional ar-
guments has been dealt in a few recent studies. We can refer to the works [1,3,5,6,8–10] and their
references.
Our aim in this paper is to provide some new su)cient conditions for oscillation of all solutions
of (E) subject to the boundary conditions (B1)–(B3), respectively. Our results about oscillation of
(E) and (B1) extend and improve the results given in [5]. An example is considered to illustrate our
main results and explain that the results in [5] are not sharp.
Denition 1. A function u(x; t)∈C2(G) ∩ C1( LG) is said to be a solution of the problem (E); (B1)
(for example) if it satisMes (E) in the domain G and satisMes the boundary condition (B1).
Denition 2. The solution u(x; t) of problem (E) is said to be oscillatory in the domain G ≡
 × [t0;∞) if for any positive number " there exists a point (x1; t1)∈ × [";∞) such that the
equality u(x1; t1) = 0 holds.
Denition 3. A function U (t) is called eventually positive (negative) if there exists a number t1¿ t0
such that U (t)¿ 0(¡ 0) holds for all t1¿ t0.
2. Oscillation of boundary value problem (E), (B1)
In this section, we establish some su)cient conditions for oscillation of all solutions of (E) and
(B1).
Theorem 2.1. Assume that (H1)–(H4) hold; and every solution of the delay di8erential
equation
z′(t) +
p∑
i=1
[
Pi(t)−
∑
k∈Ji
Qk(t + k − i)
]
z(t − i) = 0;
(
′ =
d
dt
)
(2.1)
oscillates. Then every solution of (E); (B1) oscillates.
Proof. Assume for the sake of contradiction that (E); (B1) has a nonoscillatory solution. Since the
negative solution of (E); (B1) is also a solution; then without loss of generality we assume that (E);
(B1) has a solution u(x; t)¿ 0; u(x; t− i) ¿ 0 and u(x; t− j) ¿ 0 in × [t1;∞) for some t1¿ t0.
Set
U (t) =
∫

u(x; t) dx; t¿ t1
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then U (t)¿ 0 for t ¿ t1. Integrating (E) with respect to x over the domain , we have
d
dt
[∫

u(x; t) dx
]
= a(t)
∫

3u(x; t) dx −
∫

n∑
i=1
pi(x; t)u(x; t − i) dx
+
∫

m∑
j=1
qj(x; t)u(x; t − j) dx: (2.2)
From the Green’s formula and boundary condition (B1), it follows that∫

3u(x; t) dx =
∫
@
@u(x; t)
@N
dS = 0; t¿ t1;
where dS is the surface element on @. Then (2.2) reduces to
d
dt
[∫

u(x; t) dx
]
=−
∫

n∑
i=1
pi(x; t)u(x; t − i) dx +
∫

m∑
j=1
qj(x; t)u(x; t − j) dx: (2.3)
By using the deMnition of U (t), Pi(t) and Qj(t) as above and substituting into (2.3) we have
U ′(t) +
n∑
i=1
Pi(t)U (t − i)−
m∑
j=1
Qj(t)U (t − j)6 0; t¿ t1: (2.4)
Set
z(t) = U (t)−
p∑
i=1
∑
k∈Ji
∫ t−k
t−i
Qk(s+ k)U (s) ds; t¿ t2 = t0 + i − k : (2.5)
Then
z′(t) +
p∑
i=1
[
Pi(t)−
∑
k∈Ji
Qk(t + k − i)
]
U (t − i)6 0; t¿ t2: (2.6)
By Theorem 2.1 [2] z(t) is eventually strictly decreasing and positive function, which implies that
U (t)¿z(t): (2.7)
Then z(t) is a positive solution of the delay di'erential inequality
z′(t) +
p∑
i=1
[
Pi(t)−
∑
k∈Ji
Qk(t + k − i)
]
z(t − i)6 0; t¿ t2: (2.8)
Then by Corollary 3.2.2 of [4] the delay di'erential equation (2.1) has an eventually positive solution
as well, which contradicts the assumption that every solution of Eq. (2.1) oscillates. Then every
solution of (E), (B1) oscillates, and this completes the present proof.
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Remark 2.1. Theorem 2.1 follows that the oscillation of problem (E) and (B1) is equivalent to
oscillation of the delay di'erential equation (2.1). So we can obtain many conditions for oscillation
of problem (E) and (B1) by using the oscillation results of Eq. (2.1).
Applying Theorem 2.1, we have the following Mnite su)cient conditions for oscillation of all
solutions of (E) and (B1) which improve Theorem 2.2 in [5].
Theorem 2.2. Assume that (H1)–(H4) hold. Then either
lim
t→∞ inf
∫ t
t−max i
p∑
i=1
Ri(s) ds¿
1
e
(2.9)
or
lim
t→∞ sup
∫ t
t−min
p∑
i=1
Ri(s) ds¿ 1 (2.10)
implies that every solution of (E); (B1) oscillates; where Ri(t) = Pi(t)−
∑
k∈Ji Qk(t + k − i).
Conditions (2.9) and (2.10) are su)cient conditions for oscillation of all solutions of Eq. (2.1),
see [3]. Then Theorem 2.1 implies that every solution of (E) and (B1) oscillates. The following
theorem gives inMnite su)cient conditions for oscillation which improve Theorem 2.2 and then
directly improve Theorem 2.2 in [5].
Theorem 2.3. Assume that (H1)–(H4) hold; p =max16i6p {i};
0¡
p∑
i=1
∫ t+i
t
Ri(s) ds; t¿ t0
and that∫ ∞
t0
p∑
i=1
Ri(t) exp
[
1−
p∑
i=1
∫ t+i
t
Ri(s) ds
]
dt =∞: (2.11)
Then every solution of (E); (B1) oscillates; where Ri(t) = Pi(t)−
∑
k∈Ji Qk(t + k − i).
Proof. Assume for the sake of contradiction that (E) and (B1) has an eventually positive solution
u(x; t). By Theorem 2.1 it follows that the function z(t) is positive and satisMes the delay di'erential
equation (2.1). Let )(t) = −z(t)=z(t). Then )(t) is nonnegative and continuous; then there exists
t1¿ t0 such that z(t1)¿ 0 and z(t)=z(t1) exp(−
∫ t
t1
)(s) ds). Furthermore; )(t) satisMes the generalized
characteristic equation
)(t) =
p∑
i=1
Ri(t) exp
(∫ t
t−i
)(s) ds
)
:
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As one can show that
ex=r¿ 1 +
x
r2
for x¿ 0; r¿ 1: (2.12)
Let A(t) = exp{1−∑pi=1 ∫ t+it Ri(s) ds}; then
)(t) =
p∑
i=1
Ri(t) exp
[
1
A(t)
A(t)
∫ t
t−i
)(s) ds
]
:
By using (2.12) we Mnd that
A(t))(t)−
p∑
i=1
Ri(t)
∫ t
t−i
)(s) ds¿
p∑
i=1
Ri(t)A(t): (2.13)
Then for N ¿T;∫ N
T
)(t)A(t) dt −
∫ N
T
p∑
i=1
Ri(t)
∫ t
t−i
)(s) ds dt¿
∫ N
T
p∑
i=1
Ri(t)A(t) dt: (2.14)
By interchanging the order of integration; we Mnd that∫ N
T
p∑
i=1
Ri(t)
(∫ t
t−i
)(s) ds
)
dt¿
p∑
i=1
∫ N−i
T
)(t)
(∫ t+i
t
R(s) ds
)
dt:
Hence∫ N
T
)(t)A(t) dt −
p∑
i=1
∫ N−i
T
)(t)
(∫ t+i
t
R(s) ds
)
dt
¿
∫ N
T
)(t)A(t) dt −
∫ N
T
p∑
i=1
Ri(t)
(∫ t
t−i
)(s) ds
)
dt: (2.15)
From (2.14) and (2.15); it follows that∫ N
T
)(t)A(t) dt −
p∑
i=1
∫ N−i
T
)(t)
(∫ t+i
t
Ri(s) ds
)
dt¿
∫ N
T
p∑
i=1
Ri(t)A(t) dt:
Then ∫ N
T
)(t)A(t) dt +
p∑
i=1
∫ N−i
T
)(t)
(∫ t+i
t
Ri(s) ds
)
dt¿
∫ N
T
p∑
i=1
Ri(t)A(t) dt: (2.16)
From (2.1) as z(t) is positive and decreasing; by integrating (2.1) from t to t +  we have
z(t + )− z(t) +
p∑
i=1
∫ t+i
t
Ri(s)z(s− ) ds= 0:
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Then
z(t)¿
p∑
i=1
∫ t+i
t
Ri(s)z(s− ) ds
¿ z(t)
p∑
i=1
∫ t+i
t
Ri(s) ds
which implies that
06
p∑
i=1
∫ t+i
t
Ri(s)¡ 1:
Hence
16A(t)¡e: (2.17)
Also as
A(t)¿
p∑
i=1
∫ t+i
t
Ri(s) ds: (2.18)
Then by (2.16)–(2.18); we Mnd
p∑
i=1
∫ N
N−i
)(t) dt¿
1
e
∫ N
T
p∑
i=1
Ri(t)A(t) dt
or
p∑
i=1
ln
z(N − i)
z(N )
¿
1
e
∫ N
T
p∑
i=1
Ri(t)A(t) dt:
In view of (2.11)
lim
t→∞
p∏
i=1
z(t − i)
z(t)
=∞
which implies that
lim
t→∞
z(t − p)
z(t)
=∞: (2.19)
Because of 0¡
∫ t+p
t Rp(s) ds there exists a constant d¿ 0 and a sequence {tk}; tk →∞ as k →∞
and there exist k ∈ (tk ; tk + p) for every k such that∫ k
tk
Rp(s) ds¿
d
2
and
∫ tk+p
k
Rp(s) ds¿
d
2
: (2.20)
As z(t) is decreasing and positive function then from (2.1) one can Mnd that
z′(t) + Rpz(t − p)6 0; t¿ t2:
270 I. Kubiaczyk, S.H. Saker / Journal of Computational and Applied Mathematics 147 (2002) 263–275
By integrating the last inequality over the intervals [tk ; k] and [k ; tk + p]; we have
z(k)− z(tk) +
∫ k
tk
Rp(s)z(s− p) ds6 0 (2.21)
and
z(tk + p)− z(k) +
∫ tk+p
k
Rp(s)z(s− p) ds= 0: (2.22)
From (2.20)–(2.22) we have
−z(tk) + d2 z(k − p)6 0 and − z(k) +
d
2
z(tk)6 0:
Then
z(k − p)
z(k)
6
(
2
d
)2
;
which contradicts (2.19); and this completes the present proof. Therefore; every solution of (E) and
(B1) oscillates.
Example 2.1. Consider the parabolic equation
ut = uxx − e−4u(x; t − 2); (x; t)∈ (0; -)× R+: (2.23)
Here a(t) = 1; R(t) = e−4 and  = 2.
Since∫ t
t−2
R(s) ds=
2
e4
¡
1
e
:
Then our Theorem 2.2 and Theorem 2.2 in [5] cannot be directly applied in Eq. (2.23). But one
can prove easily that∫ ∞
0
1
e4
exp
{
1− 2
e4
}
dt =∞:
Then by Theorem 2.3 every solution of (2.23) with
@u(0; t)
@x
=
@u(-; t)
@x
= 0; t¿ 0
oscillates in (0; -)× R+. In fact u(x; t) = e−2t cos x is such a solution.
3. Oscillation of boundary value problem (E), (B2)
In this section, we establish some su)cient conditions for oscillation of all solutions
of (E) and (B2) and the following fact will be used. For the following Dirichlet problem in the
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domain 
3u+ .u= 0 in (x; t)∈ × [t1;∞); (3.1)
u= 0 on (x; t)∈ @ × [t1;∞) (3.2)
in which . is a constant. It is well known [7] that the smallest eigenvalue .1 of problem (3.1)–(3.2)
is positive and the corresponding eigenfunction /(x) is also positive on x∈. With each solution
u(x; t) of problem (E), (B2) we associate a function V (t) deMned by
V (t) =
∫

u(x; t)/(x) dx; t¿ t1:
Theorem 3.1. Assume that (H1)–(H4) hold; and every solution of the delay di8erential equation
z′(t) +
p∑
i=1
[
LPi(t)−
∑
k∈Ji
LQk(t + k − i)
]
z(t − i) = 0 (3.3)
oscillates. Then every solution of (E); (B2) oscillates; where
LPi(t) = Pi(t) e
.1
∫ t
t−i
a(s) ds and LQj(t) = Qj(t) e
.1
∫ t
t−j
a(s) ds
:
Proof. Assume for the sake of contradiction that (E); (B2) has a nonoscillatory solution. Since the
negative solution of (E); (B2) is also a solution; then without loss of generality we assume that (E);
(B2) has a solution u(x; t)¿ 0; u(x; t− i) ¿ 0 and u(x; t− j) ¿ 0 in × [t1;∞) for some t1¿ t0.
Multiplying (E) by /(x) and integrating with respect to x over the domain , we have
d
dt
[∫

u(x; t)/(x) dx
]
= a(t)
∫

3u(x; t)/(x) dx −
∫

n∑
i=1
pi(x; t)u(x; t − i)/(x) dx
+
∫

m∑
j=1
qj(x; t)u(x; t − j)/(x) dx: (3.4)
Using Green’s formula and boundary condition (B2), we obtain∫

3u(x; t)/(x) dx=
∫
@
(
/(x)
@u
@N
− u @/(x)
@N
)
dS +
∫

u(x; t)3/(x) dx
=−.1
∫

u(x; t)/(x) dx; t¿ t1;
where dS is the surface element on @. From the deMnitions of V (t), Pi(t) and Qj(t) we get
V ′(t) + .1a(t)V (t) +
n∑
i=1
P(t)V (t − i)−
m∑
j=1
Qj(t)V (t − j)6 0; t¿ t1: (3.5)
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Set
V (t) = v(t) e−.1
∫ t
t0
a(s) ds
which is oscillation invariant transformation, reduces inequality (3.5) to
v′(t) +
n∑
i=1
LPi(t)v(t − i)−
m∑
j=1
LQj(t)v(t − j)6 0; t¿ t1: (3.6)
Set
z(t) = v(t)−
p∑
i=1
∑
k∈Ji
∫ t−k
t−i
LQk(s+ k)v(s) ds; t¿ t2 = t0 + i − k : (3.7)
Then as in Theorem 2.1
z′(t) +
p∑
i=1
[
LPi(t)−
∑
k∈Ji
LQk(t + k − i)
]
z(t − i)6 0; t¿ t2: (3.8)
The completion of the proof is now similar to Theorem 2.1 and will be omitted.
Remark 3.1. Theorem 3.1 follows that the oscillation of problem (E) and (B2) is equivalent to
oscillation of the delay di'erential equation (3.3). So we can obtain many conditions for oscillation
of problem (E) and (B2) by using the oscillation results of Eq. (3.3).
Applying Theorem 3.1, we have the following Mnite su)cient conditions for oscillation of all
solutions of (E) and (B2).
Theorem 3.2. Assume that (H1)–(H4) hold. Then either
lim
t→∞ inf
∫ t
t−max
p∑
i=1
[
LPi(s)−
∑
k∈Ji
LQk(s+ k − i)
]
ds¿
1
e
(3.9)
or
lim
t→∞ sup
∫ t
t−min
p∑
i=1
[
LPi(s)−
∑
k∈Ji
LQk(s+ k − i)
]
ds¿ 1 (3.10)
implies that every solution of (E); (B2) oscillates.
Conditions (3.9) and (3.10) are su)cient conditions for oscillation of all solutions of Eq. (3.3),
see [3]. Then Theorem 3.2 implies that every solution of (E) and (B2) oscillates. The following
theorem gives inMnite su)cient conditions for oscillation of (E), (B2).
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Theorem 3.3. Assume that (H1)–(H3) hold; p =max16i6p {i}
06
p∑
i=1
∫ t+i
t
LRi(s) ds; t¿ t0
and that∫ ∞
t0
p∑
i=1
LRi(t) exp
[
1−
p∑
i=1
∫ t+i
t
{ LRi(s) ds}
]
dt =∞: (3.11)
Then every solution of (E); (B2) oscillates; where LRi(t) = [ LPi(t)−
∑
k∈Ji LQk(t + k − i)].
4. Oscillation of boundary value problem (E), (B3)
In this section, we establish some su)cient conditions for oscillation of all solutions of (E) and
(B3)
Theorem 4.1. Assume that (H1)–(H4) hold; and every solution of the delay di8erential equation
z′(t) +
p∑
i=1
[
Pi(t)−
∑
k∈Ji
Qk(t + k − i)
]
z(t − i) = 0 (4.1)
oscillates. Then every solution of (E); (B3) oscillates.
Proof. Assume for the sake of contradiction that (E); (B3) has a nonoscillatory solution. Since the
negative solution of (E); (B3) is also a solution; then without loss of generality we assume that (E);
(B3) has a solution u(x; t)¿ 0; u(x; t− i) ¿ 0 and u(x; t− j) ¿ 0 in × [t1;∞) for some t1¿ t0.
Set
U (t) =
∫

u(x; t) dx; t¿ t1
then U (t)¿ 0 for t ¿ t1. Integrating (E) with respect to x over the domain , we have
d
dt
[∫

u(x; t) dx
]
= a(t)
∫

3u(x; t) dx −
∫

n∑
i=1
pi(x; t)u(x; t − i) dx
+
∫

m∑
j=1
qj(x; t)u(x; t − j) dx: (4.2)
From the Green’s formula and boundary condition (B3), it follows that∫

3u(x; t) dx =−
∫
@
vu dS6 0; t¿ t1;
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where dS is the surface element on @. Then (4.2) reduces to
d
dt
[∫

u(x; t) dx
]
+
∫

n∑
i=1
pi(x; t)u(x; t − i) dx −
∫

m∑
j=1
qj(x; t)u(x; t − j) dx
=−
∫
@
vu dS6 0: (4.3)
By using the deMnition of U (t), Pi(t) and Qj(t) as above and substituting into (4.3) we have
U ′(t) +
n∑
i=1
PiU (t − i)−
m∑
j=1
QjU (t − j)6 0; t¿ t1: (4.4)
The completion of the proof is now similar to Theorem 2.1 and will be omitted.
Remark 4.1. Theorem 4.1 follows that the oscillation of problem (E) and (B3) is equivalent to
oscillation of the delay di'erential equation (4.1). So we can obtain many conditions for oscillation
of problem (E) and (B3) by using the oscillation results of Eq. (4.1).
Applying Theorem 4.1 we have the following Mnite and inMnite su)cient conditions for oscillation
of all solutions of (E) and (B3).
Theorem 4.2. Assume that (H1)–(H4) hold. Then either
lim
t→∞ inf
∫ t
t−max
p∑
i=1
Ri(s) ds¿
1
e
(4.5)
or
lim
t→∞ inf
∫ t
t−min
p∑
i=1
Ri(s) ds¿
1
e
(4.6)
implies that every solution of (E); (B3) oscillates; where Ri(t) = Pi(t)−
∑
k∈Ji Qk(t + k − i).
Theorem 4.3. Assume that (H1)–(H4) hold; p =max16i6p{i};
0¡
p∑
i=1
∫ t+i
t
Ri(s) ds; t¿ t0
and that∫ ∞
t0
p∑
i=1
Ri(t) exp
[
1−
p∑
i=1
∫ t+i
t
Ri(s) ds
]
dt =∞: (4.7)
Then every solution of (E); (B3) oscillates; where Ri(t) = Pi(t)−
∑
k∈Ji Qk(t + k − i).
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