We present a method to predict the global horizontal irradiance (GHI) one hour ahead in one-minute resolution using Artificial Neural Networks (ANNs). A feed-forward neural network with Levenberg-Marquardt Backpropagation (LM-BP) was used and was trained with four years of data from all-sky images and measured global irradiance as input. The pictures were recorded by a hemispheric sky imager at the Institute of Meteorology and Climatology (IMuK) of the Leibniz Universität Hannover, Hannover, Germany (52.23 • N, 09.42 • E, and 50 m above sea level). The time series of the global horizontal irradiance was measured using a thermopile pyranometer at the same site. The new method was validated with a test dataset from the same source. The irradiance is predicted for the first 10-30 min very well; after this time, the length of which is dependent on the weather conditions, the agreement between predicted and observed irradiance is reasonable. Considering the limited range that the camera and the ANN can "see", this is not surprising. When comparing the results to the persistence model, we observed that the forecast accuracy of the new model reduced both the Root Mean Square Error (RMSE) and the Mean Absolute Error (MAE) of the one-hour prediction by approximately 40% compared to the reference persistence model under various weather conditions, which demonstrates the high capability of the algorithm, especially within the first minutes.
Introduction
The production of solar energy is subject to strong spatial and temporal fluctuations due to the dependence on meteorological boundary conditions. This leads to uncertainties in the planning of energy supplies and, thus, to economic inefficiencies. With a reliable solar performance forecast, uncertainty is minimized while load and storage management can be optimized. Thus, prediction of solar irradiation makes an important contribution to efficient and economical applications for many areas of solar energy use, while high-quality one-minute data series are key to understanding the dynamic interaction of photovoltaic (PV) systems, loads, and grids [1] .
Worldwide, the installed PV power increases by a double-digit percentage per year [2] . This trend makes photovoltaics an even more important alternative for global power supply. New models for the forecast of solar energy production can help to reduce the difficulties of integrating PV systems into existing power supply structures. In order to optimally manage the power supply, electricity producers are compelled to provide a forecast of the expected delivery quantities [3] . With the help of reliable predictive models, the market price of the solar energy is then determined by supply and demand.
Methods
We developed a new algorithm to predict future data based on observed data, i.e., time series of 60 one-minute values of the global horizontal irradiance and, as their sum, the total amount of energy one hour ahead. It was based on a four-year dataset of all-sky images and the respective thermopile pyranometer measurements that were used as input to machine learning methods.
The algorithm consisted of three main steps. The first part comprised the data preparation for an image processing program and the creation of a program to export pyranometer measurements for the input parameters (Section 2.1). Figure 1 shows the forecast process of the global horizontal irradiance (GHI) with all-sky images and an ANN.
The second part of the study was the creation of three different ANN programs. The Cloud Locating and Cloud Movement Program (Section 2.2), the AllPicture Program, and the RingPicture Program (Section 2.3). The third part consisted of the validation of the new model (Section 2.4). Table 1 shows the preparation and methodology of these three steps. Table 1 . Summary of data preparation and methodology.
Step I-selected inputs and the Cloud Movement program.
Step II-two different ANNs with their respective inputs and output parameters.
Step III-comparison of the neural network and the persistence model. The sun zenith angle (SZA) is the angle between the zenith and the centre of the sun's disc.
Step Task Input Output
Step 1 (a)
Extraction of parameters from all-sky images as input for next steps.
• RGB channel statistics Figure 1 . Process of the forecast of the global horizontal irradiance (GHI) with all-sky images and an artificial neural network (ANN). Table 1 . Summary of data preparation and methodology.
• Step Task Input Output
Step 2 (a)
Creation of the AllPicture program (preconditioning for seasonal and diurnal variations)
For each image: 
Setup of the ANN
Different numbers of neurons for the input parameters for the three ANN programs were used; see Table 2 . The Cloud Locating and Cloud Movement program used eight inputs and one output, while the AllPicture and the RingPicture programs each used nine inputs and one output.
Finally, two hidden layers with varying numbers of neurons were necessary for each network. The number of hidden neurons in a single hidden layer was calculated by Equation (1):
where n is the number of input parameters and l is the number of output neurons; α is a constant ranging between 1 and 10.
In an ANN, the connection between input, hidden, and output neurons was established by synaptic weights and transfer Equation (2) . The input information x j flows through connections that multiply its strength by a weight w i, j to reach a product w i, j x j . This product is the argument for a transfer function f that gives the output y i .
The activation function f defines the output of a neuron in terms of the induction of the linear field y i . The activation function calculates the state of activation of a neuron, transforming the global input into a state of activation. The Levenberg-Marquardt (LM) algorithm, a combination of the Grade and the Gauss-Newton method, was used as learning algorithm. It was used as it is less time consuming and also has the local convergence of the Gauss-Newton method and the complete properties of the Grade method [17] . 
Image Acquisitition and Data
The results of Toshing et al., 2013 [18] demonstrated the development of a camera system at IMuK, where the projection of the camera system was found to be nearly equidistant. The pictures for this study were recorded with both a Canon G10 and a Canon EOS 700D, using an exposure time of 1000/s. The Hemispherical Sky Imager (HSI), installed on the roof of IMuK, comprises commercial compact CCD (charge-coupled device) cameras equipped with a fish-eye lens providing a 183 • field of view. The maximum image size is 4416 × 3312 pixels, corresponding to 3.5 million pixels for the hemispherical image with a radius of 1060 pixels. In addition, the global irradiance was measured simultaneously using a CMP11 pyranometer (Kipp & Zonen, Delft, The Netherlands), [19] .
Images Preprocessing
A software program capable of identifying the area of the sky covered by clouds was developed and used at IMuK. The work of Yamashita et al. [20] permitted the calculations of the sky index from an original picture. However, in this study we calculated the Haze Index (Equation (3)), as stated by Schrempf [21] , to improve the cloud identification on the basis of the sky index. An example of the haze index is displayed in Figure 2c .
The Sun Zenith Angle (SZA) algorithm (a free Matlab (Matlab_R2016b) code sample [22] ) was extended at IMuK for this study. The output of this program was one-minute solar position values for the location at IMuK. The SZA was the most important input parameter for training the network and for delivering the output parameters in the simulation phase.
Cloud Locating and Cloud Movement Program
To obtain two new input parameters for the next steps, it was necessary to create an algorithm capable of detecting clouds and predicting their movements. A cloud detection algorithm was used to determine the percentage of clouds in the sky. This method provided automated cloud detection operating in the red and blue channels [23] using super-pixel segmentation [24] .
The total sky and cloud area were calculated followed by the percentage of clouds present, i.e., with help of the Haze Index. The cloud pixels were then identified as they were needed to find the cloud locations. If cloud pixels were high, the algorithm drew a contour around the cloud area until the density decreased in the side areas. At low cloud pixels, the algorithm recognized this as a boundary of the cloud.
In our system, as the output parameter, the ANN learned to predict the position of the clouds one minute ahead by combining the movement between Figure 2d ,e. The idea was to predict when the clouds would appear in front of the sun, as shown in Figure 2d . The algorithm follows the clouds from the horizon to the center of the sun, taking information from each ring. 
The Sun Zenith Angle (SZA) algorithm (a free Matlab (Matlab_R2016b) code sample [22] ) was extended at IMuK for this study. The output of this program was one-minute solar position values for the location at IMuK. The SZA was the most important input parameter for training the network and for delivering the output parameters in the simulation phase. Accordingly, the input parameters for the Cloud Locating and Cloud Movement program were the SZA; measured global horizontal irradiance (GHI Mea ); current cloud position (derived from the actual image as described before); percentage of clear sky; percentage of clouds in the sky; and the mathematical average, mode, median, and standard deviation of the RGB channels. The output parameter was the cloud position for the next minute. This output parameter was introduced as an input parameter for the next ANN. The statistical information of each channel and the percentage of clear sky and cloud cover were obtained without taking into consideration the sun's circumference to avoid oversaturation of the pixels (Figure 2b ). In addition, the extraction of the statistical information from the pictures was limited to the time from sunrise to sunset.
Creation and Training of the AllPicture Program and RingPicture Program
In this step, we created two new ANNs with respective training and simulation processes. A comparison between the different models in terms of training time and prediction deviation indicated that the LM algorithm was the most efficient prediction model. The selection of this learning algorithm was especially important for the training and simulation time processes. The input datasets were divided into 36 months for the training phase and 6 months for the validation.
The simulation of the AllPicture program was preconditioned with training runs on whole images. The input parameters of this ANN were SZA; GHI Mea ; percentage of clear sky; percentage of cloud cover; average, mode, median, and standard deviation of the RGB channels; and cloud position for the next minute. The output of this ANN was the GHI Sim , and it was used as input to the next ANN, the RingPicture program. Since no time-based information was used in this algorithm, the aim of this ANN preconditioning was to allow it to learn the seasonal and diurnal variations of the solar irradiance.
The second step was the simulation of the RingPicture program, where the actual simulation of the 60 one-minute values takes place. The input parameters of this ANN were SZA; GHI Sim ; percentage of clear sky; percentage of cloud cover; average, mode, median, and standard deviation of the RGB Energies 2018, 11, 2906 7 of 16 channels; and cloud position for the next minute. The training target and, hence, the most important output of the algorithm was the hourly GHI SimFinal , calculated as the sum of the 60 one-minute values. Thus, while the AllPicture program worked over the whole picture, the RingPicture program worked over each ring of the picture, i.e., the program considered each ring as a picture (see Figure 2e) .
For the simulation of the 60 one-minute values and the resulting hourly GHI SimFinal , only one image was needed. The image was subdivided into concentric rings around the sun (Figure 2e) . The rings had a temporal resolution of one minute; the width depended on the distance from the horizon due to the equidistant projection. For each ring, the same statistical information from the first step was extracted, while the SZA was also adjusted according to the progress in time that the ring represents. With these inputs and the GHI Sim of the whole image from the first step of Part 2, the ANN simulated the GHI of each ring. Ring after ring was simulated subsequently, starting from the center of the sun and moving to the horizon. The number of simulated minutes, n, depended on the cloud position and the position of the sun.
After the last ring was processed, the calculation method changed in order to calculate the missing one-minute values from n to 60. The statistical information of the last ring was taken and searched for in the database of recorded images. The image that best matched the statistical information was selected, taking into consideration the sun position, time of year, and time of day. To simulate GHI SimFinal at n + 1, the image was processed. This process was repeated until all 60 values had been generated.
The total GHI SimFinal for one hour was calculated as the sum of the 60 one-minute values and compared to the measured GHI Mea value. The deviation was fed back to the ANN until the deviation reached a defined minimum threshold.
Validation of the New Model
The persistence model assumes that the global irradiation data at x t is similar to the global irradiation data at x t-24h , This model was very useful for benchmarking other methods [25] . We assumed that an average of seven days was sufficient to predict the irradiance with the persistence model. When considering only one day, the persistence model would be influenced too much by the current variability. When considering more than seven days, the simulation did not improve any further. Figure 3 shows the persistence model's forecast for two days in more detail. This model processed the information to the end time of the desired simulation. On the day of the simulation, the persistence model processed the information just until the simulation began, thus delivering the simulated hour. of the sun and moving to the horizon. The number of simulated minutes, n, depended on the cloud position and the position of the sun. After the last ring was processed, the calculation method changed in order to calculate the missing one-minute values from to 60. The statistical information of the last ring was taken and searched for in the database of recorded images. The image that best matched the statistical information was selected, taking into consideration the sun position, time of year, and time of day. To simulate GHISimFinal at n + 1, the image was processed. This process was repeated until all 60 values had been generated.
The total GHISimFinal for one hour was calculated as the sum of the 60 one-minute values and compared to the measured GHIMea value. The deviation was fed back to the ANN until the deviation reached a defined minimum threshold.
The persistence model assumes that the global irradiation data at xt is similar to the global irradiation data at xt-24h, This model was very useful for benchmarking other methods [25] . We assumed that an average of seven days was sufficient to predict the irradiance with the persistence model. When considering only one day, the persistence model would be influenced too much by the current variability. When considering more than seven days, the simulation did not improve any further. Figure 3 shows the persistence model's forecast for two days in more detail. This model processed the information to the end time of the desired simulation. On the day of the simulation, the persistence model processed the information just until the simulation began, thus delivering the simulated hour.
(a) 
Results
The following days were selected for validating the new algorithm: 18 September 2014; and 10 January, 14 August and 21 August, 2015. The selected days represented different weather conditions with high solar irradiance variability. The root-mean-square error (RMSE) (Equation (4)), mean absolute error (MAE) (Equation (5)), and the coefficient of determination (R 2 ) (Equation (6)) were used to evaluate the performance of the new model for these four days. In addition, 17 July 2015 was selected to simulate 13 h from 05:01 to 18:00. Definitions are expressed as follows:
where yi is the forecast value, xi is the measured value, and N is the number of samples. Additionally, = ∑ and = ∑ . Finally, to validate our model, i.e., for knowing how many simulations we had to carry out for the validation of the new model, statistical sampling (Equation (7)) was utilized, and the results are presented as a boxplot. The definition of the statistical sampling is expressed as follows:
where N is the total of the set, p = 0.95, q = 0.05, and Z = 1.96 (this value corresponds to the confidence level of 95%). 
where y i is the forecast value, x i is the measured value, and N is the number of samples. Additionally,
Finally, to validate our model, i.e., for knowing how many simulations we had to carry out for the validation of the new model, statistical sampling (Equation (7)) was utilized, and the results are presented as a boxplot. The definition of the statistical sampling is expressed as follows:
where N is the total of the set, p = 0.95, q = 0.05, and Z = 1.96 (this value corresponds to the confidence level of 95%).
Energies 2018, 11, 2906 9 of 16 Figure 4 shows the forecasts of one-hour-ahead simulation for four days using the new algorithm and the persistence model. These values were compared with the measured data. The results show that the forecast values of the ANN model closely matched the measured values, and both the RMSE and the MAE were smaller in the new ANN model than in the persistence model for the entire simulated hour (see Tables 3 and 4) .
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Analysis of the Daily Integrated Irradiation
The hourly average of the simulation for one day on 17 July 2015 from 05:01 to 18:00 is shown in Figure 5 . When making a prediction for an entire day, it was necessary to take a picture every 60 min. In Figure 5 we see that the persistence model, as a linear statistical model, cannot describe the performance for days with broken clouds as accurately as the new ANN model can. Table 5 compares the statistical indicators of the global irradiance for the one-hour prediction on 17 July 2015 from 05:01 to 18:00 using the new ANN model and the persistence model. Figure 6 shows the distribution of the relative deviations as boxplots. The results of Figure 6a suggest that the new model shows a symmetrical approach for 50% of the sample rate for the first several simulation minutes. Nevertheless, Figure 6b shows an asymmetrical distribution of outliers and a decreasing number of outliers for higher sample sizes, leading to higher uncertainties in the simulation of the data. As expected, the uncertainty of the new model decreased as soon as more simulation data were introduced and remained constant with the increase of sample sizes. It is worth noting that in the persistence model, the uncertainty increased as soon as more simulation data were introduced. In Figure 5 we see that the persistence model, as a linear statistical model, cannot describe the performance for days with broken clouds as accurately as the new ANN model can. Table 5 compares the statistical indicators of the global irradiance for the one-hour prediction on 17 July 2015 from 05:01 to 18:00 using the new ANN model and the persistence model. Figure 6 shows the distribution of the relative deviations as boxplots. The results of Figure 6a suggest that the new model shows a symmetrical approach for 50% of the sample rate for the first several simulation minutes. Nevertheless, Figure 6b shows an asymmetrical distribution of outliers and a decreasing number of outliers for higher sample sizes, leading to higher uncertainties in the simulation of the data. As expected, the uncertainty of the new model decreased as soon as more simulation data were introduced and remained constant with the increase of sample sizes. It is worth noting that in the persistence model, the uncertainty increased as soon as more simulation data were introduced. In order to estimate how many simulations were needed to carry out the validation of our model, statistical sampling was performed. Over 6 months of validation periods and assuming that we could simulate an average of 8 h every day, we got 1440 valid cases. In these 6 months, 80 cases were not In order to estimate how many simulations were needed to carry out the validation of our model, statistical sampling was performed. Over 6 months of validation periods and assuming that we could simulate an average of 8 h every day, we got 1440 valid cases. In these 6 months, 80 cases were not considered because the irradiance level was under 100 W/m 2 . Hence, our final valid cases numbered 1360 and, to validate our algorithm, we applied statistical sampling. Thus, taking into consideration a confidence level of 95% with a margin of error of 6%, our simulated cases numbered 288 (i.e., 288 h). Therefore, each interval time corresponded to one hour of simulation, and from these 288 cases, 96 cases corresponded to cloudless hours, 96 cases to overcast hours, and 96 cases to broken cloud hours. For the new method, if on the horizon the presence of clouds is zero, it is very likely that in the next few minutes, near the sun, there will be no cloud, as well. Thus, for clear sky days, the deviations varied 8% compared to the measurement values. Overcast days and days with broken clouds represented a very important challenge for the neural network. The deviations varied approximately 24% according to the type of clouds and the amount of clouds on the horizon compared to the measurement values. In addition, on days with broken clouds, the deviations varied 32% according to the percentage of clouds and blue sky between the horizon and the center of the sun compared to the measurement values. Applying the new ANN model to the 288 cases, our model achieved an average 22% deviation compared to the measurement values for all sky conditions. In contrast, the persistence model shows a 52% deviation for the three cases.
Analysis of the Statistical Sampling
Conclusions
A new method developed to forecast solar irradiance one hour ahead has been presented. This new model combines the advantages of using all-sky images and an LM-ANN. The GHI predicted by the proposed methodology improves the forecast for the total amount of energy one hour ahead by reducing both the RMSE and MAE of the simulation by approximately 40% when compared to the persistence model. Furthermore, we showed here that the new model is capable of reproducing the nonlinear nature of the solar irradiance more reliably than statistical linear models.
According to the simulation results, for the first minutes of simulation, the new algorithm outperforms the persistence model. For irradiation levels under 80-100 W/m 2 , the new algorithm does not accurately predict one hour ahead. However, such low irradiances are usually not relevant for the production of solar energy. Nevertheless, for higher irradiance the new algorithm can predict one hour ahead under diverse weather conditions with an average deviation of 22% within the next hour.
The model presented here has only been tested at IMuK. The neural network may be trained with datasets from other places. To achieve this, only the pictures of the desired place with the respective pyranometer measurements are sufficient. This work could be especially relevant for implementing strategies in decisions for the balance of supply and demand of electricity. Additionally, this study will be of interest for energy markets concerned with mitigating utility cost by acquiring more accurate weather predictions. It may also be important for the estimation of power output and to avoid damage to the electrical grid.
