We present quantum algorithms for estimating the best-fit parameters and the quality of least-square curve fitting. The running times of these algorithms are polynomial in log n, d, κ, ν, χ, 1/Φ and 1/ε, where n is the number of data points to be fitted, d is the dimension of feature vectors, κ is the condition number of the design matrix, ν and χ are some parameters reflecting the variances of the design matrix and response vector, Φ is the fit quality, and ε is the tolerable error. Different from previous quantum algorithms for these tasks, our algorithms do not require the design matrix to be sparse, and they do completely determine the fitted curve. They are developed by combining phase estimation and the density matrix exponentiation technique for dense Hamiltonian simulation.
Introduction
Curve fitting [2] , also known as regression analysis in statistics, is the process of constructing a (simple continuous) curve that has the best fit to a series of data points. It can be used to understand the relationships among two or more variables, and to infer values of a function where no data are available. It also provides an efficient means of data compression. Therefore, it has found numerous applications in science, engineering and economics. How to quickly fit a large amount of data into a simple model has become an important problem for many tasks.
Least squares [6] is one of the most popular methods of curve fitting. This method minimizes the sum of squared residuals, where a residual is the difference between an observed value and the value predicted by a model. Formally, we need to find the parameter vector θ that minimizes the quantity Fθ − y 2 , where worth mentioning that their algorithms, along with HHL's, rely on a combination of phase estimation [11, 13] and the techniques for sparse Hamiltonian simulation [3, 8, 9, 4] . In this paper, we present several quantum algorithms for estimating the best-fit parameters and the quality of least-square curve fitting in the general case. Namely, our algorithms can work no matter whether F is sparse or not. The running times of our algorithms are polynomial in log n, d, κ, ν, χ, 1/Φ and 1/ε, where n is the number of data points to be fitted, d is the dimension of feature vectors, κ is the condition number of the design matrix, ν and χ are some parameters reflecting the variances of the design matrix and response vector, Φ is the fit quality 2 , and ε is the tolerable error. Our algorithms run very fast when the given data are normal, in the sense that F is far from being singular, and the rows of F and y do not vary too much in their norms. Meanwhile, it is unknown whether classical algorithms can solve this case fast.
Our algorithms differ from WBL's algorithms in several aspects. First, our algorithms do produce the full classical description ofθ (not just a quantum state proportional toθ), so they completely determine the fitted curve. But on the other hand, our algorithms have running times poly-logarithmic in n, but not poly-logarithmic in d (as stated before, it is impossible to have time complexity poly-logarithmic in d in this case). Second, our algorithms use recent technique for dense Hamiltonian simulation, so they can solve data fitting in the general case. Finally, for estimating the best-fit parametersθ = (F T F) −1 F T y, WBL's algorithm consists of two stages: stage 1 generates a state proportional to z := F T y, and stage 2 generates a state proportional toθ = (F T F) −1 z. Each stage relies on invoking (a variant of) HHL's algorithm, which in turn relies on analyzing the singular value decomposition of F or the spectral decomposition of F T F, respectively. We notice that these two decompositions are essentially the same. Hence, these two stages can be carried out simultaneously. So our algorithm consists of only one stage, and it generates the state proportional toθ in one shot. This leads to a saving of running time for estimatingθ.
Our algorithms are developed by combining phase estimation and recent technique for dense Hamiltonian simulation. Specifically, Lloyd, Mohseni and Rebentrost [12] introduced a density matrix exponentiation technique, which allows us to simulate e iρt by consuming multiple copies of the state ρ. Then, by running phase estimation on e iρ , we can analyze the eigenvalues and eigenvectors of ρ. They call this phenomenon quantum self-analysis. We utilize this phenomenon as follows. First, we prepare a state σ proportional to FF T . Then σ's eigenvalues are related to the singular values of F, and its eigenvectors are the (left) singular vectors of F. Then, the density matrix exponential technique allows us to implement e iσt for any t. Next, by running phase estimation on e iσ starting with state |y , we "effectively" break |y into several pieces, where each piece is either parallel to one of F's (left) singular vectors, or orthogonal to the column space of F. Then, we can perform different quantum operations on each piece of |y . This, along with some extra work, enables us to estimate the quality and best-fit parameters of least-square curve fitting.
Preliminaries

Notation
Let [n] := {1, 2, . . . , n}. For any z ∈ R, let sgn (z) := 1 if z ≥ 0, and −1 otherwise.
For any vector ψ, let |ψ := ψ. Namely, |ψ and ψ are essentially the same thing, but |ψ is used to denote the quantum state corresponding to ψ, not its classical description. Furthermore, letψ be the normalized version of ψ, i.e.ψ := ψ/ ψ .
For any matrix A, let C (A) be the column space of A, and let Π A be the projection onto C (A). The condition number of A, denoted by κ(A), is the ratio of A's largest singular value to its smallest singular value. The operator norm of A, denoted by A , is the largest singular value of A. The trace norm of A, denoted by A tr , is the sum of the singular values of A. For any real matrix A with full column rank, the Moore-Penrose pseudoinverse of A, denoted by A + , is defined as (A T A) −1 A T . Finally, for any two Hermitian matrices A and B, we use A B to denote that A − B is positive semidefinite.
For any quantum states ρ 1 and ρ 2 , let
be the trace distance between ρ 1 and ρ 2 . For any quantum operations E and F , let
be the distance between E and F . Here I is the identity operation on an auxiliary system of any dimension, and ρ can be any state of this extended system. This is a well-defined distance measure for quantum operations. It satisfies many nice properties, such as
For any quantum state ρ, if we say that "ρ is prepared to accuracy ε", it means that we actually prepare a state ρ ′ satisfying D(ρ, ρ ′ ) ≤ ε. For any quantum operation E, if we say that "E is implemented (or simulated) to accuracy ε", it means that we actually implement an operation E ′ satisfying D(E, E ′ ) ≤ ε. Note that if a quantum circuit consists of m local operations E 1 , E 2 , . . . , E m , then in order to implement this circuit to accuracy ε, it is sufficient to implement each E i to accuracy ε/m.
We use the symbolÕ to suppress polylogarithmic factors. Namely,
Quantum tools
We will mainly use three quantum tools. The first tool is amplitude amplification: Lemma 1 (Amplitude Amplification [5] Namely, if A produces some "good" state |ψ 1 with probability at least α (and we can check whether it does this or not), then we can amplify this probability to at least 2/3 by calling A and A −1 only O 1/ √ α times. This implies that: Proof. We run k = O (log(1/δ)) instances of the algorithm in Lemma 1 in parallel. Then by Lemma 1, we obtain the state
where r ≥ 2/3, i = (i 1 , . . . , i k ), and |i| = ∑ 
Our final tool is phase estimation:
Lemma 4 (Phase Estimation [11, 13] ). Suppose U is a unitary operation and |φ is an eigenstate of U with eigenvalue e iθ for some θ ∈ [0, 2π). Let ε, δ > 0. Then there exists a quantum algorithm A that uses a copy of |φ and O (log (1/δ)/ε) controlled applications of U and produces an estimate θ ′ of θ such that |θ − θ ′ | ≤ ε with probability at least 1 − δ.
In Lemma 4, the parameter ε is called the precision (or accuracy) of phase estimation, while the parameter δ is called the error rate of phase estimation. Since the complexity of phase estimation is only logarithmic in 1/δ, we will assume that phase estimation always outputs a θ ′ satisfying |θ − θ ′ | ≤ ε. Although this is not really true, taking the error rate δ into account only increases the complexities of our algorithms by some poly-logarithmic factors.
Least-square curve fitting
Given a set of n points {(
, the goal of curve fitting is to find a simple continuous function that has the best fit to these data points. Formally, let
Then we want to approximate y i with a function of x i of the form
where θ := (θ 1 , θ 2 , . . . , θ d ) T are some parameters 3 . In the least-square approach, we find the optimal parametersθ by minimizing the sum of squared residuals, i.e.
3 The most common case is that each f j is a monomial of x, and hence f is a polynomial of x. Now, let F be the n × d matrix such that
. F is called the design matrix, and 
Hence, the best-fit parametersθ are given bŷ
Correspondingly, the fitted values of y arê
and the residuals areε
Geometrically,ŷ is exactly the projection of y onto C (F).
To measure the quality of this fit, we introduce the quantity
Namely, Φ is the squared cosine of the angle between y andŷ. The larger Φ is, the better the fit is. Note that y ⊥ε and henceÊ
We have assumed rank (F) = d (and hence F T F is invertible) in the above statement. This is a reasonable assumption, because if otherwise, either the f j 's are linearly dependent (e.g. f 2 = 2 f 1 ), or we simply do not have enough data to do the fitting. In each case, a revision of F is required.
Our model
We will study quantum algorithms for estimating the best-fit parametersθ and the fit quality Φ, in the following model. We assume that F is given as a quantum oracle O F defined as
Namely, O F takes a row index i and column index j as input, and returns the value of F i, j . In addition, we assume that y is given as a quantum oracle O y defined as
Namely, O y takes a row index i as input, and returns the value of y i . An algorithm in this model has access to O F , O y as well as their inverses. Its query complexity is defined as the number of calls to O F , O y and their inverses. Its time complexity is defined as its query complexity plus the number of additional one-and two-qubit gates used. Without loss of generality, throughout this paper we assume that tr
|F i, j | 2 = 1 and y = 1. This can be achieved by scaling the original F and y appropriately. Clearly, this rescaling does not change the difficulty of estimatingθ or Φ.
Warmup: Simulating e iFF T t
Before describing our algorithms for curve fitting, we present a quantum algorithm for simulating e iFF T t . This will become a crucial component of our algorithms.
Let
Then, σ 0 and tr (σ) = tr F T F = 1. So we can view σ as a density matrix. In what follows, we will first show how to prepare the quantum state σ. Then we will show how to simulate e iσt by using multiple copies of σ. Let
where
|F is a normalized quantum state. Furthermore, the reduced state of |F on the first subsystem is σ = FF T . This implies that, to (approximately) produce the state σ, it is sufficient to (approximately) produce the state |F .
Proof. Let U F be the unitary operation defined as
and compute F i from them). Next, let V F be the unitary operation defined as
(Recall that by definitionF i = F i / F i .) We have that:
Proof. We will describe a quantum circuit that maps |i |0 to |i |φ i such that
Finally, let
Then, by construction, we have
, a unique ( j,t) satisfies this condition. So the function h i is well-defined. Consider the following procedure:
3. We append a register in the state
|k , obtaining the state
5. We perform the unitary operation that maps | j
|t to | j |0 on the last register, obtaining the state
6. We multiply the phase of each term by the sign of F i, j , obtaining the state
7. We uncompute the M i, j 's by undoing step 2, then uncompute the F i, j 's by undoing step 1. Eventually, we obtain the sttae
as desired.
Clearly, this algorithm runs inÕ
Since the time complexity of implementing V F is only poly-logarithmic in the inverse accuracy, we from now on assume that V F is implemented perfectly (taking the accuracy issue into account only increases the time complexities of our algorithms by a poly-logarithmic factor). Now consider the following algorithm for preparing |F :
1. We prepare the state
|i |0 |0 , and convert it into the state
by calling V F and U F once.
2. We append a qubit in the state |0 , and perform the controlled-rotation |z |0 → |z zβ
on the last two registers (recall that F i ≤ β), obtaining the state
3. We measure the last qubit in the standard basis. Then conditioned on seeing outcome 1, the rest of the state becomes proportional to
Furthermore, since F i ≥ α = β/ν, the probability of seeing outcome 1 is Ω 1/ν 2 .
4. We uncompute the | F i by performing the inverse of U F on the first and third registers, obtaining the state
5. The above procedure succeeds only with probability Ω 1/ν 2 . We use amplitude amplification to raise this probability to 1 − O (δ). This ensures that we have prepared |F to accuracy O (δ). By Corollary 1, this requiresÕ (ν log(1/δ)) repetitions of the above procedure and its inverse.
Clearly, this algorithm has time complexityÕ (polylog (n) · νd log(1/δ)), as claimed.
Lemma 5 immediately implies:
Now we review the density matrix exponentiation technique of [12] . This technique allows us to simulate e iρt by consuming multiple copies of the state ρ:
Lemma 7 (Implicit in [12] ). Let ρ be a D-dimensional quantum state. Then there exists a quantum algorithm that simulates e iρt to accuracy O (ε) using O t 2 /ε copies of ρ andÕ log D · t 2 /ε additional one-and twoqubit gates.
Proof. This algorithm is based on the following observation. Let σ be any D-dimensional state. Then we have
where S is the swap operator, i.e. S |i | j = | j |i for any i, j ∈ [D]. Meanwhile, we have
In fact, one can check that for any state τ (with a D-dimensional subsystem),
This implies that
Now we use n repeated applications of E t/n to simulate e iρt . Since
in order to make D(E n t/n , e iρt ) = O (ε), it is sufficient to set n = Θ t 2 /ε . This algorithm consumes n = O t 2 /ε copies of ρ. Furthermore, it needs to implement e iSt/n once in each application of E t/n . As shown in [7] , e iSt/n can be implemented inÕ (log D) time. Thus, this algorithm uses O t 2 /ε copies of ρ and O (n · log D) =Õ log D · t 2 /ε additional one-and two-qubit gates.
The following lemma says that we do not need to prepare ρ exactly in order to simulate e iρt well. A good approximation of ρ would be sufficient. Proof. By Lemma 7, there exists a quantum algorithm that simulates e iρ ′ t to accuracy ε using O t 2 /ε copies of ρ ′ andÕ log D · t 2 /ε additional two-qubit gates. So it is sufficient to prove that Proof. Let C(x) = e iAx e iB (1−x) , for x ∈ [0, 1]. Then
Thus,
Claim 2 implies that
It follows that D(e iρt , e iρ ′ t ) = O (ε), as desired.
Combining Lemma 6 and Lemma 8, we obtain:
. Let ν = β/α. Then e iσt can be simulated to accuracy
Proof. We use the algorithm in Lemma 6 to prepare σ to accuracy O (δ/t). Then we use the algorithm in Lemma 8 to simulate e iσt to accuracy O (δ). By Lemma 6 and Lemma 8, this algorithm has time complexitỹ O polylog (n) · νdt 2 /δ , as claimed.
Quantum algorithms for estimating the best-fit parameters
In this section, we present two quantum algorithms on the estimation ofθ = (F T F) −1 F T y. The first algorithm produces an estimate of θ (i.e. the norm ofθ), and the second one produces an estimate ofθ :=θ/ θ (i.e. the normalized version ofθ). Then, by multiplying them together, we obtain an estimate ofθ = θ ·θ. Before describing our algorithm, it is beneficial to consider the singular value decomposition of F and writeθ as the linear combination of the (right) singular vectors of F. Formally, suppose F has the singular value decomposition
Meanwhile, we have
Therefore, the 1-eigenspace of e iσ is exactly Ker (F). Now suppose |ŷ = ∑ d j=1 α j u j . Then, by y = 1, we get
Furthermore, we have
which implies that
Then it follows from Eq.(42) and Eq.(45) that
The following lemma will be also useful for our algorithms. It gives an upper bound on the time complexity of preparing the state |y . 
2. We append a qubit in the state |0 , and perform the controlled-rotation |z |0 → |z zζ
on the last two registers (recall that |y i | ≤ ζ), obtaining the state
3. We measure the last qubit in the standard basis. Then conditioned on seeing outcome 1, the rest of the state is proportional to
Furthermore, since |y i | ≥ η = ζ/χ, the probability of seeing this outcome is Ω 1/χ 2 .
4. We uncompute the |y i by uncalling O F , obtaining the state |y = ∑ n i=1 y i |i .
5.
The above procedure succeeds only with probability Ω 1/χ 2 . We use amplitude amplification to raise this probability to 1 − O (δ). This ensures that we have prepared |y to accuracy O (δ). By Corollary 1, this requiresÕ (χ log(1/δ)) repetitions of steps 1-4 and their inverses.
Clearly, this algorithm has time complexityÕ (polylog (n) · χ log(1/δ)), as claimed.
Since the time complexity of preparing |y is only poly-logarithmic in the inverse accuracy, we from now on assume that |y is prepared perfectly (taking the accuracy issue into account only increases the time complexities of our algorithms by some poly-logarithmic factors). 
Quantum algorithm for estimating θ
Proof. Consider the following algorithm (for convenience, we assume that phase estimation is perfect in the following description, and we will take the error of phase estimation into account later):
1. We use the algorithm in Lemma 10 to prepare the state |y .
2. We run phase estimation on e iσ starting with |y , obtaining the state
3. We append a qubit in the state |0 and perform the controlled-rotation
on the last two registers (note that s j ≥ a), obtaining a state proportional to
4. We measure the last qubit in the standard basis. Then, conditioned on seeing outcome 1, the rest of the state becomes proportional to
Furthermore, the probability of getting outcome 1 is
Since ∑ 5. We use amplitude estimation to estimate q to a relative error O (ε) with probability at least 2/3. Since q = Ω Φ/κ 2 , this requiresÕ κ/(ε √ Φ) repetitions of the above procedure and its inverse.
6. Let q ′ be the estimate of q. Then we return √ q ′ /a as the estimate of θ .
Now we take the error of phase estimation into account, and analyze the time complexity of this algorithm. In step 2, we do not get the eigenphase s 2 j exactly, but instead get some (random) λ j ≈ s 2 j (although phase estimation singles out the eigenphase 0 perfectly). This implies that we only obtain the states in steps 2-4 approximately. Since we want to estimate q to a relative error O (ε), we need to make sure that λ j − s 2 j = O εs 2 j . Then, by s 2 j ≥ 1/(dκ 2 ), we need to set the precision of phase estimation to be O ε/(dκ 2 ) . It follows that we need to simulate e iσt to accuracy O εΦ/κ 2 4 for t = O dκ 2 /ε during phase estimation. This can be done inÕ(polylog (n)·νd(dκ 2 /ε) 2 /(εΦ/κ 2 )) =Õ(polylog (n)·νd 3 κ 6 /(ε 3 Φ)) time by Lemma 9. Meanwhile, |y can be prepared inÕ(polylog (n) · χ) time by Lemma 10. Therefore, one iteration of steps 1-3 takesÕ(polylog (n) · (χ + νd 3 κ 6 /(ε 3 Φ))) time. Since amplitude estimation requiresÕ(κ/(ε √ Φ)) repetitions of steps 1-4 and their inverses, this algorithm takesÕ(polylog (n) · κ(χ + νd 3 κ 6 /(ε 3 Φ))/(ε √ Φ)) time, as claimed.
Remark:
We can reduce the failure probability of the algorithm in Theorem 1 to arbitrarily small δ > 0 by repeating this algorithm O (log(1/δ)) times and taking the median of the estimates obtained. 
Quantum algorithm for estimatingθ
Before proving this proposition, let us recall the singular value decomposition of F as shown in Eq.(40). Although |v 1 , |v 2 , . . . , |v d are d-dimensional vectors, we from now on consider them as n-dimensional vectors (that is, we embed R d into R n in the natural way). Now let
where w
Both τ + and τ − are 2n-dimensional quantum states. The following lemma says that they can be prepared quickly:
Proof. Consider the following algorithm:
1. We use the algorithm in Lemma 5 to prepare the state
where in the second step we perform the Schmidt decomposition of |F , which corresponds to the singular value decomposition of F.
We append a qubit in the state
(|0 ± |1 ) and an n-dimensional register in the state |0 , and perform the "addressing" operation
Then we obtain the state
Then the reduced state of this state on the last register is
By Lemma 5, this algorithm has time complexityÕ (polylog (n) · νd log(1/δ)), as claimed.
Combining Lemma 8 and Lemma 11, we obtain:
Then e iτ ± t can be simulated to accuracy
Proof. We use the algorithm in Lemma 11 to prepare τ ± to accuracy O (δ/t). Then we use the algorithm in Lemma 8 to simulate e iτ ± t to accuracy O (δ). It follows from Lemma 11 and Lemma 8 that this algorithm has time complexityÕ polylog (n) · νdt 2 /δ , as claimed.
Namely, τ has eigenvalues ±s 2 j 's and eigenvectors w ± j 's. We can simulate e iτt by composing the simulations of e iτ + t and e iτ − t :
. Let ν = β/α. Then e iτt can be simulated to accuracy
Proof. We use Suzuki's method [14] for simulating e i(A+B)t , where A, B are arbitrary Hermitian matrices satisfying A , B ≤ 1. This method works as follows. Define a function S 2k (x) recursively: let
and let
where p k = (4 − 4 1/(2k−1) ) −1 for any k ≥ 2. Then we have:
This implies that for any k ∈ N,
To make the right-hand side O (δ), we need to set n = Θ t
terms, where each term is of the form e iAt j or e iBt j for some
. Now we simulate e iτt by setting A = τ + and B = −τ − . We need to implement each term, which is of the form e iτ + t j or e −iτ − t j for t j = O δ Now we have all the ingredients to prove Proposition 1:
Consider the following algorithm for preparing θ (again, we assume that phase estimation is perfect in the following description, and we will take the error of phase estimation into account later):
1. We prepare the state |1 |y 5 by using the algorithm in Lemma 10.
2. We run phase estimation on e iτ starting with |1 |y , obtaining the state
3. We perform the measurement {|0 0| , I − |0 0|} on the last register. Then, conditioned on seeing the outcome corresponding to I − |0 0|, the state becomes proportional to
Furthermore, the probability of seeing this outcome is
4. We append a qubit in the state |0 , and perform the controlled-rotation
5. We measure the last qubit in the standard basis. Then, conditioned on seeing outcome 1, the rest of the state is proportional to
Furthermore, since s j ≤ b = κa, the probability of seeing outcome 1 is Ω 1/κ 2 .
6. We uncompute the s 2 j 's and −s 2 j 's by undoing phase estimation, obtaining a state proportional to
The reduced state of this state on the second register is θ , as desired. 5 The dimension of the first register is 2.
7. The above procedure only succeeds with probability q := Ω Φ/κ 2 . We using amplitude amplification to raise this probability to 1 − O (ε). This ensures that we have prepared θ to accuracy O (ε).
By Corollary 1, this requiresÕ κ log(1/ε)/ √ Φ repetitions of steps 1-6 and their inverses.
Now we take the error of phase estimation into account, and analyze the time complexity of this algorithm. In step 2, we do not get the eigenphase ±s 2 j exactly, but instead get some (random) λ j ≈ ±s 2 j (although phase estimation singles out the eigenphase 0 perfectly). This implies that we only obtain the states in steps 2-6 approximately. Since we want to prepare θ to accuracy O (ε), we need to make sure that |λ j − s 2 j | = O εs 2 j . Since s 2 j ≥ 1/(dκ 2 ), we need to set the precision of phase estimation to be O ε/(dκ 2 ) . This implies that we need to simulate e iτt to accuracy O εΦ/κ 2 6 for t = O dκ 2 /ε during phase estimation. Then by Lemma 13, this takesÕ polylog (n) · νd(dκ 2 /ε) 2 /(εΦ/κ 2 ) = O polylog (n) · νd 3 κ 6 /(ε 3 Φ) time. Meanwhile, by Lemma 10, it takesÕ (polylog (n) · χ) time to prepare |y . Thus, one iteration of steps 1-6 takesÕ polylog (n) · (χ + νd 3 κ 6 /(ε 3 Φ)) time. Since amplitude amplification requiresÕ κ log(1/ε)/ √ Φ repetitions of steps 1-6 and their inverses, this algorithm has time
We remark that the final state of the algorithm in Proposition 1 is of the form
and |φ is some normalized state, and |φ , |φ 0 , |φ 1 are some unnormalized states 7 . This fact will be useful for the following algorithms for estimating |θ j | and sgn θ j . 
1. We run the algorithm in Proposition 1 to get the state |Ψ in Eq.(75).
2. We measure the first three registers of |Ψ in the standard basis. Then the probability of seeing
3. We use amplitude estimation to estimate q j up to an additive error O ε 2 with probability at least 2/3. This requiresÕ 1/ε 2 repetitions of the above procedure and its inverse.
4. Let q ′ j be the estimate of q j . Then we return q ′ j as the estimate of θ j .
Now we prove the correctness of this algorithm. Since p = 1 − O (ε) and θ ′ j −θ j = O (ε), we have √ q j − θ j = O (ε). Meanwhile, with probability at least 2/3, we have q ′ j − q j = O ε 2 , which implies that
Now we analyze the time complexity of this algorithm. By Proposition 1, one iteration of steps 1-2 takes O polylog (n) · κ(χ + νd 3 κ 6 /(ε 3 Φ))/ √ Φ time. Since amplitude estimation requiresÕ 1/ε 2 repetitions of steps 1-2 and their inverses, this algorithm takesÕ(polylog (n) · κ(χ + νd 3 κ 6 /(ε 3 Φ))/(ε 2 √ Φ)) time, as claimed. can be determined correctly with probability at least 2/3 inÕ(polylog (n)·κ 3 (χ + νd 3 κ 4 /δ 3 )/(δΦ 3/2 )) time.
Proof. Determining sgn θ j is more complicated than determining θ j . The problem is that the algorithm in Proposition 1 only produces a quantum state θ and one cannot know the global phase of a quantum state 8 . To overcome this problem, we modify the design matrix F and response vector y, such that we know for sure about the sign ofθ j 0 , for some j 0 . Then we only need to decide whether the sign of otherθ j agrees with that ofθ i 0 . Formally, let us pick an n × d matrix G = (G i, j ) such that:
• G's columns are orthogonal and have
•
• There exists constants c 1 and
Such matrix exists and can be easily constructed (e.g. using the Hadamard matrix). Furthermore, let z be an n-dimensional vector defined as z = (z 1 , z 2 , . . . , z n ) T = θ · (G 1,1 , G 2,1 , . . . , G n,1 ) T . Namely, z equals the first column of G times θ . Now let
Then, we haveθ
Namely,θ ′ is proportional to the concatenation ofθ = (θ 1 ,θ 2 , . . . ,θ d ) T and ξ := ( θ , 0, . . . , 0) T . Note that we know that the (d + 1)-th entry ofθ ′ is always positive. Furthermore, letθ
) be the normalized version ofθ ′ . Then one can see thatθ 
Then by Eq.(48), we get χ ′ := ζ ′ /η ′ = O χκ 2 /Φ . Using these facts and Proposition 1, we can prepare a state of the form
, and |φ is some normalized state, and |φ , |φ 0 , |φ 1 are some unnormalized states, inÕ(polylog (n) · κ 3 (χ + νd 3 κ 4 /δ 3 )/Φ 3/2 ) time.
Now suppose we measure the first two registers of the state in Eq.(79) in the standard basis. Then with probability Ω (1), we obtain the outcome (1, 0) . Accordingly, the rest of the state becomes θ ′′ |Φ . Then,
. Then, we measure the state θ ′ in the basis
, and estimate the probability of seeing the outcome corresponding to + j . One can see that this probability is
In fact, we have |q ′′ − q| = O (δ). Now, ifθ j ≤ −δ, we would have q ≤ (1 − δ)/4; ifθ j ≥ δ, we would have q ≥ (1 + δ)/4. Therefore, by estimating q ′′ up to an additive error O (δ), we can distinguish these two cases and hence determine sgn θ j . We can estimate q ′′ using amplitude estimation, and this requires O (1/δ) repetitions of the above procedure and its inverse. Therefore, the time complexity of this algorithm isÕ(polylog (n) · κ 3 (χ + νd 3 κ 4 /δ 3 )/(δΦ 3/2 )), as claimed.
In the above argument, we have assumed that we know θ exactly. In fact, we only need to estimate it to a relative error O (δ). This would cause at most O (δ) disturbance to the above argument. By Theorem 1, estimating θ to a relative error O (δ) takesÕ(polylog (n) · κ(χ + νd 3 κ 6 /(δ 3 Φ))/(δ √ Φ)) time, which is negligible compared to the other part of this algorithm.
Remark:
We can reduce the failure probability of the algorithms in Proposition 2 and Proposition 3 to arbitrarily small γ > 0 by repeating them O (log(1/γ)) times and taking the median or majority of the estimates obtained.
Combining Proposition 2 and Proposition 3, we obtain:
. Let ν = β/α, χ = ζ/η and κ = b/a. Then there exists a quantum algorithm that produces an estimateθ ′ ofθ such that θ ′ −θ ≤ ε with probability at least 2/3, inÕ(polylog
1. We use the algorithm in Proposition 2 to estimate θ j up to an additive error ε/(8 √ d) with probability at least 1 − 1/(6d).
2. Let α j be the estimate of θ j . Then:
, then we use the algorithm in Proposition 3 (setting δ = ε/(8 √ d)) to determine sgn θ j with probability at least 1 − 1/(6d). Let β j be the output of this algorithm. Then we setθ 6 Quantum algorithm for estimating the fit quality So far, we have presented two quantum algorithms on the estimation of the best-fit parametersθ. One may notice that they both rely on some knowledge of the fit quality Φ. Now we show that this is without loss of generality, because Φ can be estimated quickly, as indicated by the following theorem: Theorem 3. Suppose α ≤ F i ≤ β, for any i ∈ [n]. Moreover, suppose η ≤ |y i | ≤ ζ, for any i ∈ [n]. Let ν = β/α, χ = ζ/η and κ = κ(F). Then Φ can be estimated up to an additive error ε > 0 with probability at least 2/3 inÕ polylog (n) · (χ + νd 3 κ 4 /ε)/ε time.
Proof of Theorem 3. Our strategy for estimating Φ = ŷ 2 = Π F |y 2 is as follows. We prepare the state |y , and perform the projective measurement {Π F , I − Π F } on it, and estimate the probability of seeing the outcome corresponding to Π F . The measurement {Π F , I − Π F } is implemented by running phase estimation on e iσ and checking whether the eigenphase is close to 0 or not.
Specifically, suppose |ŷ = ∑ d j=1 α j u j . Consider the following algorithm for estimating Φ = ŷ 2 = ∑ d j=1 α 2 j (again, we assume that phase estimation is perfect in the following description, and we will take the error of phase estimation into account later):
Conclusion and open problems
To summarize, we have presented several quantum algorithms for estimating the best-fit parameters and the quality of least-square curve fitting. The running times of these algorithms are polynomial in log n, d, κ, ν, χ, 1/Φ and 1/ε, where n is the number of data points to be fitted, d is the dimension of feature vectors, κ is the condition number of the design matrix, ν and χ are some parameters reflecting the variances of the design matrix and response vector respectively, Φ is the fit quality, and ε is the tolerable error. Different from previous quantum algorithms for these tasks, our algorithms do not require the design matrix to be sparse, and they do completely determine the fitted curve. They are developed by combining phase estimation and the density matrix exponentiation technique for nonsparse Hamiltonian simulation.
Our work raises many interesting questions: First, our work suggests that quantum algorithms might be able to solve curve fitting exponentially faster than classical algorithms. But we do not really prove it. Instead, we show that there exist extremely fast quantum algorithms for curve fitting when d, κ, ν and χ are reasonably small. But it is unknown whether classical algorithms can solve this case very fast. It would be interesting to study the biggest possible gap between our algorithms and classical algorithms.
Second, in this paper we focus on giving upper bounds for the quantum complexity of curve fitting. It is also worth studying lower bounds for the quantum complexity of the same problem. In particular, is it possible to generate the state θ to accuracy ε > 0 in poly (log n, log d, κ, ν, χ, 1/Φ, 1/ε) time? Note that this complexity is poly-logorithmic in both n and d. If such an algorithm exists, it might have immediate implications to certain physical problems, as suggested by [15] . We suspect that no such algorithm exists. Can this be proved under some complexity assumption, say, BQP = PSPACE? Third, Ambainis [1] has introduced a technique called variable-time amplitude amplification and used it to improve HHL's algorithm for solving linear systems. Since our algorithms for estimating the best-fit parameters have some similarity with HHL's algorithm, is it possible to use his technique to improve our algorithms as well?
Fourth, as one can see, our algorithms crucially depend on the ability to simulate the evolutions of nonsparse Hamiltonians. Here we have used the density matrix exponentiation method of [12] . It would be interesting to know whether this method is optimal. Namely, is there a more efficient way of simulating e iρt by consuming multiple copies of ρ? If so, it would lead to the improvement of our algorithms.
Finally, it would be interesting to apply our algorithms to solve practical problems in many fields.
