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ABSTRACT
Graphene physics and edge effects have a substantial influence on the elec-
tronic structure of graphene based nanomaterials. In this work, a detailed
investigation of the edge effects of graphene nanoribbon superlattices is im-
plemented in order to guide the discovery, design, and development of novel
electronic devices. Graphene nanoribbon superlattices are low-dimensional
carbon materials that are formed on making junctions with different graphene
nanoribbons as components. This leads to a variety of interesting properties
as the component ribbons have differing band structures, and edge effects
lead to interesting physical applications.
Using Density Functional Theory (DFT), we calculate quasiparticle bandgaps,
projected density of states and other electronic structure properties to find
that based on the superlattice topology, we can form Type 1 heterojunc-
tions and materials with applications in spintronics. These results were used
in conjunction with a nearest-neighbor tight-binding approach to differenti-
ate between three structures formed from graphene nanoribbon superlattices
with different interface regions. It was found that slight variations in the
interface configuration and structure can result in Type 1 heterojunctions
whose behavior could be predicted from a simple 1D effective mass model,
or devices with localized magnetism at the interface sites with potential ap-
plications in spintronics.
For devices with magnetic interfaces, we show the possibility of forming
ferrimagnetic and anti-ferromagnetic materials systems and their possible ap-
plication areas. We also explain the trends in total and absolute magnetism
for these superlattice as parameters of the system considered.
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CHAPTER 1
INTRODUCTION
After decades of continued progress and scaling, we are quite likely approach-
ing the end of the silicon era. The limitations of silicon-based electronics are
close and we are nearing the point where we must look to fundamentally new
designs and principles for continued scalability [1]. Progress in silicon-based
electronics fabrication has been at the heart of the semiconductor industry
keeping pace with Moore’s law, which states that the number of transistors
on integrated circuits doubles every two years [2]. With further scaling down
of the transistor count on an integrated circuit we see that short channel ef-
fects dominate for silicon based devices [3]. These occur because the channel
length in the transistor is of the same order of magnitude as the depletion-
layer widths of the source and drain junctions.
These short channel effects causes its behavior to be different from conven-
tional MOSFET devices, resulting in effects like punchthrough, drain induced
barrier lowering, surface scattering, hot electron effect and velocity satura-
tion. The hot electron effect leads to gate leakage current, punch through
and drain induced barrier lowering can lead to degraded electrostatics and
fringe capacitance parasitics become more important as the channels become
shorter. One track of development to overcome these effects include the de-
velopment of double-gate/FinFET architecture [4, 5, 6] to reduce parasitics
and improve transconductance [7]. High-k dielectrics [8, 9] are also being
explored to reduce gate leakage, and strained silicon channels to improve
ballistic velocities. The other track has been to explore new materials like
germanium and graphene [10, 11].
Graphene-based 1.1 materials provide an intriguing candidate to fill this
need, on account of their unique electronic structure. Graphene is a zero-
bandgap semiconductor with a linear E − k dispersion relationship [12, 13].
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This leads to Dirac-like behavior of the fermions near the Fermi energy. The
advantages of graphene are very high mobilities and saturation velocities and
perfect two-dimensional electrostatics. In addition it has high current carry-
ing capability, and good mechanical strength.
Figure 1.1: Graphene is an atomic scale honeycomb lattice made of
carbon. The red and black markers denote sub lattice sites A and B
respectively while the rhombus represent the primitive cell of graphene.
The other interesting aspect of graphene is that its primitive lattice cell
consists of two carbon atoms that are repeated to form the graphene layer.
These two carbon atoms are completely equivalent but sit on different sub-
lattice sites (site a/b) and this can result in interesting magnetic proper-
ties arising from differing magnetic states at the sub-lattice sites [14, 15].
Graphene also possesses long spin coherence times and length [16, 17, 18]
and can therefore be used to make devices that harness not only the charge
of an electron but also it’s spin state [19, 20]. This has potential application
in building next generation of devices for low latency memory applications
(as each charge can also carry an associated bit) and increased floating point
operations per second (flops). One potential area is in building spin fil-
ters [21, 22] that allows one spin state to be selectively transported after
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Figure 1.2: Nanoribbons
having been introduced in the graphene based material.
While previous computational work has shown the development of spin
filters from zig-zag graphene nanoribbons [23], in this work, we use total en-
ergy electronic structure methods to design novel graphene-based electronic
materials for spintronics and other applications. These include devices with
potential applications in spin filtering and a Type 1- 1D periodic hetero-
junction that obeys effective mass theory and can be used to form miniature
lasers/diodes for different applications. This gives us the possibility of form-
ing optoelectronic devices from the same material elements. The structure
of these superlattices is as shown in Fig: 1.2
The outline of this thesis is presented below:
In Chapter 2, we present a brief literature review on work done with re-
spect to graphene based materials focussing on electronic applications, in
particular it’s usage in transistors and radio-frequency applications, to form
heterojunctions and spintronics. We touch upon the theory behind armchair
and zig-zag graphene nanoribbons as they form the component ribbons that
go into our superlattice. We also explain the workings of devices based upon
these principles.
In Chapter 3, we provide an overview of the computational tools we have
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used to predict the electronic structure properties for the materials under
study. We focus, in particular, on density functional theory (DFT), nearest-
neighbour tight binding, and effective mass models for semiconductor hetero-
junctions and also touch upon the implementation of DFT in the packages
we have used (Quantum Espresso and SIESTA).
In Chapter 4, we give an overview of the nanoribbon topology. We present
a detailed hypothesis outlining the areas under study and outline how we
aim to create devices by changing the ribbon topology. We then present a
systematic argument showing why the different nanoribbons topologies in-
deed give us properties that can be useful in different device structures.
In Chapter 5, we present results pertaining to the nanoribbons used to form
Type-1 heterojunctions and the ribbons for spintronic applications. For the
heterojunctions we show the scaling arguments for bandgaps as explained by
DFT. We also explain confined states that occur in these systems as result-
ing from a) the formation of heterojunctions, and b) due to non-bonding of
orbitals. We then proceed to show the occurrence of tunneling as predicted
from effective mass theory and compare these results with tight binding. For
the spintronic devices we present similar scaling results for the bandgap and
it’s dependence on the system length. We find that energy eigenstates are
induced due to the presence of zig-zag states at the interface of the nanorib-
bons. We compare the energy of formation of ribbons in the ferrimagnetic
state versus the anti-ferromagnetic state and find that they have comparable
energies of formation. We then show how the magnetic moments of these
devices vary as we change the length of the component layers.
In Chapter 6, we summarize our work so far and give directions for fu-
ture work that may arise from the research presented in the thesis. Work
to calculate the transport properties for the spin polarized and unpolarized
ribbons is already under way with the aim of displaying different transport
properties to further strengthen our argument on making devices from these
materials.
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CHAPTER 2
LITERATURE REVIEW
2.1 Graphene and its electronic properties
Graphene is a two-dimensional material consisting of carbon atoms bound
together in a honeycomb lattice with a single plane of atoms [Fig. 1.1].
Graphene [24, 25] and related nanomaterials, like carbon nanotubes [26, 27],
have generated tremendous interest in the scientific community because of
their versatile mechanical and electronic properties. Graphene has high elec-
tron/hole mobility, large current carrying capacity, it is extremely light and
shows high thermal conductivity. The graphene unit cell consists of two
carbon atoms on different sub-lattice sites (a/b). On solving Schro¨dinger’s
equation for graphene, we find that the wave function for the two sites decou-
ple resulting in interesting properties. These decoupled states are represented
by spinors. Spinors are mathematical constructs, much like tensors, but they
are used to describe spin− 1
2
particles in physics.
The first method to synthesize graphene was my mechanical exfoliation
from graphite in 2004 [28]. This was simple and cheap but the graphene so-
produced is small in dimension(order of 10 microns or less), and not coher-
ent as is required for electronic structure applications. Other techniques for
producing wafer-scale graphene samples are chemical vapor deposition from
carbon-containing gases onto catalytic metal surfaces and the surface segre-
gation of carbon dissolved in the bulk of metal samples [29, 30]. Another
technique is the annealing of hexagonal SiC crystals at high temperatures
in vacuum. This results in graphitization because the Si atoms desorb and
there is rearrangement of the surface to form epitaxial graphene [31]. A good
account of these methods can be found by Avouris and Dimitrakopoulos [32].
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From solutions to the Schro¨dinger’s equation for solid-state systems we
can calculate the electronic band structure of a material. The band structure
show us the allowed and forbidden energy states for electrons in a system.
The electronic band structure for graphene shows linear E − k dispersion
near the Fermi level and the electrons behave like massless Dirac fermions
here [12]. It is also a semi-metal with zero bandgap. For low energies,
the E − k relationship of graphene is linear near the six corners of the 2-D
hexagonal Brillouin zone which leads to zero effective mass for electrons and
holes[Fig. 2.1]. Because of the periodicity of the momentum (k), only two
of the six points are inequivalent, and near these the electrons behave like
relativistic particles described by the Dirac equation for spin-1/2 particles.
The six corners are called the Dirac points of graphene.
The equation describing the E − k relation is E = h¯vF
√
k2x + k
2
y.
Figure 2.1: Electronic structure of graphene showing the E − k profile and
the Dirac cones near the Fermi level. Figure from [13]
2.2 Nanoribbon and nanoribbon superlattices
Within the spectrums of graphene-based materials, a tremendous amount
of work has been done on graphene nanoribbons [33, 34, 35, 36]. Most im-
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Figure 2.2: a) Nomenclature of aGNRs with each dimer unit labelled till
N , forming N -aGNR b) Bandgap versus aGNR width obtained from this
study.
portantly, it has been shown that graphene nanoribbons have width and
edge dependent electronic structure properties. There are two basic types of
graphene nanoribbons which exhibit distinct electronic structure properties.
These are the armchair and the zig-zag graphene nanoribbon which are dis-
tinguished by their edge structure.
Within the two broad classes of graphene nanoribbons, the armchair type
graphene nanoribbons (aGNR) display semiconducting properties due to
quantum confinement and edge effects [35, 37]. Following previous conven-
tion [33, 34, 35, 36, 35], aGNRs are classified by the number of carbon dimer-
units (N) along the unit cell [Fig. 2.2]. Within each unit cell, if there are
N-dimer units then the aGNR is an N-aGNR. A tight binding model that
accounts for edge effects by taking the reduced interatomic carbon bond
distance at the edges, and increased hopping integral between pi−orbitals
predicts the trends for these systems in accordance with first principles.
Graphene has two sub-lattice sites (a/b) with decoupled wave functions.
Because of this they can possess different spin-states in these sites. In the
zig-zag nanoribbons (zGNR), carbon atoms from sub-lattice a form one edge
while carbon atoms from sub-lattice b form the other edge. In it’s stable
structure as predicted from DFT, site a and b have opposite spends. Be-
cause of this they show semiconducting behavior on account of the staggered
7
Figure 2.3: Magnetic edges in zig-zag nanoribbons. (a) Shows band gap for
spin-unpolarized calculations. (b) Shows spin states with red as spin up
and blue as spin down states along the width of the ribbon. (c), (d) and (e)
show the band gap of the ribbons as a function of electric field, these are
spin-polarized calculations. Figure from [38]
sublattice potentials resulting from the magnetic ordering[Fig. 2.3] [38]. In
a TB model without magnetization we will form semi-metals for all zig-zag
graphene nanoribbons.
With further progress in the preparation of these ribbons via both, bot-
tom up chemical synthesis approaches [39], and top down approaches like
patterning epitaxially grown graphene [40] amongst various other meth-
ods [41, 36, 42], we can now prepare nanoribbons with varying widths and
exercise better control over the edges to take advantage of the rich edge-
dependent properties [43].
Superlattices made on joining two distinct armchair graphene nanoribbons
also have bandgaps, and these bandgaps were found to decrease on increasing
the length of the region with the smaller bandgap. The band structure is
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not very dispersive near the VBM and the CBM resulting in carriers with
low or zero mobility, this can be explained by the confinement of the elec-
trons. For different ribbon topologies, we can get confinement in different
regions. On the other hand, careful engineering of the junctions can help
to create structures with resonant tunneling behavior [44] or to create lasers
and other optoelectronic devices. In this thesis, we will further explore the
properties of heterojunctions formed from the combination of distinct nano
ribbons connected by an interfacial region (Fig: 1.2).
2.3 Devices made from graphene and its derivatives
Work is also being done to form different electronic circuit elements like het-
erojunctions, diodes and transistors for applications in various devices from
these materials [45]. Recently, graphene based transistors have been used
to create devices for applications in radio-frequency mixing [46], ultraca-
pacitors [47], acceptor materials in photovoltaics [48], and liquid crystal de-
vices [49]. In this section we review some of the devices made from graphene.
Because pure two-dimensional graphene is a semi-metal with zero band
gap, graphene-based transistors are ambipolar in nature and cannot be switched
off. Therefore, derivative compounds of graphene that do exhibit a band gap
such as nanoribbons and graphene doped or functionalized with adatoms are
most widely considered for logic applications. On the other hand, graphene
has high electron mobilities and can operate at high cutoff frequencies, it
therefore shows potential n radio-frequency applications.
Recently, transistors made from graphene have shown on/off current ratios
between 3-50 [50], while those made of silicon are in the range of 106. The
small on/off ratios leads to high power consumption even when the transis-
tor is in the off state. Graphene nanoribbon-based transistors on the other
hand show on/off ratios of around 106 comparable to silicon. One advan-
tage of graphene is that devices for high frequency applications can be built
because of high electron-hole mobility. Recent demonstrations show tran-
sistors with cutoff frequency of fT = 100 GHz with gate-lengths of 240 nm
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which are higher than silicon devices with gate lengths of comparable size.
On the other hand as we open bandgaps, the band structure near the min-
ima changes from linear to parabolic resulting in reduced mobility[Fig. 2.5].
Therefore the potential tradeoffs are between speed and power consumption,
with the latter being the more important parameter to tune to create tran-
sistors for low power devices that can scale according to Moore’s law after
we reach the fundamental limit of silicon scaling [50].
Figure 2.4: On-Off current for two graphene MOSFETs showing a ratio of
3 and 7 respectively. Figure from [50]
As mentioned before, graphene nanoribbons have band gaps and they can
switched on/off effectively. Another potentially interesting application is in
the formation of heterojunctions. Heterojunctions have a wide variety of ap-
plications, and depending on the heterojunction type, they can be used to
form devices like lasers, tunnel diodes and active layers in solar cells. Because
of the formation of quantum wells and barriers, electrons in such structures
have rich electronic structure properties and these can be well explained by
simple models [51] [52, 53, 54].
The recent demonstration of spin injection into graphene, and the observa-
tion of long electron relaxation times and length [17, 18] could play a major
role in its usage in spintronic devices. While it has been demonstrated that
zig-zag graphene nanoribbons have spin states that can be both ferromag-
10
Figure 2.5: Mobility for different materials as a function of bandgap.
Figure from [50]
netic and anti-ferromagnetic at the edges [38], and calculations performed on
these systems show that very high values of magnetoresistance can be ob-
tained [23], these devices have a current in plane configuration. In this work,
we show how a current perpendicular to plane device configuration can be
formed from the graphene nanoribbons we have designed.
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CHAPTER 3
COMPUTATIONAL THEORY AND TOOLS
The primary goal of this work is to understand electronic structure properties
of different graphene nanoribbons of the type shown in Fig. 1.2. The proper
understanding of the electronic structure will help us in designing nanorib-
bons that serve the applications we are targeting, namely that of the creation
of Type 1 heterojunctions and devices that can function as spin filters.
In this section we outline the theory and tools used to carry out the anal-
ysis. The quantities of interest in our calculations can be calculated from
Schro¨dinger’s wave equation. In particular, the quantities of interest are
bandgaps (direct and indirect), band structure, density of states, local den-
sity of states and wave functions for different states. In addition, we wish
to obtain data from both spin-polarized and non spin-polarized systems and
the magnetic ordering of the material.
3.1 Schro¨dinger Equation
The Schro¨dinger equation is a partial differential equation that describes
how the quantum states of a system changes with time. In its most general
form the time independent Schro¨dinger equation gives a description of the
quantum system’s evolution with time as:
ih¯
∂
∂t
Ψ(Relectron,Rnuclei, t) = HˆΨ(Relectron,Rnuclei, t) (3.1)
where ψ is the wave function of the system, i is the imaginary unit, h¯ is
the reduced Planck constant, Hˆ is the Hamiltonian operator, which gives
the total energy of a given system and depends on the interactions being
considered and Relectron and Rnuclei are the electron and nuclei positions
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respectively.
For a many body system, the Hamiltonian is of the form:
Hˆ =
1
2
∇2 −
∑
iI
ZI
riI
+
∑
i 6=j
1
rij
(3.2)
and ZI is the nuclear charge,
1
2
∇2 is the kinetic energy operator and r repre-
sents the two body distance. In the above Hamiltonian, the first term is the
Kinetic energy operator, the second term is the ion-electron potential energy
functional and the third is the electron-electron potential energy functional.
3.1.1 Many-electron systems
In the ideal case, an exact solution to the Schro¨dinger equation would give us
the solution for the many-body electron wave function but the computation
is prohibitively expensive for any system with even a few electrons. This
is because the Hamiltonian includes a potential energy contribution which
contains terms with two-body interactions (third term in Eq. 3.2). This
equation will then be a function of the coordinates of all the electrons and
nuclei particles. This will therefore be a 3N dimensional problem where N is
the number of particles. In order to make the problem tractable, a series of
approximations are typically invoked to reduce the complexity of the prob-
lem.
In the first level, we use the Born-Oppenheimer (BO) approximation [55]
which allows us to decouple the wave function of a molecule into its electronic
and nuclear components. Then the nuclei are clamped, i.e. the nuclear ki-
netic energy is neglected, and the electrons only feel the Coulomb potential of
the nuclei clamped at certain positions. This approximation works because
the electrons are lighter than the nuclei and therefore respond on a much
smaller timescale than nuclear motion.
In this approximation we also assume that there is no coupling between
the electronic states (adiabatic approximation):
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Ψtotal = ψelectronic × ψnuclear (3.3)
Even after the BO approximation is applied, obtaining the solution to the
Schrodinger equation is a mammoth task.
In it’s variational form, obtaining solutions for the ground state wave func-
tion then becomes an energy minimization problem with 3Ne variables where
Ne is the number of electrons. The problem is therefore still intractable. For
this reason a variety of methods and theories have been proposed to obtain
the electronic structure with the least possible computational complexity.
In working towards density functional theory (DFT), the workhorse of
modern computational materials modeling, a few important approximations
were proposed. The first is the Hartree Approximation where each electron is
assumed to be an independent particle moving in an effective potential. The
effective potential represents the attraction of the nuclei and the ”average”
effect of the repulsive interaction of other electrons. The Hartree equation
therefore restricted the search for the many-body wave function as the prod-
uct of single (independent) electron wave functions with the potential term
appropriately modified:
Ψ(r1, r2, ....., rn) = Φ(r1)Φ(r2)...Φ(rn) (3.4)
where Φ are the orbitals. The Hartree potential is itself dependent on the
solution of the orbitals, i.e. the solution of the other Hartree equations and
therefore we need to solve the n simultaneous equations for the n orbitals
self-consistently. This is done iteratively by taking a guess at the initial or-
bitals, constructing the Hamiltonian operators, and solving the Schro¨dinger
equations. We then obtain a new set of orbitals and repeat this process until
convergence is achieved. This is called a self-consistent field.
So far as the solutions themselves are considered we have not included any
effect of the spin statistics and the fact that electrons are fermions with half-
integer spins. When we exchange two identical fermions the wave function
sign should change as this imposes a constraint on the true many body wave
function that when the positions of two electrons are exchanged, the wave
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function should be unchanged except for a change in sign. This is called the
Pauli exclusion principle, and such a wave function is often referred to as
being ‘antisymmetric upon exchange’:
Ψ(r1, r2, ....., rn) = −Ψ(r2, r1, ....., rn) (3.5)
In the Hartree approximation the wave function does not exhibit the proper
exchange symmetry. This is addressed in the Hartree-Fock approximation
[56] where an antisymmetric wave function is constructed via a Slater de-
terminant of the one-particle orbitals. This wave function is optimized by
varying the orbitals to minimize the energy with the constraint that the
orbitals remain orthogonal to each other [57]:
ΨHF (R) = |M | (3.6)
where
Mij = φi(rj) (3.7)
The Hamiltonian in the Hartree-Fock approximation includes the kinetic
energy term, electron-nuclei interaction term, Hartree term describing the
interaction between electron in a particular orbital with the charge density
of all other electrons, and an exchange term which includes the effect of
switching electron orbitals. For spin calculations we can include Slater de-
terminants for up-spin and down-spin electrons. As is apparent, the model
is self-interaction free but does not describe any correlation effects between
electrons because the electrons themselves have been smeared out (repre-
sented as a function of their densities). The difference in the actual ground
state energy and the Hartree-Fock energy is called the correlation energy.
A higher level of theory, configuration interaction, takes a wave function
that mixes in ”excited states” to the ground state by taking a linear com-
bination of possible starting states. These states can be constructed from
Slater-like determinants that include electrons excited from orbital i to or-
bital j. The techniques described above take advantage of mean-field like
methods where the individual electrons are replaced by the mean fields of
all the electrons. Most of the methods described above are computationally
expensive: Hatree-Fock scales as O
(
N4
)
and configuration-interaction ??
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scales as O
(
N7
)
, where N is the number of particles.
3.1.2 Single particle equation
On applying the Hartree approximation, we can break down the many-body
wave function to a single particle equation. If the Hamiltonian does not
evolve in time, we obtain solutions to the Schro¨dinger equation that are
time-independent. In this case the equation reduces to:
EΨ(r, t) = HˆΨ(r, t) (3.8)
where E is the energy eigenvalue and the same state, scaled by the energy
eigenvalue, Ψ(r, t) is obtained upon transformation by the Hamiltonian. The
solution can be obtained by separation of variables in the time and position
domain.
The Hamiltonian depends on the interactions present. For example, in the
case of the non-relativistic equation for single particles in an electric field (no
magnetic field) the Hamiltonian is given by:
ih¯
∂
∂t
Ψ(r, t) =
[−h¯2
2m
∇2 + V (r, t)
]
Ψ(r, t) (3.9)
where m is the particle mass, V is the potential energy, ∇2 is the Laplacian
and ψ is the wave function.
3.2 Density Functional Theory
The big advantage of density functional theory (DFT) [58] is that the ground
state of a system can be represented as a function of the electron density in-
stead of the wave function. This directly reduces the problem from one in
3N dimensions to 3 dimensions.
The precursor to the development of DFT is the Thomas-Fermi approach
where energy is formulated as a functional of charge density. Under this
scheme, the potential energy terms of the Hamiltonian are straightforward
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to solve, but the kinetic energy terms are more tricky. In effect it is nec-
essary to obtain the curvature of the wave function,
[
−h¯2
2m
∇2
]
Ψ(r, t), from
the charge density [59, 60] . This made the Thomas-Fermi approach difficult
to implement exactly and was taken care of, computationally, by Kohn and
Sham. The Thomas-Fermi approach approximates this kinetic energy term
as the electronic kinetic energy of non-interacting electrons in a homogeneous
electron gas of the same electron density. This is obtained by summing all
free electron energy states up to the Fermi wavevector.
The Thomas-Fermi equation is solved variationally with the constraint
that the total charge density integrated over the volume must be equal to
the total number of electrons present in that volume.. The shortcomings of
this approach include the neglect of exchange and correlation energy and it
is difficult to treat the kinetic energy.
The Hohenberg-Kohn theorems put DFT on a firm theoretical footing and
expanded on the idea in the Thomas-Fermi approach [61, 62]. The first
Hohenberg-Kohn(HK) theorem states that the charge density can be consid-
ered a basic variable for the system in its ground state. The ground state is
uniquely determined by the external potential Vext and number of electrons.
Hence, all properties can be constructed to be a function of these variables.
The HK theorem states that there is a one-to-one correspondence between
the external potential and the ground state electron density n; however, it
is not rigorously applicable to excited states [63]. Also the integral of the
electron density determines the number of electrons, and therefore electron
density is a basic variable for the system. The second HK theorem introduces
an energy functional for the system and shows that the ground state electron
density variationally minimizes the energy functional. It also shows that the
electron energy functional is universal and the same for all systems for the
same number of electrons and a system dependent term. The variational
problem presented by the HK theorem states that the ground state energy of
many-electron systems can one obtained by minimizing the energy functional
on keeping the number of electrons constant:
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δ[
F [n(r)] +
∫
Vext(r)n(r)d(r)− µ
(∫
n(r)d(r)−N
)]
= 0 (3.10)
This equation can also be written in the Euler form giving:
µ =
δF [n(r)]
δn(r)
+ Vext(r) (3.11)
where F [n(r)] is a universal energy functional of the electron which is un-
known, vext(r) is the external potential that the system is located in, n(r) is
the electron density , N is the total number of electrons and µ is the Lan-
grage multiplier which constrains the integral of the electron density to be
equal to the number of electrons.
Figure 3.1: The results of the Hohenberg-Kohn theorem. After [64]
Thus far, the HK theorems are pristine and we have not introduced any
approximations, but they do not provide a framework to implement DFT
calculations. The Kohn-Sham equations provide a computational framework
to perform DFT calculations. Here, a reference system is used where elec-
trons are assumed to be non-interacting. The electrons move in an effective
single-particle potential (Kohn-Sham potential) such that the ground state
charge density is equivalent to the charge density of the interacting system.
These approximations allow us to implement the HK theorems but the ap-
proximations make the ground state solutions inexact. More specifically,
the effective single-particle potential that gives the same ground state charge
density as the interacting system is not known, and must be approximated in
18
some manner. The Kohn-Sham equations [59, 60] for single-particle orbitals
are given by:[
−1
2
∇2 + VH(r) + VXC(r) + Vext(r)
]
φi(r) = iφi(r) (3.12)
VH(r) =
δEH [n(r)]
δn(r)
=
∫
n(r′)
|r− r′|dr
′ (3.13)
VXC(r) =
δEXC [n(r)]
δn(r)
(3.14)
The Hamiltonian is now written as a functional of single-particle states
and contains terms grouped into the kinetic energy term, Hartree potential
[Eq. 3.13] (with the mean field repulsion associated with the charge density)
and all other electron-electron interactions (the unknown part) termed the
exchange-correlation energy [Eq. 3.14]. Estimating the kinetic energy, which
was difficult in the Thomas-Fermi approach is easier because the ground
state Kohn Sham wave functions ψKS are the Slater determinants of the
ground-state Kohn-Sham single-particle orbitals φi(r). The universal elec-
tron functional is now partitioned into a kinetic energy, Hartree energy term
(known) and an unknown exchange correlation energy.
F [n(r)] = TS[n(r)] + EH [n(r)] + EXC [n(r)] (3.15)
where TS[n(r)] is the kinetic energy of a non-interacting electron gas of den-
sity n(r), EH [n(r)] is the Hartree energy and EXC [n(r)] is the exchange-
correlation energy.
Now, the eigenvalues for a problem can also be obtained by Lagrange
multipliers [65] and in Eq. 3.12 the values of i can be thought of as the
lagrange multipliers for orthonormal single particle states. The total electron
density is given as a sum over magnitudes of the single-particle orbitals:
n(r) =
N∑
i=1
|φi(r)|2 (3.16)
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and TS[n(r)] is given by:
TS[n(r)] = −1
2
N∑
i=1
∫
ψ∗i (r)∇2ψi(r)dr (3.17)
We can see that the Kohn-Sham equation require us to solve for N La-
grange multipliers (i) as against one in the HK theorem to obtain kinetic
energy exactly. However solving for higher N does not increase complexity
but only the number of single-particle equations. We have now found all
the energy terms barring the exchange-correlation energy which we discuss
next. On finding the exchange-correlation energy we can solve for energy
self-consistently with respect to the electron density.
The formal self consistent loop is given in the flow-chart in Fig. 3.2
The exchange-correlation energy Exc[n] contains all the missing quantum
correlations. Improvements in the accuracy of DFT are the result of improve-
ment in the exchange-correlation energy. Many functionals for exchange-
correlation energy have been proposed. The earliest was the local-density
approximation (LDA). In LDA the exchange-correlation energy functional is
written as an integral over the exchange and correlation energy density func-
tion at a position vector r. This approximation is local and the exchange
and correlation energy is given by the parametrization of the solution for the
uniform electron gas by Ceperley and Alder [66] (Local Density Approxi-
mation). Because of the implementation of the LDA into the Kohn-Sham
scheme the modeled system is more metallic, causing an underestimation of
the band gap, or in extreme cases it predicts a metallic state instead of a
semiconducting state [67].
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Figure 3.2: Flowchart describing the self-consistent field performed by
DFT packages
Figure 3.3: Hohenberg-Kohn theorem and the interactions after application
of the Kohn-Sham equations for non-interacting systems. After [64]
Various other exchange-correlation functionals have since been developed
21
to better capture true exchange and correlation interactions. These include
the generalized gradient approximation [68](GGA) which is local but takes
into account the gradient of the density at the same coordinate. These func-
tionals better handle surfaces and molecular geometry. Meta-GGA function-
als [69] take into account the second-derivative of the electron density. In
case of hybrid functionals [70, 71], the exact exchange energy is calculated
from Hartree-Fock Theory.
Exc[n(r)] =
∫
[x(n(r)) + c(n(r))]n(r)d
3r (3.18)
ELDAXC [n] =
∫
XC(n)n(~r)d
3r (3.19)
ELSDAXC [n↑, n↓] =
∫
XC(n↑, n↓)n(~r)d3r (3.20)
EGGAXC [n↑, n↓] =
∫
XC(n↑, n↓, ~∇n↑, ~∇n↓)n(~r)d3r (3.21)
3.3 Practical implementation of DFT Methodology
Finally, when performing the calculations, a number of other optimization
techniques are used. The electrons associated with an atom occupy differ-
ent energy levels. They can be separated into core and valence electrons
depending on how tightly they are bound to the core. For the electrons
that are tightly bound, we construct a potential for the effective nuclei and
core electron system. This is the pseudopotential approach. The orbitals are
expanded within a fixed basis and the total energy is calculated for these
trial orbitals. We iterate charge density to minimize the energy and achieve
self-consistency. In performing this technique the kinetic and Hartree energy
are usually evaluated in reciprocal space, exchange-correlation energy and ex-
ternal potential in real space and we sum over all states in the Brillouin zone.
In the pseudo potential approach, the core electrons are frozen with the
nuclei to take into account only the effect of the valence electrons. Therefore
depending on the application or purpose of the study, it is crucial to check
the transferability of the pseudopotential. Also these pseudopotentials can
22
be made to include semi-core states which might be necessary for applications
where the semi-core states take part in the physics. They can also include
corrections for relativistic effects.
For estimating the wave functions, different basis sets can be used which
include plane-wave (PW) , gaussian, real space representations, projector-
augmented wave (PAW) and linearized augmented plane waves (LAPW).
Different DFT packages are available which implement these.
3.3.1 Geometry Optimization within DFT
Relaxation of the atomic structure is also handled by calculating the Hellman-
Feynman forces. For the minimum energy, force on every atom should be
zero. The Hellman-Feynman theorem relates the derivative of the total en-
ergy with respect to a parameter λ, to the expectation value of the derivative
of the Hamiltonian with respect to the same parameter. In effect, if the spa-
tial electron distribution is known, we can find the forces of the system by
finding the derivative of the energy with respect to the x, y, z directions.
dE
dλ
=
∫
ψ∗(λ)
dHˆλ
dλ
ψ(λ) dτ (3.22)
where Hˆλ is the Hamiltonian depending λ, ψ(λ) is the eigenfunction depend-
ing on λ, dτ is the domain of integration.
To calculate the molecular forces we take the derivative of the Energy with
respect to the direction(x) giving,
FXγ = −
∂E
∂Xγ
= −
〈
ψ
∣∣∣∣ ∂Hˆ∂Xγ
∣∣∣∣ψ〉. (3.23)
This is minimized until the total force is less than a chosen threshold force.
in principle the system can relax to meta-stable structures; finding the real
ground state is dictated by how good the starting configuration is, i.e. else
we can converge to a local minima.
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3.3.2 Solid State Systems
In solid-state systems the atoms are arranged in a crystal lattice. This lattice
is periodic in nature and the smallest repeating unit that can reproduce
the crystal is called the primitive unit cell. Since the crystal possesses a
periodic arrangement of atoms, the external potential is also periodic in
nature. Because of this the solution of the wave function, i.e. the energy
eigenfunction, for this system may be written as the product of a function
with the periodicity of the potential field (the periodic Bloch function) and a
phase term [72], eik.r, where k and r are vectors in the reciprocal/real space
respectively, giving:
ψnk(r) = e
ik·runk(r) (3.24)
with energy eigenvalues, n(k), periodic with periodicity K of the reciprocal
lattice vector. With each index n, the energy varies continuously with wave
vector k and forms an energy band identified with the index n.
Importantly, for a given wave vector and potential, the solutions indexed
by n for the Schro¨dinger’s equation, are called bands. They are separated in
energy at each k and if the separation extends over all wave vectors, there
is a gap in the band structure. If this gap occurs between the filled valence
orbitals and the empty conduction orbitals there is a band gap existent in
the system. Also, if the gap is at it’s minimum at the same k-point it is
called a direct band gap, else it is called an indirect band gap.
The band gap for a system helps us identify if it is an insulator, conductor
or semiconductor. Insulators posses wide band gaps and a large amount of
energy is required to excite electron from the valence band to the conduction
band. Hence they have low electrical conductivity. Metals, on the other
hand, have no gaps and therefore conduct electrons freely as they can eas-
ily be excited to the conduction band state. Semiconductors lie in between
metals and semiconductors. They possess gaps but electrons can be excited
to reach the conduction band under normal conditions.
For direct band-gap semiconductors, the electrons can be excited by sources
which supply energy to the system such as photons. In case of indirect band
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gap semiconductors, an energy source has to be coupled with something that
allows us to change the crystal momentum, h¯k, of the system. These include
crystal vibrations and other sources.
Figure 3.4: Schematic of direct and indirect band gaps in a system. From
[73]
3.4 Capturing the physics methods
To complement the DFT analysis, we used tight-binding and effective mass
approximations for heterostructures to see if we could capture the essential
physics of our systems. A description of these methods is presented in the
following subsections.
3.4.1 Tight Binding (TB) Approach
The tight-binding approach is closely related to the linear combination of
atomic orbitals (LCAO) method in chemistry. Unlike the nearly free electron
model, where the electron is assumed to roam freely in a sea of ions, which is
more appropriate for metals, the TB method is more appropriate where the
electrons are “tightly” bound to the solids.
Formulation - In this method, the Hamiltonian of the total system is
only affected by a small correction ∆U (perturbation) over the Hamiltonian
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of individual atoms. The solution ψr is then approximated as a linear com-
bination of atomic orbitals ϕm(r).
H(r) =
∑
Rn
Hat(r −Rn) + ∆U(r) (3.25)
ψ(r) =
∑
m,Rn
bm(Rn) ϕm(r −Rn) (3.26)
and Rn is an atomic site in the crystal lattice and m in the atomic energy
level. We can impose the Bloch conditions to get the form of the wavefunction
to be:
ψ(r) ≈ 1√
N
∑
m,Rn
eik·Rn ϕm(r −Rn) (3.27)
Second Quantization - In this work, we implement a second quantiza-
tion formulation of the TB approach with only nearest neighbor hopping:
nearest-neighbor tight-binding (NN-TB) [12, 13]. When the atomic orbitals
are taken as the basis state, the tight binding Hamiltonian is:
H = −t
∑
〈i,j〉,σ
(c†i,σcj,σ + h.c.) (3.28)
c†iσ, cjσ- creation and annihilation operators
σ - spin polarization
t - hopping integral
〈i, j〉 -nearest neighbor index
h.c - Hermitian conjugate of c†i,σcj,σ
On diagonalizing the Hamiltonian, we obtain the energy eigenvalues and
eigenvectors. The eigenvectors that result from this are related to the wave-
functions for different energy eigenvalues.
For armchair graphene nanoribbons, we can use the topology to create a
TB hamiltonian. The interactions can be thought of as taking place on a
ladder as shown in Fig 3.5.
The hopping parameters, t
||
n,n+1 denote hopping from different levels of
dimer units, and t⊥n denote the hopping to different sub-lattice units. For
every alternate rung, t⊥n and its conjugate are taken because of the bonding
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Figure 3.5: Topological structure of armchair graphene nanoribbons that
are used for NNTB approach. The green and the black sites denote
different sub-lattices. t1 and t2 indicate the hopping parameter in the
perpendicular and axial direction of the nanoribbons
structure.
The Hamiltonian is thus a N ∗ N matrix for N atomic sites. The eigen-
solutions can be obtained numerically using various solvers as implemented
in both MATLAB and Mathematica; obtaining the analytical equations is a
more difficult task.
3.4.2 Effective Mass Theory and Envelope Function
Approximation
In effective mass theory for semiconductor heterojunctions, the wavefunction
is separated into two components; one of which varies on the length order of
atomic distance and the other which varies in the length order of superlattice
pitch [74]. For further analysis only the latter wavefunction (called the enve-
lope function), varying over distances on the scale of the superlattice pitch
is taken. The Schro¨dinger equation is then solved for the envelope function
with the electron mass taken as the effective mass in each heterojunction
region. This theory works well for heterojunctions where the effective po-
tential can be taken as the superposition of the potential in the two regions.
The Schrodinger equation with the boundary conditions for this system are
given below and looks similar to the Kronig-Penney potential [75] [Fig 3.6a].
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(a) Periodic potential due to the
different armchair nanoribbons that
make up the superlattice can be
represented by the Kronig-Penney
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(b) Potential for a tapered graphene
nanoribbon in the 3966 configuration
Figure 3.6: Potential Diagrams for sample nanoribbon and Kronig-Penney
model
−h¯2ψ =
{
2m∗1Eψ when 0 < x < (a− b)
2m∗2(E + (V2 − V1))ψ when (a− b) < x < a
with continuity conditions for ψ and dψ
dx
at x = (a − b) and the wave-
function satisfying Bloch theorem ψ(x = a) = eik.aψ(x = 0) which gives
ψ(x = a) = ψ(x = 0) as eik.a = 1.
3.5 Benchmarking of Computational Methods
The first-principle Density Functional Theory [76, 77] results presented here
employ a plane-wave DFT framework using the Quantum Espresso pack-
age [78]. We use the Perdew-Burke-Ernzerhof (PBE) [79] flavor of the gener-
alized gradient approximation (GGA) to correct for the exchange correlation
energy in both the spin-polarized and spin-unpolarized cases, and the total
energy calculations have a plane-wave kinetic energy cutoff of 30 Ry. Pe-
riodic boundary conditions are imposed and appropriate vacuum is used to
make neighboring images non-interacting. A Monkhorst-Pack scheme with
1×8×1 k-points is used to sample the Brillouin zone (BZ) for the 11-aGNR;
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this sampling is then scaled according to supercell sizes. Core electrons are
modeled via ultrasoft pseudopotentials as implemented by Rappe et al. [80].
For supercell relaxation calculation, the atomic coordinates are internally
relaxed until the Hellmann-Feynman force acting on each atom is less than
0.025 eV/A˚.
Benchmarking was performed by calculating the elastic constants and
band structure of graphene and the band-structure and energy gaps of arm-
chair type nanoribbons. Our results for the variation of bandgaps with
width, as shown in Fig 1.1, agree well with values previously reported in
the literature [35]. The tight-binding Hamiltonian has the form HTB =
−t∑(a†ibj + H.c) where a†i (b†j) are the creation operators for sites Ri (Rj)
of the A and B sub-lattices and ai (bj) are the annihilation operators. The
hopping parameter are set to agree with our DFT calculations. We do not
attribute any physical meaning to the parameter but consider it to be a fitted
variable.
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CHAPTER 4
NANORIBBON TOPOLOGY
The topology of a nanoribbon plays a crucial role in its electronic proper-
ties. Ribbons with armchair edges are semiconductors with band gap that
decreases with width; the edges do not exhibit magnestism. [35, 37]. On the
other hand ribbons with zig-zag edges are semiconducting due to the stag-
gered sub-lattice potential on the A and B sub-lattice sites in the ribbon
[Fig.2.3]. The presence of zig-zag sites in an otherwise largely armchair edge
structure significantly affects the band gaps. The band gap for armchair-
edged ribbons are much larger than those for zigzag-edged ribbons of similar
width.
4.1 Geometries to be considered - Topology and
Nomenclature
In this section, we discuss the candidate structures we have studied and their
nomenclature. A wide variety of superlattices can be designed from armchair-
type nanoribbons and we focus our study on superlattices with maximally
6 unit cells in superlattice 
9- aGNR  
6 unit cells in superlattice 
3- aGNR
Interface
Figure 4.1: Nomenclature for a 3-(3,7,6,6) type superlattice
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Figure 4.2: (a) Possible cut directions with edge types when proceeding
along aGNR periodic axis; with armchair (60◦), zig-zag (30◦, 90◦) or mixed
edges (other angles) (b) Different cut positions when proceeding along 60◦
(c) Cut at location 1 gives 2 zigzag edges with electron density graph (d)
Cut at location 2 gives no zig-zag edges with electron density graph (e) Cut
at location 3 gives mixed edges with electron density graph
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armchair-type edges. We explain the rationale for this later.
4.1.1 Topology
To form these periodically arranged superlattices structures two graphene
nanoribbons of varying width are connected via an interface region as shown
in Fig. 4.1. The atomic structure of the interface is a crucial feature of this
superlattice. Fig. 4.2.a shows that on proceeding along different directions
in the direction of the aGNR edge, we can make multiple taper angles from
one ribbon to another. These include interfaces with armchair (60◦), zig-zag
(30◦, 90◦) or mixed edges (other angles) [44][Fig 4.2]. In this study, we focus
on the 60◦ edge alone, because the other (zig-zag) edges exhibit states that
close or reduce drastically the band gaps. [81].
Even when limiting the tapering angle to 60◦, the superlattice interface
can be cut in three distinct ways (location 1, 2, and 3). Depending on the
nature of the cut, different edge states at the interface arise giving rise to
different optical and electronic properties of the various nanoribbon super-
lattices [Fig. 4.2 b,c-e]. We show in the figure how the total charge density
varies for different cut locations [Fig. 4.2 c-e]. Of particular interest is the
fact that armchair-type edges have much higher electron densities than other
carbon-carbon bonds. For the cuts at location 2, the interface also shows
very high electron density at the edges but in case of the interfaces with cuts
at location 1 and 3, the electron densities are lower (darker red regions in-
dicate increased charge density). From now on we shall refer to the ribbons
with cuts at location 1,2 and 3 as topology type 1, 2 and 3.
This distribution of charge density is consistent with the fact that armchair-
type edges are thought to have carbyne-type bonds [82] and therefore show
higher electron densities. As carbon is sp2 hybridized in a graphene sheet,
the bonds are either single or double bonds and they have multiple resonance
structures. Radovic et al. [82] found that at the edges the carbon-carbon
bond is a triple bond for armchair-type edges and contains lone-pairs for
zigzag-type edges. Therefore the electron density is higher at the edges for
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armchair-type nanoribbons. Through this theory we can see that for su-
perlattices of topology type-1 and topology type-3 there is lesser electron
density at the interface than other armchair type edge sites and they have
more zig-zag type character. Also, for interface regions of topology type-1
and 3 exhibiting zig-zag character, we find that the structure with the least
energy is magnetic in nature with the different sub-lattice sites carrying dif-
ferent spins [Fig 4.2] that are confined at the interface of the two aGNRs.
We shall discuss these results in more detail later.
4.1.2 Nomenclature
In this section, we explain the nomenclature for the different superlattices.
The superlattices under study are made from two armchair nanoribbon seg-
ments joined together. The interface sites are tapered at 60o to be maximally
armchair like in character. Therefore the degrees of freedom for the super-
lattices are the width of the component nanoribbons, their length, and the
character of the interface connecting them. As described above, the interfa-
cial region is tapered at 60o, we therefore have four degrees of freedom for
the length/width of the component nanoribbons and one for the location of
cuts at the interface. We also constrain the superlattices to be symmetric
about its axial direction for simplicity.
Therefore five variables a- (b,c,d,e) completely describe the ribbon in a
superlattice unit cell, where a is the cut location/topology type, b and c in-
dicate the width of b-AGNR and c-AGNR component nanoribbons (where b
and c are the number of dimer units) and d and e specify the length of the
segments in each unit cell in terms of the number of benzene unit cell for
ribbons with width b and c respectively 4.1.
For example in Fig. 4.1, we show a 3- (3,7,6,6) ribbon, where 3 is the
topology type, 3 and 7 indicate the width of 3-AGNR and 7-AGNR compo-
nent nanoribbons (where 3 and 7 are the number of dimer units) and 6 and
6 specify the length of the segments in each unit cell in terms of the number
of benzene unit cell for ribbons with width 3 and 7 respectively.
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4.2 Properties of different ribbons
Having described the topology and nomenclature for the superlattices, we
proceed to study the electronic structure. Already, preliminary analysis of
the charge density plots [Fig. 4.2.c-e] show subtle differences in the electronic
properties of the different superlattices under consideration. Here we explore
the electronic structure properties in further detail. We have analyzed rib-
bon topology using both nearest neighbor tight-binding methods and density
functional theory. In this section we will outline the various calculations per-
formed and the insights gained from them which enable us to conclusively
state that nanoribbon topology at the interface is crucial in determining the
electronic structure.
We will first look at the projected density of states for superlattices for each
of the cut locations. We then examine the sparse connectivity matrix for the
different superlattice configurations and outline the differences between the
three superlattice topologies. The band-gap scaling for the superlattices are
provided next with an explanation for the different trends. We finally con-
clude this chapter showing that tunneling for superlattices of topology type-2
can be well explained by a 1-D effective mass theory.
4.3 Projected Density of States (PDOS)
The projected density of states gives the density of states associated with
each atomic site and angular momentum channel. It is a projection of the
electron density onto local orbitals and channels. This is useful to ascertain
which atoms or group of atoms are responsible for certain features in the elec-
tronic structure. The projection is usually not perfect resulting in spilling of
electrons, which is captured in the spilling parameter term. The closer the
spilling parameter is to zero, the better the projection. We plot the density of
states associated with the different regions of the superlattices. The PDOS
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was calculated with respect to the wider segment of the superlattices, the
narrower segment of the superlattices and the interface sites.
Shown in Fig. 4.3 are the PDOS for a 3-(3,7,6,6) system, which refers to a
superlattice of topology type 3 composed of aGNRs of width 3 and 7 dimers
units, each with length 6 unit cells [Fig. 4.3.a]. The armchair nanoribbons
of width 3 and 7 are semiconducting with band gaps of 1.78 eV and 1.62 eV
respectively.
From Fig. 4.3.b, it is clear that this superlattice structure possesses elec-
tronic states near the Fermi level, and that these states are largely localized
to the interface region even though, as a percentage, only 28.3% of the sites
are interface sites. Therefore even when two semiconducting nanoribbons
are joined in this manner, the resulting periodic junction can exhibit smaller
band gaps than the component nanoribbons. This is indicated in Fig 4.3b,
where states are found to be present near the Fermi level. The contribu-
tion from the interface indicates that these states result from the topology of
the superlattices at the interface and not from the component nanoribbons
themselves.
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7-aGNR 3-aGNR Interface
(a) Unit Cell of a 3-(3,7,6,6) superlattice
(b) projected density of states from the 3 and 7 aGNR region and the interface
Figure 4.3: projected density of states for 3-(3,7,6,6) superlattice
We now proceed to calculate the PDOS for the other superlattices types.
This is to ascertain whether there are contributions to the density of states
near the Fermi level because of the presence of zig-zag sites at the interface.
In Fig. 4.4, we show the PDOS for a 1-(3,7,6,6), 2-(3,9,6,6) and 3-(3,7,6,6) ta-
pered graphene nanoribbon. These figures indicate that semiconducting be-
havior is preserved in the 2-(3,9,6,6) ribbons, while 1-(3,7,6,6) and 3-(3,7,6,6)
systems both exhibit states near the Fermi level that are highly localized to
the interface regime. The band gap of the 2-(3,9,6,6) system is 0.42 eV, lying
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in between the band gaps of the constituent 3 and 9 aGNRs.. (Fig. 4.4).
(a) PDOS for a 1-(3,7,6,6) nanoribbon
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(b) PDOS for a 2-(3,9,6,6) nanoribbon
(c) PDOS for a 3-(3,7,6,6) nanoribbon
Figure 4.4: projected density of states for ribbons of topology type-1,2, and
3 respectively
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Table 4.1: Systems studied to understand trends in band gaps for different
cut locations
System
Topology 1 Topology 2 Topology 3
1-(3,7,2,2) 2-(3,9,2,2) 3-(3,7,2,2)
1-(3,7,4,4) 2-(3,9,4,4) 3-(3,7,4,4)
1-(3,7,6,6) 2-(3,9,6,6) 3-(3,7,6,6)
1-(5,9,2,2) 2-(5,11,2,2) 3-(5,9,2,2)
1-(5,9,4,4) 2-(5,11,4,4) 3-(5,9,4,4)
1-(5,9,6,6) 2-(5,11,6,6) 3-(5,9,6,6)
1-(7,11,2,2) 2-(7,13,2,2) 3-(7,11,2,2)
1-(7,11,4,4) 2-(7,13,4,4) 3-(7,11,4,4)
1-(7,11,66) 2-(7,13,6,6) 3-(7,11,6,6)
1-(9,13,2,2) 2-(9,15,2,2) 3-(9,13,2,2)
1-(9,13,4,4) 2-(9,15,4,4) 3-(9,13,4,4)
1-(9,13,6,6) 2-(9,15,6,6) 3-(9,13,6,6)
Using this data as reference points we studied the band-gap scaling for
the superlattices of different configurations. This result was indicative of the
fact that the topologies were indeed influencing the band structure. In the
next section, we show the band-gap scaling for different types of superlattices.
4.4 Band-gap scaling for graphene nanoribbon
superlattices
A systematic study was performed for superlattices by varying the widths
and lengths of the subcomponent nanoribbons for different topologies. In
Table 4.1 we enumerate on the systems we have used to establish trends on
band-gap variation for different systems. We try to capture the effects of
varying the width and the length of the regions.
In Fig. 4.5 we can see the band-gap trends for the systems under study.
In our notation a− (b, c, d, e), we have fixed the length of the subcomponent
regions to be equal to each other (d = e). For systems with topology type-2,
the band gaps lie in between the band gap of the constituent nanoribbons.
For the other superlattices, the band gaps do not lie between the band gap
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Figure 4.5: Band-gap trends for analyzed systems with (a) topology
type-1(Antiferromagnetic systems) (b)topology type-1(Ferrimagnetic
systems) (c)topology type-3 and (d) topology type-3
of the subcomponent nanoribbons and for larger segment lengths eventually
reduce to zero.
This is indicative of the fact that we have formed Type-1 heterojunctions
with superlattices of topology type-2. For superlattices of topology type-1
and 3 we find magnetic ordering. In particular, we find that we can have fer-
romagnetic and anti-ferromagnetic superlattices when the topology type is 1
and we plot band gaps for both of these configurations as they have similar
total energy and are both stable structures. We will discuss the magnetic
properties in the next chapter.
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4.5 Nearest Neighbour Tight Binding analysis of band
structure
The trends in band gaps can be reproduced from a simple nearest-neighbour
tight binding (NN-TB) calculation. For graphene nanoribbons, these trends
agree well with the general trends we observed in DFT. The NN-TB matrix is
a connectivity matrix, Mij, Fig. 4.6 where the i and j columns represent the
atom number and the values at Mij indicate the hopping parameter between
sites i and j. The hopping parameters are equivalent to transfer integral
values between neighboring carbon-carbon atoms and we have used a value
of 2.6 in our calculations. The hopping parameter values is used to match
the band structure with DFT calculations.
These matrices vary only slightly for superlattices of topology type 1 and
3 because there is minimal change in the configuration of atoms.
In Fig. 4.6, the atoms’ numbers are represented by the product of their
row position and column position. By this particular ordering, we can obtain
a symmetric matrix populated by mostly off-diagonal terms. We also input
positions with no atoms in the matrix as null rows and columns. This enables
us to analyze the similarities and differences between the systems.
In Fig. 4.6 b,c,d we highlight the portion of the matrix corresponding to
the interface regions in green The region above and below the green bands
have the same connectivity matrix as a 7aGNR (for Fig.4.6.b and Fig.4.6.d)
and a 9-aGNR (for Fig.4.6c) and the region in between has the same con-
nectivity matrix as a 3aGNR. The eigenspectrum of the connectivity matrix
changes when we interface these through the atoms highlighted in green.
In Fig. 4.7 we highlight the difference in the connectivity matrix between
a topology type 1 and topology type 3 ribbon. The only difference in the
connectivity matrix arises from the inclusion of four carbon atoms and the
changes in the matrix are minimal.
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Figure 4.6: (a) Assigning atom numbers to atoms. Sparse Matrix of
systems of (b) topology type 1 (c) topology type 2 and (d) topology type 3
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Figure 4.7: Difference in connectivity matrix between 1-(3,7,2,2) and
3-(3,7,2,2)
For comparison, we show the band structure for a 1-(3766), 2-(3966) and
3-(3766) nanoribbon as obtained from the nearest neighbor tight binding
model and from DFT (Fig. 4.8). The trends for the band structure are
well-represented by the tight-binding model with small deviations from DFT
calculations upon the inclusion of magnetism. This allows us to implement a
tight-binding analysis to understand the system properties. The tight binding
model including only the pz orbitals also describe the valence and conduc-
tion band states and therefore studying the tight-binding matrix will help us
deduce important properties about the system.
We are now in the process of modeling devices from the nanoribbons to
exploit the properties we have found on analysis of the systems. The super-
lattices have remarkable depth embedded in a simple modification of their
topology and we have conclusively demonstrated the formation of a Type-1
heterojunction from topology type-2 of the superlattices and also demon-
strated spin-related properties of superlattices of topology type-1. There is
further work to be done in terms of device fabrication and understanding the
trends in superlattices of topology type-3.
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Figure 4.8: Comparison of band structure from NN-TB(without
magnetism) and DFT(with magnetism) systems with cuts in (a) topology
type 1 (b) topology type 3 and (c) topology type 2
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CHAPTER 5
DETAILED ANALYSIS AND DEVICE
APPLICATIONS OF TOPOLOGY TYPE 1
AND TYPE 3 RIBBONS
In the previous chapter, the differences in superlattice properties for various
topology types were outlined. The rich depth of physical properties based on
topology is further explored in this chapter. In the first section, applications
for ribbons with topology type 2 are explored and their properties are also
modeled with the help of heterojunction theory. In the second section, prop-
erties of ribbons with topology type 1 are explored with emphasis on their
magnetic properties. Finally, potential device applications for these super-
lattices are discussed.
5.1 Type 1 Heterojunctions
The trends observed for superlattices of topology type 2 are well-explained
if they are considered as periodic one-dimensional quantum well structures.
These systems can be analyzed in terms of a simple effective mass model, in
which the one-dimensional Schrodinger equation is solved in the two hetero-
junction regions as explained in Section 3.4.2.
5.1.1 Periodic Quantum Well Structures
A quantum well is a potential well with two barrier regions enclosing a region
with low potential. The presence of barrier regions results in the confine-
ment of electronic states within the well region resulting in discrete energy
values. A periodic quantum well structure can be assessed in terms of the
Kronig-Penney model, in which the eigenstates have energies that vary with
the phase of the Bloch wave. Some eigenstates remain confined within the
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well regions, resulting in discrete bands within the well. Bulk heterojunctions
have been fabricated since 1969. The first heterojunction was a GaAs transis-
tor made by Jadus and Feucht using molecular beam epitaxy [83]. Since then
numerous types of heterojunctions including heterojunction bipolar transis-
tors and low-dimensional heterostructures [84] have been fabricated.
(a)
(b)
Figure 5.1: Representation of the a) 2-3,9,2,2 nanoribbon as a periodic
quantum well b) 2-3,9,6,6 nanoribbon as a periodic quantum well.
In Fig. 5.1, a schematic of the superlattice structures as a periodic quantum
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well is shown. The new eigenstates arising from this periodic quantum well
structure will determine the band gap of the superlattice system of topol-
ogy type 2. The wave function for a periodic quantum well superlattice is
shown in red, while the energy levels of the eigenstates are shown in blue.
The band gap is now determined by difference between the first ground state
in the wells formed from the CBM and VBM. The effective mass model
captures trends in band gaps and confined states within the well, but it can-
not explain confined states outside the well. This is because confined states
outside of the the well depend on the interactions of the bonding orbitals
associated with individual atoms. Using envelope function approximation,
Schro¨dinger’s equation is solved for slow-varying external potential fields as-
sociated with the heterojunction, and not for the fast-varying potential fields
associated with individual atoms.
5.1.2 DFT and envelope function approximation results for
superlattices with topology type 2
In this section, results from DFT and envelope function approximation are
used to relate superlattices with topology type 2 to heterojunctions of Type 1.
In Fig. 5.2, the potential and macroscopic-averaged potential for a 2-3,9,2,2
and a 2-3,9,6,6 superlattice is shown as obtained from DFT. The crystal
potential can be seen to be a superposition of the atomic potential, and
therefore the superlattice can be modeled as a heterojunction [85]. We have
used envelope function approximation and effective mass theory to model the
topology type 2 superlattice [51].
47
Figure 5.2: a) Potential for 2-(3,9,2,2) superlattices b)Potential for
2-(3,9,6,6) superlattices
In Fig. 5.3, two superlattices with different barrier heights are taken and a
systematic study is performed to determine the effect of varying the well and
barrier lengths to the changes in the band gap. The systems under study
are: 1) 3-9 systems (barrier = 0.5 eV), and 2) 9-15 systems (barrier = 0.14
eV). On varying the barrier lengths we observe that for lower barrier heights
(2-9,15,x,x,) there is greater variation of band gap with smaller well length
(well length = 8.195 A˚). Also, on increasing well width, the gap decreases,
and the well width controls the gap more than the barrier width. In the
barrier region the wave function decays exponentially, and therefore varying
the length of the barrier does not have as much of an effect on the hetero-
junction band gap. On the other hand the wave function within the well is
represented by traveling waves, and therefore the length of the well region
influences band gaps more than the length of the barrier region.
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Figure 5.3: Band gap trends for the a) 2-3,9,x,y superlattices b) 2-9,15,x,y
superlattices
A direct consequence of the representation of topology type 2 superlattices
as Type 1 heterojunctions is the control of the band gap of these systems
by the band gap of the component ribbons which form the well and barrier
regions. Upon modeling various topology type 2 superlattices - 2-(3,9,x,y),
2-(5,11,x,y), 2-(7,13,x,y) and 2-(9,15,x,y) it is observed that the band gap
of all superlattices are controlled by their respective constituent nanoribbons
[Fig. 5.4]. For this study, the length of different component nanoribbons were
taken to be equal, x = y. For the armchair nanoribbons the band gaps values
are 3 aGNR (1.78 eV) > 7 aGNR (1.62 eV) > 13 aGNR (0.97 eV) > 9 aGNR
(0.79 eV) > 5 aGNR (0.59 eV) > 11 aGNR (0.20 eV). Therefore band gaps
for the heterojunctions made of 3-9 aGNR > 7-13 aGNR > 9-15 aGNR >
5-11 aGNR for the same system lengths. As is expected, for increasing well
widths the band gap decreases for all superlattice ribbon configurations.
Also, from the band structure (Fig. 4.8), confined states are observed to
appear deeper within the valence and conduction band region. These con-
fined states do not result from the formation of heterojunctions but can be
explained because of the lack of bonding between different atomic orbitals.
This leads to the confinement of carriers within certain regions and a flat
dispersion relation. We obtain such states using a simple nearest-neighbor
tight binding model as well and can visually observe the confinement of elec-
trons due to non-bonding of electron orbitals. On the other hand, the VBM
and CBM confined states are the result of confinement in the well structure
of the heterojunction. Immediately outside the well, confinement occurs in
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(a)
(b)
Figure 5.4: a) Superlattice cell b)Band gap versus Well width showing
extended tunability.
the barrier region because the kinetic energy of electrons is lower above the
barrier (energy = potential + kinetic Energy, and the potential energy is
higher in the barrier region) resulting in greater localization in this region.
In these one-dimensional systems, tunneling of the wave function can be
observed in the barrier region very clearly. With increasing barrier length,
tunneling decreases. We have shown two such systems in Fig 5.5. These
trends are as expected and can be explained by effective mass theory.
In conclusion, we have focused on the requirements to make a Type 1
heterojunction from the superlattice systems without any magnetic states.
It is very important to note that the formation of these junctions is not a
trivial problem as a variety of factors need to be taken into consideration
when forming such systems. Apart from the taper angle of 60o, the topology
needs to be accounted for and only superlattices of topology type 2 have band
gaps that can be accounted for by considering the superlattice structure to
be analogous to a periodic quantum well formed by different constituent
nanoribbons.
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(a)
(b)
Figure 5.5: a) Tunneling in the CBM for 2-(3,9,2,2) b) No tunneling in the
CBM for 2-(3,9,6,6)
5.2 Spintronics
Spintronics technology is based on exploiting both the spin and the charge
of the electron for device applications. The goal of spintronics is to achieve
control of the spin current and to find materials where this is made pos-
sible [20]. Spintronics effects that have been displayed includes the dis-
play of spin-polarized currents from ferromagnetic metals to non-magnetic
metals [86], and a wide variety of applications that utilize ferromagnetic
metals to produce effects like giant magneto-resistance and tunnel magneto-
resistance [87, 88]. Their transport properties are well explained by Mott’s
two channel picture of spin transport [89]. The working of devices which
show giant magneto-resistance have been explained by Camley et al. [90].
While a large amount of work has been done on spintronics in metals, work
is also being done to take advantage of spintronics in semiconductors [91].
There have been proposals to make FETs that take advantage of spin polar-
ization from the 1990s by Datta and Das [92] and threshold current reduction
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Figure 5.6: a) Ferromagnetic configuration, and b) Anti-ferromagnetic
configuration on a topology type 1 superlattice
to make lasers [93]. Properties that have been displayed by graphene-based
nano materials include a) the usage of zig-zag graphene nanoribbons to induce
half-metallicity [38], b) building of spin filters and spin-valves using tailored
graphene nanomaterials [22, 94], and c) controlling low-bias negative differ-
ential resistance and rectification using modified tetra phenyl molecules [95].
5.2.1 Magnetic properties of superlattices
In this section we explain our results for magnetic properties as they relate
to topology type 1 superlattices. We will then proceed to explain possible
device configurations.
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(a)
(b)
Figure 5.7: a) Ferromagnetic spin configuration in a 1-7,11,4,4 superlattice,
and b) Anti-ferromagnetic spin configuration in a 1-7,11,4,4 superlattice.
Red indicates spin-up configuration while blue indicates spin-down
Nanoribbons with topology type 1 have zig-zag sites at the interface. There
is a mismatch between the number of atoms in the A and B sub-lattice sites
for these superlattice configurations. Because the A and B sites nominally
possess opposite spins, the mismatch results in a presence of a net magnetic
spin in the system. In Fig. 4.5a-b, the trends for the band gaps of these
systems is plotted. From the band structure in Fig. 4.8 we can see that
there are states in the band structure that are closer to the Fermi level than
those of the subcomponent ribbons.
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The basis for spin in graphene-based nanomaterials occurs from the decou-
pling of the wave function associated with the A/B sub-lattice sites. This
results in the A and B sites having opposite magnetization. In Fig 5.7-a and
b, we show a 1-(7,11,4,4) nanoribbon with two possible configurations - a fer-
romagnetic one and an anti-ferromagnetic one. In a ferromagnetic material
(FM), the spins on each atom are not aligned but the interfaces possesses an
overall magnetism because of unequal spin-up and spin down sites. These
interfaces are aligned in the same direction resulting in an overall ferromag-
netic configuration. In the case of anti-ferromagnetic (AFM) materials the
spins on neighboring interfaces are anti-parallel, giving zero net magnetiza-
tion.
Figure 5.8: Anti-ferromagnetic spin configuration in a 1-7,11,6,6
superlattice which shows the presence of spin states occurring within the
constituent nanoribbon. Red indicates spin-up configuration while blue
indicates spin-down
In Fig. 5.6, each interface has an excess of one sub-lattice site. For every
interface with an excess of A sub-lattice sites, the adjoining interface has ex-
cess B sub-lattice sites. For the ferromagnetic superlattice [Fig. 5.6a, 5.7a],
topology therefore imposes a constraint that the spins on A and B sub-lattices
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must flip between one interface region and an adjacent interface region. This
allows the ferromagnetic alignment, in which spin-up (for instance) always
occurs in the sublattice site which is in excess at a particular interface. Inter-
mediate regions between two interfaces show decaying spin polarization and
are usually non-magnetic. Therefore, there are greater number of spin-up
sites on each of the adjoining interfaces.
Figure 5.9: Magnetization trends for analyzed systems with cuts in: (a)
topology type 1- Total Magnetization versus length of subcomponent
ribbons (ferromagnetic systems), (b) topology type 1- Absolute
Magnetization versus length of subcomponent ribbons (ferromagnetic
systems), (c) topology type 1- Absolute Magnetization versus length of
subcomponent ribbons (Antiferromagnetic systems)
On the other hand, in case of anti-ferromagnetic superlattices [Fig. 5.6b,
5.7b], the spins do not flip and all the A sites posses spin-up while the B
sites possess spin-down. The net magnetization is therefore zero. While
usually the spin-states are confined to the interface regions, for long anti-
ferromagnetic ribbons we observe spin states to occur in the intermediate
region between interfaces. An example is shown in Fig 5.8.
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Table 5.1: Total energy from DFT calculations for ferromagnetic and
anti-ferromagnetic superlattices of topology type 1
System
Superlattice FM Energy (Ry) AFM energy (Ry)
1-(3,7,2,2) -519.909 -519.909
1-(3,7,4,4) -994.274 -994.274
1-(3,7,6,6) -1468.660 -1468.660
1-(5,9,2,2) -611.083 -611.083
1-(5,9,4,4) -1267.728 -1267.728
1-(5,9,6,6) -1924.403 -1924.403
1-(7,11,2,2) -793.397 -793.397
1-(7,11,4,4) -1632.372 -1632.372
1-(7,11,66) -2471.386 -2471.386
1-(9,13,2,2) -975.727 -975.727
1-(9,13,4,4) -1997.025 -1997.025
1-(9,13,6,6) -3018.362 -3018.362
The total energy for the superlattice FM and AFM configurations are equal
upto 1 milli-Rydberg. We show in Table 5.1 the energies for the different
FM and AFM superlattice configurations and the energy difference between
the two. These calculations show that the two magnetic configurations are
nearly degenerate energetically, and thus equally accessible in nature. This
property can be exploited in device fabrication.
In Fig 5.9, trends for the variation of total and absolute magnetization with
both width and length of the subcomponent ribbons are shown. It is found
that in the case of the ferromagnetic systems, the total and absolute magne-
tization increases with increasing length of the subcomponent nanoribbons.
This can be attributed to the fact that neighboring spins interact less as they
are more spatially separated. From Fig. 5.6a and 5.7a, it is found that the
spin-states need to flip for ferromagnetic ordering. A wider separation allows
for spins to flip without being influenced by interface regions and this results
in increased total and absolute magnetism.
On the other hand, in case of the antiferromagnetic systems, the trends
are not as clear and there is greater dispersion in the data.
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Figure 5.10: a) Spin up VBM for a 1-3,7,6,6, superlattice, and b) Spin
down VBM for a 1-3,7,6,6, superlatticee
For topology type 1 superlattices, the VBM and CBM wave functions are
confined to the interface of the superlattice [Fig. 5.10]. Also, the spin-up and
spin-down polarizations are concentrated around the same atoms [Fig. 5.10].
When the component nanoribbon lengths are small the VBM and CBM wave
functions tunnel through the constituent nanoribbons. For longer component
nanoribbon lengths the confinement at the interface increases [Fig. 5.11].
While most of the above is generally true for the VBM and CBM proper-
ties, we noticed an exception for the 1-(5,9,6,6) superlattice where the VBM
wave function was confined to the 9-aGNR region and the CBM was confined
to the 5 aGNR region [Fig. 5.12]. , giving us an effective Type 2 heterojunc-
tion. This exceptional case would be an interesting direction for continued
analysis.
In conclusion, the formation of ferromagnetic and anti-ferromagnetic su-
perlattices from ribbons with topology type 1 has been explored in detail and
it has been found that they are equally accessible energetically. For the fer-
romagnetic configuration, we find that the total and absolute magnetization
increases with increasing length of the constituent nanoribbons. This allows
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Figure 5.11: a) Spin up state for a 1-(7,11,2,2) superlattice, and b) Spin up
states for a 1-(7,11,4,4) superlattice
for easier flipping of spin which is required because of topology constraints.
We also notice exceptions for spin configuration in anti-ferromagnetic ribbons
where spin states are observed to occur within the constituent nanoribbons.
In addition, with increasing length, the wave functions corresponding to the
VBM and CBM are found to be confined at the interface region in the super-
lattice barring an exception associated with a 1-(5,9,6,6) superlattice. The
general trend is associated with the low potential region occurring over the
zig-zag sites at the interface.
From our analysis, we find that a number of devices can be formed from su-
perlattices of different topologies. From topology type 2 superlattices, Type
1 heterojunctions can be formed. The arrangement of these heterojunctions
can be used to form resonant tunneling double-barrier diodes. Their tunable
nature allows us to make one-dimensional lasers where we can control the
58
(a)
(b)
Figure 5.12: a) Spin up VBM for a 1-5,9,6,6 superlattice, and b) Spin up
CBM for a 1-5,9,6,6 superlattice. These form a Type-2 arrangement.
frequency of emission. We can also take advantage of the Stark effect to
further enhance tunability.
In the case of topology type 1 superlattice, the spin dependent properties
can be used to utilize magnetoresistive effects in one-dimension. With proper
choice of the nanoribbon components we can fabricate junctions which show
tunable magnetoresistive effects. In particular, materials that show both
giant magnetoresistance and tunnel magnetoresistance can be formed. In
giant magnetoresistance devices, two ferromagnets are separated by a non-
magnetic metal. When both the ferromagnets are aligned to have the same
majority spins the device allows for conduction of that particular spin-type.
In case the spin on one of the ferromagnets is flipped such that one junc-
59
tion is in spin-up configuration while the other is in spin-down configuration
then there is a large increase in resistance and this is called the giant mag-
netoresistance effect. When the spacer layer is an insulator, and we have
ferromagnets on either side, then we can see the formation of a magnetic
tunnel junction (MTJ). If the spacer layer is thin, then we will see tunneling
of electrons through the spacer layer otherwise tunneling will be restricted.
This has applications in read-heads of modern hard disk drives.
In case of graphene nanoribbon based superlattices, proper choice of the
nanoribbon can allow us to tune the band gap of the spacer layer. We have
also shown the formation of magnetic states at the interface. This will allow
us to create one-dimensional magneto-resistive devices using all carbon ma-
terials. Other possible applications include the formation of spin-filters and
spin-valves.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
To conclude, a combination of Density Functional Theory with plane wave
(Quantum Espresso) and localized numerical orbital basis sets (SIESTA),
nearest-neighbor tight binding model, and effective mass theory based mod-
els applicable to semiconductor heterojunction were used to prove a range of
properties related to superlattices made of armchair type graphene nanorib-
bons.
In this work, we dealt with understanding the properties of superlattices
made of armchair type graphene nanoribbons with interfaces at 60o so that
edges were maximally armchair type in character. Analysis of the different
topologies formed from these superlattices revealed that they could be seg-
mented into 3 topology types with distinct physical properties. Superlattices
of topology type 1 and 3 behave as heterojunction with three distinct regions
- the two constituent nanoribbons and the zig-zag type edges at the interface
while superlattices of topology type 2 behave as heterojunctions made from
only the constituent nanoribbons.
Modeling of the topology type 2 superlattices by the envelope function
approximation and effective mass theory coherently explained confinement
of the VBM and CBM wave function within the well, and the tunability and
bounds on band gaps formed from superlattices of this type. Tunneling was
clearly observed for topology type 2 superlattices using DFT and effective
mass theory could effectively predict the trends associated with it.
For superlattices of topology type 1, ferromagnetic and anti-ferromagnetic
ordering of magnetic states at the interface region was observed. Both of
these states were degenerate and therefore equally accessible in nature. Con-
sistent with the picture of three different heterojunction regions, for longer
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lengths of the constituent ribbons the VBM and CBM wave function were
localized at the interface. Magnetism at these sites was explained because of
the difference in the magnetism at the A/B sub-lattice sites associated with
the superlattice. It was also found that for increasing constituent nanoribbon
lengths, the interactions between neighboring magnetic interfaces decreased,
and this lead to an overall increase in total and absolute magnetism for the
ferromagnetic configuration of the superlattices.
Various details have yet to be explored. These include performing trans-
port calculation to verify spin dependent transport in ribbons of topology
type 1 and verify resonance tunneling diode behavior and its occurrence/non-
occurence for different superlattice topologies. Calculating transport in the
presence of electric fields to find if superlattices show half metallicty and
understanding properties of ribbons of topology type 3 to determine their
trends. Because of the rich physics involved, there are definitely many other
facets than one can find on exploring these nanoribbons.
Finally, it will be interesting to observe the fabrication of precise graphene
nanoribbon superlattices and to observe some of the properties we have high-
lighted in this work for potential use in electronic circuits.
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