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1 Introduction
Supersymmetry (SUSY) [1–7] is a theory that can simultaneously describe the particle
nature of dark matter (DM) and solve the gauge hierarchy problem of the standard model
(SM). However, for all of its attractive features, there is as yet no direct evidence to support
this theory. The masses of the strongly produced gluinos (g˜) as well as the squarks (q˜) of
the first and second generations have been excluded below approximately 2 TeV in certain
simplified model scenarios [8–13]. On the other hand, the values of the masses of the weakly
produced charginos (χ˜±i) and neutralinos (χ˜
0
i) are less constrained at the CERN LHC where
these particles have much smaller production cross sections. The chargino-neutralino sector
of SUSY plays an important role in establishing a connection between SUSY models and
DM. The lightest neutralino χ˜01, as the lightest supersymmetric particle (LSP), is the
canonical DM candidate in R-parity conserving SUSY extensions of the SM [14].
A common strategy to search for charginos and neutralinos is through Drell-Yan (DY)
production processes of order α2EW (electroweak coupling squared) involving virtual W and
Z bosons (W∗/Z∗), qq ′ →W∗ → χ˜±i χ˜0j, followed by their decay to final states with one or
more charged leptons (`) and missing transverse momentum (pmissT ). These processes can
include, for example, χ˜±1 χ˜
0
2 pair production followed by χ˜
±
1 → `±ν`χ˜01 and χ˜02 → `±`∓χ˜01
via virtual SM bosons or a light slepton ˜`, where χ˜±1 (χ˜02) is the lightest (next-to-lightest)
chargino (neutralino), and where the LSP χ˜01 is presumed to escape without detection
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leading to significant missing momentum. However, these searches are experimentally
difficult in cases where the mass of the LSP is only slightly less than the masses of other
charginos and neutralinos, making these so-called compressed spectrum scenarios important
search targets using new techniques. While the exclusion limits in refs. [15–17] can be
as stringent as m
χ˜
±
1
< 650 GeV for a massless χ˜01, they weaken to only approximately
100 GeV for ∆m ≡ m
χ˜
±
1
−m
χ˜
0
1
= 2 GeV, assuming decays of the χ˜±1 and χ˜
0
2 to leptonic
final states proceed through the mediation of virtual W and Z bosons [18, 19]. As the mass
difference between SUSY particles decreases, the momenta available to the co-produced SM
particles are small, resulting in “soft” decay products having low transverse momentum
(pT). Therefore, the traditional searches using DY processes suffer in the compressed
spectrum scenarios since the SM particles used for discrimination become more difficult to
reconstruct as their momenta decrease. In contrast, chargino and neutralino production
via vector boson fusion (VBF) processes of order α4EW are very useful in tackling these
interesting compressed SUSY scenarios [20]. In VBF processes, electroweak SUSY particles
are pair-produced in association with two high-pT oppositely-directed jets close to the beam
axis (forward), resulting in a large dijet invariant mass (mjj). The use of two high-pT VBF
jets in the event topology effectively suppresses the SM background while, simultaneously,
creating a recoil effect that facilitates both the detection of pmissT in the event and the
identification of the soft decay products in compressed-spectrum scenarios because of their
natural kinematic boost [21, 22]. Figure 1 shows the Feynman diagrams for two of the
possible VBF production processes: chargino-neutralino and chargino-chargino production.
The CMS collaboration reported the first results of a SUSY search using the VBF dijet
topology for charginos and neutralinos in the minimal supersymmetric standard model
(MSSM), using a data sample corresponding to an integrated luminosity of 19.7 fb−1 of
proton-proton collision data at
√
s = 8 TeV [23]. That analysis considered SUSY models
with light staus (τ˜ ) leading to leptonic decay modes of the charginos and neutralinos (e.g.,
χ˜02 → τ±τ˜ ∓ → τ−τ+χ˜01). In the presence of a light slepton, it is likely that χ˜±1 decays to
`±ν`χ˜
0
1 and χ˜
0
2 decays to `
+`−χ˜01. Thus, charginos and neutralinos were probed using final
states with two leptons and two additional jets consistent with the VBF topology. In the
compressed mass spectrum scenario, where the mass difference between the χ˜01 and χ˜
0
2/χ˜
±
1
particles was taken to be 50 GeV, χ˜02 and χ˜
±
1 masses below 170 GeV were excluded.
In this paper, a search is presented for the electroweak production of SUSY particles in
the VBF topology using data collected in 2016 with the CMS detector and corresponding to
an integrated luminosity of 35.9 fb−1 of proton-proton collisions at a center-of-mass energy
of
√
s = 13 TeV. Besides the two oppositely directed forward jets (j) that define the VBF
configuration, the search requires the presence of zero or one soft lepton and large pmissT . The
events are classified into two categories based on the lepton content, 0`jj and 1`jj, with the
latter having three different final states: ejj, µjj, and τ hjj, where τ h denotes a hadronically
decaying τ lepton. The 0`jj final state (also referred to as the “invisible” channel) provides
the best sensitivity to the ∆m < 10 GeV scenarios, where the leptons from the χ˜02/χ˜
±
1
decays are “lost”, either because their momenta are too low to reconstruct or because they
fail to satisfy the identification requirements. The soft single-lepton channels were not
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Figure 1. Representative Feynman diagrams of (left) chargino-neutralino and (right) chargino-
chargino pair production through vector boson fusion, followed by their decays to leptons and the
LSP χ˜01 via a light slepton (top row) or a W
∗/Z∗ (bottom row). Although these representative
diagrams show multiple leptons in the final state, the compressed mass spectra scenarios of interest
result in low-pT leptons, making it unlikely to reconstruct and identify more than one lepton.
utilized in the 8 TeV search and thus this analysis extends the previous search performed
only in the two-lepton final state. The dijet invariant mass distribution mjj is the sensitive
variable used to discriminate possible SUSY signal from background in the 0`jj channel,
while the transverse mass mT between the lepton and p
miss
T is used in the 1`jj channels.
The backgrounds are evaluated using data wherever possible. The general strategy
is to define control regions, each dominated by a different background process and with
negligible contamination from signal events, through modification of the nominal selection
requirements. These control regions are used to measure the mjj and mT shapes and proba-
bilities for background events to satisfy the VBF selection requirements. If the background
contribution from a particular process is expected to be small or if the above approach is
not feasible, the mjj and mT shapes are taken from simulation. In these cases, scale factors,
defined as the ratio of efficiencies measured in data and simulation, are used to normalize
the predicted rates to the data.
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The paper is organized as follows. The CMS detector is described in section 2. The
reconstruction of electrons, muons, τ h leptons, jets, and p
miss
T is presented in section 3. The
simulated SUSY signal and background samples are discussed in section 4, followed by the
description of the event selection in section 5 and the background estimation in section 6.
Systematic uncertainties are summarized in section 7, and the results are presented in
section 8. Section 9 contains a summary of the paper.
2 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal
diameter, providing a magnetic field of 3.8 T. Located within the solenoid volume are
silicon pixel and strip detectors, a lead tungstate electromagnetic calorimeter (ECAL), and
a brass and scintillator hadron calorimeter (HCAL). Muons are measured in gas-ionization
detectors embedded in the steel flux-return yoke outside the solenoid. Extensive forward
calorimetry complements the barrel and endcap detectors by covering the pseudorapidity
range 3.0 < |η| < 5.2.
The inner silicon tracker measures charged tracks with |η| < 2.5 and provides an impact
parameter resolution of approximately 15 µm and a transverse momentum resolution of
about 1.5% for 100 GeV charged particles. Collision events of interest are selected using
a two-tiered trigger system. The first level trigger (L1), composed of custom hardware
processors, selects events at a rate of around 100 kHz. The second level trigger, based
on an array of microprocessors running a version of the full event reconstruction software
optimized for fast processing, reduces the event rate to around 1 kHz before data storage. A
detailed description of the CMS detector, along with a definition of the coordinate system
and relevant kinematic variables, can be found in ref. [24].
3 Event reconstruction and particle identification
The particle-flow (PF) algorithm is used to reconstruct the jets and pmissT used in this anal-
ysis [25]. The PF technique combines information from different subdetectors to produce
a mutually-exclusive collection of particles (namely muons, electrons, photons, charged
hadrons, and neutral hadrons) that are used as input for the jet clustering algorithms.
The missing transverse momentum vector ~pmissT is defined as the negative vector sum of the
momenta of all reconstructed PF candidates in an event, projected on the plane perpendic-
ular to the beam axis. The magnitude of ~pmissT is p
miss
T [26]. The production of undetected
particles such as SM neutrinos and the SUSY χ˜01 is inferred by the measured p
miss
T . The
reconstructed vertex with the largest value of summed physics-object p2T is taken to be
the primary pp interaction vertex. The physics objects are the jets, clustered using the
jet finding algorithm [27, 28] with the tracks assigned to the vertex as inputs, and the
associated missing transverse momentum, taken as the negative vector sum of the pT of
those jets.
Jets are clustered using the FastJet anti-kT algorithm [27, 28], with a distance param-
eter of 0.4. Only jets that satisfy the identification criteria designed to reject particles from
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multiple proton-proton interactions (pileup) and anomalous behavior in the calorimeters are
considered in this analysis [29]. The jet energy scale and resolution are calibrated through
correction factors that depend on the pT and η of the jet [30]. Jets with pT > 60 GeV
have a reconstruction-plus-identification efficiency of approximately 99%, while 90–95% of
pileup jets are rejected [31]. Jets originating from the hadronization of bottom quarks (b
quark jets) are identified using the combined secondary vertex (CSV) algorithm [32], which
exploits observables related to the long lifetime of B hadrons. For jets with pT > 20 GeV
and |η| < 2.4, the b tagging algorithm is operated at a working point such that the prob-
ability of correctly identifying a b quark jet is approximately 60%, while the probability
of misidentifying a jet generated from a light-flavor quark or gluon as a b quark jet is
approximately 1% [32].
Muons are reconstructed using the inner silicon tracker and muon detectors [33]. Qual-
ity requirements based on the minimum number of measurements in the silicon tracker,
pixel detector, and muon detectors are applied to suppress backgrounds from decays-in-
flight and hadron shower remnants that reach the muon system. Electrons are recon-
structed by combining tracks produced by the Gaussian-sum filter algorithm with ECAL
clusters [34]. Requirements on the track quality, the shape of the energy deposits in the
ECAL, and the compatibility of the measurements from the tracker and the ECAL are
imposed to distinguish prompt electrons from charged pions and from electrons produced
by photon conversions. The electron and muon reconstruction efficiencies are >99% for
pT > 8 GeV.
The electron and muon candidates are required to satisfy isolation criteria in order to
reject non-prompt leptons from the hadronization of quarks and gluons. Relative isolation
is defined as the scalar sum of the pT values of reconstructed charged and neutral particles
within a cone of radius ∆R ≡
√
(∆η)2 + (∆φ)2 = 0.4 (where φ is the azimuthal angle
in radians) around the lepton-candidate track, divided by the pT of the lepton candidate.
To suppress the effects of pileup, tracks from charged particles not associated with the
primary vertex are excluded from the isolation sum, and the contribution to pileup from
reconstructed neutral hadrons is subtracted [29]. The contribution from the electron or
muon candidate is removed from the sum. The value of the isolation variable is required
to be ≤0.0821 for electrons and ≤0.25 for muons [33, 34].
The total efficiency for the muon identification and isolation requirements is 96% for
muons with pT > 10 GeV and |η| < 2.1. The rate at which pions undergoing pi± → µ±νµ
decay are misidentified as prompt muons is 10−3 for pions with pT > 10 GeV and |η| < 2.1.
The total efficiency for the electron identification and isolation requirements is 85 (80)% for
electrons with pT > 10 GeV in the barrel (endcap) region [34]. The jet→ e misidentification
rate is 5× 10−3 for jets with pT > 10 GeV and |η| < 2.1 [34].
Hadronic decays of τ leptons are reconstructed and identified using the hadrons-plus-
strips algorithm [35], which is designed to optimize the performance of the τ h reconstruction
by considering specific τ h decay modes. To suppress backgrounds in which light-quark or
gluon jets can mimic τ h decays, a τ h candidate is required to be spatially isolated from
other energy deposits in the event. The isolation variable is calculated using a multivariate
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boosted decision tree technique within a cone of radius ∆R = 0.5 around the direction
of the τ h candidate and considering the energy deposits of particles not included in the
reconstruction of the τ h decay mode. Additionally, τ h candidates are required to be dis-
tinguishable from electrons and muons in the event by using dedicated criteria based on
the consistency among the measurements in the tracker, calorimeters, and muon detectors.
With these requirements, the contribution from electrons and muons being misidentified
as genuine τ h candidates is negligible (0.1%).
The identification and isolation efficiency at the tight working point used in this anal-
ysis is approximately 50% for a τ h lepton with pT > 20 GeV and |η| < 2.1, while the
probability for a jet to be misidentified as a τ h is 1–5%, depending on the pT and η val-
ues of the τ h candidate [35]. Although the tight working point is used to define the τ hjj
signal region, a loose working point is used to obtain multijet enriched control samples for
estimation of the background rate in the signal region. The identification and isolation
efficiency for a τ h lepton at the loose working point used in this analysis is approximately
60%, while the probability for a jet to be misidentified as a τ h is about 10%.
The event selection criteria used in each search channel are summarized in section 5.
4 Signal and background samples
The SM background composition depends on the final state of each channel considered
in the analysis. The main backgrounds in the four channels considered in the analysis
are estimated using data-driven methods. Negligible or minor backgrounds are obtained
directly from simulation. For the ejj and µjj channels, the main backgrounds are from
tt production and W boson production in association with jets (W+jets). Subdominant
background sources come from single top quark, diboson (WW, WZ, and ZZ, collectively
referred to as VV) and Z+jets production. For the τ hjj channel, the main source of
background consists of SM events only containing jets produced via the strong interaction,
referred to as quantum chromodynamics (QCD) multijet events, followed by W+jets and
tt production. In the 0`jj channel, the main backgrounds are W/Z+jets and QCD multijet
events, with a minor contribution from tt and diboson production.
The W+jets, tt, and single top quark processes produce events with genuine leptons,
pmissT , and jets. The Z+jets process contributes to the background composition when one
of the leptons is lost as a result of detector acceptance or inefficiencies in the reconstruction
and identification algorithms. Although jets in QCD events have a 1–5% probability of
being misidentified as a τ h, the large QCD multijet production cross section results in a
substantial contribution of this background to the τ hjj channel.
In the 0`jj channel, the Z+jets background produces genuine pmissT when the Z boson
decays into neutrinos. The W+jets process also has real pmissT when the W boson decays
leptonically, but it results in a similar 0`jj final state when the lepton is not observed as
a consequence of the detector acceptance or is not properly reconstructed or identified
because of inefficiencies in the corresponding algorithms. The QCD multijet events can
also have significant pmissT from mismeasurement of jet energies.
– 6 –
J
H
E
P
0
8
(
2
0
1
9
)
1
5
0
Simulated samples of signal and background events are generated using Monte
Carlo (MC) event generators. The signal event samples are generated with the Mad-
Graph5 amc@nlo v2.3.3 generator [36] at leading order (LO) precision, considering pure
electroweak pair production of χ˜±1 and χ˜
0
2 gauginos (χ˜
±
1 χ˜
±
1 , χ˜
±
1 χ˜
∓
1 , χ˜
±
1 χ˜
0
2, and χ˜
0
2χ˜
0
2) with
two associated partons. Models with a bino-like χ˜01 and wino-like χ˜
0
2 and χ˜
±
1 are consid-
ered. The signal events are generated requiring a pseudorapidity gap |∆η| > 3.5 between
the two partons, with pT > 30 GeV for each parton. This parton level |∆η| requirement is
verified to provide no bias with respect to the final requirement on the reconstructed dijet
pseudorapidity gap. The LO cross sections in this paper are obtained with these parton-
level requirements. Note that VBF χ˜±1 χ˜
0
2 production is the dominant process in the models
considered, composing about 60% of the total signal cross section, while the VBF χ˜±1 χ˜
∓
1
process is the second-largest contribution, composing about 30% of the total signal cross
section. The VBF χ˜±1 χ˜
±
1 and χ˜
0
2χ˜
0
2 processes compose about 10% of the total signal cross
section. The Z/γ∗(→ `+`−)+jets, Z(→ ν `ν `)+jets, and W(→ `ν `)+jets backgrounds are
also simulated at LO precision using MadGraph5 amc@nlo, where up to four partons in
the final state are included in the matrix element calculation. The background processes
involving the production of a single vector boson in association with two jets exclusively
through pure electroweak interactions are simulated at LO via MadGraph5 amc@nlo.
The interference effect between pure electroweak and mixed electroweak-QCD production
of V+jets events has been studied and found to be small [37]. The effect is neglected in our
analysis and the sum of these two samples is henceforth referred to as Z+jets. The QCD
multijet background is also simulated at LO using MadGraph5 amc@nlo. Single top
quark and tt processes are generated at next-to-leading order (NLO) using the powheg
v2.0 generator [38–42]. The leading order pythia v8.212 generator is used to model the di-
boson processes. The powheg and MadGraph generators are interfaced with the pythia
v8.212 [43] program, which is used to describe the parton shower and the hadronization
and fragmentation processes with the CUETP8M1 tune [44]. The NNPDF3.0 LO and
NLO [45] parton distribution functions (PDFs) are used in the event generation. Double
counting of the partons generated with MadGraph5 amc@nlo and powheg interfaced
with pythia is removed using the MLM [46] matching scheme. The LO cross sections are
used to normalize simulated signal events, while NLO cross sections are used for simulated
backgrounds [36, 42, 47, 48].
For both signal and background simulated events, additional pileup interactions are
generated with pythia and superimposed on the primary collision process. The simulated
events are reweighted to match the pileup distribution observed in data. The background
samples are processed with a detailed simulation of the CMS apparatus using the Geant4
package [49], while the CMS fast simulation package [50] is used to simulate the CMS
detector for the signal samples.
5 Event selection
Events are selected using a trigger with a threshold of 120 GeV on both pmissT,trig and H
miss
T,trig.
The variable pmissT,trig corresponds to the magnitude of the vector ~pT sum of all the PF
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candidates reconstructed at the trigger level, while HmissT,trig is computed as the magnitude
of the vector ~pT sum of all jets with pT > 20 GeV and |η| < 5.0 reconstructed at the
trigger level. The energy fraction attributed to neutral hadrons in these jets is required to
be smaller than 0.9. This requirement suppresses anomalous events with jets originating
from detector noise. To be able to use the same trigger for selecting events in the muon
control samples used for background prediction, muon candidates are not included in the
pmissT,trig nor H
miss
T,trig computation. The p
miss
T threshold defining the search regions is chosen
to achieve a trigger efficiency greater than 95%.
While the compressed mass spectrum SUSY models considered in this analysis result
in final states with multiple leptons [20, 22], the compressed mass spectra scenarios of
interest also result in low-pT visible decay products, making it difficult to reconstruct and
identify multiple leptons. For this reason, events are required to have zero or exactly
one well-identified soft lepton. In the µjj channel, an additional lepton veto is applied
by rejecting events containing a second muon (pT > 8 GeV), an electron (pT > 10 GeV),
or a τ h candidate (pT > 20 GeV). Similarly, ejj and τ hjj channel events are required
not to contain another electron, muon, or τ h candidate. The 0`jj channel selects events
without a well-identified electron, muon, or τ h candidate. The veto on additional leptons
maintains high efficiency for compressed mass spectra scenarios and simultaneously reduces
the SM backgrounds. To further suppress QCD multijet background events containing large
pmissT from jet mismeasurements, the minimum azimuthal separation between any jet with
pT > 30 GeV and the direction of the missing transverse momentum vector is required to
be greater than 0.5 (|∆φmin(~pmissT , j)| > 0.5). Muon, electron, and τ h candidates must
have 8 < pT < 40 GeV, 10 < pT < 40 GeV, and 20 < pT < 40 GeV, respectively. The
upper bound on lepton pT suppresses the Z → `` and W → `ν` backgrounds where the
average pT(`) is about mZ/2 and mW/2, respectively. The lower bound on τ h pT is larger
because of known difficulties reconstructing lower-pT τ h candidates, namely that they do
not produce a narrow jet in the detector, which makes them difficult to distinguish from
quark or gluon jets. All leptons are required to have |η| < 2.1 in order to select high
quality and well-isolated leptons within the tracker acceptance. This requirement is 99%
efficient for signal events. Lepton candidates are also required to pass the reconstruction,
identification, and isolation criteria described in section 3.
In addition to the 0` or 1` selection, the following requirements are imposed. The event
is required to have pmissT > 250 GeV, which largely suppresses the Z → `` and QCD multijet
backgrounds. In order to reduce top quark pair contamination, the event is required not to
have any jet identified as a b quark jet, following the description in section 3; only jets with
pT > 30 GeV, |η| < 2.4, and separated from the leptons by ∆R > 0.3 are considered for b
tags. In the 1` channels, a minimum threshold on the transverse mass between the lepton
and the pmissT is imposed to minimize backgrounds with W bosons. It is required that
mT(`, p
miss
T ) > 110 GeV, i.e., beyond the Jacobian mW peak. The lepton- and p
miss
T -based
requirements described in this paragraph will be referred to as the “central selection.”
The VBF signal topology is characterized by the presence of two jets in the forward
direction, in opposite hemispheres, and with large dijet invariant mass [51–58]. On the
other hand, the jets in background events are mostly central and have small dijet invariant
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masses. Additionally, the outgoing partons in VBF signal processes must carry relatively
large pT since they must have enough energy (and be within the detector acceptance)
to produce a pair of heavy SUSY particles (as shown in figure 1). Therefore, the “VBF
selection” is imposed by requiring at least two jets with pT > 60 GeV and |η| < 5.0. In the
1`jj channels, only jets separated from the leptons by ∆R > 0.3 are considered. All pairs
of jet candidates passing the above requirements and having |∆η| > 3.8 and η1η2 < 0 are
combined to form VBF dijet candidates. In the rare cases (<1%) where selected events
contain more than one dijet candidate satisfying the VBF criteria, the VBF dijet candidate
with the largest dijet mass is chosen since it is 97% likely to result in the correct VBF dijet
pair for signal events. Selected dijet candidates are required to have mjj > 1 TeV.
The signal region (SR) is defined as the events that satisfy the central and VBF
selection criteria.
6 Background estimation
The general methodology used for the estimation of background contributions in the SR
is similar for all search channels and is based on both simulation and data. Background-
enriched control regions (CR) are constructed by applying selections orthogonal to those for
the SR. These CRs are used to measure the efficiencies of the VBF and central selections
(the probability for a background component to satisfy the VBF and central selection
criteria), determine the correction factors to account for these efficiencies, and derive the
shapes of the mT and mjj background distributions in the SR. The correction factors are
determined by assessing the level of agreement in the yields between data and simulation.
The shapes of distributions are derived directly from the data in the CR, whenever possible,
or from the MC simulated samples when correct modeling by simulation is validated in
the dedicated CRs. For each final state, the same trigger is used for the CRs as for the
corresponding SR.
The production of tt events represents the largest background source in the ejj and µjj
channels (approximately 57–64% of the total background), and the second largest back-
ground source for the τ hjj channel (approximately 29% of the total background). In the 0`jj
final state, since the combination of the lepton and b jet vetoes reduces this background to
only approximately 5% of the total background rate, its contribution is determined entirely
from simulation. The tt background yields in the 1`jj channels are evaluated using the
following equation:
Npred
tt
= NMCtt SF
CR
tt , (6.1)
where Npred
tt
is the predicted tt background yield in the SR, NMCtt is the tt rate predicted
by simulation for the SR selection, and SFCRtt is the data-over-simulation correction factor,
given by the ratio of observed data events to the tt yield in simulation, measured in a tt
enriched CR. The numerator in the calculation of each correction factor is estimated by
subtracting from data the contribution from other background events different from that
under study, and the statistical uncertainty is propagated to the SFCRtt uncertainty.
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The event selection criteria used to define the tt CR must not bias the correction factor
SFCRtt . The simulated samples are used to check the closure of this method, ensuring that
the lepton kinematics, the composition of the events, and the mT and mjj shapes are
similar between the CRs and the SR. The closure tests demonstrate that the background
determination techniques, described in detail below, reproduce the expected background
distributions in both rate and shape to within the statistical uncertainties. Various control
samples are also utilized to validate the correct determination of the correction factors with
the data.
The tt CR is obtained with similar selections to the SR, except requiring one jet
tagged as a b quark jet. These control samples with 1 b-tagged jet are referred to as CRe ,
CRµ , and CRτ h . The 1 b-tagged jet requirement significantly increases the tt purity of the
control samples while still ensuring that those control samples contain the same kinematics
and composition of misidentified leptons as the SR. The tt purity of the resulting data
CR, determined from simulation, depends on the final state, ranging from 67 to 83%.
The measured data-over-simulation correction factors SFCRtt are 0.8 ± 0.3, 0.8 ± 0.2, and
1.3 ± 0.5 for the ejj, µjj, and τ hjj channels, respectively. The quoted uncertainties are
based on the statistics in data and the simulated samples. Systematic uncertainties are
discussed in section 7. Figure 2 contains the mT distributions for the tt control regions:
(upper left) CRe , (upper right) CRµ , and (lower left) CRτ h . The correction factors SF
CR
tt
have been applied to the MC simulation distributions shown in figure 2. The mT shapes
between data and simulation are consistent within statistical uncertainties (the bands in
the data over background (BG) ratio distributions represent the statistical uncertainties of
the data and simulated samples). Therefore, the tt mT shapes in the SR are taken directly
from simulation.
In general, the W+jets and Z+jets backgrounds represent an important contribution in
the 0`jj and 1`jj channels, and their contributions to the SR are evaluated using two control
regions CR1 and CR2 (defined below for each BG component) and using the equation:
NpredBG = N
MC
BG SF
CR1
BG (central)SF
CR2
BG (VBF), (6.2)
where NpredBG is the predicted BG yield in the SR, N
MC
BG is the rate predicted by simulation
(with BG = W+jets and Z+jets) for the SR selection, SFCR1BG (central) is the data-over-
simulation correction factor for the central selection, given by the ratio of data to the BG
simulation in control region CR1, and SFCR2BG (VBF) the data-over-simulation correction
factor for the efficiency of the VBF selections as determined in another background enriched
control sample CR2.
The production of Z(→ νν )+jets is the main SM background to the 0`jj SR, with a
similar signal topology from the neutrino contributions to pmissT , and is therefore mostly
irreducible. The strategy for the Z(→ νν )+jets background estimation is to use simulation
to model the pmissT distribution, and jet and lepton vetoes. The background yields predicted
by the MC simulated samples are corrected for observed differences with respect to the data
in the CRs, and scaled to the fraction of events passing the VBF selection, derived from
data. The modeling of the mjj distribution is checked in the CRs. Two CRs are used to
verify the MC simulation, estimate acceptance corrections used to scale the MC simulation
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Figure 2. The mT distributions in the tt control regions: (upper left) CR1e , (upper right) CR1µ ,
and (lower left) CR1τ h ; (lower right) the mjj distribution for Z(→ νν )+jets CR2 of the 0`jj channel.
yields, and measure the fraction of events passing the VBF selection. The control regions
are defined by treating muons as neutrinos in the Z → µ+µ− decay mode. The first control
region (CR1Z) is a Z(→ µ+µ−)+two jets sample used to validate modeling of geometric and
kinematic acceptance of leptons. The invariant mass of the opposite-sign dimuon system
must be consistent with the Z-boson mass (60-120 GeV). The two muons are treated as
neutrinos, excluding the muon pT vectors from ~p
miss
T , and require p
miss
T > 250 GeV together
with a veto on b-tagged jets and additional leptons, as in the SR. The measured data-
over-simulation correction factor is 0.95 ± 0.02 (stat). Adding the VBF selection defines
CR2Z . The Z+jets prediction from simulation in CR2Z is corrected with the measured
data-over-simulation correction factor from CR1Z to ensure SF
CR2
BG represents a correction
for the efficiency of the VBF selection (correlations between the uncertainties of CR2Z and
CR1Z are also taken into account). The ratio of CR2Z to CR1Z events in the data gives
the fraction of Z(→ νν )+jets events passing the VBF topology selection. The measured
data-over-simulation correction factor in CR2Z is 0.92± 0.12 (stat). Figure 2 (lower right)
shows the mjj distribution in Z(→ νν )+jets CR2Z , which shows agreement between the
data and the corrected Z+jets prediction from simulation.
The production of W+jets events presents another important source of background for
all the search channels. For the 1`jj channels, control samples enriched in W+jets events,
with about 65% purity according to simulation, are obtained by requiring similar criteria to
the SR, except with an inverted VBF selection (failing the VBF selection as defined in sec-
tion 5). The inverted VBF selection enhances the W+jets background yield by two orders
of magnitude, while suppressing the VBF signal contamination to negligible levels. This
control region, CR1W , is used to obtain a correction factor for the efficiency of the central
selection, SFCR1W+jets(central). This correction factor is determined to be 0.97 ± 0.10 and
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1.10±0.10, for the ejj and µjj channels, respectively. The quoted uncertainties are based on
the statistics in data and the simulated samples. For the τ hjj channel, it is difficult to ob-
tain a control sample enriched in W+jets events because there is a significant contribution
from QCD multijet events. Therefore, the average of the correction factors obtained for
the ejj and µjj channels, 1.04±0.13, is used to scale the W+jets prediction from simulation
in the τ hjj channel. This approach is justified since the W(→ τντ )+jets prediction from
simulation is corrected to account for slight differences in the τ h identification efficiency
observed in data. This is further supported by the fact that the modeling of the VBF
efficiency at simulation level is uncorrelated with the decay of the W boson. The relatively
small difference in mass between W and Z bosons (compared to the energy scale of the SR),
which allows the use of a control sample (CR2W) enriched with Z+jets events to measure
the VBF selection efficiency for the W+jets background in the 1`jj channels. This second
control sample is obtained by selecting events containing two muons with pT > 30 GeV,
treating only one muon as a neutrino to recalculate ~pmissT , and otherwise similar selections
to the SR. Since the efficiency and momentum scale of muons are known at the 1–2% level,
any disagreement between data and simulation in this Z(→ µ+µ−)+jets control sample is
used to measure the correction factor for the modeling of the VBF selection efficiency in
W+jets events. The correction factor SFCR2W+jets(VBF) determined from the CR2W control
sample is measured to be 1.18 ± 0.09 (correlations between the uncertainties of SFCR2W+jets
and SFCR2Z+jets are taken into account). To validate the correction factors, the W+jets rate in
samples with mT < 110 GeV is scaled by SF
CR1
W+jets(central) and SF
CR2
W+jets(VBF), and agree-
ment between the data and the corrected W+jets prediction from simulation is observed.
In the 0`jj channel, W(→ `ν`)+jets events can enter the SR, because of the contribution
to pmissT from the neutrino, if the accompanying charged lepton fails the lepton veto criteria.
To determine the contribution of W(→ `ν`)+jets background to the 0`jj SR, a similar
procedure to the Z(→ νν )+jets background estimation methodology is used. The muon
veto is replaced with a one-muon requirement to obtain a W(→ µνµ) plus two jets sample,
requiring 60 < mT(µ, p
miss
T ) < 100 GeV, treating the muon as undetected, and requiring
pmissT > 250 GeV as in the SR selection. The simulated samples are used to demonstrate that
substituting the muon veto for a one-muon requirement does not affect the shapes of the
pmissT and VBF jet kinematic distributions. The measured data-over-simulation correction
factor is 0.90 ± 0.02 (stat). The control region is obtained by adding the VBF topology
selection, and has a measured data-over-simulation correction factor of 0.90± 0.08 (stat).
The QCD multijet background is only important in the 0`jj and τ hjj channels. Among
the main discriminating variables against QCD multijet events are the VBF selection crite-
ria, the minimum separation between ~pmissT and any jet |∆φmin(~pmissT , j)|, and τ h isolation.
Thus, the QCD multijet background estimation methodology utilizes CRs obtained by in-
verting these requirements. In the τ hjj channel, the QCD multijet background is estimated
using a completely data-driven approach which relies on the matrix (“ABCD”) method.
The regions are defined as follows:
• CRA: inverted VBF selection; pass the nominal (tight) τ h isolation;
• CRB: inverted VBF selection; fail the nominal τ h isolation but pass loose τ h
isolation;
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• CRC: pass the VBF selection; fail the nominal τ h isolation but pass loose τ h isola-
tion and;
• CRD: pass the VBF selection; pass the nominal τ h isolation
The QCD multijet component N iQCD in regions i = CRA,CRB,CRC is estimated
by subtracting non-QCD backgrounds (predicted using simulation) from data (N iQCD =
N iData −N i6=QCD). The QCD multijet component in CRD (i.e., the SR) is then estimated
to be NSRQCD = N
CRA
QCD N
CRC
QCD/N
CRB
QCD, where N
CRC
QCD/N
CRB
QCD is referred to as the “pass-to-fail
VBF” transfer factor (TFVBF). Said differently, the yield of QCD multijet events in data
with an inverted VBF selection is extrapolated to the SR using the transfer factor TFVBF,
which is measured in data samples enriched with QCD multijet events that fail the nominal
τ h isolation criteria but satisfy the loose τ h isolation working point (henceforth referred to
as “inverted τ h isolation” or “nonisolated τ h”). The purity of the QCD multijet events is
approximately 53–77% depending on the CR. The shape of the mT(τ h, p
miss
T ) distribution
is obtained from CRB (from the nonisolated τ h plus inverted VBF control sample). This
“ABCD” method relies on TFVBF being unbiased by the τ h isolation requirement. A
closure test of this assumption is provided using the simulated QCD multijet samples,
resulting in agreement at a 5% level and within the statistical uncertainties.
In the 0`jj channel, the contribution from QCD multijet production is estimated using
the number of events passing the analysis selection except the |∆φmin(~pmissT , j)| requirement.
The QCD multijet purity in this CR is about 74% according to simulation. The mjj
distribution of the non-QCD background is subtracted from the mjj data distribution,
and the resultant QCD multijet mjj distribution from data is scaled by the efficiency to
inefficiency ratio of the |∆φmin(~pmissT , j)| requirement, TF∆φ. The transfer factor TF∆φ =
0.06 ± 0.01 is determined using the simulated QCD multijet samples and validated using
data control samples obtained by selecting events that fall in the dijet mass window 500 <
mjj < 1000 GeV.
7 Systematic uncertainties
The main contributions to the total systematic uncertainty in the background predictions
arise from the closure tests and from the statistical uncertainties associated with the data
CRs used to determine the SFCR1BG (central), SF
CR2
BG (VBF), TFVBF, and TF∆φ factors. The
relative systematic uncertainties on the product SFCR1BG (central)SF
CR2
BG (VBF) related to the
statistical precision in the CRs range between 8 and 42%, depending on the background
component and search channel. For TFVBF and TF∆φ, the statistical uncertainties lie
between 13 and 22%. The systematic uncertainties in the SFCR1BG (central), SF
CR2
BG (VBF),
TFVBF, and TF∆φ factors, evaluated from the closure tests and cross-checks with data,
range from 9 to 33%, depending on the channel. Additionally, although the background mT
and mjj shapes between data and simulation are consistent within statistical uncertainties,
data/BG ratios of the mT and mjj distributions are fit with a first-order polynomial, and
the deviation of the fit from unity, as a function of mT or mjj, is conservatively taken as the
systematic uncertainty on the shape. This results in up to ≈10% systematic uncertainty
in a given mT or mjj bin.
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Less significant contributions to the systematic uncertainties arise from contamina-
tion by non-targeted background sources to the CRs used to measure SFCR1BG (central) and
SFCR2BG (VBF), and from the uncertainties in these correction factors caused by uncertain-
ties in the lepton identification efficiency, lepton energy and momentum scales, pmissT scale,
and trigger efficiency.
The efficiencies for the electron and muon reconstruction, identification, and isolation
requirements are measured with the “tag-and-probe” method [33, 34] with a resulting un-
certainty of ≤2%, dependent on pT and η. The total efficiency for the τ h identification
and isolation requirements is measured from a fit to the Z → ττ → µτ h visible mass dis-
tribution in a sample selected with one isolated muon trigger candidate with pT > 24 GeV,
leading to a relative uncertainty of 5% per τ h candidate [35]. The p
miss
T scale uncertainties
contribute via the jet energy scale (2–5% depending on η and pT) and unclustered energy
scale (10%) uncertainties, where “unclustered energy” refers to energy from a reconstructed
object that is not assigned to a jet with pT > 10 GeV or to a lepton with pT > 10 GeV. A
pmissT -dependent uncertainty in the measured trigger efficiency results in a 3% uncertainty
in the signal and background predictions that rely on simulation. The trigger efficiency
is measured by calculating the fraction of W+jets events (selected with the same single-µ
trigger), that also pass the same trigger that is used to define the SR.
The signal and minor backgrounds, estimated solely from simulation, are affected by
similar sources of systematic uncertainty. For example, the uncertainties in the lepton iden-
tification efficiency, lepton energy and momentum scale, pmissT scale, trigger efficiency, and
integrated luminosity uncertainty of 2.5% [59] also contribute to the systematic uncertainty
in the signal.
The signal event acceptance for the VBF selection depends on the reconstruction and
identification efficiency and jet energy scale of forward jets. The total efficiency for the jet
reconstruction and identification requirements is >98% for the entire η and pT range, as
validated through the agreement observed between data and simulation in the η distribu-
tion of jets, in particular at high η, in CRs enriched with tt background events. Among the
dominant uncertainties in the signal acceptance is the modeling of the kinematic properties
of jets, and thus the efficiency to select VBF topologies for forward jets in the MadGraph
simulation. This is investigated by comparing the predicted and measured mjj spectra in
the Z+jets CRs. The level of agreement between the predicted and observed mjj spectra
is better than 9%, which is assigned as a systematic uncertainty in the VBF efficiency for
signal samples. The dominant uncertainty in the signal acceptance arises from the partial
mistiming of signals in the forward region of the ECAL endcaps, which led to a reduction
in the L1 trigger efficiency. A correction for this effect was determined using an unbiased
data sample. This correction was found to be about 8% for mjj of 1 TeV and increases to
about 19% for mjj greater than 3.5 TeV. The uncertainty in the signal acceptance from
the PDF set used in simulation is evaluated in accordance with the PDF4LHC recom-
mendations [60] by comparing the results obtained using the CTEQ6.6L, MSTW08, and
NNPDF10 PDF sets [61–63] with those from the default PDF set. It should be noted that
the combined uncertainty on the signal yields and mjj/mT shapes due to scale variations
on renormalization, factorization, and jet matching is found to be about 2%, which is small
– 14 –
J
H
E
P
0
8
(
2
0
1
9
)
1
5
0
Process µjj ejj τ hjj 0`jj
DY+jets 0.20± 0.07 0.10± 0.04 0.10± 0.04 3714± 760
W+jets 13± 3 6± 1 7± 2 2999± 620
VV 1.7± 0.7 1.5± 0.6 0.9± 0.9 77± 18
tt 13± 4 11± 4 5± 3 577± 128
Single top quark 2.2± 0.9 0.2± 0.1 0.6± 0.3 104± 10
QCD 0+0.2−0 0
+1.2
−0 23± 5 546± 69
Total BG 31± 5 19± 5 37± 6 8017± 992
Data 36 29 38 8408
Table 1. The number of observed events and corresponding pre-fit background predictions, where
“pre-fit” refers to the predictions determined as described in the text, before constraints from
the fitting procedure have been applied. The uncertainties include the statistical and systematic
components.
compared to our estimate of 9% using the Z+jets CRs. Other dominant uncertainties that
contribute to the mjj and mT shape variations include the p
miss
T energy scale, τ h energy
scale, and jet energy scale uncertainties.
8 Results and interpretation
Table 1 lists the number of observed events in data as well as the predicted background
contributions in the SR for each channel, integrating over mjj and mT bins. Figure 3 shows
the predicted SM background, expected signal, and observed data rates in bins of mT for
the 1`jj channels and bins of mjj in the 0`jj channel. The bin sizes in the distributions of
figure 3 are chosen to maximize the signal significance of the analysis. No significant excess
of events is observed above the SM prediction in any of the search regions. Therefore the
search does not reveal any evidence for new physics.
To illustrate the sensitivity of this search, the results are presented in the context of
the R-parity conserving MSSM and considering cases such as those shown in figure 1 for
pure electroweak VBF production of charginos and neutralinos. As mentioned previously,
models with a bino-like χ˜01 and wino-like χ˜
0
2 and χ˜
±
1 are considered. Since in this case the
χ˜02 and χ˜
±
1 belong to the same gauge group multiplet, the χ˜
0
2 mass is set to mχ˜02
= m
χ˜
±
1
and results are presented as a function of this common mass and mass difference ∆m ≡
m(χ˜02)−m(χ˜01). Two scenarios have been considered: (i) the “light slepton” model where˜` is the next-to-lightest SUSY particle; and (ii) the “WZ” model where sleptons are too
heavy and thus χ˜±1 and χ˜
0
2 decays proceed via W
∗ and Z∗. The main difference between
the two models is the branching ratio of χ˜±1 and χ˜
0
2 to leptonic final states. It should be
noted that the branching fractions to leptons are adapted to off-shell W and Z bosons. In
the models shown in the top row of figure 1, the mass m˜` of the intermediate slepton is
parameterized in terms of a variable x˜` as
m˜` = mχ˜01 + x˜`(mχ˜±1 −mχ˜01), (8.1)
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Figure 3. The observed mT and mjj distributions in the ejj (upper left), µjj (upper right), τ hjj
(lower left), and 0`jj (lower right) signal regions compared with the post-fit SM background yields
from the fit described in the text. The pre-fit background yields and shapes are determined using
data-driven methods for the major backgrounds, and based on simulation for the smaller back-
grounds. Expected signal distributions are overlaid. The last bin in the mT distributions of the
1`jj channels include all events with mT > 210 GeV. The last bin of the mjj distributions of the
0`jj channel include all events with mjj > 3800 GeV.
where 0 < x˜`< 1. Results are presented for x˜` = 0.5 in the “˜`-democratic” model where
three sleptons (m˜` = me˜ = mµ˜ = mτ˜ ) are light [15]. The results are interpreted by
assuming branching fractions B(χ˜02 → `˜`→ ``χ˜01) = 1 and B(χ˜±1 → ν` ˜`→ ν``χ˜01) = 1.
To highlight the evolution of the search sensitivity for compressed spectra with mass gap
∆m, values between ∆m = 1 and 50 GeV are studied for both the light slepton and WZ
interpretations. The signal selection efficiency for the 1µjj (1ejj) channel in the light slepton
model, assuming ∆m = 30 GeV, is 0.9 (0.7)% for m(χ˜±1 ) = 100 GeV and 2.5 (1.8)% for
m(χ˜±1 ) = 300 GeV. Similarly, the signal selection efficiency for the 0`jj channel, assuming
∆m = 1 GeV, is 2.8% for m(χ˜±1 ) = 100 GeV and 5.3% for m(χ˜
±
1 ) = 300 GeV.
The calculation of the exclusion limit is obtained by using the mT (mjj) distribution
in the 1`jj (0`jj) to construct a combined profile likelihood ratio test statistic [64] in bins of
mT (mjj) and computing a 95% confidence level (CL) upper limit (UL) on the signal cross
section using the asymptotic CLs criterion [64–66]. Systematic uncertainties are taken
into account as nuisance parameters, which are removed by profiling, assuming gamma
function or log-normal priors for normalization parameters, and Gaussian priors for mass
spectrum shape uncertainties. The combination of the four search channels requires si-
multaneous analysis of the data from the individual channels, accounting for all statistical
and systematic uncertainties and their correlations. Correlations among backgrounds, both
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Figure 4. Combined 95% CL UL on the cross section as a function of m
χ˜
0
2
= m
χ˜
±
1
. The results
correspond to ∆m = 1 GeV (left) and ∆m = 50 GeV (right) mass gaps between the chargino and
the lightest neutralino in the light slepton model. The top row shows the expected limits, and the
bottom row shows the observed limits.
within a channel and across channels, are taken into consideration in the limit calculation.
For example, the uncertainty in the integrated luminosity is treated as fully correlated
across channels. The uncertainties in the predicted signal yields resulting from the event
acceptance variation with different sets of PDFs in a given mT or mjj bin are treated as
uncorrelated within a channel and correlated across channels. The uncertainties from the
closure tests are treated as uncorrelated within and across the different final states.
Figure 4 shows the expected and observed limits as well as the theoretical cross section
as functions of m
χ˜
±
1
for the ∆m = 1 and 50 GeV assumptions in the light slepton model.
For the smallest value of ∆m = 1 GeV, the 0`jj channel provides the best sensitivity,
while the VBF soft-e and soft-µ channels provide the best sensitivity for the larger mass
gap scenario with ∆m = 50 GeV. The four channels are combined and the results are
presented in figure 5. Figure 5 (left) shows the 95% CL UL on the signal cross section,
as a function of m(χ˜±1 ) and ∆m, assuming x˜` = 0.5. Figure 5 (right) shows the 95%
CL UL on the signal cross section, as a function of m(χ˜±1 ), for two fixed ∆m values
of 1 and 30 GeV, and assuming x˜` = 0.5. The signal acceptance and mass shape are
evaluated for each {m(χ˜±1 ),∆m} combination and used in the limit calculation procedure
described above. For the ∆m = {1, 10, 30, 50}GeV assumption, the combination of the
four channels results in an observed (expected) exclusion on the χ˜02 and χ˜
±
1 gaugino masses
below {112, 159, 215, 207} ({125, 171, 235, 228}) GeV. For the compressed mass spectrum
scenarios with 1 ≤ ∆m ≤ 30 GeV, the bounds on the χ˜02 and χ˜±1 gaugino masses are the
most stringent to date.
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Figure 5. (Left) Expected and observed 95% confidence level upper limit (UL) on the signal cross
section as a function of m(χ˜±1 ) and ∆m, assuming the light slepton model with slepton mass defined
as the average of the χ˜02 and χ˜
±
1 masses, x˜` = 0.5. The lower left edge of each bin represents the
{m(χ˜±1 ),∆m} combination used to calculate the UL on the signal cross section. For example, the
lowest and leftmost bin corresponds to the UL on the signal cross section for the scenario with
m(χ˜±1 ) = 100 GeV and ∆m = 1 GeV. (Right) Combined 95% CL UL on the cross section as a
function of m
χ˜
0
2
= m
χ˜
±
1
, for ∆m = 1 GeV and ∆m = 30 GeV mass gaps between the chargino and
the neutralino, assuming the light slepton model.
It is noted that for the 1 < ∆m < 10 GeV mass gaps considered in this analysis, the
exclusions on m(χ˜±1 ) do not depend on the assumption that a light slepton exists (i.e.
m(χ˜01) < m˜`< m(χ˜±1 )). For 1 < ∆m < 10 GeV, the signal acceptance for the WZ model
is similar to the signal acceptance for the light slepton model. For example, figure 3 (lower
right) shows the expected mjj signal distribution when the decays of the charginos and
neutralinos proceed via W and Z bosons, resulting in a similar shape and normalization
as the expectation for the light slepton scenario. However, for increasing ∆m values where
the 1`jj channels dominate the sensitivity, the exclusions on m(χ˜±1 ) in the WZ model are
less stringent than the ones in the light slepton model. This difference is a result of the
lower branching ratio of χ˜±1 and χ˜
0
2 to leptonic final states in the WZ model.
Figure 6 (left) shows the 95% CL UL on the signal cross section, as a function of
m(χ˜±1 ) and ∆m, assuming the WZ model. Figure 6 (right) shows the 95% CL UL on the
signal cross section, as a function of m(χ˜±1 ), for two fixed ∆m values of 1 and 30 GeV, and
assuming the WZ model. For the ∆m = {1, 10, 30, 50}GeV assumption, the combination
of the four channels results in an observed (expected) exclusion on the χ˜02 and χ˜
±
1 gaug-
ino masses below {112, 146, 175, 162} ({125, 160, 194, 178}) GeV. For the compressed mass
spectrum scenarios with 1 ≤ ∆m < 3 GeV and 25 ≤ ∆m < 50 GeV, the bounds on the χ˜02
and χ˜±1 gaugino masses in the WZ model are also the most stringent to date, surpassing
the bounds from the LEP experiments [67–70].
9 Summary
A search is presented for noncolored supersymmetric particles produced in the vector boson
fusion (VBF) topology using data corresponding to an integrated luminosity of 35.9 fb−1
collected in 2016 with the CMS detector in proton-proton collisions at
√
s = 13 TeV. The
search utilizes events in four different channels depending on the number and type of
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Figure 6. (Left) Expected and observed 95% confidence level upper limit (UL) on the signal cross
section as a function of m(χ˜±1 ) and ∆m, assuming the χ˜
±
1 and χ˜
0
2 decays proceed via W
∗ and Z∗.
The lower left edge of each bin represents the {m(χ˜±1 ),∆m} combination used to calculate the UL
on the signal cross section. For example, the lowest and leftmost bin corresponds to the UL on the
signal cross section for the scenario with m(χ˜±1 ) = 100 GeV and ∆m = 1 GeV. (Right) The 95% CL
UL on the cross section as a function of m
χ˜
0
2
= m
χ˜
±
1
, for ∆m = 1 GeV and ∆m = 30 GeV mass gaps
between the chargino and the neutralino, after combining 0 lepton and 1 lepton channels, assuming
the χ˜±1 and χ˜
0
2 decays proceed via W
∗ and Z∗.
leptons: 0`jj, ejj, µjj, and τ hjj, where τ h denotes a hadronically decaying τ lepton. While
ref. [71] reported a search using the VBF dijet topology with a zero-lepton final state in
proton-proton collision data at
√
s = 8 TeV, this is the first search for the compressed
electroweak supersymmetry (SUSY) sector using the 0`jj final state. This is also the first
search for SUSY in the VBF topology with single soft-lepton final states. The VBF topology
requires two well-separated jets that appear in opposite hemispheres, with large invariant
mass mjj. The observed mjj and transverse mass mT(`, p
miss
T ) distributions do not reveal
any evidence for new physics. The results are used to exclude a range of χ˜±1 and χ˜
0
2 gaugino
masses. For a compressed mass spectrum scenario, in which ∆m ≡ m(χ˜±1 ) −m(χ˜01) = 1
(30) GeV and in which χ˜±1 and χ˜
0
2 branching fractions to light sleptons are 100%, χ˜
±
1 and χ˜
0
2
masses up to 112 (215) GeV are excluded at 95% CL. For the scenario where the sleptons
are too heavy and decays of the charginos and neutralinos proceed via W∗ and Z∗ bosons,
χ˜±1 and χ˜
0
2 masses up to 112 (175) GeV are excluded at 95% CL for ∆m = 1 (30) GeV.
While many previous studies at the LHC have focused on strongly coupled supersymmetric
particles, including searches for charginos and neutralinos produced in gluino or squark
decay chains, and a number of studies have presented limits on the Drell-Yan production
of charginos and neutralinos, this analysis obtains the most stringent limits to date on the
production of charginos and neutralinos decaying to leptons in compressed mass spectrum
scenarios defined by the mass separation 1 ≤ ∆m < 3 GeV and 25 ≤ ∆m < 50 GeV.
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