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Abstract
In this thesis, we present experimental methods and results for direct measurements of the pho-
toassociation of two individual ultra-cold rubidium-85 atoms, each prepared in the |F = 2,mF =−2⟩
ground state. From there two individual rubidium-85 atoms are loaded into separate far-off
resonance optical tweezers which are near-deterministically prepared into |F = 2,mF =−2⟩.
The two optical tweezers are then merged and the atoms are exposed to photoassociation light.
To ensure the correct frequency of photoassociation light is used a dual cavity locking scheme, ca-
pable of generating frequencies with a stability of ±425.7 kHz over a large wavelength range for
use in photoassociation spectroscopy, was developed. From there, a light modulation technique is
implemented to isolate the photoassociation event from unwanted far-off resonance trap effects,
such as the AC Stark shift. By controlling the intensity, frequency, and duration parameters of the
photoassociation pulses applied to the rubidium atoms, frequency-dependent, and time-dependent
atom loss is observed for a single band of the 0+u series; located at 377.00067±0.00006 THz.
The resonance and linewidth data exhibits the same behaviour as photoassociation performed
on large atom ensembles within the many-body regime. However, two distinct fast and slow
photoassociation rates are observed in contrast to the many-body regime where only a single
photoassociation rate constant, KPA, has been reported. This marks a novel physical process
which heretofore has not been reported in the field of atomic or molecular physics.
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Since Richard Feynmann’s 1959 talk, “There’s plenty of room at the bottom", it has been the
dream of scientists to create molecules and synthesize chemical substances precisely, atom by
atom [2]. The technology at the time, however, had substantial limitations. Single atoms could
not be isolated or manipulated [3], nor could they be joined in a controlled manner. Furthermore,
the technology was further limited by the need to cool atoms to and below µK temperatures,
which would allow for control over both their rotational and vibrational modes. It was a triumph
then, that in 1978 the means to cool atoms to µK levels and below were experimentally realised
by Wineland, Drullinger, and Walls via Doppler cooling [3]. Since then further cooling methods
have been developed which can extend down to temperatures of 1 nK and below [4]. Being
able to reach such extreme temperatures has made the manipulation of both the rotational
and vibrational modes of diatomic molecules possible and set the stage for the deterministic
preparation of diatomic molecules [5].
In general, the creation of a molecule requires some activation energy to form the bond
between the constituent atoms. In atomic physics, the most common means to provide this
energy is through photons. The process in which two colliding atoms absorb a photon that
resonantly converts the atomic pair to a molecule is known as photoassociation (PA) [6–8].
This method is of particular interest because it yields a phenomenal amount of control over
the creation of molecules in particular states and is a popular topic of research in atomic and
molecular physics [9–11]. In 1993 the PA spectrum of ultra-cold Rubidium-85 (85Rb) atoms
were explored by Miller et al using groups of around 7500 atoms [12]. The atoms were confined
inside a far-off resonance optical dipole trap (or FORT). By using the trapping laser beam at
different frequencies and utilizing the natural collisions of the 85Rb atoms they were able to
induce PA and produced 85Rb2 molecules. Any pair of atoms which successfully created a
molecule would then escape the trap and the result would be an overall loss of atoms. In this
way, photon frequencies corresponding to molecular formation were mapped out.
Since then there have been numerous explorations into the quantum mechanical processes
and mechanisms surrounding photoassociation and fundamental nature of chemical reactions, all
2 Introduction
of which were performed on large atomic ensembles until 2013 [13, 14]. Common methods of
atom confinement in this research area is achieved through the application of magneto-optical
traps (MOTs), and Bose-Einstein condensates (BECs) [15, 16]. The appeal of such techniques
in this field is their ability to produce cold atoms at high densities. Where, for cold samples
of atoms, the spread in their initial kinetic energies leads to a narrowing of the frequencies
required to induce resonant PA processes. This has aided in the understanding of various aspects
of collisional dynamics [17, 18]. However, in this same regime where the photoassociative
processes are studied, measurements of loss can only be inferred from averages made in the
many-body regime. As a result, this currently limits our understanding of chemical reactions and
molecular formation in general [19, 20].
In 1978 Neuhauser et al. made the first few atom measurements by isolating a single barium
ion inside of a radio frequency trap electric field trap [21]. It wasn’t until fifteen years later
that the first electrically neutral Caesium atom was and isolated and observed [22]. In the
past two decades, tremendous improvements to optical techniques has established high control
over atoms within the few body regime. Of particular note is the far-off resonant trap (FORT)
which, as a tool, has been implemented in a number of few atom experiments including Penning
ionization, neutral atom controlled quantum-NOT gates, and the production of single-photon
servers [23–25]. The defining feature of FORTs is that they are able to generate conservative
and non-dissipative potentials with predictable phases over long durations [26]. This permits
high control and isolation over long and short-range atomic interactions. Moreover, as of 2018
while the work presented in this thesis was being carried out, Liu et al. successfully synthesised
a single excited state NaCs molecule from a reservoir of two atoms via photoassociation [11].
The research presented in this thesis relies heavily on the isolation of single Rb atoms inside
a FORT. The technique used to achieve this involves a process known as light-assisted collisions.
A sample of neutral atoms loaded into a FORT when exposed to a near-resonant light-field
can be described as an assembly of two-body interactions. Atoms that absorb this light can be
transferred into a quasi-molecule excited state before separating via spontaneous emission and
gaining or losing kinetic energy from the process. The total energy each atom can obtain is
adjusted by the frequency detuning of the light. Originally only frequencies below resonance
were used to prepare atoms inside a FORT. In this case, the atom-atom interactions are repulsive
and the upper limit for single atom preparation was limited to around 50% [27]. Conversely,
light fields detuned to frequencies above resonance generate attractive atom-atom interactions
which ultimately lead to near-deterministic single atom loading efficiencies of up to 91% [28].
In this thesis, I report the first direct measurements of deterministically prepared 85Rb dimers
in the A1Σ+u molecular state of the 0
+
u series from a reservoir of two atoms. Each atom is
initially loaded into a separate FORT through light-assisted collisions and transferred into the
|F = 2,mF =−2⟩ hyperfine state before being combined into the same FORT. This process is
able to generate pairs of 85Rb atoms with a fidelity of 98.2%. A system capable of generating
PA light up to 500 Wcm−2 with an accuracy of ±425.7 kHz relative to an absolute reference
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frequency was built. This system was used to make observations of the effects of varying the PA
light’s intensity on a single PA resonance and said resonance’s associated two-atom loss rates.
Here the homogenous line broadening of the resonance, observed in the many-body regime for
other species, is verified. While two PA rate constants, K(s,a)PA , are observed contrary to the single
PA rate constant KPA seen in the many-body regime.
1.1 Thesis Outline
Chapters 2 and 5.1.2 will present a brief review of relevant established molecular theory and
laser cooling techniques used in cooling, trapping, and manipulating few-body systems in the
sub-mK regime.
Chapter 2 starts with an examination of atomic collisions which will provide the basis for
understanding the photoassociation rate constant which is central to the result presented. The
chapter finally concludes with an overview of the process of photoassociation and a simple model
of population decay for a system of two isolated atoms to describe the loss observed inside the
experimental FORT.
Chapter 3 serves to outline the theory behind the cooling and trapping techniques applied in
this research. The chapter begins with an overview of the confinement and cooling of neutral
atoms inside a magneto-optical trap, before proceeding to the additional Sisyphus cooling
techniques used to achieve temperatures below the Doppler limit. From there the principles
governing FORTs (also known as optical tweesers) will be explored from both a classical and
quantum mechanical standpoint. Lastly, the process of light-assisted collisions used to efficiently
isolate Rb atoms will be described.
Following chapter 3, the experimental setup and sequencing employed throughout this work
along with an additional two laser cavity locking setup built during this research will be detailed.
Chapter 4 begins by outlining the vacuum chamber platform, computer control system, laser
systems, imaging, and imaging analysis techniques employed prior to the work presented in this
thesis. Finally, a description of the experimental sequencing of each component to achieve single
atom loading is outlined in the last section.
Starting from chapter 5 an overview of adaptations made to the pre-existing setup to perform
the deterministic loading of two atoms into the same FORT will be made. This includes the
application of optical pumping to prepare the 85Rb atoms in their |F = 2,mF =−2⟩ hyperfine
ground state, a description of heating effects induced by merging two FORTs, and temperature
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measuring techniques used to assess the average temperature of the experimentally prepared
atoms.
In chapter 6 presents a two laser optical resonator cavity locking system, built as a part of
this thesis to provide a photoassociative light source capable of generating wavelengths from
725 nm to 960 nm with high accuracy. From there a description of the system used to inject
this light into the single atom setup is discussed. This includes an overview of a FORT-PA light
modulation technique to isolate the photoassociative effects applied to the prepared atoms from
those of the effects caused by the FORT, such as the AC stark shift. Finally, the full experimental
sequence used to obtain the results presented in chapter 7 is outlined.
Finally, Chapter 7 presents the results of analysing observed population loss inside the
FORT due to the two loaded individual 85Rb atoms receiving enough energy to escape the FORT
by photoassociating. From here the varying effects that the PA light’s intensity has on the PA
spectroscopy resonances be confirmed in the two-body regime. Finally, the presence of two
individual photoassociation event rates is observed. A result that has, as of this thesis, not yet
been reported. An initial relative motion model is presented to explain this unfamiliar result.
To conclude this thesis, Chapter 8 summarises the results of my research and outlines
potential avenues for further applications and study.
1.2 Author Contributions
The experimental work presented in this thesis was carried out together by myself, present,
and past colleagues. The conceptualization of the experiments presented in this thesis was
done by the group leader Dr. Mikkel Andersen. The central single atom apparatus along
with the experimental sequence used to isolate single atoms detailed in chapter 4 is the fruit
of the collaborative work performed by Dr. Andrew Hilliard, Matt McGovern, Dr. Alicia
Carpentier, Dr. Pimonpan Sompet, Yin Hsien Fung, Dr. Eyal Schwartz, and Luke Reynolds,
former postgraduate students and postdoctoral fellows. Chapter 5 outlines extensions made to the
existing experimental apparatus that were made by myself with loose guidance from postdoctoral
fellow Dr. Eyal Schwartz. Finally, the collection and analysis of the results presented in chapter
7 were carried out by myself with the assistance and guidance of Dr. Marvin Weyland.
Chapter 2
Ultracold Two-Body Systems
The goal of the work presented in this thesis is to explore the dynamics present in the two-body
regime while constructing individual 85Rb2 molecules via photoassociation (PA). To explore
this we deterministically prepare pairs of 85Rb atoms in the 5 2S1/2 |F = 2,mF =−2⟩ hyperfine
ground state and photoassociate them into a known molecular state. This hyperfine ground state,
F = 2, was chosen for the convenience with which atoms can be prepared in the state (as will
be discussed in section 5.1) and because it possesses a lower energy than the F = 3 ground
state. The magnetic sublevel, mF = −2, was chosen for two reasons. First, because pairs of
atoms prepared in the same extreme magnetic sublevel, mF =±2, will not change their hyperfine
sublevel during collisions undergone within a low magnetic field [29]. And second, because of
conveniences in the pre-existing setup prior to the start of the project presented in this thesis.
This chapter serves to provide a theoretical basis for understanding the results presented in this
thesis. We will begin with a review of quantum scattering theory with the intention of modeling
a single photoassociative event as an absorptive scattering process. Such a process has several
factors to consider such as the total angular momentum, F , of the atoms, the indistinguishability
of the two atoms, and what is meant by absorption in the context of quantum scattering theory. It
is the intent of this section, then, to gradually build-up to the full absorptive scattering model,
starting from the simplified model of two spinless particles colliding elastically and individually
adding each relevant process as is appropriate. This section will also serve as a useful overview
for students working on projects related to PA but less familiar with scattering theory as a whole.
We will then turn our attention to the theory of PA in earnest. We will begin with a general
overview of a typical PA event. This will provide the physical context in which the parameter,
known as the photoassociative rate coefficient KPA, can be introduced. Until now the experimental
means of exploring PA and the photoassociative rate coefficient for pairs of 85Rb atoms have
been restricted to indirect measurements performed on large ensembles confined by either a Bose-
Einstein Condensate, a Magneto-Optical Trap, or optical tweezers [30, 12]. The experimental
setup presented in this thesis is unique as it provides the means by which PA can be explored
directly through isolated pairs of ultracold spin-polarised atoms. Thus, the final section of this
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chapter also presents a model which describes the two, one, and zero atom populations of atom
pairs after being exposed to PA light for a variable duration. This model will later be used to
analyse the experimental data, obtained during this research project, and calculate estimates for
the photoassociative rate coefficient of 85Rb2 across various PA light intensities.
2.1 Elastic Scattering Processes
The overarching focus of the following sections will be to obtain a model of the expected
scattering rates in a PA process between two 85Rb atoms in the 5 2S1/2 |F = 2,mF =−2⟩
state. In general, this process can be described as an inelastic scattering process involving two
indistinguishable particles initially in the same |F,mF⟩ state. However, for those less familiar
with scattering theory, I intend to approach this process in stages. We will begin simply with the
case of elastic scattering of distinguishable particles and build on it, individually adding each
relevant dynamic: spin, indistinguishability, and absorption.
To begin suppose we have two distinguishable particles, A and B, with positions rA and
rB, masses mA and mB respectively, and vanishing internal angular momentum (F = 0). Each
particle has its own energy and is allowed to interact with the other via an interaction potential
V (r), where r = rA − rB is the relative position of the two particles. The relative motion of
these particles can be described by a complex-valued wavefunction, ψ(r), which obeys the time-
independent Schrödinger equation for a particle with reduced mass µ = mAmBmA+mB and interaction








ψ(r) = Eψ(r). (2.1)
Here ∇2r designates the relative Laplacian for the coordinate r. In reality a scattering event is
time-dependent, however for most experimental cases, the description of stationary solutions
tends to be adequate [32]. In general, the collision energy of this process is E = h̄2k2/(2µ),
where k is the relative momentum of the two particles and E is the asymptotic kinetic energy of
the two particles prior to the collision.
The goal here is to look for solutions of equation 2.1 describing the relative motion of two
particles which approach each other from infinity, interact, and then separate as r tends towards
infinity. This imposes two boundary conditions on ψ(r), namely that at large distances the
incoming wave will take the form of a plane wave while the outgoing wave will be a scattered
spherical wave. For convenience, it is useful to orient our coordinates so that particle B is always
at the centre of the scattering event and the incoming plane wave always travels along the z-axis.
To ensure that these plane and spherical wave solutions for ψ(r) are valid for large particle
separations, and not just infinity, throughout the discussions in this chapter we will assume that
the interaction potential, V (r), falls off faster than 1/r2. Thus, for regions outside the interaction
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region, we obtain
ψ(r) r → ∞∼
Incoming plane wave︷︸︸︷





where f (θ ,φ) is known as the scattering amplitude. It’s square is defined as the probability
amplitude of the outgoing spherical wave relative to the incoming plane wave in a stationary-state
scattering process and has the physical dimensions of length [33].
We can define the particle flux during a scattering event as the current density, j(r). Classi-
cally the flux is defined as the product of the particle density and velocity. Here, the velocity can





and describes the probability for finding the incoming particle A at the position r when B is located
at r = 0 per unit time per unit area throughout the collisional process. Substituting equation 2.2
into 2.3 gives the total current density in terms of the current densities of the incoming plane
wave, j in(r), the outgoing spherical wave, jout(r), and an interference contribution, j int(r), as
j(r) r → ∞∼ j in(r)+ jout(r)+ j int(r). (2.4)
Here jout(r) radiates from the scattering centre, modulated by f (θ ,φ), and j int(r) describes the
contribution received from the interference between the incoming plane and outgoing spherical
waves. Particle conservation of an elastic process requires that∮
j(r) ·ds = 0. (2.5)
That is, that the net flux around the scattering centre (particle B) is zero.
Suppose now, that particle A collides with, and scatters off of, particle B. There must exist
some area, dσ , which the incoming flux must be scattered into the outgoing direction, defined
by some infinitesimal solid angle dΩ = sin(θ)dθdφ . That is to say, the asymptotical flux of
particle density scattered into dΩ is limr→∞ jout(r) ·ds which, when taken to the leading order
and normalised to the incoming current density (| j in(r)|), yields
dσ = | f (θ ,φ)|2dΩ, (2.6)
where dσ is called the differential scattering cross section. dσ can be thought of as the probability
density of finding the scattered particle, A, for some combination of θ and φ . Integrating over
both sides of equation 2.6 gives the total scattering cross section of the collision as,
σ =
∫
| f (θ ,φ)|2dΩ. (2.7)
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This can be thought of as a measure of the “effective” area through which the two particles
interact.
2.1.1 Partial Waves Expansion
In the case of two distinguishable particles with a radially symmetric interaction potential,
V (r) =V (r), it follows that the Schrödinger equation is rotationally invariant. This is not true,
however, for the boundary conditions used to define the scattering wave function ψ(r) in equation
2.2. This stems from the fact that, while V (r) causes the orbital angular momentum, L̂, to be
conserved, ψ(r) is not an eigenfunction of L̂. Fortunately, ψ(r) can be expanded into the sum of
eigenfunctions of L̂ which are rotationally invariant.
To achieve this we start by applying separation of variables in relative spherical coordinates
to equation 2.1. This yields [35]
ψ(r) = R(r)Yl,ml(θ ,φ), (2.8)
where Yl,ml(θ ,φ) are the spherical harmonics and are labelled by the angular momentum and az-
imuthal quantum numbers l and ml respectively. Where l can take the integer values 0,1,2,3, ...
represented by the code letters s, p,d, f , ... and ml =−l,−l+1, ... , l−1, l. Since the incoming
wave in the scattering process is a plane wave it’s azimuthal quantum number is simply ml = 0.
Because ψ(r) reflects both before and after the collision it can be assumed that ml = 0 for the









by noting two important aspects. First, that the rotational symmetry around the z-axis is conserved
in both the Schrödinger equation (equation 2.1) and in the long range boundary conditions of
equation 2.2. This causes ml to be conserved. Second, since the incident wave is a plane wave
we can take ml to be zero. Thus, each of the summation elements in 2.9 labelled by their angular
momentum quantum numbers, are rotationally invariant about φ . In this expansion the term
ul(r) = rR(r) is known as the radial wave function, while the Pl(cos(θ)) terms are the well
known Legendre polynomials. While expansion itself is known as the partial wave expansion
[36].
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where L̂ is the orbital angular momentum operator, and inserting it into the Schrödinger equation









+V (r)︸ ︷︷ ︸
=Veff(r)
]
ul(r) = Eul(r). (2.11)
The radial Schrödinger equation serves to describe the motion of a free particle confined to move
in one dimension under the influence of the “effective” potential Veff(r).
The general solutions of equation 2.11 can be found as the linear combination of spherical
Hankel functions of the first, h(1)l (kr), and second, h
(2)
l (kr), kind [35]. Outside the interaction
region we have

















2iδl h(2)l (kr)] Pl(cos(θ)), (2.12)
where δl , known as the scattering phase shift, is the phase shift induced in the wave by the
scattering event. It is useful to define Sl := e2iδl , where Sl is known as the scattering matrix. In
general Sl can be thought of as an operator which maps incoming particle states to outgoing
particle states. Noting that h(2)l (kr)
r → ∞∼ i−(l+1)eikr/kr it follows that the scattering amplitude









which, by inserting f (θ) into 2.7 and exploiting the orthogonality of the Legendre polynomials,







(2l +1)|1− e2iδl |2. (2.14)
Before moving on, it is useful to note that for θ = 0 equation 2.14 can be rewritten in the form
σ = πk2 Im[ f (θ = 0)], known as the optical theorem. The theorem reflects that the scattered wave
component of the total current density, jout, comes from the destructive interference between
the incoming plane and outgoing scattered wave components of 2.12 in the forward (θ = 0)
direction, see Figure 2.1.
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Fig. 2.1: An illustration of the forward destructive interference between the incoming plane wave and the
outgoing scattered spherical wave which feeds the outgoing spherical wave. Here the shaded red centre
indicates the scattering centre (particle B).
2.1.2 Inclusion of Internal Angular Momentum Dynamics
Thus far we have found the elastic scattering cross-section for two particles with vanishing
internal angular momentum. Where, by “internal angular momentum,” we are referring to the
total quantum angular momentum of each particle, F . Our attention shall now be turned towards
the inclusion of non-vanishing F .
Suppose that each particle in the system has some non-zero internal angular momentum. The
operators of this internal angular momentum, for both the target and the projectile, are F̂ t and
F̂ p respectively. While their eigenstates can each be written as |Ft ,mFt ⟩ and
∣∣Fp,mFp〉, where
mF =−F,−F +1, ... ,F −1,F . In general, this provides 2F +1 possible eigenstates for both
the target and the projectile which, together, form a (2Ft +1)(2Fp +1)-dimensional basis. As








ϒmFt ,mFp ≡ |Ft ,mFt ⟩
∣∣Fp,mFp〉 (2.16)
defines the uncoupled F states. Here is reflects every possible combination of the states |Ft ,mFt ⟩
and
∣∣Fp,mFp〉, while each individual combination, ϒis , is referred to as a single scattering channel.
Similarly, each ψis represents the wavefunction associated with each channel.
The Schrödinger equation for the two particles with some internal angular momentum simply








ψ(r,mFt ,mFp) = Eψ(r,mFt ,mFp) (2.17)
where ∇2r and V (r) now also act on the state is. As in the previous cases, we are interested
in the solutions to ψ(r,mFt ,mFp) outside the interaction region which also obey the boundary












ϒ js︸ ︷︷ ︸
Outgoing spherical wave
, (2.18)
where is represents the states of the particles before the scattering event, that is the incoming
channels, and js represents the states of the particles after the scattering event, the outgoing
channels. The scattering amplitude, fis, js(θ ,φ), in 2.18 corresponds to the scattering process
where the particles underwent a change of state from ϒis → ϒ js . Thus, for a particular change of





= | fis, js(θ ,φ)|2. (2.19)
Now, it is important to note that if the particles undergo a collision in which their states do not
change, that is when is = js, then the scattering amplitude reduces to: fis, js(θ ,φ) = δis, js f (θ ,φ).
As all our experiments will be performed in a low magnetic field regime using 85Rb atoms
prepared in the |F = 2,mF =−2⟩ state, it follows that is = js. Hence, the spin-independent
scattering amplitude f (θ ,φ) reduces to equation 2.13. Thus, the total elastic scattering cross
section for our atoms is simply the form given by equation 2.14.
2.1.3 Indistinguishable Particles
The experiments performed, and outlined in this thesis, are directly concerned with two indistin-
guishable 85Rb atoms. This means that in a scattering event between these atoms, there is no way
to distinguish the scattering target from the incoming particle. This theory thus far has assumed
that the particles are distinguishable and that the particle leaving the scattering region is the same
particle that entered. This section serves to tweak the current theory in order to accommodate
indistinguishability.
To begin, suppose the two particles we have are indistinguishable 85Rb atoms. This means that
in the atoms’ centre-of-mass reference frame, a reflection about the origin along the internuclear
axis will correspond to an exchange of the projectile and target’s position coordinates. Because
the atoms’ total angular momentum is conserved throughout the collision we know, from the
previous section, that the scattering amplitude will simplify down to the vanishing internal
angular momentum (F = 0) case. Thus, we need only to consider two bosons with vanishing
internal angular momentum, such as the 85Rb isotope, where the wave function is invariant under
the exchange of the projectile’s and target’s position coordinates. That is
ψ(r) = ψ(−r), (2.20)
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which is the same as swapping the two particles. It is important to note that for bosons with
vanishing internal angular momentum the wavefunction is invariant under this exchange. The
inclusion of this symmetry requirement in our theory requires that the solutions to the Schrödinger
equation (2.1) obey the symmetrised boundary conditions
ψ(r) r → ∞∼
Incoming plane wave︷ ︸︸ ︷





where f (+)(θ ,φ) = f (θ ,φ)+ f (π −θ ,φ +π) is the symmetrised scattering amplitude. That is
to say, that ψ(r) will be unchanged under a reflection in r.
When this symmetry requirement is included the incoming plane wave components of ψ(r)
define two separate plane waves coming in from both the +z and −z directions. While the
outgoing spherical waves is a superposition of the two scattered plane waves. To avoid double-
counting of the two outgoing waves, represented in f (+)(θ ,φ), when calculating the scattering
cross section a factor of 1/2 is included. Thus the total elastic scattering cross section between





| f (+)(θ ,φ)|2dΩ, (2.22)
where the ∼ above the σ indicates that both particles are indistinguishable.
The Legendre polynomials have the property Pl(cos(π −θ)) = (−1)lPl(cos(θ)). As a result,
in the partial waves expansion of the symmetrised wave function the odd l terms drop out of
f (+)(θ ,φ) while the even terms gain a factor of 2. Thus the physical scattering cross section







(2l +1)|1− e2iδl |2. (2.23)
In this work, we are interested in collisions between 85Rb atoms prepared in the 5 2S1/2
ground state in the low energy regime, at temperatures below 35 µK, where l = 0. In this regime,
we need only consider s-wave scattering and hence δl = 0 for all l > 0. Interestingly, we see
that under these restrictions the total scattering cross-section between the distinguishable and
indistinguishable cases relate via
σ̃elastic = 2σelastic. (2.24)
This will be a useful distinction later following the inclusion of inelastic absorption.
2.1.4 Absorptive Collisions
In the previous sections, we have confined ourselves to collisions where all particles that enter
the interaction region are required to leave again with no change to their internal structure beyond
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those discussed in section 2.1.2. We now aim to include situations where the incoming particle is
lost to the collisional process. Such a process is often referred to as absorption. In the following
it will be useful to approach the topic of absorption from the case of two distinguishable particles
before using equation 2.24 as a means of extending our model into the indistinguishable particle
regime.
Consider two distinguishable particles, A and B, each with an internal angular momentum of
|F = 2,mF =−2⟩. In section 2.1.2, we found that the total scattering cross-section (indicated
with the subscript total) was given by equation 2.14. We saw in section 2.1 that the total scattering
cross-section comes from the requirement that the long-range flux scattered through a surface
surrounding the scattering event must sum to zero (see equation 2.5). This is true of the scattering
events we have discussed so far. However, if the incoming particle does not leave the interaction
region due to an absorptive process then the outgoing flux will not be completely registered. To
accommodate this loss we redefine the total scattering cross-section as [36]
σtotal = σ +σabs, (2.25)
where σabs relates to the flux lost due to an absorption process, jabs, and σ is what is registered
from jout. That is to say that σ corresponds to cases where both particles are registered as exiting
the scattering event as two individual particles.
Provided that the potential describing the interaction, V , is radially symmetric and only a
single incoming scattering channel i exists, the absorption scattering amplitude for two particles
is [36]












where Sa is the scattering matrix element that gives the probability amplitude for an absorption
event to occur.
It is worth noting that when |Sa|= 0 we recover σtotal = σ . Thus, from equation 2.24, for
s-wave scattering (l = 0) we have that σ̃total = 2σtotal ⇒ σ̃def = 2σ in the indistinguishable
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for s-wave scattering. Where the factor of 2 simply comes from the partial waves expansion of
the symmetrised wave function, discussed in section 2.1.3.
2.1.5 Scattering Limits
So far our discussions have been centred on different scattering cross-sections which occur in
two-body collisions. These cross-sections also define an upper limit to the amount of particle
flux that can be scattered in a single collision. In general, this limit occurs when the scattering
matrix, Sl(δl), reaches its maximum. Additionally, when the maximum cross-section is reached
and Sl is unitary (that is when |Sl(δl)| = 1) then this limit is referred to as the unitarity limit.
This limit can be thought of as an expression of particle conservation which is only fulfilled so
long as δl ∈ R.
For example, in an indistinguishable elastic collision (equation 2.23) the total scattering cross









when δl = mπ/2 for m =±1,±3,±5, .... Here each term in the sum represents the maximum
contribution of a given partial wave l to the total cross section. Similarly, the absorption cross-
section will reach its maximum when the absorption scattering matrix, Sa, is unitary. Although,
generally in this limit the overall scattering matrix during absorptive collisions, Sl , is not unitary
[36]. This concept along with equation 2.28 are the two main results that will come into play in
the next section.
2.2 Photoassociation via Cold Collisions
Now that we have the necessary scattering theory foundation we are ready to begin discussing
the physical process that will be used to build individual 85Rb dimers: photoassociation. We will
begin with a brief overview of the general process before moving on to a description of how
the process treated in the many-body regime within the literature. From there, an alternative
approach will be presented which has been adapted to model the two-body regime which is the
subject of this thesis. Because all of our measurements will be within the low µK regime we will
proceed with the assumption that we are within the s-wave scattering regime, and hence l = 0,
from here onwards.
In general, the process of photoassociation (PA) occurs when two colliding atoms absorb a
photon, of energy h̄ω , and are excited into an attractive potential. Where ω < ω0 and h̄ω0 is the
atomic excitation energy needed to transfer a single atom from its electronic ground state, |g⟩, to
an excited state, |e⟩. Molecules formed in such a process will be in an electronically excited state.
The spontaneous emission of a photon from such states typically limits their lifetimes to short
2.2 Photoassociation via Cold Collisions 15
durations on the order of 70 ns [30]. Because of this, they are often referred to as quasimolecules
[38].
For two ground state atom’s viewed in their relative mass frame, with an internuclear
separation of R, conservation of energy requires that the sum of their initial kinetic energy,
Ttot(R), and the energy of the absorbed photon, h̄ω , must sum to give the same energy as
the electronically excited state of the molecule. The internuclear separation with which a
photoassociative transition into a molecular state is most likely to occur is known as the Condon
point (or the Condon radius and sometimes as the outer turning point), RC(ω). In other words,
RC(ω) is the distance where both atoms are on resonance with a photon of energy h̄ω , see Figure
2.2. Moreover, the actual internuclear distance where the Condon Point occurs is dependant on
Fig. 2.2: A simplified schematic of the photoassociation (PA) process for two atoms beginning in the
ground state, |g⟩. Each potential energy curve is shown as a function of internuclear distance, R.
the transition frequency of the photoassociative transition being addressed [6]. This can be seen
by considering a lower energy transition in Figure 2.2.
Once the two atoms have photoassociated they will enter some rotational-vibrational molecu-
lar state with some binding energy EB less than the total energy of two individual atoms in the
|g⟩+ |e⟩ dissociation limit (indicated by the thin black line on the upper potential of Figure 2.2).
In this state, there are two possible events that can occur. The first occurs when the excited state
molecule decays into some rotational and vibrational state in the electronic ground state manifold
of the molecule, indicated by the leftmost green curve. This process will cause the molecule to
emit a photon; gaining or losing kinetic energy in the process. The second event, also indicated
with a green curve, involves the molecule “breaking” by emitting a photon and decaying back
into two individual free atoms, each in the ground state. Depending on the frequency of the
emitted photon, the atoms produced by this process may have more kinetic energy than they did
before their initial collision.
The second decay event discussed is of physical interest because it allows for the possibility
of coherently modifying the collision between two atoms through the application of stimulated
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emission. A process which is central to the preparation of individual 85Rb atoms through the use
of a repulsive potential and is discussed in section 3.4 of chapter 5.1.2.
For the scope of this work we will be concentrating on a particular resonance, located at the
frequency 377.00067±0.00006 THz, within the 0+u series of resonances below the 5S+5P1/2
disassociation limit of 85Rb2 (refer to Appendix B for a review of molecular theory and term
symbols) [39]. The 0+u series was chosen because their frequency positions, for both the A
1Σ+u
and the b3Π0,u states, have been accurately explored by Bergeman et al. [40]. This is ideal as
the focus of this work is to directly investigate the PA process within a two-atom system. An
observant reader will note that I have not specified which of the two electronic states 377.00067
THz corresponds to. This is due to an effect involving the states of the nuclear system which
makes the two states hard to distinguish experimentally, as will be discussed in the following
sections.
2.2.1 The Photoassociation Rate
To verify PA within the two atom regime an observable value needs to be obtained. In the
many-body regime, this observable is the PA rate coefficient (also known as the total event rate
coefficient), K(T, I). Here K(T, I) serves to determine the collision event rate (that is, the rate at
which atoms undergo a PA event) for a given density. While on-resonant with some arbitrary PA
transition, ωPA, the on-resonant PA rate constant can be defined as the number of PA events that
occur per second, in other words by [41–43]
KPA(T ) = ⟨vrelσ̃abs⟩ (2.30)
where vrel is the relative velocity between the two identical particles, and ⟨...⟩ indicates a thermal
average over all possible relative thermal velocities. In order to obtain an appropriate form for
the absorption cross section, σ̃abs, a more applicable form of the scattering matrix Sa, which the
absorption cross section depends on, is required.
In 1999 J. Bohn and P. Julienne showed that the on-resonant scattering matrix could be related
to the spontaneous molecular emission, g, and the stimulated molecular absorption/emission





Here the spontaneous molecular emission rate, g, is the rate at which photons are naturally (in
absence of any other effects) emitted from the excited state molecule. That is, g reflects the
natural lifetime of the excited state molecule, τ , via τ ≈ 1/g. Conversely, stimulated molecular
absorption/emission rate, G, reflects the lifetime of the excited state molecule while it is exposed
a driving light field of intensity I.
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Substituting equation 2.31 into the absorption cross section for two indistinguishable particles,







where I is the intensity of the external light field and Isat is the intensity with which the scattering











where the de Broglie wavelength, λdB = 2π/k = 2π h̄/(µvrel), has also been substituted into
equation 2.32 [35].
The ⟨1/vrel⟩ term can be evaluated by approximating the possible relative velocities, vrel,









































Here, KPA has the units of cm3/s which relates to the radial flux lost due to the absorption event
(see section 2.1.4).
Photoassociation Rate Limit
The overall goal of the scattering theory discussions in this chapter has been to setup a basis
with which to obtain equation 2.36. This is because it provides a theoretical comparison for the
on-resonant PA rates, KPA, measured in this thesis. Of particular interest is the upper bound for
the PA rate constant. This occurs at the unitarity limit when I = Isat (or rather when g = G) and,
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To give context to the results of this thesis, presented in chapter 7, a theoretical prediction
of K[max]PA can be made. The average temperature of the atoms during our experiments will
later be shown to be 32.2± 4.4 µK (see section 6.2.4.1). This, along with the mass of an
individual 85Rb atoms (1.41×10−25 kg [1]) provides an estimate for the theoretical PA rate limit
as K[max]PA = (1.4±0.1)×10
−10 cm3/s. Ultimately, this value will be treated as the theoretical
basis for the results presented in chapter 7.
2.3 Observation of the Photoassociation Rate
Our theory of the on-resonant PA rate, KPA, and its limit serve to illustrate the expected observable
loss of ground state pairs through a photoassociative process using first principles. In many-body
experiments, this loss is observed as the percentage of the total population of atoms remaining
in a sample after the sample has been exposed to on-resonant PA light for a duration t [45, 46].
Until now investigations into the PA spectrum and processes of rubidium dimers have only
been observed through population loss inside Bose-Einstein condensates (BECs), Magneto-
Optical Traps (MOTs), and FORTs. These experiments, while excellent, were restricted to
atom populations on the order of 105. Such population sizes are optimal for producing large
collections of molecules with an equally large by-product of single atoms and have been studied
in great detail [45, 46, 42, 41, 12]. However, to build individual molecules, atom by atom, as
Feynman described, it is critical to understand the few-body dynamics that govern the different
few-body regimes. The first and foremost of these is the two-body regime which governs the
creation of individual dinuclear molecules.
With this in mind, the following subsection will begin by providing an outline of the model
for two-atom population loss which was used to analyse the data presented in this thesis. From
there we will relate the two atom population model to the PA rate constant.
2.3.1 Two-Atom System of Rate Equations
Within our setup, the central measurement parameter during any experiment is the number
of atoms present before and after an experiment takes place. Our setup is unique as it can
deterministically prepare a single pair of 85Rb atoms which are confined within a trapping
potential, with a fidelity of ≈ 98.2%. This provides a means by which two-atom and one
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atom loss events can be identified, and hence an ideal setup for performing photoassociative
experiments and measuring KPA.
Because our experiment is firmly established in the two-body regime a system of linear
population decay equations can be used in place of a dynamic density profile. Each equation is
derived by considering the possible sources of change within a two atom population inside a trap
as a function of time. For example, due to the trap potential being much greater than the kinetic
energy of each atom, but not both (see sections 3.3 and 4.4), there are only three events which
can impose a change on the two-body population within the trap:
1. Both atoms can no longer be detected inside the trap due to a PA event. This can occur if
either the atoms are photoassociated into some rovibrational state and decay down, gaining
kinetic energy and escaping the potential trap in the process, or they become a stable
molecule and become “dark” to the imaging system.
2. Atom A is lost due to an unforeseen one body loss event within the trap.
3. Atom B is lost due to an unforeseen one body loss event within the trap.
Following this line of reasoning, the change in percentage population for two (P2), one (P1), and
zero (P0) atoms, inside a trapping potential, as a function of time can be written as
Ṗ2(t) =−γ2P2(t)−2γ1P2(t)
Ṗ1(t) =−γ1P1(t)+2γ1P2(t)
Ṗ0(t) = γ2P2(t)+ γ1P1(t) (2.38)
respectively, where γ1 & γ2 are the event rates for one atom & two atom loss. The factor of two
in Ṗ2(t) and Ṗ1(t) stems from the fact that both atoms are indistinguishable due to being prepared
in the same atomic ground state.
This system of differential equation’s solutions a can be found as the sum of individual
exponentials (see appendix C.1), where
P2(t) = P̄2e−(γ2+2γ1)t (2.39a)
P1(t) = (P̄1 +aP̄2)e−γ1t −aP̄2e−(γ2+2γ1)t (2.39b)
P0(t) = 1− (P̄1 +aP̄2)e−γ1t −abP̄2e−(γ2+2γ1)t . (2.39c)
Here P̄2, P̄1, and P̄0 are constants which represent the average initial two, one, and zero atom




, and b =
γ22 + γ2γ1 −2γ21
γ2 +2γ1
. (2.40)
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By counting the number of atoms remaining in the trap, as discussed in sections 4.5.2 &
4.5.3, for various PA light pulse durations and fitting 2.39 to the data, indirect measurements of
both γ1 & γ2 can be achieved.
Extracting KPA from γ2
Currently, γ1 and γ2 describe the rate with which one atom and two-atom loss events occur within
the experiment, respectively. In other words, γ2 describes the probability that a two-atom loss
event occurs. In order to extract the on-resonant PA rate constant, KPA, from γ2 we first relate γ2
to the two-atom loss rate Ṅ2(t) via,
Ṅ(2)2 (t) =−γ2N2(t), (2.41)
where N2(t) = 2P2(t), Ṅ2(t) = 2Ṗ2(t), and the superscript (2) indicates we are concerned only
with the two atom loss term of Ṗ2(t) (equation 2.38). The number of atoms, N, in an atomic






Rearranging these for K2, and noting that since K2 does not actually depend on t we are free to





where N2(0) = 2. Equation 2.43 is the main result of the discussions of this section. It provides
a simple means by which the PA rate constant can be calculated from the observable rate of
two-atom population loss; which is expected to go like equation 2.39.
The rest of this thesis will serve to outline the experiments used to measure linewidth and γ1
& γ2 for the transition of two 85Rb atoms in the 5 2S1/2, |F = 2,mF =−2⟩ ground state into the
0+u state of
85Rb2. These will then be used to extract the photoassociative rate coefficient KPA of
the transition from the measured γ2.
Chapter 3
Laser Cooling & Trapping
Before it is possible to perform PA spectroscopy on individual atoms, it is essential to have a way
to cool, isolate, and manipulate them. In this chapter, I will provide a review of the theory behind
the different methods used to obtain the desired level of control necessary. Like the previous
chapter, this review is intended for future students wishing to understand the primary processes
used in the experiment necessary to perform PA.
Our discussions will begin by starting with the different cooling techniques used. These will
include the implementation of a Magneto-Optical Trap (MOT) to confine and cool the atoms
down to the Doppler limit, and Polarisation Gradient Cooling (PGC) to breach this limit. I will
then discuss Far-Off Resonance optical dipole Traps (FORTs) which are used to tightly confine
neutral atoms, such as 85Rb, and the effects this trapping technique has on them. Finally, I will
discuss the light-assisted collisions process used to isolate single 85Rb atoms.
3.1 Magneto Optical Trap
3.1.1 Radiation Pressure & the Scattering Force
Suppose I have a single two-level atom in its ground state. This state, represented by the letter
|g⟩, is separated from its excited state, |e⟩, by the energy h̄ω0. Here, h̄ is the reduced Plank
constant and ω0 is the excitation frequency of the two-level atom.
Suppose this atom is exposed to a single on-resonant photon. For convenience let the atom
travel along the z-axis in the +z-direction and the photon travel towards it in the −z-direction.
There are two notable processes that take place here. The first is that the atom absorbs the photon,
is excited into |e⟩, and receives a momentum transfer of [31]
∆p = h̄k = M∆v (3.1)
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in the −z-direction, where k is the wavenumber of the photon, M is the mass of the atom, and ∆p
& ∆v are the atom’s change in momentum and velocity respectively. This change in momentum
of the atom, when viewed as a force exerted on the atom by the photon, is known as radiation
pressure. Generally, when one discusses the absorption of a photon by an atom it is the photon’s
angular momentum that is considered (as this is taken up by the atom subject to the selection
rules on the atom’s angular momentum quantum number) while the photon’s linear momentum
is often ignored because it is transferred to the atom’s centre of mass motion.
The second notable process is spontaneous emission which causes the atom to decay back
to |g⟩. The photon emitted during this process will have a momentum of magnitude pem = h̄k
and be emitted in a random direction. Because the emitted photon has momentum it also causes
the atom to recoil with the same change in momentum given by equation 3.1 in the opposite
direction of the emitted photon.
The net result of these processes is that the atom experiences a change in velocity of





Fig. 3.1: The possible velocity change distribution of an atom (red), travelling in the z-direction, that has
absorbed a single photon (originally traveling in the −z-direction) and re-emitted a photon, of the same
frequency, via spontaneous emission.
If we consider this process over a large number of cycles the average change in velocity of
the atom goes to zero in the x and y-directions and h̄k/M in the −z-direction per cycle. That is〈
∆vx,y
〉
= 0 and ⟨∆vz⟩=−h̄k/M. We can infer from this that a cyclic repetition of absorption
and emission can be used to vastly change an atom’s linear momentum, and hence its temperature.
If the excited state lifetime, of the absorption-emission process, is τ then the minimum cycle















momentum received by the atom during a cycle. This force is known as the scattering force and
the process of absorbing and emitting a photon is known as scattering. The scattering force is not
a conservative process because the spontaneous emission process is irreversible. Furthermore, it
is dependent on the velocity of the atom with respect to the light.
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3.1.2 Doppler Cooling
In practice, implementation of the scattering force as a means of cooling requires some further
thought beyond what we’ve already discussed. In the above example, the photons are assumed
to be on-resonant with the atom. But if we have a group of atoms their velocities will follow a
Maxwell–Boltzmann distribution and the frequency of the photons, as seen by each atom, will
be Doppler shifted with respect to each atom’s velocity.
To understand the effect of the Doppler shift on the above cooling mechanism we return
to the previous example of a single atom traveling along the z-axis in the +z-direction, with
a velocity v = vẑ, and a photon traveling towards it in the −z-direction, with a frequency ω .
Because the atom is traveling towards the photon, the Doppler shift causes the photon to appear








where c is the speed of light. Thus for the photon to be on-resonant with the atom it must be
red-detuned, that is ω ≤ ω0, such that ωobs = ω0.
If we scale this up to a group of atoms exposed to a light beam slightly red-detuned from
ω0 it becomes clear that the beam is only on-resonant with a selected velocity group of the
entire atomic sample. By applying a second beam, with the same detuning, in the +z-direction
(opposite to the first beam) the velocity group selection becomes symmetric. This can then be
extended to three dimensions by adding two more sets of counterpropagating red-detuned beams
in the, x & y-directions. This configuration is the basis of laser cooling and was developed in the
1980’s [47]. It provides detuning selective cooling, often referred to as Doppler cooling, and is
known as optical molasses.
There is, however, a limit to the cooling which can be achieved using this technique. When
the cooling of the optical molasses and the heating from spontaneous emission reaches an
equilibrium no further cooling occurs. When this happens the ensemble is said to have reached






where Γ is the natural linewidth of the atomic transition and kB is Boltzmann’s constant.
For the case of Rubidium-85 (85Rb) atoms, the D2 line has a linewidth Γ = 2π x 6.07 MHz
[1]. This yields a Doppler temperature of TD = 146 µK.
3.1.3 Magnetic-Optical Trapping
In the last subsection, we talked about the scattering force and how it is applied to cool atoms
down to the Doppler limit. However, the scattering force requires atoms to possess a specific
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velocity while traveling towards a photon to have a high probability of absorbing it and receiving
a momentum kick. This means that for atoms to experience radiation pressure they must belong
to a specific velocity group. The possible velocities that can exist in this group simply relate to
both the central frequency and the linewidth of the atomic transition via equation 3.3. As a result,
any atoms not within this velocity group, in the x,y, and z-directions, will be able to escape the
three orthogonal sets of counterpropagating beams via diffusion. This illustrates a limitation
present with the current theoretical setup we have been discussing.
However, in 1987 E. L. Raab et al. [50] successfully confined neutral sodium atoms by adding
a tailored magnetic field to optical molasses. The magnetic field added a position dependent
component to the setup which allowed for the cooling and confinement of sodium atoms for long
durations. This combination of optical molasses and magnetic coils is commonly referred to as a
Magneto-Optical Trap. It has been, and still is, the cornerstone of many cold atom experiments
today, including the one presented in this thesis.
To gain a qualitative understanding of how the addition of a magnetic field affects atoms
within the optical molasses and avoid the above limitation we will once again return to our
two-level atom example. Suppose this two-level atom has a total angular momentum J = 0 and
J′ = 1 for its ground and excited states respectively. Each state has the projection of the total
angular momentum m j = 0 and m j′ = 0,±1, which means that the excited state is threefold





with magnitude, B(z), is applied to this atom the energy levels are shifted by the Zeeman energy,
Ez = m jg jµBB(z), (3.6)
which lifts the degeneracy of the excited state sub-levels [51]. Here m j is the projection of the
total angular momentum for either the ground state or the excited state (i.e. either m j or m j′ ), g j
is the Landé g-factor, and µB is the Bohr magneton. Furthermore, the excited state sub-levels
of the atom can only be addressed by light with a particular polarisation. Linearly polarised
light for m j′ = 0 and circularly polarised light for m j′ =±1. Moreover, if a quantisation axis is
defined, it is customary to refer to linearly polarised light which addresses any transition with
∆m j = 0 as π-polarised. While circularly polarised light which addresses any transition with
∆m j = ±1 is referred to as σ±-polarised, for right and left circular polarisations respectively.
Where ∆m j = m j′ −m j.
So far we’ve talked about the effect of the linear magnetic field on the atoms within the
optical molasses. Now we will look at how a careful choice of polarisation gives rise to a position
dependant restoring force which favors the centre of the trap (where B(z = 0) = 0). Starting
in one dimension, consider the z-direction set of counterpropagating red-detuned beams, from
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Fig. 3.2: (a) An illustration of a two-level atom scattering σ+ light via the m j = 0 −→ m j′ =+1 transition
and recoiling in the −z-direction. Both axes are in arbitrary units. (b) Magnetic coils setup in the anti-
Helmholtz configuration create a quadrupole magnetic field which lifts the degeneracy in the hyperfine
sublevels of the atoms. Here the red arrows illustrate the polarisation of the counterpropagating MOT
cooling beams, while the red-yellow glow in the centre represents the optical molasses.
section 3.1.2. We now choose the beam traveling in the +z-direction to be σ+-polarised, and the
counterpropagating beam to be σ−-polarised, as shown in Figure 3.2. As a result, when the atom
drifts in the +z-direction away from the centre of the linear inhomogeneous magnetic field it
has a high probability of scattering photons from the σ− beam than a photon from the σ+ beam
[31]. This is because as the atom moves towards the σ− beam the red-detuned light becomes
closer to resonance with the Zeeman shifted sub-levels. Thus, the atom experiences a scattering
force in the direction of the centre of the trap (see 3.1.1). Likewise, if the atom drifts in the
−z-direction the probability of scattering σ+ photons also increases. Here, the scattering force
acts as a restoring force which confines atoms to the trap centre. As in the previous sections, this
effect is easily extended up to three dimensions. Finally, implementation of a linear magnetic
field, without interfering with the optical paths of any of the beams, is commonly achieved using
two electromagnetic coils setup in an anti-Helmholtz configuration [52], see Figure 3.2. This
provides a convenient way to confine the atoms while they are cooled down to the Doppler limit.
Because our two-level atom example is completely general, one can extend the concept to
atomic systems different from the J = 0 and J′ = 1 description outlined here. Provided, that the
transition used is closed and cyclic. In particular, for 85Rb atoms, we use the 5 2S1/2, F = 3−→ 5
2P3/2, F = 4 hyperfine transition (see Appendix A). However, the red-detuning of the light means
that there is a small non-zero probability that the 5 2S1/2, F = 3 −→ 5 2P3/2, F = 3 hyperfine
transition will occur instead. If this occurs, any atom in this state will then be able to decay down
to the 5 2S1/2, F = 2 state via spontaneous emission. Becuase this state cannot be accessed by
the cooling beams, we refer to atoms in the 5 2S1/2, F = 2 state as being “dark”. To bypass this,
and transfer the dark atoms back into the 5 2S1/2, F = 3 state as quickly as possible, a “repump”
beam which is resonant with the 5 2S1/2, F = 2 −→ 5 2P3/2, F = 2 transition is incorporated.
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3.2 Sisyphus Cooling
Ten years following the advent of Doppler cooling [3] Lett et al. successfully cooled sodium
atoms beyond the Doppler limit (see section 3.1.2) [53]. Subsequent experiments and theoretical
analysis showed that the new cooling mechanisms responsible for these low temperatures where
based on a combination of different effects including light shifts, optical pumping between more
than one ground-state sublevel, and polarisation or intensity gradients within standing waves
[54]. In either the polarisation or intensity gradient cases the atom loses kinetic energy as it
moves to a potential maximum, at which point optical pumping moves it to a lower-energy state
and the process repeats. This non-conservative effect is known as Sisyphus cooling, after the
Greek myth.
In the following sections, I will briefly outline the cooling mechanisms experienced by
an atom exposed to either the polarisation or intensity gradient cases. The first is known as
Polarisation Gradient Cooling (PGC) [55], while the second is often just referred to as Sisyphus
cooling in the literature [54].
3.2.1 Polarisation Gradient Cooling (PGC)
In 1989 Dalibard & Cohen-Tannoudji showed that this cooling was the result of mechanisms
that occur when the atoms are exposed sets of counterpropagating beams, in one dimension,
with orthogonal polarisations [55]. This method of cooling is, in general, known as Polarisation
Gradient Cooling (PGC). However, within certain configurations Sisyphus cooling is the domi-
nant cooling process. In this section, our main goal is exploring the polarisation experienced
by a two-level atom within the 3D MOT setup and understanding the cooling mechanisms at
work. Interestingly it can be shown that there exist regions of polarisation within the MOT’s 3D
configuration of pairs of counterpropagating σ+ and σ− beams that are similar to those present
between two counterpropagating beams of orthogonal linear polarisation (also known as a lin⊥lin
configuration), see section D.1 of Appendix D. Because of this, the cooling mechanisms present
in the 3D σ+ and σ− configuration is the same as those present in the lin⊥lin configuration. As
a result, it will prove pragmatic to simply explore the lin⊥lin configuration to understand the
cooling processes at work.
Lin⊥Lin Configuration
Consider a pair of counterpropagating red-detuned beams, both with the same frequency ω ,
traveling along the z-axis. We stipulate that both beams are plane waves with electric-field
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amplitudes E±0 , polarisation vectors ϵ̂±, and that the total electric field can be written in the form
E (z, t) = E+(z, t)+E−(z, t)
= E+0 cos(kz−ωt +φ1)ϵ̂++E
−
0 cos(−kz−ωt +φ2)ϵ̂−
= ξ+(z)e−iωt +ξ−(z)eiωt , (3.7)
where k is the wavenumber of the electromagnetic wave, ω is the frequency, t is the time since the
wave began propagating, and φ1 & φ2 are the phase offsets of each of the two counterpropagating










For linearly polarised light, in the laboratory frame, the polarisation vectors take the form
ϵ̂+ = êx & ϵ̂− = êy. (3.9)
where êx and êy are the standard x and y direction unit vectors. We refer to this choice of
polarisation as the lin⊥lin configuration. Assuming the amplitudes of both beams be equal,
E+0 = E
−
















where the polarisations from equation 3.9 have also been applied. In its current form we
see that the electric field is the superposition of two beams in quadrature, which are po-
larised along ê1 = (êy + êx)/
√







2E0 sin(kz)/2. Of particular interest is the polarisation of this configuration as a function
of position. In the ξ+(z) case equation 3.10 shows that an atom traveling along the z-axis
experiences the polarisations: linear (along ê1), σ−, linear (along ê2), σ+, linear (along −ê1),
σ−,... for z = 0, λ/8, λ/4, 3λ/8, λ/2, 5λ/8,... respectively, as indicated along the z-axis of
Figure 3.3 (a). Here λ is the wavelength of the incident beams.
Now that the polarisation configuration is established its effect on the two-level atom can be
explored. Suppose a two-level atom with ground state J = 1/2 and excited state J′ = 3/2
is exposed to the above setup. Each state has the projection of the total angular momentum
m j = ±1/2 and m′j = ±1/2,±3/2 for the ground and excited states respectively. Figure 3.3
(b) shows the various transitions, m j ↔ m′j, along with their Clebsch-Gordan coefficients.
The transition probabilities of the corresponding transitions are given by the square of these
coefficients.
28 Laser Cooling & Trapping
An atom positioned at z = 3λ/8+ nλ/2 will experience σ+ light ∀n ∈ Z. As discussed
in section 3.1.3, transitions induced by σ+ will experience ∆m j = 1. This results in the atom
being optically pumped into the m j = 1/2 ground state. Because the light is red-detuned from
the atomic resonance, ω0, the detuning of the light field is negative; as a result the Zeeman
light shifts induced by the field are also negative [55]. Hence, the σ+ transition starting from
m j = 1/2 is three times as strong as the σ+ transition from m j =−1/2. When this is the case
the steady state populations of m j =−1/2 and m j = 1/2 are 0 and 1 respectively.
Conversely, an atom located at z = λ/8+ nλ/2 will experience σ− light. Here the light
shifts are the same but the σ− transition starting from m j =−1/2 is three times as strong as the
σ− transition from m j = 1/2. Thus the steady state populations will be reversed.
Finally, if the atom is located at z = nλ/2, where the polarisation is linear, both ground-state
sublevels are equally likely to be populated, and hence the steady-state populations tend towards
1/2 for both m j =±1/2. All three of these cases are illustrated in Figure 3.3 (a).
With the effect of the polarisation on the atom understood we turn our attention to how this
configuration can be used to damp the velocity of an atom. To this end, it is important to note
that it takes a finite time, τ , to optical pump between the atom’s sublevels. Suppose the atom is
moving along the z-axis in the positive direction with velocity v such that vτ = π/4. If the atom
is initially positioned at a σ− node (Figure 3.3 (a)) then, on average, the atom will remain in the
same sublevel m j =−1/2, climb the potential hill created by the polarisation, and reach the top
before being optically pumped into the m j = 1/2 sublevel. The process is then repeated, starting
in σ+ and climbing the next potential hill. Because of the time lag τ , the process ultimately
results in a decrease of the atom’s kinetic energy. Because, on average, the atom spends the
majority of its time climbing potential hills. However, when the atom no longer has enough
energy to climb the next potential hill then the cooling process has reached its cooling limit.
This process is often thought of as Sisyphus cooling due to being analogous to the well-known
Sisyphus Myth.
Fig. 3.3: (a) Steady-state populations (represented by solid circles) and light-shifted energies for a two-
level atom in its J = 1/2 ground state in the Lin⊥Lin configuration. The lowest energy sublevel having the
largest negative Zeeman light-shift has the highest population. (b) Atomic energy levels, Clebsh-Gordan
coefficients, and transitions for a two-level atom with ground state J = 1/2 and excited state J = 3/2.
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3.2.2 High Intensity Sisyphus Cooling
In the previous subsection, we looked at the Sisyphus cooling that arises from an atom traveling
through a standing wave with a position dependent polarisation. In this section, we will look at
how intensity gradients in a blue-detuned standing wave will also result in a Sisyphus cooling
mechanism [54].
Consider a two-level atom with ground and excited states |g⟩ and |e⟩ respectively. When
the atom is exposed to a blue-detuned standing wave, formed from two counterpropagating
laser beams, we can write its ground and excited states in terms of dress states |1,N⟩ and |2,N⟩.
Here N defines the number of interacting photons in the light field [56, 57]. There are two
characteristics of dressed states that are important for this discussion. First, the centre-of-mass
kinetic energy varies with the dressed state energies; second, their energies are dependent on
the intensity of the light field. As a result, when the atom travels within the standing wave
the dressed state energy levels will vary as a function of position (as illustrated in Figure 3.4).
Moreover, as the atom travels within the standing wave its centre-of-mass kinetic energy will
vary with the dressed state energies.
Fig. 3.4: A diagram illustrating the intensity Sisyphus cooling process in one dimension for a two-level
atom. Here the dashed lines represent the bare state energy levels (right-hand labels) while the solid black
lines represent the same energy levels in terms of dressed states (left-hand labels).
Now that the framework has been established we can look at what happens to an atom
traveling within this setup. Suppose our atom starts in |1,N +1⟩ at a node of the standing wave
(the start of the red line in Figure 3.4) with some arbitrary velocity. As the atom moves within
the standing wave, it moves from its starting node to an adjacent anti-node losing kinetic energy
in the process. In this position, the atom has a higher chance of spontaneous emission between
states 1 → 2 than at the nodes where the bare states coincide with the dressed states, |1,N⟩
and |2,N⟩. This increased probability arises from the dressed state |1,N +1⟩ having the largest
contamination by the bare excited state |e,N +1⟩ due to the light’s blue detuning [58]. The
atom may then decay to the anti-node of |2,N⟩ and start moving to an adjacent node where the
dressed state will coincide with |e,N⟩, at which point the probability of spontaneous emission
into |g,N⟩ is at its maximum. This process ultimately results in a decrease of the atom’s kinetic
energy because, on average, the atom spends the majority of its time climbing intensity hills.
By allowing the atom to remain in the standing wave the process will repeat until the atom no
longer has enough kinetic energy to climb the next intensity hill, at which point the atom is said
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to have reached its cooling limit. This limit is proportional to the modulation amplitudes of the
standing wave [54]. As a final remark, when the light in this setup is red-detuned the dressed
state transition probabilities are reversed and the atom experiences an increase of kinetic energy
and subsequently undergoes ‘Sisyphus heating’ rather than Sisyphus cooling.
The implementation of both of these Sisyphus cooling methods are of high importance to
work presented as they allow 85Rb atoms to be cooled to temperatures as low as 7 µK within our
setup.
3.3 Red-detuned Far-Off-Resonant Traps
So far we have discussed the theory behind the cooling methods that are used in this thesis. The
second half of this chapter will now focus on the mechanisms used to trap and isolate single
atoms. We will begin by first discussing far-off-resonant dipole traps (or FORTs), also known as
“optical tweezers”, which won the 2018 Noble Prize in Physics [59, 60].
A simple and robust FORT, and the same setup used in the experiments described within this
thesis, is a tightly focused single-mode Gaussian laser beam which has been far red-detuned
from any atomic resonance frequencies. Since their experimental realisation in 1986 by Chu
et al., FORTs have become indispensable for manipulating and confining neutral atoms and
carry several key advantages. The tight focus of the single-mode Gaussian beam results in an
optical dipole force that is both conservative and attractive towards the region of highest intensity
[26]. This high intensity makes it easy to create a well-defined quantisation axis [38] within the
trap. Moreover, FORTs allow for the confinement of atoms at high densities [61] and for long
durations [62].
In the following subsections, we will look at both the classical and quantum descriptions of
the optical dipole potential acting on a multi-level atom. Starting with modeling the atom as a
simple oscillator subject to a classical radiation field, followed by accounting for the multi-level
nature of alkali atoms through a quantum mechanical analysis of the atom. Here, the approach
we will take will predominantly follow the one presented by Grimm and Weidemüller [26].
3.3.1 Optical Dipole Potential
It is well known that when an electric field, E , is applied to a neutral atom the electrons will
be attracted, or repelled, resulting in an induced atomic dipole moment, p, in the neutral atom.
Suppose, then, that a two-level neutral atom is exposed to a light field, with an electric field
E and driving frequency ω . This oscillating electric field will cause the atom’s electrons, and
dipole moment p, to oscillate at the same frequency. Classically, this situation can be thought of
as a harmonic oscillator with the valence electrons grouped together and bound to the core by
an imaginary “spring”. In this framework, the amount of work done to displace the electrons is






where d is the size of the dipole, given by d = p̃/e, and k is the “spring constant”, given by
k = eẼ/d [63]. Here, p̃ is the amplitude of the induced atomic dipole moment p and Ẽ is the
amplitude of the electric field E . Given that the FORT is created using a single mode Gaussian
laser beam we can write the electric field and atomic dipole moment as [26]
E (r, t) = Ẽ(r)e−iωt ε̂ + c.c.; (3.12a)
p(r, t) = p̃(r)e−iωt ε̂ + c.c., (3.12b)
where ε̂ is the polarisation of the laser, and Ẽ and p̃ are related via p̃ = αẼ. Here α is the
complex polarisability and depends on ω . By comparing equations 3.12a and 3.12b with k and
d we can see that the amount of work done takes the form W = 12 p ·E . Noting that in general
the potential energy of a dipole in an electric field is U =−p ·E [63]. It follows then that the
interaction potential is given by
Udip(r) =W +U =−
1
2
⟨p ·E ⟩=− 1
2ϵ0c
Re(α)I (3.13)
where the angular brackets denote time averaging over any fast oscillating terms and I is the
intensity of the light given by I = 2ϵ0c|Ẽ|2. Because of the time averaging the interaction
potential is a function of r only. This means that the dipole force that arises from Udip(r) is





Because the dipole force depends on the gradient of the intensity the force an atom experiences
within the FORT points both in the direction of the Gaussian beam’s focus and towards the centre
of the beam itself.
While equation 3.14 tells us that a tightly focused Gaussian laser beam is useful to create a
confining potential it doesn’t tell us anything about what kind of wavelengths can, or should, be
used. To explore this it will be advantageous to define the atomic polarisability explicitly. We
start by considering our atom within the Lorentz model of a classical oscillator [64]. Within
this model, any electron can be considered to be bound elastically to the atom’s core with an
oscillation frequency of ω0 which corresponds to the optical transition frequency. As the electron
oscillates its acceleration and deceleration cause it to radiate power, as described by Larmor’s
formula [63]. Subsequently, this leads to the electron experiencing damping due to the energy
loss. This allows us to write the equation of motion of the electron as
ẍ+Γω ẋ+ω20 x =−eE(t)/me, (3.15)
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which is just the standard equation of motion for a damped driven harmonic oscillator. Here Γω
is the classical damping rate, e is the charge on an electron, and me is the mass of an electron.





ω20 −ω2 − iωΓω
, (3.16)
where Γω = e2ω2/6πϵ0mec3. By inserting this into equation 3.13, and assuming that saturation












Lastly, for detuning ∆ ≡ ω −ω0 smaller than the atomic resonance frequency (i.e. ∆ ≪ ω0)
we can neglect the counter-rotating term ( Γω
ω0+ω
) of equation 3.17 using the rotating-wave







Now we have an equation which also tells us what effect frequency has on a FORT. We can
see that if the FORT is red-detuned (i.e. ∆ < 0) the dipole potential will be negative, and hence
an atom within the trap will experience a dipole force towards the centre of the FORT’s focus.
Conversely, if the FORT is blue-detuned any atom will experience a dipole force away from the
centre of the FORT’s focus.
3.3.2 Multi-Level Atoms
The classical oscillator model of a two-level atom discussed in the previous section provides a
reasonably accurate description of the dipole potential within a FORT. However, this description
doesn’t account for the multi-level structure of a real atom. To amend this we need to take a
quantum mechanical approach and include the dipole interactions that occur between the light
field and the atom’s multi-level structure. Since the energy shifts induced by a far-detuned light
field on atomic energy levels are much smaller than the energy differences between the atomic
levels themselves, we can treat the effect as a second-order perturbation of the FORT’s electric
field.
In general the second-order energy shift experienced by a non-degenerate state i is given by
time-independent perturbation theory as
∆E = E(2)i = ∑
i̸= j
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where Ĥ is the interaction Hamiltonian, E(0)i is the unperturbed energy of state i, and the
superscripts indicate perturbation order [31]. For a single atom interacting with a light field,
with an electric field E , we can write the interaction Hamiltonian as Ĥ = −µ̂ ·E . Here µ̂ is
the electric dipole operator given by µ̂ =−errel, where rrel is the relative position vector of the
electrons within the atom. For the energies E(0)i it is useful to apply the dressed state picture of
the atom-light interactions [57]. In this picture, we choose an energy offset such that an atom
in its ground state has zero internal potential energy while the field energy is nh̄ω , where n
represents the number of photons present within the light field. Thus, for an unperturbed state
the total energy is E(0)i = nh̄ω . When the atom absorbs a photon and transitions into an excited
state it gains the internal energy h̄ω0 (where ω0 is the optical transition frequency of the atom)
and the field loses a photon. So its energy becomes (n−1)h̄ω . Thus, the energy of the atom in
the excited state, within the dressed state picture, is E(0)j = h̄ω0 +(n−1)h̄ω . Plugging E
(0)
i and
E(0)j into the denominator of equation 3.19 yields
E(0)i −E
(0)
j = h̄(ω −ω0) = h̄∆i j, (3.20)
where, just as in the previous section, ∆i j denotes the detuning of the FORT light from the optical
transition frequency ω0.
Fig. 3.5: Light shifts induced by a Far-off resonant red-detuned light field for a two-level atom. The
excited state is shifted up in energy (red arrow) and the ground state is shifted down in energy (blue arrow).
The green arrow illustrates the unshifted resonance for comparison.
Returning to the two-level atom example, with ground state |g⟩ and excited state |e⟩, equation
3.19 simplifies to









where the − sign denotes the energy shift due to the ground state, the + sign denotes the energy




| ⟨e| µ̂ |g⟩ |2. These energy shifts are often referred
to as AC Stark shifts and are illustrated in Figure 3.5 for a two-level atom [26]. In this form we
can see that the AC Stark shift in equation 3.21, for the ground state, matches the dipole potential
of a two-level atom (equation 3.18).
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So far we have discussed the effect of the AC Stark shift induced by a light field incident on a
two-level atom in the context of a FORT. However, in reality, atoms don’t have just two energy
levels. So we need to extend this idea to encompass both the fine and hyperfine splitting of
multi-level atoms for it to be of any use. To begin we note that for a multi-level atom with
fine and hyperfine sublevels the non-degenerate perturbation, equation 3.19, can still be used.
However, this requires that there is no coupling between any degenerate sublevels, which is
only true so long as the polarisation of the incident beam is pure [31]. Experimentally, for
optical traps, this is often close to the truth. To be able to apply equation 3.19 to a multi-level
atom system we consider the dipole matrix elements µi j = ⟨ei| µ̂
∣∣g j〉 which characterise the
coupling strength between the atom and light-field between ground state, |gi⟩, and excited state,
|ei⟩. These depend on the quantum numbers n, J, F , & mF for the ground states and n′, J′, F ′,
& m′F for the excited states. Where J is the total angular momentum of the electrons, F is the
total angular momentum of the atom, and mF is the projection of F onto the quantisation axis.
Moreover the dipole matrix elements can be written as a product of Clebsch-Gordan coefficients,
⟨F,mF |F ′,1,m′F ,q⟩, and the reduced matrix element, ⟨F ||µ̂ ||F ′⟩, by applying the Wigner-Eckart
theorem [57].
⟨ei| µ̂ |gi⟩= ⟨F,mF | µ̂
∣∣F ′,m′F〉= ⟨F ||µ̂ ||F ′⟩〈F,mF ∣∣F ′,1,m′F ,q〉 (3.22)
Here q represents the specific laser polarisation of the light field with q = 0, ±1 for linearly (π)
or circularly (σ±) polarised light. Moreover, ⟨F,mF | µ̂ |F ′,m′F⟩ denotes the matrix element that
couples the two hyperfine sublevels |F,mF⟩ and |F ′,m′F⟩ (where the primed variables refer to
the excited states and the un-primed variables refer to the ground states). Applying the method
illustrated in [1], the reduced matrix elements can be written in the form










where IN is the total angular momentum quantum number and the last term (denoted with the
subscript 6 j) is the Wigner-6j symbol. Here ⟨J||µ̂ ||J′⟩ is related to the fine structure transition









With this in mind it is convenient to express equation 3.22 as
⟨ei| µ̂ |gi⟩= |⟨J||µ̂ ||J′⟩|×[〈
F,mF
∣∣F ′,1,m′F ,q〉(−1)F ′+J+IN+1√(2F ′+1)(2J+1)
{
J J′ 1
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For 85Rb we only need to consider the transitions ⟨J = 1/2||µ̂ ||J′ = 1/2⟩ and ⟨J = 1/2||µ̂ ||J′ =
3/2⟩. Furthermore, the square bracket terms have been calculated for 85Rb in reference [1].
From here it is a simple matter to calculate the AC Stark shift experienced by a 85Rb atom within
a FORT with ground state |J,F,mF⟩ to excited state |J′,F ′,m′F⟩ by substituting the terms in
equation 3.25 into equation 3.19 and summing across the excited states. These calculations are
critical to the work detailed in this thesis. They allow for us to accurately tune other laser beams
to the atomic transitions of atoms confined within the FORT.
3.4 Light Assisted Collisions
The goal of the experiments in this thesis is to explore the PA of individual 85Rb atoms. To
achieve this it is necessary to induce a process capable of isolating single 85Rb atoms once they
have been loaded into the FORT. Experimentally, this can be achieved by exciting two ground
state, |S+S⟩, atoms into a repulsive quasi-molecular state using near-resonant blue-detuned light
with detuning frequency ∆ (the solid-blue line in Figure 3.6 (a)) [66]. In this state, the atoms
will separate along the repulsive potential in two ways. Either they will exit along the second
solid-blue arrow into a repulsive interaction potential and gain h̄∆ energy in the process. Where,
in this situation inelastic collisions near RC lead to the atoms exiting the collision in the |S+P⟩
excited state. Or, on the other hand, elastic collisions will lead to the atoms decaying back to the
|S+S⟩ ground state (via the dashed-grey line). By choosing an appropriate detuning frequency,
∆, the total energy can be limited such that there is insufficient energy for both atoms to escape
from the FORT. Therefore, when a collision takes place only two situations can occur. Either
one atom gains enough of the h̄∆ energy to escape the FORT, or the atoms share the energy
and neither are capable of escaping. When neither atom can escape the trap the excited atom
eventually decays back down to its ground state, emitting a photon with an energy of h̄ω0 in the
process. This process, illustrated in Figure 3.6 (b), is known as light-assisted collision and it
is central to the deterministic preparation (≈ 91%) of individual 85Rb atoms [67]. For a more
detailed description of the process refer to section D.2 of appendix D.
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(a) (b)
Fig. 3.6: Two visual illustrations of the light-assisted collision process. a: An illustration of the excitation
of the two atoms into the repulsive potential as discussed in the text.
b: (A) Energy gained from an inelastic collision, induced by blue-detuned light, between the two atoms
may lead to a single atom being expelled from the FORT. (B1) Neither atom gains enough energy to




To perform the PA experiments presented within this thesis it is paramount to experimentally
prepare and isolate single 85Rb atoms. This chapter will serve to outline the pre-existing
apparatus, developed over many years by members of the University of Otago Atomic Physics
laboratory, used to accomplish this feat.
We will begin our discussions by looking at the vacuum chamber where all of our experiments
take place. From there we will move onto an outline of the Field-Programmable-Gate-Array
(FPGA) control system used to control experiment before progressing to an overview of the
different lasers, magnetic fields, and systems used to perform the processes described in chapter
5.1.2. In particular, the majority of our discussions will focus on the FORT and imaging systems
used in our experiments. Lastly, I will outline the experimental loading sequence that implements
the discussed systems to isolate and prepare a pair of individual single atoms.
4.1 Vacuum Chamber Setup
It should come as no surprise to learn that, experimentally, it would be difficult to isolate Rb
atoms without some kind of environmental isolation. To maximise this isolation it is necessary to
perform all of our experiments inside of an ultra-high vacuum system. This vacuum system has
two notable chambers known as the science chamber and the source chamber, shown in Figure
4.1.
The science chamber is a spherical cube with 14 total optically flat windows with anti-
reflection coating. Of these, one has a custom made assembly attached which is used to hold a
0.55 high numerical aperture (NA) lens with a working distance of 2.9 mm. The purpose of this
window is to provide the means by which to focus the FORT.
The source chamber serves to supply the science chamber with Rb atoms via a 1 g sample of
natural rubidium, made up of approximately 72.2% 85Rb and 27.8% 87Rb [1]. As illustrated, this
chamber connects to the science chamber via a differential pumping tube. The purpose of this
tube is dual, it serves to maintain a pressure difference and to ensure that the Rb atoms entering
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the science chamber do so as a collimated beam. Finally, the science chamber is also connected
Fig. 4.1: A cross-section of the experimental apparatus and vacuum system. Not shown is a second arm
which leads to an ion pump and an ion gauge which maintain the vacuum.
to an ion pump (not illustrated), which serves to maintain the pressure inside the science chamber
below 4×10−11 Torr. Such pressures are important for the FORT and the MOT because if the
background pressure is too high atoms will be kicked out of either trap which can result in no
MOT being formed at all [68]. At this pressure, the lifetime of a trapped atom is approximately
64 s.
4.2 Single Atom Control System
Because of the numerous systems and day-to-day maintenance required to achieve the isolation
of single atoms it would be impossible to control each component individually. To overcome
this a central control system was implemented to oversee the execution of the majority of the
systems detailed within this experiment. This system consists of a control interface made using
the LabVIEW programming environment. The interface directly controls a field-programmable
gate array (FPGA) card which in turn accurately controls the timing and pulse length of all
the different experimental components. These include laser frequencies and powers, imaging
systems, acousto-optical-modulators, and various locking systems. At it’s fastest, the software
can provide a time resolution of 2 µs to all of its output channels.
For the sake of convenience, I will often refer to this system as the central control system.
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4.3 MOT setup
The following section will serve to give a general outline of the different components used within
this experiment’s magneto-optical trap (MOT) setup. In particular, we will briefly discuss the
magnetic coils, the cooling laser setup, and the repump laser used to maintain the MOT. A more
detailed description can be found in Dr. Mat McGovern’s Ph.D. thesis [69].
Magnetic Coils
The quadropole fields necessary for the MOT setup are generated using three pairs of coils
arranged in an anti-Helmholtz configuration. In particular, the magnetic field gradients generated
by each coil is dB/dx = dB/dy = 3.8 Gcm−1 and dB/dz = 7.7 Gcm−1 for the x, y, and z axes
respectively.
MOT Cooling Laser
The cooling beams used to create the MOT are generated by a 780 nm Toptica DL pro tunable
cavity diode laser source. Each counterpropagating pair is directed into the science chamber via
each of the windows serving as mounts for the magnetic coils.
As was discussed in section 3.1, in order to achieve cooling the MOT light needs to be
held red detuned to the 5 2S1/2, F = 3 −→ 5 2P3/2, F = 4 hyperfine transition. To achieve this
experimentally saturation absorbtion spectroscopy is used to lock the MOT light 60.3 MHz
red-detuned away from the crossover peak between the 85Rb 5 2S1/2, F = 3 → 5 2P3/2, F ′ = 3
and F ′ = 4 hyperfine transitions on the D2 line [70]. For more detail, the reader can refer
to section D.4 of Appendix D. This choice of frequency comes primarily from the crossover
transition being cleaner and easier to isolate than the F = 3 → F ′ = 4 transition (the 5 2S1/2,
F = 3 → 5 2P3/2, F ′ = 4 transition).
To further adjust the power and frequency of the MOT cooling setup two acousto-optical
modulators (AOMs), controlled by the central control system, are used (see D.4.0.1 for more
information). The first AOM is used in a retro-reflection (or double pass) scheme to allow for
fine frequency adjustments and to stabilise the MOT light’s power using a simple feedback loop
(see section D.3). To achieve cooling, this AOM is used to set the frequency of the MOT light to
be 14 MHz red-detuned to the F = 3 → F ′ = 4 hyperfine transition. The second AOM simply
serves to adjust the intensity of the MOT light entering the science chamber. Moreover, both
AOMs possess a rise time of about 45 ns. This allows the light which is deflected by the AOMs
to be quickly shut off between different stages of the experiment.
The central benefit of this setup is that by adjusting the MOT light’s frequency and power the
light can be adjusted and used for different stages of the single-atom experiment.
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Repump Laser
As was discussed in section 3.1.3 a second laser is used alongside the MOT to address any atoms
pumped into the 5 2S1/2, F = 2 “dark” ground state due to the red-detuning of the MOT’s cooling
beams. This laser, which I will refer to as the “repump” laser for convenience, is also a Toptica
DL pro tunable cavity diode laser source. Like the MOT light, the repump is frequency stabilised
using saturated absorption spectroscopy and its frequency is tuned using an AOM (which also
serves to quickly shut on and off the light during different experimental stages). In particular, the
repump laser is locked 5 MHz red-detuned to the 5 2S1/2, F = 2 → 5 2P3/2, F ′ = 3 transition.
4.4 Experimental FORT
The laser used to generate the FORT is a 1064 nm YAG continuous wave fiber laser (IPG
Photonics YLR-5-1064-LP-SF). This laser beam is diverted through an AOM which acts as a
shutter AOM to turn the FORT on and off. Moreover, this AOM doubles as a means to stabilise
the FORT’s intensity within the science chamber and avoid undesirable heating effects on the
atoms. The light diffracted into the first order by the AOM, is injected into the science chamber
using the simplified setup as shown in Figure 4.2.
Fig. 4.2: A schematic of the FORT light entering the science chamber. The photodetector here, is used to
both monitor and stabilise the FORT’s power (as described in section D.3.1).
The lenses illustrated in Figure 4.2 serve to image the plane of the AOM onto the 0.55 high
NA lens. From there the high NA lens forms the FORT by focusing the 1064 nm light so that
it overlaps with the MOT inside the science chamber (see Figure 4.1). To measure the beam
waist of the focused FORT an identical high NA lens setup was constructed using a flip mirror to
divert the original beam’s path. This second high NA lens focuses the light down onto a CCD
camera using a ×100 microscope with an objective lens of NA= 0.7 for imaging. A Gaussian
function was then fit to the x and y axes of the beam’s intensity profile. The measured 1/e2 beam
waists for both axes were 1.1±0.01 µm.
4.4.1 Multiple FORTs
As was mentioned in the previous section, the series of lenses illustrated in Figure 4.2 were
chosen specifically to map the plane of the AOM onto the high NA lens. The purpose of this is
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to ensure that a change in frequency in the trap AOM translates to a change in position of the
FORT. Similarly, this ensures that any first-order beam generated by the AOM will generate its
own FORT inside the science chamber.
The construction of multiple FORTs is achieved through the application of two different RF
frequencies into the trap AOM. The two RF frequencies each generate their own sound wave
inside the AOM. This, in turn generates its own first-order diffraction at an angle proportional to
the frequency applied (see section D.3 of Appendix D). This is important because any change
in AOM frequency will result in a lateral change in either of the FORT’s positions inside the
science chamber. In particular, a change of 1 MHz corresponds to a lateral change of 0.19 µm in
the respective trap’s position. In our experiment, the frequencies of these traps are 89.5 MHz
and 118.5 MHz and are referred to as trap 1 and 2 respectfully.
Fig. 4.3: A diagram of the setup used to generate two FORTs inside the science chamber. Here the
RF electronics produced two separate RF signals, at different RF frequencies, which are combined and
amplified. When this combined signal is fed into the trap AOM it produces two separate first-order beams,
trap 1 and 2, which each pass through the setup illustrated in Figure 4.2.
As illustrated in Figure 4.3 trap 1 is generated using an Agilent 33600A two-channel RF
source, while trap 2 is generated using a Novatech 2940A dual synthesized source. The Agilent
source was chosen for it’s RF sweeping function, which the Novatech does not possess. This
function is discussed further in section 4.4.2, but in essence, it provides a means to merge traps 1
and 2 together by sweeping the frequency of trap 1 until it is close to the frequency of trap 2.
Following each source, each trap signal has its total RF power controlled via a variable
voltage attenuator (VVA) which takes a control voltage from the central control system and
applies a proportional attenuation to the RF signal’s amplitude. Each signal is then passed
through an RF switch, also controlled by the central control system, which permits the quick
suppresion of either trap by attenuating the signal by ≈ 40 dBm. These signals are then combined
together through an RF combiner and amplified by 40 dBm prior to entering the trap AOM.
Keeping this amplification in mind, the RF power of each signal was chosen such that the total
power would not exceed the trap AOM’s 1.5 W damage threshold. This provides a limit to the
possible transmitted optical power that each trap possesses. Figure 4.4 illustrates the two FORTs
created by the two first order diffractions.
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Fig. 4.4: A 3D rendering of two FORT traps coming through the high NA lens. Figure adapted from [29]
4.4.2 Mapping of Static Trap Positions
The position of traps 1 and 2 inside the science chamber is completely dependant on the frequency
used to generate them. Moreover, the frequency also defines where each beam enters the high
NA lens. Thus, each beam experiences aberrations present within the system which leads to
unwanted interference between each trap. If the RF signal of either trap is less than 4 MHz (i.e.
when the difference of the two frequencies approaches zero) the two traps start to overlap. When
this happens their difference in frequency creates a beat signal in the overlapping region. This
implies that the potential wells generated will be more perturbed. Moreover, if the traps are
too close there is a nonzero chance of tunneling between the two traps [71]. It is clear that a
large trap separation will provide the most system stability, prior to the merging phase discussed
in the next chapter. The minimum trap separation required to mitigate these effects during the
atom loading stage of the experiment was empirically determined to be ≈ 15 MHz (using the
experimental sequence in section 4.6). To this end, a separation of 30 MHz, or 5.7 µm, was
chosen. With the specific trap frequencies being 89.5 MHz and 118.5 MHz for traps 1 and 2
respectively.
Finally, to achieve single atom loading a trap depth of h×57 MHz was used for each trap.
This depth was chosen to account for the necessary detunings in the atom’s energy levels due to
the AC stark shift.
4.5 Imaging Single Atoms
The detection of single 85Rb atoms is salient to the deterministic PA of 85Rb2. This is because it
provides the only means by which quantitative measurements may be obtained from the system.
In the following sections, the experimental apparatus by which individual atoms are detected in
our experiments will be outlined. To give context to this I will briefly outline the physical means
by which single atoms are detected within our system.
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During the standard imaging phase of our experiments linearly polarised light, close to the
795 nm D1 line, is used to induce the atoms to fluoresce. This light is then collected by a
detection camera using the setup outlined in Figure 4.5. As was discussed in section 3.4, this
imaging light is blue-detuned to limit the amount of energy released in any inelastic collisions.
This is useful for preventing atom loss in cases where more than one atom is present. However,
by using blue-detuned light the likelihood of the atoms gaining recoil momentum via scattering
increases. This, in turn, can generate Doppler heating within the system, as discussed in section
3.1.1, leading to subsequent atom loss. To address this, the light is retro-reflected along its axis
of propagation. This generates an optical standing wave within the trap which induces intensity
Sisyphus cooling in the system (section 3.2.2); cooling the atom(s) further. The choice to use
the D1 line for the imaging beam stems primarily from the effect of the AC stark shift on the
different hyperfine sublevels being the same for all mF [28].
Unless otherwise stated, the imaging light has a peak intensity of 142 mW/cm2 during the
standard imaging phase. It is locked 20 MHz blue-detuned to the F = 2 → F ′ = 3 transition
(Figure A.1). Because this transition is not cyclic there is a nonzero chance that an atom excited
into this state will decay down to the F = 3 ground state, becoming dark to the imaging light in
the process. To rectify this the MOT cooling beams are applied to address any atoms pumped
into the F = 3 ground state. Finally, to prevent this light from making it to the detector, a 795
nm bandpass filter was positioned in front of the camera.
4.5.1 Detection
Within our experiments there are two major detection methods used. The first, used to image
single atoms as described above, makes use of an electron-multiplying charge coupled device
(EMCCD) camera as shown in Figure 4.5. This technique is ideal for monitoring the contents,
and positions of each FORT. To counteract heating from the photons scattering the light used in
this detection method is configured to provide Sisyphus cooling to the atoms (see section 3.2.2).
Fig. 4.5: An illustration of the fluorescence light that passes through the high NA lens and is directed
towards the EMCCD or SPCM imaging detectors. Here the unused components are to allow for comparison
with Figure 4.2.
The only shortcoming of the EMCCD detection scheme is that it is unable to easily determine
the difference between atom counts higher than 1. This is because the EMCCD requires an
exposure time of ≈ 17 ms to generate a meaningful signal-to-noise ratio [69]. For the case of
two atoms in a single trap, this is enough time to start inducing light assisted collisions (section
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3.4), which would ultimately result in the loss of one of the atoms from the trap. To be able to
determine if PA takes place within our system the ability to make the distinction between one
and two atoms is paramount. To achieve this level of precision, a single photon counting module
(SPCM) was implemented in the setup (also illustrated in Figure 4.5). The SPCM was chosen
because it requires a much shorter exposure time (≈ 3.5ms) to obtain a distinct signal-to-noise
ratio, see section 4.5.2, while also minimising detection loss (see section 4.5.2).
The system is setup to split 795 nm light, scattered via spontaneous emission from atoms
trapped within each FORT, between the two detection schemes. Of the total light scattered only
10% is caught by the high NA lens, and directed towards the different imaging devices by the
PBS. Half of this light is directed towards the EMCCD, while the remaining half is directed, via
a dichroic mirror, towards a single photon counting module (SPCM) which can achieve single
photon counting precision.
Due to the sensitivity of both setups, numerous filters are incorporated to ensure only the
intended light reaches each detection system.
4.5.2 Single Photon Fluorescence Detection
When the SPCM detection phase is triggered light begins to enter the SPCM detection system
passing through several filters in the process. These filters perform two tasks: they attenuate
the light, and they prevent wavelengths other than 795 nm from reaching the SPCM detector.
The detector itself consists of a negatively biased avalanche photodiode (APD). When a photon
hits the APD’s active area it creates a photoelectron which causes the negatively biased diode
to become conducting which, in turn, causes an exponentially amplified electron current. The
result is a signal large enough to be detected and trigger a transistor-transistor logic (TTL) pulse.
This can then be read by an FPGA which is triggered at the beginning, and end, of the SPCM
detection phase. The FPGA then counts the number of TTL pulses, and hence photons, that
occur between the phase triggers before sending the result to a dedicated PC.
4.5.3 Analysis of the SPCM Data
The SPCM is crucial to determining when PA has occurred during our experiments. For this
reason, we will now go into detail regarding how the data retrieved from the SPCM was analysed.
I would also like to make it clear that this subsection is included as part of the work presented in
this thesis.
Background Photon Distributions
Figure 4.6 (a) shows an example background photon distribution registered by the SPCM for
zero, one, and two atoms loaded into a FORT using the individual atom loading and FORT
merging techniques that will be discussed in sections 4.6 and 5.2. The x-axis in this figure
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represents the number of photons, N, detected by the SPCM, while the y-axis represents the
probability of detecting N photons. These histograms were obtained by repeating the same
experimental sequence 600 times and binning the resulting SPCM measurements corresponding
to two, one, and zero atoms together. To ensure that the correct cases were binned, initial
detection EMCCD images -collected during the loading sequence in each individual FORT (see
section 4.6)- were used to sort the SPCM fluorescence into cases where only two, one, or zero
atoms were loaded. These initial EMCCD images allow for the number of atoms loaded into the
FORT to be determined with a fidelity better than 98.2%. Of the 600 runs 54.2% correspond to
two atoms being loaded, 38.8% correspond to only one atom being loaded, and 7.0% correspond
to no atoms being loaded into the FORT. For convenience the uncorrected background photon
(a) (b)
Fig. 4.6: (a) A typical example of the background fluorescence measured for 2 (top), 1 (middle), and 0
(bottom) atoms held inside the FORT. Here the x axis represents the number of photons counted by the
single photon counting module during imaging, while the y axis represents the probability of measuring
that specific number of photons in a single measurement. (b) The background fluorescence from figure (a)
after correcting for the SPCM’s detection error.
distributions shown in Figure 4.6 (a) will each be represented by the functions Cm(N), where
m = 0,1,2 represents zero, one, and two atoms loaded into the FORT respectively. Here each of





It can be seen in the C1(N) cases, where one atom is loaded, that a small distribution matching
C0(N), the zero atom distribution, is present (highlighted in light blue in Figure 4.6 (a)). This is
the result of the EMCCD mis-registering cases where no atoms are loaded into either FORT as a
single atom being loaded. This detection error provides a small source of systematic error to any
of the histograms obtained whenever the SPCM is used to measure the atom population within
the FORT.
While this error is small, it isn’t hard to correct for. To do this we first calculate the percentage
of the zero atoms contaminating the one atom photon distributions, PL. This is computed by
treating all photon counts greater than 4 as corresponding to an atom present within the FORT. To
ensure this estimate is correct, a second SPCM image is taken after the first (as will be discussed
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in section 6.4). If any of the runs corresponding to photon counts with N ≤ 4 in the first SPCM
image yield a new photon count where N > 5 then those counts are replaced by the new photon
number measured by the SPCM. Thus, the probability of there being zero atoms in the FORT
when there should have been one is calculated from PL = ∑4N=0C1(N)/(∑
50
N=5C1(N)).
Now that we have the probability of there being zero atoms in the FORT when there should
have been one, PL, we can create a new one atom photon distribution, C′1(N), by scaling the
uncontaminated zero atom photon distribution, C0(N), by PL and taking the difference between
it and C1(N). That is C′1(N) =C1(N)−PLC0(N). This new distribution is no longer normalised.










This distribution is illustrated in Figure 4.6 (b) as the middle histogram.










and is illustrated in the top histogram in Figure 4.6 (b). Here P2L is the probability that no atoms
are loaded into either FORT but the EMCCD registers two loaded atoms. Likewise, 2PL(1−PL)
is the probability that one atom is loaded but the EMCCD registers two. The factor of two in this
values comes from the fact that the atom that is loaded could be loaded into either of the two
FORTs.
We can see in the corrected photon distributions in Figure 4.6 that the statistical distributions
representing the zero and one atom cases have well defined Poisson distributions, with averages
of 0.95 and 14.02 photons respectively. This is not true of the two atom cases where there is
significant overlap between the twos and the ones. This effect is the result of two-body loss
mechanisms introduced by the presence of a second atom within the FORT during the SPCM
imaging process. Regardless, these distributions are sufficiently different that they provide an
effective means by which the number of 85Rb atoms remaining within the FORT after a PA
experiment occurs may be identified.
Experimental Photon Distributions
Now that the standard background photon distributions for zero, one, and two atoms have been
discussed we will turn our attention to the analysis of photon distributions obtained during an
experiment. In any of the experiments performed as a part of the work presented in this thesis
(see section 6.4) every individual data point reflects the average of 400 to 600 experimental
runs. Moreover, each point has its own set of photon distributions, Fm(N), recorded by the
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SPCM. Because we will only be interested in the experiments involving two atoms, only the
F2(N) photon distributions need to be considered. That is, only cases where two atoms are
initially loaded into the system. However, before these are analysed they must be corrected for









In general, for each of our experiments we expect there to be some probability that either
both atoms or one atom can be lost from the FORT. This means that F ′2(N) will be a mixture of
the zero, one, and two atom photon distributions described by





P0 = 1−P1 −P2,
where P0, P1, and P2 represent the percentage of the zero, one, and two atoms present in F ′2(N)
respectively. For each experimental point in our analysis P0, P1, and P2 are determined by fitting




2(N) using a least squared regression fitting function with P2 and
P1 as free parameters.
4.6 Single Atom Loading Sequence
Fig. 4.7: A diagram of single atom loading process performed in traps 1 and 2.
To perform single atom loading in each FORT the components we have discussed so far need
to be applied together in an experimental sequence using the central control system. The full
sequence, which is performed within each trap at a depth of h×57 MHz, is outlined in Figure
4.7. Where all times were empirically determined. The first stage involves stabilising the powers
of the MOT cooling beams, the imaging beam, and the FORT beams. Because the laser intensity
of each FORT is directly proportional to the trap’s potential depth care must be taken in their
stabilisation (see section 3.3). The total power is first stabilised by allowing only the stationary
trap (trap 2) to be turned on when the sample & hold box is triggered. In this way, the total
power that is shared between the two traps will be the same during each experimental run. Hence,
the power in each trap will depend on the ratio of the RF powers used to generate them. It is
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possible to stabilise the total power while both traps are turned on, however, this method provided
no extra stability to the system; serving only to couple the RF powers of each trap together
which decreased the speed with which corrections to the system could be made. Following the
stabalisation phase, each FORT is ramped to h×57 MHz.
From there each stage is carried out using the systems discussed in this chapter. Of particular
note are the compressed MOT (CMOT) and cleaning image stages. The purpose of the CMOT is
to increase the probability of 85Rb atoms being loaded into each FORT by increasing the atomic
cloud density at the high NA lens’ focus. This is achieved through the application of a 1 ms linear
current ramp which increases the MOT’s magnetic fields’ strength by a factor of 1.45. Moreover,
the frequencies of the MOT cooling beams and repump are further red-detuned from resonance.
To counteract the increased probability of red-detuned light-assisted collisions, resulting from
the higher atomic densities, the cooling and repump beam’s powers are decreased during the
CMOT phase. The cleaning image serves to clear the EMCCD camera’s CCD register and take a
reference image. By clearing the CCD register excess thermal electrons, which can add noise to
the images, are removed. This reference image also serves to define the background light level
inside the experiment prior to each run. In our experiment each FORT has a 73.6% chance to
load an atom, while the probability of an experimental run involving two atoms occurring is
54.2% (due to the 43200 runs performed the uncertainties on these two measured quantities are
neglectable).
Chapter 5
Two Atom Preparation and Temperature
Before PA can be achieved two things need to be ensured. First, the atoms need to be loaded
into a single trap. Second, the same level of control must be extended to the composite atoms by
preparing them in a specific |F,mF⟩ ground state. The purpose of this chapter will be to outline
the methods implemented to achieve both of these requirements.
We will begin with a discussion of the deterministic preparation of 85Rb atoms in their
|2,−2⟩ ground state, using optical pumping, before moving on to the processes used to merge
the two FORTs together. Lastly, the determination of the atomic temperatures of each atom will
be presented.
Unless otherwise specified, the subsequent chapters constitute the rest of the work to be
presented in this thesis.
5.1 Extreme Spin Polarised Atomic State Preparation
In our experiments, the atoms are prepared in their |2,−2⟩ ground state using a technique known
as optical pumping. The central motivation for this choice of ground state is that pairs of atoms
prepared in the same extreme magnetic sublevel will not change their spin during interactions in
their groundstate manifold [29]. This ensures that the atoms will remain in the |2,−2⟩ ground
state until the PA event is triggered.
5.1.1 Experimental Implementation
The central idea behind the optical pumping scheme implemented in our experiment is the
manipulation of atomic hyperfine transition selection rules (discussed in section 3.1.3). Atoms
exposed to σ− light tuned to the 5 2S1/2, F = 2 −→ 5 2P1/2, F = 2 transition will be restricted to
transitions where ∆mF =−1. This means that of the 5 2S1/2, F = 2 ground state’s five sublevels
|2,−2⟩ is “dark” to the σ− light. For convenience, I will henceforth refer to this light as optical
pumping light. Atoms pumped into the 5 2P1/2 F = 2 excited state by the optical pumping light
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will then be able to spontaneously decay down into either the 5 2S1/2 F = 2, or F = 3 ground
states. Because photons emitted during spontaneous decay can have any polarisation the change
in their magnetic sublevels will be ∆mF = 0,±1. To prevent the atoms from accumulating in
the 5 2S1/2, F = 3 state where the atoms cannot be addressed by the optical pumping light the
six counterpropagating MOT cooling beams are used to repump the atoms back into the 5 2S1/2,
F = 2 ground state. This system is illustrated in Figure 5.1 where the green arrows represent
the optical pumping light, the red arrows represent the MOT cooling light, and the green arrows
represent possible spontaneous decay transitions.
Experimentally, the optical pumping beam enters the chamber almost perpendicular to the
FORT beams. As a result, during the experiment’s optical pumping stage the atoms’ quantisation
axis is aligned with the optical pumping beam. This is achieved by applying a 7.50±0.01 G
magnetic field to the system.
Fig. 5.1: The possible transitions available to atoms within the optical pumping technique. Atoms are
excited to the 5 2P1/2, F = 2 state using σ− light (green arrows) where they are able to spontaneously
decay to either of the 5 2S1/2, F = 2, or F = 3 ground states (blue dashed arrows). To prevent atoms
from accumulating in the F = 3 ground state MOT cooling beams (section 3.1.3) are used to repump the
light out of the ground state (red arrows). The result is an accumulation of atoms in the |F = 2,mF =−2⟩
“dark state”. Note that the illustrated Zeeman levels are not to scale.
5.1.2 Experimental Characterisation
The purity of the optical pumping light used is critical to its effectiveness. If the light is not
purely composed of σ− light then the |2,−2⟩ state will not be truly “dark” and there will be a
non-zero chance of finding atoms in any of the other mF states. To ensure this is not occurring
within our setup a single atom was prepared in trap 2 and a stimulated two-photon Raman
transition was implemented along with a push-out technique (for full characterisation of the
raman pulse parameters see the last two paragraphs of this section) [72]. As a brief outline, the
two-photon Raman transition consists of two copropagating laser beams which are both far-off
resonant from the 85Rb atoms’ excited states (≈ 30 GHz below) but detuned from each other by
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≈ 3.035 GHz (the frequency separation between the 5 2S1/2, F = 2 and F = 3 ground states, see
Appendix A). The far-off resonant property of two copropagating beams serves to generate a
“virtual” excited state in which an atom in either ground state (say F = 2) can be pumped into the
virtual excited state by one beam, before being pumped down into the other ground state (F = 3),
via stimulated emission, by the other beam. This method can be extended to transfer the atoms
between different Zeeman level substates of the atoms by applying a magnetic field to break the
degeneracy of the F = 2 and F = 3 ground states (as illustrated in the F = 2 and F = 3 ground
states of Figure 5.1) and choosing an appropriate detuning frequency and polarisation for the
two copropagating beams [72].
Fig. 5.2: A timeline
of the optical pump-
ing test sequence.
This implementation, shown in Figure 5.2, first involves preparing the
atom in the 5 2S1/2, F = 2 ground state by applying MOT cooling light.
From there a 2 ms pulse of optical pumping light and the MOT cooling
light is applied to the atom. Assuming the optical pumping light is pure,
this will prepare the atom in the |2,−1⟩ state. The light is then shut off and
a two-photon Raman transition pulse is used to transfer the atom from the
|2,−2⟩ state into the |3,−2⟩ state. The atom can then be addressed by the
high power push beam which addresses and ejects any atoms present in
the 5 2S1/2, F = 3 ground state out of the trap via radiation pressure (see
Chapter ). Finally, a second image is taken, using the EMCCD, to determine
if the atom escaped the trap or not. This technique is ideal for our purposes
because low optical pumping purity will generate a high probability of the
atom not being in the |2,−2⟩ state when the Raman transition is triggered.
Resulting in the atom remaing in the 5 2S1/2, F = 2 ground state and the
push light unable to address it. For both convenience and clarity, we will
refer to this sequence as the Pump Sequence for the rest of this discussion.
So far we have used the term “purity” loosely to refer to the overall efficiency of the optical
pumping process. Because our system has a single atom detection error of ±2% we cannot
quantify when the optical pumping efficiency is approaching unity. To circumvent this problem
we define the efficiency by
ϵeff = 1− τin/τout (5.1)
where τin is the characteristic time for the exponential optical pumping rate (i.e. the rate with
which atoms accumulate in the |2,−2⟩ state), and τout is the characteristic time of the exponential
optical pumping decay rate.
To determine τin measurements of the atom survival probability were made across different
optical pumping pulse durations using the Pump Sequence, as shown in Figure 5.3 (a). Here, each
point in Figure 5.3 (a) reflects 100 repetitions of the Pump Sequence. Applying an exponential
decay fit to the data yielded τin = 62±19 µs.
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Fig. 5.3: (a) Measurement of characteristic time needed to pump an atom into the |F = 2,mF =−2⟩ state.
(b) Measurement of characteristic time needed to pump an atom out of the |F = 2,mF =−2⟩ state.
τout was measured by adding a second optical pumping pulse in place of the Raman transition
detailed in the Pump Sequence. Additionally, by leaving the first optical pulse’s duration as 2
ms we can be assured that the atom is pumped into the dark state prior to the second optical
pumping pulse. If the optical pumping light is purely σ− polarised then the second pulse will
have no effect; the atoms remaining in the |2,−2⟩ state throughout the measurement. However,
in the laboratory setting, optical polarizations always possess some level of contamination from
their intended orientation. This means that there will be a possibility of the atoms being pumped
out of the |2,−2⟩ state by the non-σ− polarisation components in the light. By increasing the
duration of the pulse, the probability of pumping the atoms into the 5 2S1/2, F = 3 ground state,
where they can be addressed by the push beam, will increase. A second exponential decay fit was
applied to the measured loss to determine τout (shown in Figure 5.3 (b)). Thus τout = 2451±510
µs was determined.
From these measurements the optical pumping efficiency for this experiment was calculated
to be 98±1%; assuring a near-deterministic preparation of the atoms in the |2,−2⟩ state using
the optical pumping light.
An observant reader may notice that the method used to determine the optical pumping efficiency
relies upon the Raman transition working correctly. In fact, this is quite true. To ensure the
effectiveness of the Raman pulse two optimisations needed to be made. First, the frequency
difference in the copropagating beams was tuned to match the energy separation between the
|2,−2⟩ → |3,−2⟩ states with respect to the Zeeman splitting induced by the 7.50±0.01 G field.
This was achieved by scanning the frequency difference, using a double passed 1.5 GHz AOM,
and applying a Gaussian fit function to the measured spectroscopy. An example of the measured
data can be seen in Figure 5.4 (a), where each point is the average over 100 experimental runs.
By only accessing the |2,−2⟩ and |2,−3⟩ states we can say that the Raman system is
effectively a two-level system. This means that as we vary the pulse duration the atomic state
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Fig. 5.4: (a) Raman spectroscopy performed on the |2,−2⟩ peak. (b) A single Rabi oscillation obtained
from the two-photon stimulated Raman transition.
population will follow a Rabi oscillation pattern. An example, of our system, can be seen in
Figure 5.4 (b) where the most efficient |2,−2⟩ → |2,−3⟩ transfer occurs every 4.9 µs.
By ensuring that both of these parameters were set to their optimal values we can be assured
that our measurement of ϵeff is correct.
5.2 Merging Potentials
After the each FORT has had an atom loaded, and each subsequent atom has been prepared in the
|F = 2,mF =−2⟩ ground state, the system is ready to merge the two FORTs together. To do this
the Agilent 33600A’s linear ramp function was implemented to sweep trap 1’s frequency from
its static 89.5 MHz position to 114 MHz using a linear ramp. Here the FORTs are close enough
together that their potentials merge to create a single trap, as shown in Figure 5.5 (a). Trap 1 is
then held in its new position and removed by ramping its potential depth (the FORTs intensity)
to zero using a linear amplitude ramp. The end result is both atoms being prepared in trap 2.
In this method, the final frequency ensures a separation between the traps of 4.5 MHz (or
0.85 µm). This value was determined empirically to be the closest separation that still achieved
100% atom survival during the merging process. The reason that the separation frequency cannot
be made smaller stems from the interference between the two FORTs. When the FORTs begin
to overlap a beating effect, which induces amplitude modulation in the light, is generated in
the overlapping region due to their difference in frequency [73]. Here, the frequency of this
modulation, Ω, is equal to the separation frequency of the two traps. By ensuring that Ω is much
greater than the frequency of the atomic motion inside the traps the atoms will only experience
the time average of this beating effect. Conversely, as Ω approaches the frequency of the atomic
motion of the atoms then the atoms will directly experience the amplitude modulations that occur.
This means that the atoms will experience a time-dependent trapping potential, causing strong
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Fig. 5.5: (a) Diagram of traps 1 and 2 after they are merged by sweeping the RF frequency used to
generate trap 1. (b) Illustration of an atom in one trap gaining kinetic energy, equal to the potential
difference U2 −U1, by “falling” into the deeper trap.
heating. Lastly, it bears noting that if Ω is too large then there will be no overlap between the
two FORTs and no merging will take place because the second atom is effectively “dropped.”
Ensuring Merging Adiabaticity
Sustaining a controllable experimental setting requires that the process of bringing the cooled
atoms together is done as near-adiabatically as possible. Adiabaticity can only be ensured when
two conditions are satisfied. First, the duration of the frequency ramp used to merge the atoms
must be much greater than the oscillation period of the trapped atom’s atomic motion. Where the
oscillation frequency can be approximated in both the axial (r-axis) and radial (z-axis) directions






















U0 is the potential at the centre of the trap, w0 is the laser beam waist, m is the mass of a single
85Rb atom, zR is the Rayleigh length defined as zR = πw20/λ , and λ is the wavelength of the
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for the atom’s radial and axial frequencies. The shallow trap depth in which merging is undergone
is U0 = h×29 MHz which gives the oscillation frequencies of the 85Rb atom inside the trap as
ωr = 106.9 kHz ωz = 23.3 kHz. (5.5)
Thus a sweeping duration of 40 ms (25 Hz) was chosen to satisfy the first condition for adia-
badicity.
The second condition requires that the potential “depth” of the traps is the same throughout
the merging process. To understand why this is, consider a situation where trap 1 is shallower
than trap 2. In other words, when U1 <U2. When the two traps merge the atom in the shallow
trap will “fall” into the deeper trap gaining kinetic energy equal to the potential difference,
U2 −U1, of the two traps, see Figure 5.5 (b). To prevent the atoms from gaining any kinetic
energy, and hence ensure they remain the same temperature, we require U2 =U1. To achieve
this the potential of each trap is maintained throughout the merging process by adjusting the
amplitude of each traps RF signal to counter the trap AOM’s deflection efficiency (see section
4.4.1). A series of example images, taken with the EMCCD, illustrating the merging process is
shown in Figure 5.6.























Fig. 5.6: Several compiled EMCCD images each taken of the 85Rb atoms at different trap frequencies
throughout the merging process.
5.3 Identification of Single Atom Temperature
Determining the effectiveness of our systems and measuring the density of the atoms’ “atomic
cloud” within the FORT requires the measurement of temperature of the atoms prepared in the
experiment. To achieve this a technique known as release and recapture (RR) is performed
[74]. Fundamentally this technique involves loading a single atom into a FORT, releasing it for
a duration t (by shutting the FORT light off), allowing it to thermally expand, and recapturing
it by turning the FORT back on. Whether or not atom remains in the trap will depend on both
the atom’s temperature (its thermal kinetic energy) and the duration with which it is allowed to
thermally expand while the FORT is off. By repeating this process multiple times with the same
initial preparation a measurement of the atom’s survival probability for a single release duration
can be made. Performing the full process again for across different release times and comparing
the results allows an estimate for the temperature to be made.
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Fig. 5.7: An example Release and Recapture measurement used to determine the temperature of an
atom within a FORT at a trap depth of h×29 MHz. Here the black data indicates the average survival
probability for an atom released from the trap for a duration t, while the red curve represents the fit curve
generated by the Monte Carlo simulation. The temperature obtained from the best fit in this case is 14±1
µK.
The RR technique is performed at a trap depth of U0 = h×7.3 MHz. This depth was chosen
to avoid temperature overestimation effects observed to be present within the system, by former
Ph.D. student Dr. Yin Hsien Fung when the FORT’s intensity is sufficiently high (U0 > h×29
MHz) [75]. With this in mind measuring the atoms’ temperature before trap merging takes place
is achieved in the following way: first, an atom is loaded into each individual trap followed by
taking an initial detection image. Each atom is then exposed to PGC light before each trap’s
potential is adiabatically ramped down to h×7.3 MHz where RR is performed. Lastly the traps’
are adiabatically ramped back up to imaging trap depth where a second EMCCD image is taken.
Figure 5.7 shows a typical RR measurement with 100 experimental runs per point. A Monte
Carlo simulation (originally written by former postdoctoral fellow Dr. Andrew Hilliard) is then
applied to the data to obtain a fit and obtain an estimate for the temperature, T . The simulation
involves creating a Maxwell-Boltzmann distribution for an atom at an initial temperature of
T0. The distribution is then used to generate final positions and velocities for the atom after
some release time, t. These are then used to calculate the kinetic energy of the theoretical atom
which is then checked against the FORT’s potential depth to determine the survival probability
of the atom inside said FORT. This calculation is then repeated 5,000 times for each release
time, t, performed. Lastly, a non-linear least squares method of fitting is applied to find the best
match between the theory and the experimental data. Using this method the temperature, prior
to merging, in traps 1 and 2 was found to be 11±1 µK and 15±1 µK in the h×7.3 MHz trap
depth respectively. These serve as baseline values to verify any heating effects induced by the
merging process.
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To perform a temperature measurement of the atoms following the merging process we use
the following sequence: first, both atoms are loaded, imaged, cooled via PGC, and each trap
is adiabatically ramped down to h×29 MHz as before. The merging process is then triggered
so that both atoms are held in trap 2 where the trap is ramped back down to h×7.3 MHz and
RR is then performed. Finally, the trap is adiabatically ramped back up to imaging trap depth
where the second detection image takes place. In our experiment single-atom loading has an
efficiency of 73.6%, this means anytime this sequence is performed 54.2% of the runs will load
a single atom in either trap. By restricting our analysis to these runs, with respect to trap 1 and 2,
the temperatures in trap 2 for atoms starting in trap 1 and trap 2 were respectively 13±1 µK
and 14±1 µK. The reason both traps are loaded at the same time, rather than loading a single
atom with only one trap on before linearly ramping the second trap to imaging trap depth, is to
ensure the inclusion of any trap interference effects during the temperature measurement. As was
discussed in chapter 4 interference between traps 1 and 2 are minimised by ensuring an adequate
physical separation between the traps. This technique allows for the empirical verification of this
claim.
From these RR measurements we can say that, on average, the temperature of the atoms
after the merging is 13±2 µK. Here the average has been used because the atoms will have a
tendency to thermalise toward a state of equipartition of energy [5]. The discrepancies present
within these measurements are owed largely to minor differences in each trap’s potential depth
during each run. These are likely induced from drift in the RF electronics used to generate the
traps, and the trap depth measurements performed day-to-day using an optical power meter. Such
differences can reduce the efficiency of our cooling mechanisms by adding unknown detunings
to the system through the AC stark shift. These effects make accurate assessments of each atom’s
real temperature difficult to achieve. However, for our purposes the current level of accuracy
is sufficient. Thus, these measurements indicate that the temperature of the atoms prior to the
merging process is comparable with the atoms post merging. This allows the conclusion that the
merging process is indeed near-adiabatic.

Chapter 6
Photoassociation Light Locking System
So far we have established the theory and experimental setup required for the isolation and
preparation of single 85Rb atoms in their |F = 2,mF =−2⟩ ground state. However, the ultimate
goal of this thesis is to illustrate unprecedented control over the formation of individual 85Rb2
molecules in an arbitrary rotational-vibrational state via photoassociation (PA) spectroscopy. A
feat that, before this thesis, has not been reported. This requires high control over the frequency
of light used during the PA process. If such control is not achieved then any PA spectroscopy
peaks obtained would be broadened by frequency fluctuations and experimental uncertainty.
Thus, the goal of this chapter is to detail the design, implementation, and characterisation of
dual-laser cavity locking setup which is capable of generating 795.2 nm PA light with a stability
of ±0.25 MHz. In particular this is achieved using a single-mode Titanium-Sapphire (Ti:Sapph),
M2 SolsTiS-10W-PSX-F, laser which is locked to a reference resonator cavity. A second 780
nm laser locked to an atomic reference (see section 4.3) and an AOM are then used to monitor
frequency drifts in the Ti:Sapph laser due to thermal fluctuations in the reference cavity. These
drifts can then be easily corrected for.
We will begin with a brief overview of laser stabilisation using optical cavities, taking care
to outline the methods that were used in the experiments detailed within this thesis. Such as
the well-known Pound-Drever-Hall (PDH) technique [76]. From there the optical setups that
implement these techniques, and locking circuitry used will be outlined for each laser individually.
Then discussion of characterisation of the optical cavity used in our experiments along with
the performance of the locking setup will be discussed. It bears noting that the cavity used in
this setup was built by a previous member of the Atomic Physics Laboratory and so the first
subsection of the characterisation section will constitute a short review of cavity’s inherent
characteristics. Next, the inclusion of the PA (Ti:Sapph) light with the pre-existing Single Atom
setup along with a technique used to modulate the PA light will then be delineated. Finally, I
will outline the experimental sequence used to perform PA. It is worth noting that in all of the
optical setups presented in this chapter optical elements, such as telescopes used to increase and
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decrease laser beam sizes, have been omitted for clarity in the following discussions. The full
optical setups used, if desired, are included in Appendix F.
Please note that the laser stabilisation techniques detailed in section 6.1 and the locking
system discussed in section 6.2.2 are not part of the work presented in this thesis and only serve
as a review for the reader.
6.1 Laser Stabilisation
Since their realisation in 1960 lasers have become a versatile tool, both inside and outside of
physics [77]. Such applications include processing information, welding and cutting, surgery,
and spectroscopy. Many fields of physics require lasers with a high degree of stability in their
output frequency, such as astronomy and atomic physics [78, 79].
There are many different methods of stabilising a laser. They are all based on measuring
the phase or frequency of the laser against some stable reference signal. In some fields of
physics, such as atomic and ultra-cold physics, atomic absorption spectra are often used as a
stable reference [80]. While in other fields spectral holes are used [81, 82]. Here we will focus
on the application of an optical cavity as a stable reference signal. We will begin with a brief
overview of some fundamental properties of optical resonator cavities which will prove useful
for understanding both the Pound-Drever-Hall Method of frequency locking and the application
of the dual-laser cavity locking setup discussed in the subsequent sections of this chapter.
6.1.1 Optical Cavity Resonators
The most common optical cavity used in frequency stabilisation is composed of two concave
mirrors with near perfect reflectivity, R = 0.99, separated by a hollow thermally insensitive
spacer of length L (see Figure 6.1) [83, 84]. When a single-mode Gaussian laser beam is incident
on the cavity some light will be transmitted through the first mirror and some will reflect off the
surface with a 180◦ phase change. The light that leaks through into the cavity will then travel to,
and reflect off, the second mirror before traveling back towards the first. When the light reaches
the first mirror again we say that it has undergone one round trip. If 2L is an integer multiple of
Fig. 6.1: A 2D cross-section of a simple optical cavity with a spacer of length L.
the wavelength of the light, λ , then the light inside the cavity can interfere constructively and
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may, after a single round trip, return with the same phase and spatial shape it started with [85].
This results in light building up inside the cavity as more and more light enters through the first
partially transmissive mirror. As a result, two situations occur. First, any light inside the cavity
that leaks out through the second partially transmissive mirror constructively interferes and
results in a transmission beam. Second, the light inside the cavity that passes back through the
first partially transmissive mirror also produces a leakage beam which is 180◦ out of phase with
the reflected beam. This leakage beam then destructively interferes with the light that reflected
off the outer surface of the first mirror of the cavity. If the cavity is lossless and symmetric then
both the reflected beam and the leakage beam will have almost the same intensity resulting in
almost complete destructive interference [86]. For the sake of convenience, we will henceforth
refer to the sum of the reflected and the first mirror’s leakage beam as the “reflected beam”.
In this situation the light is said to be on resonance with the cavity and any frequency of the
light for which this occurs is referred to as a resonant frequency. This is illustrated in Figure 6.2








respectively. Where n1 is the refractive index of the impeding light’s medium and n2 is the
refractive index of the mirror. Conversely, light not on resonance with the cavity will destructively
interfere between the two mirrors. This results in no light leaking out of the cavity through either
mirror, and subsequently causes the reflected beam to be at its maximum intensity.
Fig. 6.2: A step-by-step schematic of a light field interacting with a dielectric optical cavity while on
resonance. In this example, the index of refraction for the dielectric mirrors, n2, is taken to be greater
than the refractive index everywhere else, n1. (a) The incident light can be seen to approach the dielectric
mirror (1). (b) Some of the light passes through the dielectric mirror (2) while the remaining light is
reflected off the external surface of the mirror (3). Due to the negative reflection coefficient between
the air and the mirror’s surface the phase of the reflected light’s electric field can be seen to undergo a
180◦ phase change. (c) The light inside the cavity approaches the second dielectric mirror where, like the
reflected signal in (b), it is reflected and undergoes a 180◦ phase change (4). Some light is also able to
be transmitted through the second mirror. However, because the reflectivity of the mirror is so high, the
intensity of this leakage is insignificant for a single round trip. (d) This process repeats with more and
more light building up between the two mirrors. Eventually, once the cavity signal reaches its maximum,
the leakage-light of the two mirrors is comparable in size to the reflected beam and is able to leak out in
both directions (5) and (6).
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Free Spectral Range
With both of the above cases in mind, suppose one scans the frequency, ν , of the laser while
monitoring the intensity of the transmitted light. Whenever ν becomes resonant with the cavity
the transmitted light will reach a maximum. In the simple case of a single mode Gaussian beam,





where c is the speed of light. Here, ∆νfsr is known as the Free Spectral Range (FSR) of the
optical cavity.
Resonance of Hermite-Gaussian Modes
While we have only looked at the case of a single-mode Gaussian beam resonant with the cavity
in the axial direction it is also possible for other Transverse Electro-Magnetic (TEM) modes to
be on resonance with the cavity. These are easily found by solving the paraxial wave equation













where n is the refractive index of the medium inside the cavity, gi = 1−L/ri are the resonator
parameters, ri is the radius of curvature of mirror i, and the integer q corresponds to the axial
mode of the Gaussian beam while m & p are integers that correspond to the transverse modes. For
TEMq00 (m = p = 0) we see that equation 6.3 returns the FSR when we compute the frequency
difference between two arbitrary axial modes TEM(q+1)00 and TEMq00.
Linewidth
So far we have discussed light that is on and off-resonance as if the cavity resonances are fixed
frequencies with infinitesimal linewidths. However, this is not quite true. Consider resonant
light, ν0, that is detuned by a small frequency δν such that δν ≪ ∆νfsr. Because the detuning is
small the light inside the cavity is still able to build up to a considerable intensity. However, the
resulting transmission will be less than the signal produced by light on resonance due to the small
amount of destructive interference induced by the detuning. For optical resonator cavities, and
Fabry–Pérot interferometers, the intensity of the transmitted light as a function of ν is described













where R1 & R2 are the reflectivity of each cavity mirror.
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Cavity Light Response Time
The time it takes for the intensity to build up inside the cavity, τ , or decay if the light is suddenly





This means that any change in the frequency of the light incident upon the cavity can only be
observed by the transmitted signal after a period of τ has elapsed. However, in the reflected signal
the change will be immediate because the reflected beam will no longer perfectly destructively
interfere with the leakage beam from the cavity (see Figure 6.3). Because of this property, the
reflected cavity signal is ideal for stabilising the frequency of the laser and is the basis of the
Pound-Drever-Hall locking method detailed in the next section.
Fig. 6.3: When the incoming light source experiences a phase jump only the reflected beam (1) will
initially be affected. This is because it takes time for the phase change to build up inside the cavity. Hence
the cavity leakage light (2) is initially unaffected by the jump. When this occurs the two beams will not
completely destructively interfere and a signal can be detected ((a) and (c)). Here (a) and (c) illustrate a
positive and negative phase jump respectively, while (b) illustrates the on-resonant case.
6.1.2 The Pound-Drever-Hall Method
Named after Robert V. Pound, Ronald Drever, and John L. Hall the Pound-Drewer-Hall (PDH)
method is an approach to frequency locking that was first described by John L. Hall and Ronald
Drever in 1983 [76]. In essence, this method uses the reflected signal from a Fabry–Perot
cavity to measure the laser’s frequency, before feeding this measurement back to the laser to
suppress any frequency fluctuations that occur. An important aspect of the PDH method is the
decoupling of the frequency measurement from the laser’s intensity by using a form of nulled
lock-in detection. Because this method uses the reflected cavity signal, an additional benefit
is that the system is not limited by the response time of the Fabry–Perot cavity. This allows
for the suppression of frequency fluctuations in the laser that is only limited by the speed of
the electronics used in the locking scheme, along with the distance between the cavity and the
photodetector.
In this subsection the approach we will take will predominantly follow the one presented by
E. Black [86]. We start with a conceptual overview of the PDH method before looking at the
qualitative case.
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Conceptual Model
Before the reflected beam can be used for error detection we first need to isolate it. This is easily
done through the use of a polarising beam splitter (PBS) and a quarter waveplate (λ/4 waveplate)
(see Figure 6.4 (a)). Here, the light first passes through the PBS cube, where only horizontally
polarised light is permitted to travel, before being rotated 45◦ and becoming circularly polarised
by the λ/4 waveplate. The reflected signal then passes back through the λ/4 waveplate, where
it is rotated 45◦ again and left vertically polarised. This allows the light to be deflected towards
the photodetector by the PBS. Technically this means that the light inside the cavity is circularly
polarised.
Fig. 6.4: (a) Light coming out from the left side of the optical cavity (dashed line) is seperated from the
incoming light (solid line) by a quarter waveplate (λ/4 waveplate) and a Polarising Beam Splitter (PBS)
cube. (b) The reflected light intensity from a Fabry-Perot cavity as a function of laser frequency, close to
resonance, in arbitrary units.
Figure 6.4 (b) shows the reflected cavity signal about the resonance frequency ν0. One
notable feature of this signal is its symmetry, which makes it impossible to tell if the light is red
or blue detuned from ν0 by looking at the intensity of the reflected signal alone. Fortunately, the
derivative of the reflected intensity is anti-symmetric about ν0. If one could obtain this signal
then a decrease (or increase) in frequency would result in a negative (or positive) change in signal
voltage. This could then be fed back to the laser to correct its frequency (i.e. until the derivative
signal is measured to be zero). Such a signal can be obtained by modulating the phase of the
incident light sinusoidally, with a frequency ωm, and monitoring the response of the reflected
signal.
If the incident light is blue to the resonance frequency when the phase is modulated then
the intensity of the reflected beam will increase and decrease as the frequency increases and
decreases. Likewise, the derivative will also increase and decrease with the frequency in phase
with the reflected beam’s intensity. Conversely, if we modulate the phase of the incident light
while it is red to the resonance frequency, the intensity of the reflected beam will still increase
and decrease with the frequency. However, the derivative will increase and decrease opposite to
the frequency; 180◦ out of phase with the reflected beam’s intensity.
This means that if we compare the change in the reflected signal’s intensity with the modula-
tion of the incident beam’s phase we can determine which side of the resonance peak the central
frequency of the laser is. The use of this principle to produce the derivative of the reflected signal
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with respect to frequency is the defining quality of the Pound–Drever–Hall method. The same
result can also be achieved by modulating the beam’s frequency. The setup presented in this
chapter provides phase modulation of the light field and so we will confine ourselves to phase
modulation in this overview.
A basic setup for the PDH method is shown in Figure 6.5 below. The laser light first passes
through an Electro-Optical Modulator (EOM) where the frequency of the light is modulated.
The EOM is modulated sinusoidally via a function generator. The beam then travels through the
PBS and λ/4 waveplate as described previously. From there the reflected beam’s intensity is
measured by the photodetector and compared with the signal of the function generator through a
mixer, which can be thought of as a device which outputs the product of its inputs. The phase
shifter is there to correct for any phase offsets created by time delays in the electrical signals.
Finally, the output of the mixer, which contains both DC and AC signals, is low pass filtered to
obtain the locking signal. A detailed quantitative model of this method is detailed in section
D.2.4 of Appendix D.
Fig. 6.5: The basic setup for the Pound-Drever-Hall method of frequency stabilisation. The dotted lines
represent electronic paths, while the solid and dashed lines represent the incident and reflected cavity
beams respectively.
6.1.3 Unstable Optical Resonantors
In the previous section, the PDH method was presented as a way to lock a laser to a stable
reference cavity. However, if the cavity is not stable, either thermally or mechanically, then any
laser locked to it will be equally unstable. To overcome this, a second laser, more stable than the
cavity, can be used to monitor changes in the cavity’s resonance frequencies by locking it to the
cavity at the same time. By monitoring these changes one can correct the frequency of the first
laser appropriately. This subsection serves to find an expression for such a correction.
It stands to reason that the second laser, which I will dub the reference laser, will not have
the same frequency as the first, otherwise, there’s no need to use the cavity in the first place. This
means that it’s safe to assume that the frequency of the reference laser is at least a few gigahertz
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different to the frequency of the first laser, let’s call it the unstable laser. Suppose then, that
both the reference laser and unstable laser are simultaneously locked to the optical cavity. Using
equation 6.3 we can write the inital frequency of the reference laser as νrefi = νqmp(L) and the
inital frequency of the unstable laser as νunsi = νq′m′p′(L). As in section 6.1.1 the intergers qpm
and q′m′p′ each define a particular cavity resonance frequency.
At some instance, in time the cavity will have a length, L. After some time the cavity’s spacer
will begin to expand (or contract) with temperature or due to some other effect. Using equation
6.3, we can write νqmp and νq′m′p′ in terms of the new cavity length L+∆L such that the change








































which relates the change on one locking frequency to the other via
∆νuns = A∆νref, (6.9)
and is independent of the cavity’s length. Because in our experiments νuns and νref are optical
frequencies on the order of hundreds of THz we can expect the error on A to be of the order of
10−5%. Thus, the main source of error in determining νuns must come from ∆νref.
The important thing is that this method only works if νrefi , νref f (the final frequency of the
reference laser after the cavity has had some time to drift), and νunsi are well known. We can
measure νref f provided that we always refer to the same νrefi and νunsi . Thus measurements of
the reference and unstable laser’s frequency must be made at the same time so that any change in
the cavities length, or resonance frequency, directly corresponds to a deviation from νrefi and
νunsi . Because these frequencies are fixed, I will refer to them as calibration frequencies.
6.2 Experimental Setup
To obtain high-resolution PA measurements of 85Rb2 spectra below the first excited dissociation
limit of the Rb molecule a laser which has a frequency linewidth smaller than the linewidth of
the spectra we are interested in is required. From work done on photoassociating groups of Rb
atoms trapped inside a MOT cloud, we expect PA spectra to have linewidths on the order of ≈ 36
MHz [40, 90]. In this section, I will present a dual-laser cavity locking setup which is capable
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of generating 795.2 nm PA light with a stability of ±0.424 MHz. Far less than the expected
linewidth of a single PA resonance. The characterisation of this setup will be presented in section
6.3.
Due to the complexity of the setup, this section will be broken into three major parts. We
will begin by presenting the half of the optical setup, which monitors the cavity’s frequency drift.
This half involves locking light, which is already locked to an atomic transition, to the cavity
using a double passed AOM (section 6.2.1). Next, the remaining half of the optical setup used to
generate PA light over a large wavelength range by locking a titanium-sapphire laser to the same
cavity using the PDH technique will be outlined. This setup involves double passing the light
through an AOM with a large frequency range. By locking the titanium-sapphire laser to the
cavity using the light from doubled passed first order, while also using the zeroth-order for PA
light, a means by which the titanium-sapphire laser can be simultaneously stabilised and scanned
is obtained (section 6.2.3). Following this, the setup designed to inject the light into the science
chamber will be presented.
6.2.1 Coupling the Cavity to an Atomic Transition of 85Rb
The method used to monitor the change in a cavity’s resonance frequency is analogous to the
locking setup discussed in section 6.1.2. However, there are three main differences which I will
briefly outline:
First, frequency deviations from the cavity resonance are monitored using the cavity’s
transmission signal instead of the reflected signal. This is because, at its fastest, the cavity
drift is ≈ 0.33 kHz/s (over a 20 MHz peak-to-peak range) with no insulation, and with further
insulation, this can reduce to ≈ 0.07 Hz/s (over a 5 MHz peak-to-peak range) [91]. Because
this drift is so slow, we can expect that the cavity will respond faster than the time it takes for a
noticeable change in frequency to occur. Moreover, by using the transmission signal the cavity
provides a convenient means for separating out the light used for monitoring the cavity drift and
the PA light, which will also be locked to the cavity.
Second, an AOM is used to adjust the frequency of the light incident upon the cavity as the
cavity resonances drift (instead of directly adjusting the laser). An AOM was chosen because the
light we are using is taken from a separate set up which is already locked to an atomic transition
(specifically the MOT laser from chapter 4 which is locked to the 85Rb F = 3 → F ′ = 4− 3
crossover transition). This is advantageous because, by using light locked to an atomic transition,
any change in AOM frequency will directly correspond to a change in the cavity’s resonant
frequency; provided that the locked laser is more stable than the cavity.
Third, as the cavity drift is slow, a simple “automatic” locking system was constructed from
an Arduino Due microcontroller, a 16-bit Digital-to-Analog Converter (DAC), and a 16-bit
Analog-to-Digital Converter (ADC) (see section 6.2.2). In principle, the system monitors the
cavity transmission signal using a photodetector. As the cavity expands (or contracts) its resonant
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frequency changes inversely with spacer distance and the previously resonant light becomes no
longer resonant. When this occurs the detector signal decreases. Modulating the AOM frequency
at a rate slower than the time it takes the light to build up inside the cavity, but faster than
the cavity’s drift, allows the microcontroller to measure the signal on either side of its current
frequency and adjust the frequency in favor of the largest response signal. In this way, the system
will keep the light following the AOM on resonance with the cavity.
Please note that throughout the rest of this chapter, I will be using cavity resonance or cavity’s
resonance peak to refer to a resonance peak with the same q, m, & p values (see section 6.1.1).
Likewise, it will be useful to refer to the particular source of light used in this setup as atomic
reference (AR) light. Moreover, unless otherwise specified, all of the mirrors used in this thesis
are ThorLabs BB1-E03 Broadband Dielectric Mirrors (for 750 - 1100 nm wavelengths).
Source of AR light
Light taken from the 780 nm MOT setup is used to provide light with a stable frequency. This
light is separated from the MOT setup using a half waveplate and a polarising beam splitter
(PBS) before being coupled into a polarisation maintaining fiber. In this way only as much light
is needed can be extracted from the MOT setup. Prior to this fiber (but after the PBS), a linear
polariser is aligned to the fiber’s fast axis to reduce any polarisation instabilities in the siphoned
light. A second half waveplate is also included prior to the polariser to maximise the power
of the light. As mentioned in chapter 4, this light is locked to the 85Rb F = 3 → F ′ = 4− 3
crossover transition. A property which is ideal because it provides a fixed reference frequency
that does not drift as a function of time.
Optical Setup
Figure 6.6 illustrates the setup used to monitor the change in the cavity’s resonance frequency.
It is worth noting that the setup presented here is a simplified version of the design, omitting
mirrors used for alignment and lenses used to maximise efficiency through optical components.
A complete illustration of the full setup used is given in Appendix F.
Here the light locked to the 85Rb F = 3 → F ′ = 4−3 crossover transition, with its frequency
represented by ν780, is injected into the setup through a Thorlabs F220 fiber collimator (F1 in
figure 6.6). The half waveplate, immediately after this fiber, ensures that the light entering PBS1
is horizontally polarised; in turn allowing the light to pass through the PBS towards the 225
MHz (IntraAction ATM-2251A2) AOM. Here the 225 MHz indicates the central frequency of
the AOM while the actual frequency of the light, which is allowed to vary, is given by ν225. As
the beam passes through the 225 MHz AOM it is split into two zeroth and negative first-order
beams, where the negative first-order beam receives a frequency shift equal to −ν225 (see Figure
6.6).
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Fig. 6.6: A simplified illustration of the resonator cavity resonance drift monitoring optical setup used in
the work presented within this thesis. Here, a fiber is used to inject 780 nm light into the system which
is then double passed through a 225 MHz AOM before being directed into the resonator cavity. When
the light is on resonance with the cavity, the photodetector will receive a signal from the transmitted
beam (see section 6.1.1). The signal is then passed to an automatic locking system, developed by Nakarin
Jayjong, to correct the AOM frequency (see section 6.2.2).
The 225 MHz AOM, and negative first-order were initially chosen to shift the frequency of
the light closer to the nearest cavity resonance while the internal cavity temperature was held
constant at 21.59±0.02 ◦C (see section 6.3.1). However, as will be shown in section 6.3.4, the
cavity’s ∆ν as a function of ∆T can be treated as linear. Moreover, we will see that so as long as
the internal temperature of the cavity is held stable the choice of temperature can be arbitrary so
long as the 225 MHz AOM used to change the light’s frequency has a sufficiently large frequency
range. As a result, this AOM was kept purely for its high diffraction efficiency.
Returning to the setup in Figure 6.6, the two first and zeroth order beams leaving the AOM are
then passed through a 150 mm convex lens. This lens, which is perpendicular to the first-order
beam with its focal point centred on the middle of the AOM, serves two purposes: first it ensures
that both the first order and zeroth-order light travel parallel to each other and second it focuses
both beams down onto a mirror (M1) located 150 mm away from the convex lens. This is
useful because regardless of the first-order beams’ Bragg angle (see section D.3 in Appendix
D) the two beams will always be parallel. The zeroth-order is then blocked with an iris and
the negative first-order has its polarisation converted to circularly polarised light by a 780 nm
quarter waveplate which is oriented 45◦ to the incoming light’s polarisation. The remaining light,
indicated in green, is then retro-reflected back towards the AOM where it passes through the
quarter waveplate again resulting in another polarisation shift and leaving the light vertically
polarised. From here the light passes through the AOM again, splitting into its negative first
and zeroth order components. The percentage of light that becomes the negative first order
is 71.3±0.1% when ν225 = 169.60±0.06 MHz each time the light passes through the AOM,
resulting in a total double pass efficiency of 50.8±0.1%. The zeroth-order is then blocked with
a second iris and the negative first-order returns along the original beam path (towards the fiber
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collimator) before being deflected by PBS1. From there, the deflected light leaving PBS1, now
with a frequency of ν780 −2ν225, is then passed through a 780 nm half waveplate which splits
the light into a 1:10 ratio of vertical and horizontal polarisations. The vertically polarised light is
directed towards the cavity while the rest is removed from the system (indicated in Figure 6.6).
This ratio, along with the quarter waveplate prior to the cavity where chosen because they are
necessary for the second half of the setup which is discussed in section 6.2.3.
Returning to the light’s path, the vertically polarised light that is directed towards the cavity,
as shown in Figure 6.6, passes through a quarter waveplate. Because the light that builds up
inside the cavity always undergoes a 180◦ phase shift upon interacting with the vacuum-mirror
interfaces, the light will always constructively or destructively interfere with itself regardless of
its polarisation. This means that the quarter waveplate, intended for use in the second setup, will
not affect our current setup.
The frequency of the light entering the cavity is
νRef := ν780 −2ν225 (6.10)
where any change in frequency will be given by
∆νRef =−2∆ν225. (6.11)
Thus, when νRef is resonant with the cavity, the light that builds up inside will “leak” out (as
discussed at the beginning of this chapter). The light that leaks out on the right hand side of the
cavity in Figure 6.6 passes through a 780 nm Band Pass Filter (BPF) before reaching a (ThorLabs
DET10A/M) photo detector labelled the reference detector. The BPF used was found inside the
laboratory and was measured to have 782±5 nm band with > 70% transmission.
The signal received by the reference detector is passed to the automatic locking system
discussed in the next section.
6.2.2 Automatic Cavity Locking System
As was briefly discussed at the beginning of section 6.2.1 an “automatic” locking system
(portrayed as a kind of black box in Figure 6.6) was developed by Nakarin Jayjong, an intern
from Chiang Mai University. Here the basic electronic setup of the system along with how each
component interacts with the others will be briefly outlined. This setup is illustrated in Figure
6.7.
Internally the setup consists of an Arduino Due microcontroller (to control and automate the
system), a STMicroelectronics LM317T linear voltage regulator (which provides a stable 10 V
power supply to the Arduino Due), an Analog Devices LTC1821 ±10 V 16-bit ADC (which
converts the reference detector’s signal (from Figure 6.6) to a digital one that can be interpreted
by the Arduino Due), a NE555 timer (which provides the ADC with periodic TTL pulses that
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indicate when to convert the ADC’s input voltage to bits, and when to output said bits), an
Analog Devices LTC1605 ±10 V 16-bit DAC (which converts the Arduino Due’s processed
output signal into an analog one which can be interpreted by the AOM’s Radio Frequency driver),
an Analog Devices LT1236 precision reference (which provides a 10 V reference voltage for the
DAC), and two Analog Devices OP177 operational amplifiers (one of which is used to operate
the DAC in its bipolar voltage mode, while the other acts as a buffer with a gain of 1 between the
detector and the ADC). The rest of the setup (not in order) consists of a low-pass filter, a radio
frequency (RF) source (an IntraAction DE-2251 5-6 Deflector Driver) to drive the AOM via its
frequency modulation (FM) input, and an analog buffer which prevents an impedance mismatch
between the high impedance DAC and the 50 Ω RF source. Moreover, the buffer reduces the
DAC’s ±10 V range down to ±0.5 V allowing the signal to be interpreted by the RF source,
which provides the 225 MHz AOM with a variable 225±56 MHz RF signal.
Last of all, the signal after the low-pass filter is also recorded by the central control system to
monitor any corrections applied.
Fig. 6.7: A simple flow chart encompassing the elements included in the Automatic Cavity Locking
system.
The Arduino Due controls the system in two stages. First, when it is turned on it scans across
the full 112 MHz range of the AOM’s RF source in N steps, taking an average over n points of
the photodetector’s signal during each frequency step. Each time the Arduino takes an average it
compares the result with the previous average (using 0 V for the first comparison) and stores
both the averaged signal and the frequency used to obtain the result if the signal is larger than
the previous measurement. In this way, the Arduino is able to determine both the frequency, ν0,
and the signal size, Vsig, of the cavity resonance at a particular time, so long as the resonance is
within the range of the AOM. Because the daily drift of the cavity is about 20 MHz peak-to-peak,
we can assume that this will always be true.
The second stage, illustrated in Figure 6.8, is that the Arduino modulates the AOM frequency
between two different frequencies, ν0 ±δν , on either side of its initial frequency, ν0, and makes
n measurements of the detector signal for each. Here δν is assumed to be at least an order of
magnitude smaller than the linewidth of the cavity resonance, ν1/2. The Arduino then averages the
n measurements to obtain an estimate for the intensity of the light on either side of the resonance.
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Fig. 6.8: A simple flow chart illustrating
the second stage of the Automatic Cavity
Locking system.
The signal voltage for each side is given by V+ for
ν225 = ν0+δν , and V− for ν225 = ν0−δν . From there,
the Arduino checks if either of the two measured sig-
nals are larger than or equal to the peak’s original signal
size, Vsig, (if V− ≥Vsig or if V+ ≥Vsig). That is to say, it
checks that the current frequency still corresponds to res-
onance or if the resonant frequency has shifted. If either
case is true the Arduino redefines it’s parameters, setting
Vsig =V± and ν225 = ν0 = νold0 ±δν for the appropriate
case. Here νold0 indicates the initial frequency before
the sequence began. If neither case is true then the Ar-
duino does nothing. Moreover, the Arduino also checks
if it has “lost” the resonance peak. If V− < 0.25Vsig or
V+ < 0.25Vsig ever occurs then the Arduino increments
a stored counter, M, by one. Alternatively, if both cases
are false then the counter is decremented by one; with
the restriction that M cannot be less than zero. If the
counter M reaches 100, that is if V± < 0.25Vsig occurs
100 times, then the Arduino assumes that the it has lost
the resonance peak and it reinitiates the scan from the
first stage.
For the experiment discussed in this thesis, N = 500 and n = 200 were used. With these
parameters, the duration of a single cycle of the second stage of the Arduino’s control system
was measured to be 8.97±0.01 ms. As we will see, this is faster than the cavity’s drift which
can only drift by ≈ 0.02% of ν1/2 per second. As such, the locking mechanism will only lose
the correct resonance frequency if the signal-to-noise ratio drops below 2.59 dB, or if the 780
nm AR light itself is no longer locked to the 85Rb F = 3 → F ′ = 4−3 transition.
The voltage measured by the central control system relates to the AOM’s frequency via
ν225 = aVccs +b, (6.12)
where a = 115.1±0.7 MHz/V, b = 168.4±0.4 MHz, and Vccs is the correction voltage, in Volts,
applied by the Ardunio Due to adjust the AOM’s frequency. This allows us to write equation
6.11 as
∆νRef =−2a∆Vccs. (6.13)
This was obtained by briefly programming the Arduino Due to output a series of different
voltages and measuring the frequency of the 225 MHz RF source with a spectrum analyser.
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6.2.3 Generating the Photoassociation Light
To obtain high-resolution PA measurements of 85Rb2 spectra below the first excited dissociation
limit of the Rb molecule we require a laser which has a frequency linewidth that is more stable
than the linewidth of the spectra we are interested in. To this end, a 1 GHz Acousto-Optical
Modulator (AOM) along with an optical cavity is used to produce a stable source of PA light by
locking a titanium sapphire (Ti:Sapph) laser to our resonator cavity. The setup used is shown in
Figure 6.9. Please note that I have also included components of the cavity drift monitoring setup
from section 6.2.1, shown in Figure 6.6, to illustrate how the two setups fit together.
Fig. 6.9: A simplified illustration of the titanium sapphire reference optical setup used to lock the titanium
sapphire laser to the optical cavity. A titanium sapphire laser, used as a photoassociation light source, is
locked to a reference cavity using light split from an AOM. The first-order light is manipulated using
a PDH setup (green highlight) while the zeroth-order beam is directed to the main experiment (red
highlight).
The green region in Figure 6.9 indicates the cavity locking setup while the region highlighted
in light red is used to inject the light into the science chamber (see section 6.2.4); here we will
discuss the former.
The PA light locking setup begins by directing the light, indicated by the thick red arrow, from
the Ti:Sapph laser through a half waveplate and a PBS, PBS3, where it is polarised horizontally.
The light is then focused down onto the active area of a 1 GHz (Brimrose GPF-1000-600-.800)
AOM by a 50 mm convex lens located 50 mm away from the AOM. The AOM then deflects some
of the light into a positive first-order beam while the rest remains in the zeroth-order (as indicated
in the Figure). Both beams then pass through a second 50 mm convex lens (perpendicular to
the first-order light and located 50 mm from the AOM) which collimates them both and directs
the first order towards mirror M2 and the zeroth-order towards mirror M3. Of these two beams,
the zeroth-order beam has a frequency of νTS, while the first-order beam has a frequency of
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νTS +νAG. Where νAG is the frequency of the Brimrose AOM and is controlled by an Agilent
N5183A Microwave Analog Signal Generator (which imposes an error of δνAG =±0.1 Hz on
νAG). Here the deflection efficiency is about 14%.
Following the 1 GHz AOM (shown in Figure 6.9), the positive first-order beam passes
through a quarter waveplate where its polarisation is converted from linear to circular before
being retro-reflected back towards the AOM by the mirror (M2). The light (now indicated by the
blue arrow) then passes through the quarter waveplate a second time converting its polarisation
back to linear but orthogonal to its original polarisation. This results in the light being vertically
polarised prior to re-entering the 1 GHz Brimrose AOM where it is, again, split into its first and
zeroth order components. The first order beam obtains a second frequency shift, giving the light
a total frequency of νTS +2νAG, and travels back towards PBS3 where it is directed towards the
resonator cavity and a PDH locking setup like the one described in section 6.1.2.
This AOM was chosen for its 600 MHz frequency bandwidth which allows the AOM to
impose a frequency shift of νAG = 1000±300 MHz on the Ti:Sapph light. When double passed
this gives a full frequency range of ±600 MHz. The intended use of this frequency bandwidth
is to scan the PA light’s frequency while it is locked to the cavity. This is possible because
the locking setup will always correct the Ti:Sapph laser’s frequency so that the light is always
locked to the cavity. Hence any change in νAG will result in an inverse change in νTS. That is
∆νTS = −2∆νAG, where the factor of two comes from the 1 GHz AOM being double passed.
Thus, this setup, along with its locking electronics which will be discussed shortly, will provide
a full continuous scanning range of 1.2 GHz (600 MHz on either side of a cavity resonance).
Because our cavity has a 1 GHz separation between different resonances (see section 6.3.1) we
can increase this scanning range to the Ti:Sapph laser’s full wavelength range of 50 nm (or 22.3
THz) by locking the light to a new resonance peak whenever the full frequency range of the
AOM has been used (every 1 GHz).
The light then passes through the EOM, indicated in Figure 6.9, where its phase is modulated,
with ωs = 103.48 kHz and a modulation depth of m = 0.759 radians, before being converted to
horizontally polarised light by the half waveplate. This allows the light to pass through PSB2,
pass through the quarter waveplate (becoming circularly polarised), and interact with the cavity.
As this is the light that enters the cavity we define
νPAcav = νTS +2νAG (6.14)
where
∆νPAcav = ∆νTS +2∆νAG. (6.15)
Here ∆νTS is the change due to the cavity drift, while ∆νAG represents a correction or deliberate
change in the frequency of the light made using the 1 GHz AOM.
The reflected cavity beam (thin red arrow in Figure 6.9) is then converted to vertically
polarised light by the quarter waveplate and deflected into the AR setup by PBS2. As the light
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passes through the 780 nm half waveplate the light becomes linearly polarised with approximately
87.3% of the polarisation being horizontal, and what’s left is vertical. The horizontally polarised
component of light then passes directly through to PBS1 and travels through a (ThorLabs FB820-
10) bandpass filter before reaching a (ThorLabs PDA36A-EC Si) amplified photodetector, which
I will refer to as the photoassociation detector for convenience. The bandpass filter has a central
wavelength of 820 nm with a 10 nm full-width-half-maximum.
The transmitted cavity beam then interacts with the 780 bandpass previously discussed and
is absorbed.
This setup has the benefit that only a little of the power from the Ti:Sapph laser is needed
to perform the locking while the rest can be used for the PA light. Moreover, as discussed at
the beginning of section 6.2, by changing ∆νAG at a rate slower than the integrator can respond
(0.407 Hz) the integrator will adjust νTS by −2∆νAG to maintain the locking.
Titanium Sapphire Laser Locking Electronics
Fig. 6.10: A schematic of the devices used in the PDH locking of the titanium sapphire laser from Figure
6.9. Here the optical components of the setup in Figure 6.9 are represented as a single dashed line box
labelled Cavity Setup.
The locking setup used to lock the Ti:Sapph light to the optical cavity in this experiment
using the PDH method is shown in Figure 6.10. It is composed of a New Focus 4002 Broadband
EOM, a New Focus 3211 high voltage amplifier, a Global Specialties 4005 function generator, a
Stanford Research Systems SR844 RF lock-in amplifier, a ThorLabs PDA36A-EC Si amplified
detector, an integrator circuit, an optical cavity, and the M2 SolsTiS-10W-PSX-F Titanium
Sapphire laser. In particular, Figure 6.10 illustrates how these components are configured with
respect to Figure 6.9. The lock-in amplifier acts as both a mixer and a low pass filter while
the integrator circuit is constructed from a 32 kΩ resistor, a 30 µF capacitor, and an OP177
operational amplifier (shown in Figure 6.11). The integrator serves to correct the frequency of
the Ti:Sapph laser when the lock-in amplifier outputs a non-zero voltage. Driving the laser’s
frequency down when the lock-in amplifier output voltage is negative and up when the output
76 Photoassociation Light Locking System
voltage is positive [92]. It bears noting that this combination of resistance and capacitance was
chosen to avoid the integrator from responding to high-frequency noise (> 1 kHz) that was
present within the lock-in amplifier’s output. Although, this resistor-capacitor combination was
not optimised within the setup due to time constraints. Lastly, a switch is also included across the
integrator’s capacitor to allow for the integrator to be turned on and off (as indicated in Figure
6.11).
Fig. 6.11: Integrator circuit used for the locking the Titanium Sapphire Laser to the reference optical
cavity.
6.2.4 Injection System
So far I have outlined how the Ti:Sapph’s light is locked to the cavity but I have yet to discuss
how the PA light actually reaches the science chamber. Referring back to the highlighted red
region in Figure 6.9, the zeroth-order beam (which is ≈ 86% of the Ti:Sapph’s power) bypasses
the locking setup and is directed towards a 10 m fiber which will direct the light to the science
chamber.
To ensure that the PA light is only injected into the chamber when desired a shutter AOM,
which serves to shut the PA light on and off during the experiment (see section D.3.1 of Appendix
D), was placed prior to the fiber. The zeroth-order (which is about 10% of the light) is blocked
with an iris while the negative first order is coupled into the fiber leading to the science chamber.
The AOM used was an IntraAction ATM-701A2 with a constant frequency of νshutter = 83.3±0.1
MHz. Thus, the frequency of the PA light entering the science chamber is
νPA = νTS −νshutter. (6.16)
Because νshutter is constant, this has no effect on ∆νPA other than as an additional source of error.
Following the fiber, the light is injected into the science chamber using the setup shown in
Figure 6.12.
The light passes through a PBS, which is used to both clean the polarisation of the PA light and
to feed some to a photodetector. The exact ratio of light which is fed to the detector is controlled
by a linear polariser and a half waveplate. The aforementioned detector, along with the 83.3
MHz shutter AOM in Figure 6.9, serves to provide a reference for stabilising the power of the PA
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Fig. 6.12: An illustration of the setup used to inject the photoassociation (PA) light into the science
chamber. Here a photodetector is used for power stablisation using a Sample & Hold box (see section D.3
of Appendix D) to ensure the PA light is constant throughout our experiments. A 500 mm lens is used to
increase the intensity of the PA light incident on the atoms.
light using the power stabilisation technique outlined in section D.3 of Appendix D. The benefit
of this setup is that it ensures the intensity of the PA light inside the science chamber will be the
same across all experimental runs. Lastly, to ensure that the system can provide enough intensity
to perform PA a 500 mm lens was used to focus the PA light down to a beam waist of about 100
µm.
6.2.4.1 Photoassociation Light Modulation
To accurately identify and measure the frequency of 85Rb PA resonances we wish to minimise
external effects on the system. Such as the AC stark shift and power broadening of the spectral
lines induced by the FORT. To achieve this a modulation technique which I will refer to as
chopping is utilised. This chopping technique involves shutting the FORT on and off periodically
in rapid succession while turning the PA light on and off at the same frequency 180◦ out of phase
but with a much shorter pulse duration (Figure 6.13). During this process, the atoms inside the
trapping region will experience a FORT equal to the time average of the FORT signal provided
that the modulation frequency is much larger than the oscillation frequency of the atoms inside
the FORT.
Fig. 6.13: A measurement of the FORT and PA light sources during the chopping sequence. Here we can
see six 0.6 MHz “chopping pulses” of the 1064 nm FORT laser (wide pulses), and 5 shorter PA pulses.
The detector used for this image was part of a temporary setup which mimicked the path length travelled
by the PA light and the FORT light entering the science chamber.
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In order to achieve frequencies fast enough to keep the atoms from escaping the trap a
programmable square-wave function generator (PulseBlaster PB24-100-4k-PCIe), with a time
resolution of 50 ns, was used during the chopping phase. In particular, when the square wave
function generator receives a trigger from the central control system it produces Nchop sets of
two TTL pulses out of phase with each other. Each of the two different pulses has control over
the FORT and PA light’s shutter AOM’s RF switches via the setup shown in Figure 6.14 (see
Appendix D.3.1 with regards to shutter AOMs). Here both the central control system and the
square wave function generator are able to output TTL signals to the FORT and PA RF shutters.
Which signal reaches the shutters, however, is controlled by the central control system via a
separate digital output, referred to as the “control signal,” which controls a homebuilt “two-way
switch” circuit. From there the PA TTL signal from the square wave function generator triggers a
delay generator (a Stanford Research Systems DG535 Four-Channel Digital Delay) which delays
the PA TTL signal by a few nanoseconds so that the PA pulse occurs while the FORT is turned
off, as shown in Figure 6.13. This setup allows chopping to be performed with a maximum
frequency of 0.6 MHz with each PA pulse being ≈ 0.14 µs in duration.
Fig. 6.14: A diagram illustrating the electronic setup used to perform “chopping” within the experiment.
Here a homebuilt “two-way switch”, controlled by the central control system, is used to regulate control of
the FORT and PA light sources between the central control system and a square wave function generator.
6.3 Characterisation & Performance of the Locking Setup
Now that components involved in monitoring the cavity drift, locking the Ti:Sapph laser to the
cavity, and injecting the PA light into the science chamber have been established we will examine
the characteristics of the resonator cavity and our setup. The purpose of this section and the
following subsections is to quantify the limitations of the setup that will affect the accuracy of
the PA light’s frequency. We will begin by outlining the base characteristics of the cavity prior to
the beginning of this project, section 6.3.1. From there my own measurements of the cavity’s
linewidth, FSR, thermal stability, frequency stability, and the linewidths of the Ti:Sapph laser
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while it is locked to the cavity will be presented. Lastly, we will look at the performance of the
chopping technique outlined in section 6.2.4.1.
6.3.1 Pre-Existing Characteristics of the Cavity
The optical cavity in this experiment was originally built by a previous member of the lab, Katie
E. Chong [91]. It uses two concave mirrors with radii of curvature r = 100 mm and reflectivity
R = 0.999. The two mirrors are separated by a 50 mm long spacer made from Clearceram®-Z
which has a coefficient of thermal expansion of α = 0.0±0.2×10−7 K−1 over the range of 0 ◦C
to 50 ◦C, and reaches α ≤ 0.5×10−8 K−1 at around 28 ◦C [93]. The cavity mirrors are attached
to the spacer by a Torr Seal [94]. The seal was applied externally to the join between the mirrors
and spacer so that the seal’s thermal expansion would not affect the internal mirror distance or
the mirror angles relative to the spacer[91]. This gives a free spectral range of 3 GHz and a
linewidth of 1 MHz in an absolute vacuum using equations 6.2 and 6.4, respectively. As a result,
the resonator parameters, from equation 6.3, of both mirrors are g = 1/2. This means the cavity
has less mechanical instabilities at the cost of increased sensitivity to mirror misalignments [91].
In addition, a consequence of this configuration is that g1g2 = 1/4 creates a degeneracy within
the resonant frequency spectrum where the cavity modes are evenly spaced. Fortunately, this is a
desirable property as the resonances will remain evenly spaced regardless of fluctuations in the
spacer’s length due to thermal expansion.











In an absolute vacuum this results in different transverse electromagnetic (TEM) mode resonances
spaced 1 GHz apart every 3 GHz FSR.
The cavity itself is supported on a V-shaped copper platform located inside of a vacuum
chamber which, prior to this experiment, was pumped down to a vacuum pressure of 20 µPa.
At this pressure the refractive index is calculated to be n ≈ 1+ 10−14 by assuming a linear
relationship between n = 1.000293 at standard atmospheric pressure (and temperature), and
n = 1 in an absolute vacuum.
The copper platform’s temperature is maintained using a feedback system of two Multicomp
Peltier coolers (MCPE-071-10-13), a Epcos thermistor (B57861S 103F40), a copper heat sink,
and a temperature controller. Figure 6.15 shows the configuration of this setup, both physically
(a) and electronically (b). The temperature controller produces an output which represents
the temperature deviation of the Peltier coolers from the set temperature in terms of voltage.
However, this cannot be used to determine the absolute temperature of the cavity. Instead a
multimeter is used to monitor the resistance of a second Epcos thermistor, located next to the
first, inside the cavity. An estimate for the absolute temperature is then calculated using the
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Fig. 6.15: (a) Mechanical schematic of the optical cavity’s vacuum chamber and the peltier coolers used
in the temperature control systems. The entire setup is encased in polystyrene (not shown) to reduce heat
transfer due to conduction and convection. (b) A blown up view of an internal temperature control system.
The Peltier coolers (represented in green) are supplied current from the temperature control “box” to




= 1.128×10−3[K−1]+2.343×10−4[K−1] ln(R/[Ω])+8.740×10−8[K−1] ln3(R/[Ω]),
(6.18)
where I have used square brackets, [ ], to define SI units. The coefficients of equation 6.18 were
determined using resistance and temperature pairs between 0 ◦C and 100 ◦C listed in the Epcos
thermistor (B57861S 103F40) specifications sheet [96]. Ideally one would measure these values
and calculate the coefficients for each thermistor individually, but because they were already
imbedded inside the copper housing inside the cavity’s vacuum chamber I opted for using the
specifications sheet values.
Along with the internal cavity temperature control system, a second external temperature
control system exists to minimise the coupling between the internal cavity temperature and
the external room temperature. Like the internal setup, the external system consists of two
Multicomp Peltier coolers (MCPE -071-10-13), a Vishay thermistor (NTCLE100E3103JB0),
an aluminum heat sink, and a temperature controller. The second temperature control system is
kept in thermal contact with the external surface of the vacuum chamber via an aluminium block,
as shown in Figure 6.15 (a).
Lastly, to further isolate the cavity’s temperature from the laboratory I decided to build a
solid polystyrene encasing which was added to the pre-existing setup described above.
6.3.2 Measuring the Natural Linewidth of the Cavity
In order to measure the linewidth of the cavity’s resonance peaks, a scan of the AR light’s
frequency incident upon the cavity was performed. To do this the first stage of the ACL system
was used on repeat in order to generate a 0.46 Hz sawtooth scan the 225 MHz AOM’s frequency
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(see section 6.2.2). During this time the AR light’s frequency was kept locked to the F ′ = 4−3
crossover transition to ensure a stable frequency prior to the 225 MHz AOM. Because the voltage
output from the ACL system directly corresponds to a well-known frequency via equation 6.12,
this provided a means by which the linewidth of the resonance could be directly measured
in Hz (see Figure 6.16). Using this technique, the resulting linewidth was measured to be
ν1/2 = 3.14± 0.03 MHz. One order of magnitude less than the expected linewidths for PA
spectra (≈ 36 MHz, see section 6.2). This is good because it provides a peak which is both easy
to lock to and around the same resolution as the spectra we intend to investigate.
Fig. 6.16: A cavity linewidth measurement of ν1/2 = 3.14±0.03 MHz was obtained by varying the 225
MHz AOM’s frequency using a sawtooth function with a frequncy of 0.46 Hz. Here the factor of 2 on the
x-axis is due to the AOM being double passed (see section 6.2.1).
6.3.3 Measuring the FSR of the Cavity
In order to measure the FSR of the cavity a scan of the AR’s frequency was performed over
several gigahertz near the 85Rb F = 3 → F ′ = 3 transition, while holding ν225 constant; using a
triangle wave function with a frequency of 4 Hz. Here the AR light was chosen over the ACL
system due to the ACL system’s limited frequency range of ±225 MHz. Because the AR light
comes from the same laser that provides the single atom experiment with light for the MOT (see
chapter 4), the laser’s saturated absorption spectrum signal was compared with the reference
detector’s voltage (see Figure 6.17). The comparison of the saturated absorption spectrum (the
red curve in Figure 6.17) with the cavity transmission measured by the reference detector (the
blue curve) provides a means by which the cavity linewidth and FSR can be calculated. In
general, this was done by using the known separations of the atomic resonances as a kind of
“ruler” to measure the separation and width of the observed resonances [1].
In particular, the position of each 85Rb F = 3 transition, with respect to the light’s scan time,
was obtained by fitting a Gaussian function to each peak, over a small domain (such as the pink
region in Figure 6.17 (a) for an example), using a least squares fitting function. The coordinates
82 Photoassociation Light Locking System
of each peak were then obtained from each fit and used in conjunction with the known values
of the 85Rb F = 3 transitions to determine a relationship between the light’s scan time and the
light’s frequency.
Finally, by applying a nonlinear least squares Lorentzian curve fitting to each cavity resonance
peak and measuring the frequency separation, the FSR was measured to be νfsr = 2.94±0.04
GHz. Likewise, the frequency difference between adjacent resonance peaks was measured to
be 0.98±0.01 GHz. Similarly, a measurement of the linewidth was also made using a 1.3 Hz
triangle wave. This yielded ν1/2 = 3.13+/−0.02 MHz which agrees nicely with the previous
measurement made using the ACL system (within one standard deviation).
Fig. 6.17: (a) An example of a typical resonance cavity linewidth measurement (blue) performed by
varying the AR laser’s frequency close to the inverted 85Rb F = 3 saturated absorption spectrum (red) so
that the spectrum could be used as an absolute frequency reference. A Lorentzian fit (black) was then
applied to calculate the cavity resonance’s linewidth: ∆ν1/2 = 3.13±0.02 MHz. (b) A measurement of
our resonance cavity’s Free Spectral Range (FSR) (blue) made by scanning the AR light’s frequency over
a 4.2 GHz range. As in (a) the, inverted, 85Rb F = 3 saturated absorption spectrum (red) was used as an
absolute frequency reference to measure the frequency between each peak. Here the left and rightmost
peaks are both TEM00 and define the 2.9±0.04 GHz FSR of the cavity. The discrepancy in the rightmost
and leftmost peaks’ height is due to each data set being the average of 64 individual data sets.
6.3.4 Cavity Resonance as a Function of Temperature
Another interesting feature of the cavity, which was measured, is the cavity resonance’s detuning
from the 85Rb F ′ = 4− 3 crossover transition as a function of temperature. Note that we
are referring to the temperature measured by the thermistor embedded in the cavity’s copper
shielding inside the vacuum chamber (see Figure 6.15 in section 6.3.1). This measurement was
performed in two stages. First, the temperature inside the vacuum was adjusted using the internal
temperature controller (see section 6.3.1) and waiting about 30 minutes to allow time for the
resonator cavity to reach thermal equilibrium. From there the detuning was measured by holding
ν225 constant and varying the AR light’s frequency, as was done to measure the linewidth and
FSR previously. This data is plotted with both a linear and a third-degree polynomial fitting in
Figure 6.18 below. The error bars are the result of propagating the 95% confidence intervals
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Cavity resonance peak frequency with respect to
the Rb85 F' = 4-3 crossover transition - Third degree polynomial regression
Fig. 6.18: A measurement of the resonator cavity’s change in resonant frequency with respect to the 85Rb
F ′ = 4−3 crossover transition as a function of temperature. (a) Application of a linear regression analysis
with an R2 value of 99.7%. (b) A third degree polynomial regression analysis with an R2 value of 99.9%.
obtained from each fitting along with the uncertainty of the oscilloscope used to take the data.
The increase in the error bar’s size as temperature increases is due to the error associated with the
∆ν per unit time “ruler” being scaled by the increased separation between the cavity resonance
and the 85Rb F ′ = 4−3 crossover transition.
We can see that the third-degree polynomial describes the data quite well, yielding an R2
value of 99.9%. However, the errors on the points with large detuning from the F ′ = 4− 3
transition permit that a linear fit, R2 = 99.7%, is also quite viable. So long as the temperature
doesn’t deviate far from this range we can use the linear fit as a good approximation of the
frequency detuning from the 85Rb F ′ = 4−3 crossover transition as a function of temperature.
With this assumption, we can turn our attention to the slope of this linear fit which is 137.98
MHz/◦C. This implies that to change the closest cavity resonance to an adjacent frequency
resonance a temperature change of 7.1 ◦C would be required. For larger changes in temperature,
the cubic features of this curve would need to be considered.
6.3.5 Measuring the Cavity’s Frequency Drift
Next, a measurement of the cavity’s frequency drift over a full day was made to quantify its
period and maximum drift speed. This was done by leaving the ACL system running for a
full day while ensuring the AR’s frequency remained locked to the 85Rb F = 3 → F ′ = 4−3
crossover transition. The result of which is shown in Figure 6.19. We can see that the absolute
frequency drift of the cavity resonance over the full day was about 20 MHz. Here, the factor of
two on the y-axis of Figure 6.19 comes from the double frequency shift imposed on the light
by double passing it through the AOM in Figure 6.6. Looking at the peak-to-peak signal, a
day-to-day drift range of 18.4 MHz is observed with a maximum drift speed of 2.41± 0.01
kHz/s. This is good because it means that we will be able to reliably re-lock the reference light
to the same cavity resonance every time the system is used because the 18.4 MHz drift is well
within the range of the double passed 225 MHz AOM.
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While the peak-to-peak daily drift of the cavity is faster than the ≈ 0.07 Hz/s drift reported
previously, it slow enough as to not cause significant error between experiment runs which are
roughly 1.7 seconds in duration (see section 6.4) [91]. Possible causes for our large peak-to-
peak daily drift could be due to insufficient cooling of the cavity (due to it not being properly
positioned inside the vacuum chamber after being shifted between experimental setups) or
outgassing occurring inside the vacuum.
Fig. 6.19: An example measurement of the resonator cavity’s daily resonance drift. Here the error bars
have been omitted as, on average, the frequncy error is 78.9 kHz; too small to been seen on this scale.
6.3.6 Linewidth of the PA Laser whilst locked to the Cavity
With the Ti:Sapph’s locking system in place, see section 6.2.3, a measurement of the linewidth
of the Ti:Sapph laser while it was locked to the cavity was made. This was done in two stages.
First the Ti:Sapph light’s frequency was scanned across a resonance with a scan frequency of 0.5
Hz and recorded using an oscilloscope. From there a Lorentzian with a negative amplitude was
fitted to the recorded resonance, where a negative amplitude is used because the photoassociation
detector records the reflected cavity signal (see section 6.1.2). The known 3.14 MHz linewidth
of the cavity and the Lorentzian’s fitting parameters were then used to relate the PA detector’s
voltage signal to a change in frequency from the centre of the cavity resonance.
The cavity resonance signal, fited with a Lorentzian, along with the known linewidth from
section 6.3.2 were used to find a relation between the voltage recorded by the photoassociation
detector and frequency of the light.
In the second stage, without changing any of the oscilloscope’s settings, the laser was locked
and a measurement of the signal seen by the photoassociation detector was recorded (also using
the oscilloscope). This signal was then binned and plotted as a histogram so that a Guassian
fitting could be applied. From this fitting a linewidth of the Ti:Sapph laser while it is locked,
and in terms of detector voltage, was extracted. This was then converted from a voltage to a
frequency using the results of the first stage (that is, the previous paragraph). Thus the frequency
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error of the Ti:Sapph laser while locked to the cavity, was found to be
δν
[rand]
TS =±342.8 kHz. (6.19)
Here the superscript rand indicates that this estimate comes from an estimate of the random
error on δνTS. The size of this error is good because it is several orders of magnitude below the
expected linewidth for PA spectra (see the introduction to section 6.2). However, this is not the
final error of the frequency we will use to probe individual pairs of 85Rb atoms. This is because
we have not yet accounted for additional sources of error from the system. Such as the error
imposed by the 83.3 MHz shutter AOM (see Figure 6.6) or the error imposed by accounting for
the cavity’s frequency drift using equation 6.9. This will be the subject of the following section.
6.3.7 Full System Calibration
Now that the PA light can be locked to a reference cavity and the drift of the cavity can be
monitored and corrected for, we will review the theoretical implementation of both setups with
respect to section 6.1.3.
We are interested in the sources of the change in frequency affecting νPA. Using equation
6.16 we can write the ∆νPA as:
∆νPA = ∆νTS = A∆νRef −2∆νAG, (6.20)
where the change due to the cavity drift, ∆νRef, and any adjustments made with the 1 GHz AOM,
∆νAG, are given by
∆νRef =−2a∆Vccs (6.21)
=−2a[Vccs −Vcal]






Here the suffix “cal” indicates that the corresponding constants are calibration frequencies, as
discussed in section 6.1.3. To measure the frequencies of νTScal and νRefcal a Highfinesse WS7-60
Wavelength Meter was used. The measurement error of this device is ±60 MHz, larger than the
expected PA linewidths which is why it could not be used to monitor the frequency of the cavity
locked light directly. However, this resolution is good for identifying individual resonances of
the optical cavity which have separations of 1 GHz.
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In the experiments presented in this thesis, the calibration parameters and frequencies used
were
νTScal = 377.00110±0.00006 THz
νRefcal = 384.22820±0.00006 THz
νAGcal = 900± (1×10
−7) MHz
aVcal = 68.591±0.416 MHz
where a = 115.1±0.7 MHz/V (from section 6.2.2).
Due to the multiplication of a and ∆Vccs in equation 6.21, the error on ∆νRef scales as a
function of ∆Vccs. Noting that the daily drift of the cavity is, at its largest, about 20 MHz we can
estimate ∆Vccs ≤ 20 MHza = 0.174 V. Applying error propagation to equation 6.21 we can expect
the largest error on ∆νRef to be: δ∆νRef ≤±253.9 kHz. Applying further error propagation, now
to equation 6.20, with our values for ∆νRef, νTScal , νAGcal , νRefcal , and ∆νAG provides ±249.1
kHz as an upper bound for the systematic error on ∆νTS.
So now we have two estimates for the error on ∆νTS. The systematic error from our
equipment and calculations (±249.1 kHz) and the random error from our measurement of
the laser’s linewidth while it was locked to the cavity (±342.8 kHz), given in equation 6.19.
Propagating both errors together yields the upper bound
δνPA = δνTS ≤±423.7 kHz (6.24)
for our final error on the frequency of the Ti:Sapph laser while it is locked to the cavity at any
given time. This remains ideal for scanning PA resonances relative to our calibration frequency
due to the error being in the sub-megahertz regime. Of course, our calibration frequency will
retain its error of ±60 MHz but because we can always find the same cavity resonance due to the
cavity’s day-to-day drift only being ≤ 20 MHz this isn’t a significant limitation for our purposes.
6.3.8 Characterisation & Performance of the Chopping Sequence
Now that we have characterised everything pertaining to the optical cavity we will turn our
attention to the FORT and PA light chopping sequence discussed in section 6.2.4.1. Similar to
the merging of the two FORTs in chapter 5 we want to ensure that the chopping process induces
as little heating as possible. One way the atoms can be heated during the chopping phase is if
they experience a sudden increase in potential depth. To minimise this effect the depth of the
FORT is doubled throughout the chopping phase. This serves to ensure that the time averaged
potential depth, and hence the trap depth experienced by atoms during chopping is the same as
the trap depth during merging.
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We then measured the temperature of each atoms using the release recapture technique, both
before and after the chopping, to estimate the total heating induced by the chopping process (see
section 5.3). The results of these measurements are shown in Table 6.1.
Table 6.1: Release and recapture temperature measurements made on atoms loaded from each
FORT prior to and following the chopping phase.




It is clear that the chopping phase induces some heating to the atoms. This is likely caused
by the sudden, 2 µs, shift from the original trap depth to the chopping’s average trap depth
being non-adiabatic. Unfortunately, this effect is relatively inevitable, owing to the fact that it is
difficult to ensure the averaging of the chopping phase experienced by the atoms corresponds
to the same trap depth prior to the chopping process. Fortunately, the atoms only experience
heating from being shifted into the chopping phase and not due to the duration of the chopping
phase itself. This is indicated by comparing the temperature of the atoms after 5,000 chops and
50,000 chops where in each case the same temperature is measured. Thus, we expect the atoms’
average temperature to be 32.2±4.4 µK throughout the PA events presented.
A measurement of the two, one, and zero atom populations inside the FORT following the
chopping sequence without any PA light was made. The data was collected by loading the atoms
into traps 1 and 2, cooling them, preparing them in the |F = 2,mF −2⟩ hyperfine ground state,
ramping down the FORT potential depth & merging, performing the chopping sequence without
PA light, ramping the trap potential up to imaging depth, and imaging. The actual analysis and
extraction of the populations from the imaging data was achieved using the technique discussed
in section 4.5.3. The resulting population loss as a function of theoretical PA light exposure
time, tpulse, is shown in Figure 6.20, where the blue squares, green triangles, and the black circles
represent the probability of imaging two, one, or zero atoms in the FORT after some chopping
duration respectively. Here, we choose to use tpulse because it is convenient for comparison with
the results presented in the next chapter.
It is unclear whether the loss we see here is due to the heating induced by the atoms entering
the chopping phase of the experiment, the result of the chopping speed not being fast enough to
confine the atoms, the natural lifetime of both atoms within the low potential depth FORT, or
simply statistical fluctuation.
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Fig. 6.20: A single data set illustrating the two body loss induced by the chopping technique as a function
of chopping duration, tpulse. Here the blue squares, green triangles, and the black circles represent the
probability of imaging two, one, or zero atoms remaining in the FORT after some tpulse respectively.
6.4 Photoassociation Experimental Sequence
As has been previously discussed, the experimental goal of this thesis is to observe photoasso-
ciative excitations of individual 85Rb pairs, deterministically prepared in the |F = 2,mF −2⟩
hyperfine ground state, into specific rovibrational excited states. In this section, I will outline the
experimental sequence which was used to perform PA on such pairs.
As a reference for the reader, a single run of the experimental procedure used to perform PA
and make these loss measurements is outlined in Figure 6.21.
Fig. 6.21: A timeline illustrating the experimental sequence used to perform PA experiments with respect
to the potential depth of each FORT.
The sequence begins with the 1.44 s loading sequence outlined in section 4.6 with the addition of
the PA light being stabilised during a stabilisation phase. From there 20 ms is allotted to switch
the magnetic fields and redefine the quantisation axis in the chamber for the optical pumping
phase. Optical pumping light, along with repump light, is then applied to the atoms for 2 ms to
prepare them in the |F = 2,mF −2⟩ state. This duration was chosen because it is significantly
larger than the pump in time while being well below that of the pump out time (section 5.1).
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Each FORT is then slowly ramped down to the h× 29 MHz trap depth over 50 ms to ensure
adiabaticity. From there, the traps are given a 10 µs to stabilise before initiating the merging
process, described in section 5.2, over a 40 ms duration. Following the merging, trap 1 is ramped
off while trap 2 is held constant. 20 ms was found to be a sufficient period of time to ensure this
process was adiabatic (the light green region in Figure 6.21).
With both atoms held in the FORT, the chopping phase is triggered and the atoms are exposed
to PA light.
Here two experiments were performed during this phase. The first experiment was to perform
PA spectroscopy on the two atoms and investigate the intensity dependence of the linewidth
and resonance frequency for a single 0+u resonance below the 5S+5P1/2 disassociation limit.
This involved scanning the frequency of PA light, νPA, with the intensity, IPA held fixed. This
was then repeated for different IPA. The second experiment, involved measurements of the
photoassociative rate constant, KPA, at various intensities. This was done by varying the duration,
tpulse, of the chopping phase while holding IPA fixed. The results of these investigations will be
presented in the following chapter.
Returning to Figure 6.21, the chopping phase of the experimental cycle (indicated by the
second yellow region) is followed by the sequence’s detection phase. First, the FORT is ramped
back up to a h× 57 MHz over 50 ms where imaging can be performed. During this time the
magnetic fields are also linearly ramped back to their original configuration so that imaging
can take place immediately afterward. Following the ramp two SPCM imaging measurements
are made, followed by a second 17 ms EMCCD image. The purpose of the second SPCM
measurement is to verify that single atom loss, measured during runs where only one atom is
loaded, is indeed loss and not the result of detection error during the first image. This serves
to provide a better estimate for the number of zero atom counts contaminating the one atom
fluorescence distribution, PL (see section 4.5.3). During each SPCM measurement, an exposure
time of 3.5 ms was used. This duration was empirically found to provide the least amount
of undesired two-body loss while maintaining an acceptable level of separation between the
zero-body and one-body fluorescence distributions. Of the cases where only a single atom was
loaded into the sequence, the average probability of surviving either entire experiment with no
PA light present was observed to be 97.2%. The major cause for this number is not being 100%,
is the single atom detection efficiency discussed in chapter 4 (≈ 98.2%) and small contributions





The PA of atoms is a process that has been a popular topic of research for almost a century
now [97]. Despite this, it hasn’t been until recently that the tools necessary to perform PA
of individual pairs of atoms have become experimentally feasible, with past PA spectroscopy
and photoassociative rate measurements being performed on atomic clouds of thousands or
more atoms [46, 11]. Due to the size of such ensembles loss measurements have required
approximations of the atomic clouds density profile [45]. Moreover, the advent of technology
capable of isolating single atoms and the generation of narrow linewidth lasers provides the
experimental means for validating some of the PA processes discussed in chapter 2 within the
two-body regime; a feat which, as of this thesis, has not yet been reported for Rubidium.
In this chapter, I present the results of the deterministic formation of individual 85Rb2 dimers
in the 0+u state below the 5S+5P1/2 disassociation limit using the pre-existing single atom
preparation setup, and the additions outlined in chapter 6. Our discussions will begin with an
exploration in the power broadening of the resonances. From there, resonance data collected
from a single 0+u peak across various PA intensities, along with rates measurements performed on
the same peak will be given and discussed. From there, an alternative model to the one presented
in section 2.3.1, involving two separate two body loss event rates, will be presented to account
for discrepancies observed in the measured data.
It is worth noting that, with the exception of any absolute resonance frequency, the errors
presented in this chapter 95% confidence intervals, and hence are 2σ errors.
7.1 Photoassociative Spectroscopy Peaks
Initially, the resonance frequency and linewidth data was recorded from PA spectroscopy for a
single 0+u band located at νPA = 377.000 67±0.000 06 THz (that is ±60 MHz) across different
intensities of PA light, IPA. This was achieved through the application of the PA spectroscopy
technique discussed in 6.4. To ensure that our linewidth measurements were only affected by
changes in the PA pulse’s intensity the PA pulse’s duration, tpulse, was adjusted, for each intensity,
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to maintain a maximum two-body loss of 1−P2 ≈ 30% while directly on-resonant with the PA





































































Fig. 7.1: (a) A photoassociation (PA) loss spectrum illustrating the natural linewidth of the transition
into the 85Rb2 0+u state. Here the intensity of the PA light used was 0.24 Wcm
−2. (b) A second PA loss
spectrum performed with an intensity of 360 Wcm−2. In both measurements the absolute frequencies
are measured relative to the absolute frequency reference: νPA = 377.000 67±0.000 06 THz. Here the
frequency errors are too small to display and hence have been omitted.
resonance. In particular the pulse duration was tuned by increasing or decreasing the chopping
phase’s duration as appropriate. Figure 7.1 shows an example of two PA resonance peaks, each
at 0.24 and 360 Wcm−2, along with the Lorentizian fits used to obtain estimates of each peak’s
detuning from νPA and linewidth, Γ. Here the linewidth of the resonance is taken to be the
full width half maximum of the Lorentizian fitting. In each plot, the black data represents the
two-atom loss from the FORT for atoms exposed to PA light, while the red “background” data
represents the cases where the atoms undergo the same duration of chopping but are not exposed
to PA light. Furthermore, the x axis is measured relative to the PA frequency mentioned at the
start of this section. Hence the error on the frequencies presented relative to the calibration
frequency is only ±423.7 kHz. For reference, the resonance plots corresponding to the remaining
data sets have been included in Appendix E.1.
In Figure 7.1 (a) the 0.24 Wcm−2 peak illustrates a Lorentzian fitted linewidth of Γ(0.24
Wcm−2) = 3.5±1.0 MHz for the resonance; Figure 7.1 (b), corresponding to IPA = 360 Wcm−2,
exhibits an intensity-induced frequency shift of the resonance along with broadening of the
resonance’s linewidth. Figure 7.2 (a) provides a visualisation of the light-induced frequency
shift, relative to the IPA = 0.24 Wcm−2 peak, of the resonance as a function of IPA. Here νrelPA is a
convenient short hand for referring to the frequency detuning from νPA during calibration (see
section 6.3.7). A straight line fit with no y-intercept has been applied to the data and yields a
light-induced frequency shift of −0.08 MHz/(W/cm2). Similarly, Figure 7.2(b) provides the
intensity-induced linewidth broadening as a function of IPA. By fitting a straight line to the data
an estimate for the natural linewidth, that is the spontaneous emission rate (see section 2.2.1) of
the transition, was found to be g = 7.8±3.9 MHz. Likewise a line-induce linewidth broadening
of 0.16±0.02 MHz/(W/cm2) is obtained. Interestingly, this estimate for the natural linewidth is
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more than double Γ(0.24 Wcm−2), however due to the large error on g it is not in contradiction
with Γ(0.24 Wcm−2) (Figure 7.1 (a)).
(a) (b)
Fig. 7.2: (a) A plot of the PA resonance’s light-induced frequency shift, ∆νrelPA, as a function of IPA. Here
24.04 Wcm−2 is treated as an outlier and is not included in the linear fitting. (b) Broadening of the
photoassociative resonance’s linewidth, Γ, as a function of IPA.
7.2 Photoassociative Atom-Loss Rates
Following each PA resonance measurement, photoassociative loss rates were collected by
performing the PA rate measurement discussed at the end of the previous chapter. That is, by
varying the pulse duration (tpulse) and holding νPA and IPA fixed. In this way, a functional form
of the loss inside the trap due to one and two-body interactions with the PA light field as inelastic
collisions could be plotted. Following the analysis of all the PA pulse duration fluorescence
histograms, the resulting data points for the two, one, and zero atom populations were fitted
with equations 2.38 using a least squares nonlinear regression fitting. Multiple rates data sets
were then collected across different PA intensities. The system of equations given in equation
2.39 were then fit to the resulting data sets to obtain values for the one body and two body event
rate coefficients, γ1 and γ2 respectively. Figure 7.3 shows the rates curves corresponding to
IPA = 0.24 and IPA = 360 Wcm−2, the same intensities in Figure 7.1. As before, plots of the
fittings to each of the remaining data sets have been included in Appendix E.2. Table 7.1 gives
the full set of event rate coefficients obtained from each fitting alongside the mean of the fitting
residuals’ absolute values, ⟨|E|⟩. Following each fitting a chi-squared test was performed to test
the goodness-of-fit for each data set. Each chi-squared result and their degrees of freedom, df, is
included in Table 7.1 in the form: χ2(df). Where the degrees of freedom of the chi-squared test
is the number of data points minus the number of free parameters. Because the two, one, and
zeros populations must always sum to unity there are actually less data points than there appear
associated with each fitting. Finally, whether or not the chi-squared test rejects or accepts the
fitting is indicated by the red and blue chi-squared values in Table 7.1. Where this is calculated
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Fig. 7.3: Two (blue squares), one (green triangles), and zero (black circles) atom populations inside the
h×29 MHz FORT across various PA pulse, tpulse, durations. Each figure has had a least squares fit of the
system of equations, 2.39, applied to obtain the one body and two body event rates, γ1 and γ2 (see Table
7.1). Figure (a) shows the population loss for IPA = 0.24 Wcm−2 and νrelPA =−426.3 MHz, while Figure
(b) shows the lost for IPA = 360 Wcm−2 and νrelPA =−455.8 MHz.




2df ] [98]. Moreover, this Table also includes the calculated
PA rate coefficients whose calculation is discussed in the following section.
Here we can see that only three of the fittings are accepted by the chi-squared test. Looking
at Figure 7.3 (b) this is understandable. Moreover, this evidence implies that our model, Equation
2.39, is a poor fit to the data. An interesting feature which will be further discussed in section
7.3.
7.2.1 On-Resonant Photoassociation Rate Constant
Although there is evidence indicating that the current model provides a poor description for the
data, it will be useful to calculate the on-resonant PA rate constant, KPA, for each point. This is
because the γ2 data, which can be used to calculate KPA via equation 2.43, in Table 7.1 suggests
that the PA rate illustrates the behaviour described by equation 2.36.
To calculate the on-resonant PA rate constants, KPA, for each PA loss rates data set an estimate
for the density of the atoms inside the trap must be made. Recalling that the FORT’s potential,
equation 5.2, is Gaussian in nature, the time independent thermal distribution of the atoms can
be modelled as [26]






where n0 is a normalisation constant subject to the condition
∫
all space n(r) = N2(t = 0) = 2.
Enforcing this condition and approximating the Gaussian potential of the FORT as a harmonic
oscillator gives an approximation for the full spatial dependence of the time-independent stable
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Table 7.1: Fitted two atom loss event rates, γ2, and their corresponding photoassociation (PA)
rate constants, KPA(IPA), measured across different PA light intensities, IPA. The remaining two
columns give the chi-squared and degrees of freedom (df), χ2(df), obtained from each fitting
and the mean of the fitting residuals’ absolute values, ⟨|E|⟩. Here, the red and blue chi-squared
values indicate whether or not the fitting is rejected or accepted by the chi-squared test. The full








0.24 0.02±0.01 0.02±0.01 29.6(16) 0.066
1.20 0.08±0.02 0.10±0.03 19.9(14) 0.059
4.81 0.30±0.04 0.36±0.09 34.4(16) 0.047
8.41 0.58±0.12 0.70±0.20 25.0(16) 0.044
12.0 0.57±0.09 0.68±0.18 25.2(16) 0.047
24.0 0.50±0.12 0.60±0.19 32.7(12) 0.057
120 0.65±0.14 0.78±0.23 39.0(16) 0.050
240 0.39±0.15 0.46±0.20 98.4(16) 0.078
360 0.33±0.14 0.40±0.19 130.0(16) 0.091
481 0.15±0.06 0.16±0.10 116.0(16) 0.089



















For our experimental trap depth of U0 = h× 29 MHz this yields a peak density of n(0) =
(4.73± 0.97)× 1013 cm−3. Using equation 7.2 in conjunction with 2.42, 2.43, and the fitted
values for γ2 estimates for the PA rate constant, K2 = KPA(IPA) (see section 2.3), were obtained.
These are presented in Table 7.1 for different intensities.
Unitarity Limited KPA
In section 2.2.1 the unitarity limit for the PA rate was discussed and an estimate for the limit
was computed for two 85Rb atoms at T = 32.2±4.4 µK. This has been plotted in Figure 7.4
alongside the measured values of KPA(IPA) listed in Table 7.1. Here we can see that the measured
values of KPA(IPA), the black circles, are within a factor of 2 of the estimated unitarity limit
(K[max]PA = (1.4± 0.1)× 10
−10 cm3/s), the solid black line with errors indicated by the green
shaded area. For both sets of data, the error bars represent the statistical error present on each
point.












−10 cm3/s and an expected saturation intensity of Isat = 41±14
Wcm−2. This suggests that the PA rate saturates below the expected unitarity limit. With the
limit estimated by the fitting being about a factor of 1.6 below the theoretical limit. Interestingly,
the equation 7.3 fits well to the data, within one standard deviation, suggesting good agreement
between the measured PA rates and the theoretical model.


























Fig. 7.4: On-resonance PA rate constant, KPA, as a function of laser intensity, IPA. The solid green is
the estimated unitarity limited PA rate constant K[max]PA = (1.4±0.1)×10−10 cm3/s, while the remaining
shaded area represents the error on the estimate. The red curve is the result of least squared fitting of
equation 2.36, with l = 0, to the data with Isat, left as a free variable.
7.3 Disscussion
The results presented so far make up the majority of the final results of this thesis. Here the
resonance’s absolute central frequency for IPA = 0.24 Wcm−2, 377.000 67± 0.000 06 THz
agrees with those presented by Bergeman et al. (377.000 5±0.000 6 THz) [40]. Moreover, the
measurement of the resonance presented in this thesis is of higher precision. When compared
with the minimum theoretical natural linewidth of the transition, g ≥ T kB/h̄ = 4.2±0.6 MHz
[6], both our estimate for the natural linewidth g = 7.8± 3.9 MHz (Figure 7.2 (b)) and the
smallest Lorentzian fitted linewidth Γ(0.24 Wcm−2) = 3.5±1.0 MHz show good agreement.
It is possible that the minor difference that does exist these measurements of g and Γ could be
owed to a non-linear trend in the broadening of the resonance’s linewidth in the low intensity
regime.
While the resonance fittings for the PA spectroscopy results fit well, and agree with pre-
existing research, the same cannot be said for the rates measurements. Of the ten rates fittings,
seven of them are rejected by the chi-squared test. This is indicated in Table 7.1, where an
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accepted chi-squared test is indicated by blue text and a rejected one by red text. Moreover,
of the seven rejections, the largest discrepancies in the chi-squared test start to occur for PA
intensities exceeding 120 Wcm−2. This implies that either there are unaccounted for systematic
errors in the one, two, and zero population data or our model does not fully describe the system.
Let’s first consider possible sources error. In chapter 5 we saw that the release recapture technique
is partial to statistical variation and imposes an error on the order of 13.7% on our expected
average temperature. However, it is unlikely that internal heating is the cause of the discrepancy
between the rates curve fittings and the measured data because the atoms leave the FORT in
pairs. This assures that we are indeed observing a two-body process.
Additionally, there are aspects of the FORT which also produce uncertainty. This stems
from the fact that the true characteristics inside the science chamber cannot be directly measured
and only approximated. For example, the beam waist is measured by diverting the FORT beam
prior to entering the science chamber and diverting it along a second imaging system, which is
designed to model the FORT’s original path, and into a microscope. While this system has been
designed to be ideal it does not produce a perfect duplicate, as the FORT inside the chamber is
suspected to be slightly spatially cropped by the high NA lens. This further imposes a source of
error on the power of the FORT which can only be measured from outside of the chamber.
Finally, the overlap between the twos, ones, and zeros in the twos distribution of the control
histogram sets, shown in Figure 4.6, imposes an additional source of statistical error. Hence, this
error will be present throughout the fittings made, and our final computations.
7.3.1 Two-γ2 Analysis
The sources of error discussed will be present across both the PA spectroscopy and PA rate
measurements. As such, they do not fully explain the discrepancy between the rates measure-
ments and the system of equations given in equation 2.39. One possibility for the observed
discrepancy is that the two atoms are not completely prepared into the |F = 2,mF =−2⟩ state.
This could be due to the strong PA laser redefining the quantisation axis within the FORT and
causing the atoms’ hyperfine states to possess some mixture of the other possible states (that is
|F = 2,mF = 0,±2⟩). However, recent experiments performed following the work presented in
this thesis involving photoassociation on three atoms, each prepared in the |F = 2,mF =−2⟩
state, does not illustrate two PA rates. This implies that the two PA rates we observe are not
related to a change in the atoms’ state. An alternative explanation, suggested by Dr. Marvin
Weyland in our lab, was the possibility that in the two-body regime the atoms are prepared
into one of two possible initial spatial states, represented by the wavefunctions ψ(s)i and ψ
(a)
i ,
during the merging process. The first wavefunction, ψ(s)i , corresponds to the i
th state where
the probability of finding the two atoms at R = 0 is non-zero, as shown in Figure 7.5 (a) for a
single 3D axis. Here the relative motion of the two atoms can be thought of as two balls placed
inside a smooth bowl, near the rim, and allowed to fall freely towards the centre. For example,
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the assumption that both atoms start out by traveling along the same spatial axis so that they
quickly collide would be described by ψ(s)i . An assumption which made throughout our review
of scattering theory and is perfectly reasonable within the many-body regime.
Conversely, the ith state of the second wavefunction, ψ(a)i , relates to the two atoms having a
low probability of being very close together, such as the motion of two binary stars for a purely
conceptual example. In this state of relative motion, the probability of finding both atoms R = 0
is zero and likewise, the probability of finding both atoms at the Condon point is small, see
Figure 7.5 (b).
(a) (b)
Fig. 7.5: A diagram illustrating the conceptual wave functions representing the relative motion of the two
85Rb atoms inside the FORT. Here, R represents the atoms’ internuclear separation along an arbitrary axis,
with R = 0 corresponding to the two atoms being directly on top of one another. When the atoms’ relative
motion is symmetric, ψ(s)i , they will have a higher probability of being found at the Condon radius, RC,
where PA is likely to occur. Conversely, if their motion is not symmetric, ψ(a)i , the probability of their
internuclear distance, R, being equal to RC is far lower than that of the symmetric case.
So far, this discussion has only considered a single dimension. To interpret this model in three
dimensions it is important to recall that the full wavefunction, Ψ, describing the two atoms must
be symmetric because the 85Rb atoms are bosons. This means that if the atoms are described by
ψ
(a)
i in one dimension then they must also be described by ψ
(a)
i′ in only one other dimension to
ensure Ψ is symmetric. For example, in Cartesian coordinates, Ψ can be written as:
Ψ
(a)


































where X , Y , and Z represent the two atom’s internuclear separation in a single dimension.
With such aloof behaviour the PA rate constant for atoms in Ψ(a)i i′ i′′(X ,Y,Z) would be slower
than that of the atoms in Ψ(s)i i′ i′′(X ,Y,Z). This would imply that the two-body loss observed in our
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PA rate measurements would exhibit a mixture of these two loss systems. The following section
presents a second analysis of the rates measurements with this theory in mind by introducing
two individual event rate constants, γ(s)2 and γ
(a)






I would like to take a moment to talk about why this motion occurs. Given that the two
atom’s have some finite temperature throughout the experiment, we know that they must likewise
possess some thermal motion inside the FORT. This motion can be described by the relative
motion of two atoms with one atom being treated as stationary at the centre of the FORT [29].
Because the FORT itself can be approximated as a harmonic oscillator (see section 5.2) the
solutions to the atom’s relative wavefunction can be written as even or odd. Hence, at the
centre of the trap these solutions either have a node (Ψ(a)i i′ i′′(X = 0,Y = 0,Z = 0) = 0) or a peak
(Ψ(s)i i′ i′′(X = 0,Y = 0,Z = 0) ̸= 0).
Two-γ2 System of Equations
The inclusion of the spacial wavefunction proposal requires a review of the system of equations
presented in section 2.3.1. This simply involves breaking the two atom population equation into
two separate formula, each accounting for either ψ(s)i or ψ
(a)




























2 (t)+ γ1P1(t), (7.4)
where γ(s)2 and γ
(a)





tively. Like equation 2.38, the solutions to 7.4 can be found as the sum of individual exponentials,
see Appendix C.2, where






























Figure 7.6 (a) shows an example fitting of equation 7.5 to the same 360 Wcm−2 PA rates
data presented in Figure 7.3 (b), while 7.6 (b) shows the individual fittings for P(s)2 (t) and P
(a)
2 (t).





Moreover, Table 7.2 provides the fitted values for γ(s)2 and γ
(a)
2 , along with calculations for their
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Fig. 7.6: Two (blue squares), one (green triangles), and zero (black circles) atom populations inside the
h× 29 MHz FORT for the IPA = 360 Wcm−2 rates data from Figure 7.3 (b). Figure (a) shows a least
squares fitting of the system of equations, 7.5, applied to obtain estimates for the initial atom populations
in each of the two Ψs,a states along with γ1, γ
(s)
2 , and γ
(a)
2 (see Table 7.2). Figure (b) illustrates the
individual fitted decay rates for atoms loaded into any of the Ψs (blue) of Ψa (pink) states.
individual on-resonant PA rates K(s)PA and K
(a)
PA (using equation 2.43) respectively. It is important
to note that because the initial populations could not be measured directly with the SPCM setup
the fitting is performed with P̄(s)2 , P̄1, and P̄0 as free variables and P̄
(a)
2 = 1− P̄
(s)
2 − P̄1 − P̄0. As
in section 7.2, the computed fits for each IPA are given in Appendix E.2.1, while the computed
variables are given in Tables 7.2 and 7.3.
The fittings of equation 7.5 agree far better with the data than that of our original model with
the chi-squared test rejecting only the 240 Wcm−2 fit. Moreover, the residuals are understandably
Table 7.2: Fitted two atom loss event rates, γ(s)2 and γ
(a)
2 , for atoms prepared into the symmetric
and antisymmetric relative motion states, ψ(s)i and ψ
(a)
i , for varying IPA respectively. These are
measured by fitting the system of equations 7.5 using a least squares fitting technique to the
obtained rates data from section 7.2. Here K(s)PA and K
(a)
PA are the PA rate constants corresponding















0.24 0.12±0.17 0.14±0.21 0.01±0.01 0.01±0.01
1.20 0.11±0.07 0.13±0.09 0.01±0.03 0.01±0.04
4.81 1.10±0.49 1.32±0.65 0.16±0.05 0.20±0.07
8.41 1.75±1.90 2.09±2.31 0.26±0.15 0.31±0.20
12.0 1.73±1.72 2.07±2.10 0.31±0.22 0.37±0.27
24.0 0.61±0.32 0.73±0.41 0.05±0.19 0.06±0.22
120 0.87±0.30 1.04±0.42 0.001±0.13 0.002±0.15
240 1.00±0.53 1.20±0.68 0.01±0.07 0.01±0.08
360 2.76±1.28 3.30±1.67 0.07±0.04 0.08±0.05
481 1.07±0.56 1.74±1.12 0.03±0.03 0.05±0.04
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Table 7.3: Initial population fits of the two (P̄(s)2 and P̄
(a)
2 ), one (P̄1), and zero (P̄0) atom popula-
tions obtained from the fitting described in Table 7.2 across various PA light intensities, IPA. The
remaining two columns give the resulting chi-squared result for each measurement along with its
associated degrees of freedom (df), χ2(df), and the mean of the fitting residuals’ absolute values,
⟨|E|⟩. Here, the red and blue chi-squared values indicate whether or not the fitting is rejected






2 (%) P̄1 (%) P̄0 (%) χ
2(df) |E|
0.24 40.0±34.8 58.8±37.0 1.2±6.9 0.0±10.3 19.7(12) 0.053
1.2 71.8±27.9 12.1±30.7 6.1±7.8 10.0±10.1 13.0(10) 0.048
4.81 40.0±14.5 53.8±15.0 2.5±2.1 3.7±3.3 5.0(12) 0.019
8.41 40.0±31.3 57.1±32.2 2.9±4.1 0.0±6.3 12.5(8) 0.029
12.0 40.0±37.0 56.6±37.5 0.8±3.6 2.6±5.1 9.6(12) 0.030
24.0 80.0±23.1 10.0±26.4 0.0±7.2 10.0±10.5 11.6(8) 0.037
120 80.0±13.1 10.4±14.5 2.6±3.8 7.0±4.8 17.8(12) 0.036
240 64.4±16.0 28.5±17.6 1.2±4.3 5.8±5.9 27.1(12) 0.042
360 50.2±9.3 45.7±11.7 1.7±3.6 2.4±6.2 21.5(12) 0.032
481 49.7±11.6 44.0±13.4 0.8±3.7 5.5±5.7 17.7(12) 0.035
Average: 54.4±22.9 39.3±24.4 1.8±4.9 4.6±7.0
smaller. However, many of the actual fit values for the resulting two-atom loss event rates, γ(s)2
and γ(a)2 , have large errors associated with them. It is likely that this large error is due to a lack
of data points in the long timescale regime where only a few points were recorded.
Interestingly, what can be inferred from the data is that the on-resonant PA rate constant
for the antisymmetric cases, K(a)PA , is far below the expected many-body unitarity limit K
[max]
PA =
(1.4±0.1)×10−10 cm3/s; being within only 8 standard deviations of each other (see Figure 7.7
(a)). On the other hand, the symmetric cases (illustrated in Figure 7.7 (b)) appear to increase
and quickly decrease as the intensity of the PA light increases. Reaching a stable high intensity
value of K(s)[max]PA = (1.8±0.5)×10
−10 cm3/s; within two standard deviations of the theoretical
unitarity limit. This implies that for sufficiently high intensity the fast rate is in agreement with
the unitarity limit, whereas the slow is not.
The difference in the magnitudes of both the “fast” and “slow” on-resonant PA rates, K(s)PA
and K(a)PA respectively, also provide some explanation of the on-resonant PA rates obtained from
the single two-atom loss rate model, equation 2.39 (see Figure 7.4). Because K(s)PA reaches the
unitarity limit described by the formal theory while K(a)PA is about an order of magnitude below it,
we can infer that the single two-atom PA rate, KPA, may be the result of some kind of average
between the two values. To explore this a weighted average of K(s)PA and K
(a)
PA , using the averaged
populations acquired from Table 7.3 as weights, was computed. We found that only the values
corresponding to IPA = 4.8, 240, 360, and 480 Wcm−2 did not fall within one to two standard
deviations of the measured values of KPA(IPA) given in Table 7.1. While those corresponding
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(a) (b)
Fig. 7.7: The “slow” and “fast” on-resonance photoassociation (PA) rate constants, K(a)PA (a) and K
(s)
PA (b),
as a function of laser intensity, IPA, respectively. As in Figure 7.4 the solid green is the estimated unitarity
limited PA rate constant K[max]PA = (1.4±0.1)×10−10 cm3/s, while the remaining shaded area represents
the error on the estimate.
to IPA = 1.2, 24, 120 Wcm−2 fell within the range of a single standard deviation. This implies
there is some agreement with the idea that KPA is the result of some kind of average between the
two values, however, a direct average as I have done here doesn’t provide optimal agreement
between the two models as only 60% of the points agree.
Chapter 8
Conclusions
Richard Feynman once asked: “What would happen if we could arrange the atoms one by one
the way we want them?” While this question still remains unanswered, the work presented in
this thesis illustrates that there is still much to explore in atomic physics before the answer can
be truly found. Parts of pre-existing theory in the many-body regime have been shown to extend
down into the two body regime. On the other hand there is evidence that different parts of the
very same theory are inadequate within said regime. This research is left as a guidepost pointing
further deeper into the unexplored reaches of atomic physics.
A dual cavity locking scheme capable of generating frequencies with a stability of ±425.7
kHz over a large wavelength range was built and injected into the pre-existing single atom
isolation setup. To better understand the implementation of this scheme into the original setup a
prior introduction of the conceptual understanding of the laser cooling and trapping techniques
used in the single atom setup were reviewed. From this a light modulation technique was
implemented to ensure that the FORT could not obscure any photoassociation spectroscopy
measurements made. Thus, the setup allowed for the direct measurement of the natural linewidth
of two deterministically prepared 85Rb atoms in a single band of the 0+u series located at
377.00067±0.00006 THz.
Until now the photoassociation rate coefficients of different molecules, both homonuclear and
heteronuclear, have been explored as loss through large ensembles of atoms, such as magneto-
optical traps or Bose-Einstein condensates. This research has presented a direct measurement
of this rate through the photoassociation of individual atomic pairs. Each atom was prepared
and isolated inside individual FORTs through the use of a MOT and application of light-
assisted collisions. The FORTs were then adiabatically merged to prevent heating, ensuring the
preparation of two 85Rb atoms. Photoassociation light was then applied to the confined atoms
by oscillation both the FORT and the photoassociation light 180◦ with two out of phase square
pulse functions. Following exposure to the photoassociation light, of an appropriate intensity and
frequency, one, two, and zero body trap loss was measured as a function of time. The resulting
populations were then fit with a system of population decay curves where the photoassociation
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rate coefficient could be extracted. Here we saw that the assumption of a single photoassociation
rate constant agrees with some of the current theory outlined in our early discussions, however
we also identified disagreement between the single photoassociation rate and the unitarity limit.
To account for this the inclusion of atom-atom collisional dynamics and two separate “fast” and
“slow” photoassociation rates were required to fully describe the process of photoassociation
within the two body regime. Here we saw that the “fast” photoassociation rate agreed well with
the unitarity limit, to two standard deviations, while the “slow” photoassociation rate was far
below the unitarity limit.
Through this work I have presented a system which has been used to engineer the first
observation deterministically prepared individual heteronuclear 85Rb dimers. The system that I
have developed in this thesis provides a powerful tool to further explorations into the underlying
mechanisms involved in the photoassociation of molecular dimers in the two-body regime, the
ultimate limit of atomic engineering. Furthermore, the existence of multiple photoassociation
rates has been observed as a characteristic of the two body regime.
8.1 Future Outlook
Further investigation into the validity of the two γ2 symmetry model presented in this thesis
would be interesting and provide better estimates of the observed photoassociation rates. More
careful measurements of the on-resonant “fast” and “slow” photoassociation rates, spread evenly
across the timescales, would provide a good starting point for such an investigation. Furthermore,
an examination of the calculation of K(s,a)photoassociation from γ
(s,a)
2 would also benefit our results. In
particular, the approximation of the two atom thermal density profile outlined assumes a Gaussian
distribution and may not be sufficient for describing the relative motion in the two-body regime.
Furthermore, in the relevant literature the use of equation 2.42 to relate the photoassociation
rate constant, Kphotoassociation, to the experimentally observed two body event loss rate, γ2, is
a standard method in the many-body regime. Throughout the work presented, this method
of calculation has been applied. The observation of two individual two-atom loss event rates
indicates that an alternative approach to a direct comparison of equation 2.42 and the thermal
density profile may be needed in the few body regime.
On a related note, further improvements could be made by refining the precision of the
experimental techniques applied in this project. For example systematic uncertainty plays a
major role in our estimations for Kphotoassociation. In particular reducing the heating induced by
the chopping technique, or replacing the technique with one that produces less or no heating
would help to minimise the uncertainty in our temperature. Moreover, the release recapture
technique could be replaced by the comparison of sidebands in Raman spectroscopy which
would provide a more accurate temperature measurement [99].
With this current setup, one natural extension of this project is the inclusion of more atoms
through the addition of multiple FORTs. Presently the single atom setup can produce three
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simultaneous FORTs. The cooling of these atoms through Raman sideband cooling would
amplify loss due to photoassociation light. This would permit in-depth investigations into the
different mechanisms present within the few body regime. It is even feasibly possible that the
first construction and observation of a 85Rb trimer (85Rb3) could be made. Alternatively, an
inhomogeneous Stern-Gerlach field could potentially be used to create a reservoir for holding
individual molecules while the FORTs are used to construct others [100].
Finally, the system presented here presents the possibility for a high accuracy scan of
the 85Rb2 spectrum across the J = 0 rotational levels relative to a single reference frequency.
However, an accurate calibration measurement of the cavities free spectral range would be
required on top of the current calibration parameters. This provides a means to account for the
change in the free spectral range due to temperature drifts.
The motivations for this project stem directly from the desire for science to one day achieve
molecular synthesis. To be able to say “I want a molecule with these atoms arranged in this way”
and build it one atom at a time. This dream is certainly a long way off, but it is most certainly
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Fig. A.1: Level diagram of 85Rb for the D1 line (blue box) and D2 line (red box) [1]. Also shown are the
transitions used for the MOT cooling light, MOT repump beam, imaging/collision beam, and the optical




B.1 The Born-Oppenheimer Separation and Diatomic
Quantum Numbers
Similar to the single atom case, the solutions to a Schrödinger equation for a diatomic molecule
give rise to a set of quantum numbers, sometimes known as molecular term symbols, which
uniquely describe any diatomic molecular system. In this section, I will present a brief overview
of these quantum numbers and their derivation. My intentions here are not to improve the
community’s understanding of molecular physics, but to impart a physical understanding of the
motion and conservative properties present within a diatomic system on readers less familiar
with molecular physics. Our discussions in the following subsections will follow along closely
with those of Bransden and Brooks [39, 101].
To begin, suppose we a have an isolated diatomic molecule with n orbiting electrons, each of
mass me, and nuclei A and B with masses MA and MB respectively. For the following discussion
we will choose to work in the space fixed frame of reference with the origin centred on the
centre-of-mass of the two nuclei. In this frame the positions of the nuclei will be represented as
RA and RB, while the positions of the electrons will be r1,r2, ...,rn for electrons 1 through to n.
With this convention in mind we will define the distance between the two nuclei as R = RA −RB.












































is the sum of the nuclei-nuclei, electron-electron, and nuclei-electron Coulomb interactions. This
gives rise to the time-independent molecular Schrödinger equation
ĤΨ(QA,QB;q1,q2, ...,qn) = EΨ(QA,QB;q1,q2, ...,qn), (B.4)
where Ψ(QA,QB;q1,q2, ...,qn) is the molecular wavefunction, QA and QB represent the space
and spin coordinates of the two nuclei, q1,q2, ...,qn represent the space and spin coordinates
of the electrons, and E is the total energy of the molecule. For convenience, and to simplify
notation, we will avoid explicitly writing out the spin dependence and write Ψ(R;r1,r2, ...,rn).
When describing the motion of a molecule it is convenient to separate the total wavefunction,
Ψ, into the product of its nuclear and electronic components. To achieve this we begin by
writing the Hamiltonian in the form Ĥ = T̂N + Ĥe, where Ĥe = T̂e +V̂ is known as the electronic
Hamiltonian. When the internuclear seperation, R, is held constant this Hamiltonian satisfies the
electronic wave equation
Ĥeφs(R;r1,r2, ...,rn) = Es(R)φs(R;r1,r2, ...,rn), (B.5)
where φs(R;r1,r2, ...,rn) is the set of electronic wavefunctions and Es(R) is the total energy of
the electrons while in an electronic state s. Here the electronic wavefunctions form a complete
set that satisfies the orthonormality relation
〈
φs
∣∣φp〉= δsp for each fixed internuclear separation,
R [39]. The completeness of φs permits an exact form of the total wavefunction to be written as
Ψ(R;r1,r2, ...,rn) = ∑
s
ψs(R)φs(R;r1,r2, ...,rn), (B.6)
where the wavefunction ψs(R) describes the rotational and vibrational motion of the nuclei while
the electrons are in the state s.
With equation B.6 we now aim to write the time-independent Schrödinger equation of the
system in a form which will be more useful for the following discussions. Choosing to work with
the Laplacian operator, ∇2R , in spherical polar coordinates (R,Θ,Φ) and projecting the electronic
















ψp(R)+ [Es(R)−E]ψs(R) = 0, (B.7)
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∣∣Ŵ ∣∣φp〉= ∫ φ∗s (R;r1,r2, ...,rn)Ŵφp(R;r1,r2, ...,rn) dr1dr2...drn. (B.9)
Equation B.7 can be uncoupled by making the approximation that the electronic motion of the
molecule is much faster than its nuclear motion [101]. This approximation is known as the Born-
Oppenheimer approximation. It allows us to treat the motion of φp as being very fast with respect
to the nuclear coordinates R(R,Θ,Φ). It follows then that φp can be treated as only a function




























ψs(R) = Eψs(R). (B.10)
Equation B.10 is known as the nuclear wave equation and serves to describe both the vibrational
and rotational motion of the molecule while it is in the electronic state s. Here the vibrational
component of B.10 represents the radial kinetic energy of the nucleus, while the rotational
component represents the kinetic energy of the two nuclei’s rotation. The Born–Oppenheimer
approximation now states that E is a good approximation to the total energy in equation B.9 and
moreover that
Ψs(R;r1,r2, ...,rn) = ψs(R)φs(R;r1,r2, ...,rn) (B.11)
is a good approximation for the total wavefunction given in equation B.6.
Equations B.5 and B.10 are important as they will serve as a useful point of reference for the
following discussions.
B.1.1 Electronic Symmetries: Non-Relativistic Quantum Numbers
There are several symmetry properties of the electronic Hamiltonian that, for the contents of this
thesis, will be discussed in the following subsections. This section will begin first by neglecting
both spin-dependent interactions and relativistic effects such as the spin-orbit interaction.
It is customary to discuss these symmetries within the body-fixed frame of the diatomic
molecule while keeping the internuclear separation, R, constant. In general the body-fixed frame
is defined first by fixing the Z̄-axis to the internuclear axis of the diatomic molecule with zero
being located at the two atom’s center-of-mass, and second by choosing to let the Ȳ -axis lie in











Fig. B.1: A diagram illustrating the XY Z space-fixed frame (left), or lab frame, where the molecule is
allowed to rotate and move with respect to some fixed spatial reference (usually the laboratory) and the
X̄Ȳ Z̄ body-fixed frame (right) where Z̄ is fixed to the molecule’s internuclear axis & Ȳ lies on the XY
plane of the space fixed frame. Here the black dots indicate the positions where axes intersect the nuclei’s
path of rotation (red circle).
Electronic Angular Momentum (Λ)
In the body-fixed frame (for some diatomic molecule) Ĥe is invariant under rotations about the Z̄
axis (the internuclear line), but not about the X̄ or Ȳ axes. Because of this invariance, it follows









The electronic eigenfunctions, φs, of a diatomic molecule can thus be simultaneous eigen-
functions of Ĥe and L̂Z̄ . This gives
L̂Z̄φs = MLh̄φs, ML = 0,±1,±2, ...
=±Λh̄φs, Λ = 0,1,2, ... (B.12)
where Λ = |ML|. Here, Λ defines the absolute value of the projection of the total electronic
orbital angular momentum on the internuclear axis.
In the literature, it is customary to give code letters to the different values of Λ. For the
total electronic angular momentum: Λ = 0 is assigned Σ, Λ = 1 is Π, Λ = 2 is ∆, et cetera.
This method of labeling can be thought of as being analogous to the labeling of the angular
momentum quantum numbers in atomic physics, except using Greek letters instead of S for 0, P
for 1, D for 2, et cetera.
Internuclear Reflections (Λ±)
Along with rotational invariance Ĥe is also invariant under reflections in any plane containing the
internuclear line (i.e. the Z̄ axis). For example, consider a reflection of the electron coordinates
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in the (Ȳ , Z̄) plane. This corresponds to the operation x̄i →−x̄i (see Figure B.2 for an example).








where equation B.14 is the anticommutation relation of Âx̄ and L̂Z̄ .
This gives rise to two different cases. The first, where Λ ̸= 0, considers the action of Âx̄ on an












As a result a new wave function Âx̄φs which corresponds to the eigenvalue −Λh̄ of L̂Z̄ is obtained.
We now consider the action of the electronic Hamiltonian on this new wave function. From
Schrödinger’s equation we have
Ĥeφs = Esφs,











Clearly, both φs & Âx̄φs correspond to the same energy. Hence, the states with Λ ̸= 0 (Π,∆, ...)
are doubly degenerate. This degeneracy, however, is approximate and it can be shown that the
interaction between the electronic and rotational motions breaks the degeneracy by splitting the







(Ȳ , Z̄) plane
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B
Fig. B.2: An illustration of the mirroring symmetry of the (Ȳ , Z̄) plane, and the (X̄ , Z̄) plane about the
internuclear line.



















and we see that the Σ states are non-degenerate (where this follows from the commutation of
observables Âx̄, L̂Z̄ , and Ĥe). This is because Âx̄ performs the operation x̄i →−x̄i and performing
this operation twice in succesion would result in x̄i → x̄i. It is apparent that Â2x̄ = 1, where 1
is the identity operator. Thus the eigenvalues of Âx̄ are ±1 for any of the eigenfunctions of Âx̄
(such as the wave function φs, which is also an eigenfunction of Âx̄).
Clearly a means to distinguish the eigenvalues corresponding to states left unchanged by
reflections in the (Ȳ , Z̄) plane from those that obtain a minus sign upon reflection is required.
Because the former discussion is true for reflections in any plane containing the internuclear axis,
not just the (Ȳ , Z̄) plane, it is customary in the literature to characterize Σ states where the wave
function φs is left unchanged by such reflections as Σ+, and states where φs changes sign as Σ−
[6]. Lastly, it is worth making clear that for states where Λ ̸= 0 the ± notation is omitted because
the double degeneracy of the states results in there always being one state which is symmetric
with respect to this reflection and one state that is antisymmetric.
Homonuclear Origin Centered Reflection Symmetries (Λg,u)
For the special case of homonuclear diatomic molecules, such as 85Rb2, there exists one last
symmetry about the midpoint of the distance between the two nuclei. By choosing this point to
be the origin we obtain a similar scenario as in section B.1.1 above. However, in this new case
the electronic Hamiltonian is invariant under the operation r̄ i →−r̄ i, or rather reflections of the
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electrons about the origin. It is easy to see that the operator that performs this operation, Âr̄ , also
commutes with L̂Z̄ and Ĥe [39]. It follows then, as with the electronic internuclear reflection
symmetries discussed above, that the electronic wave function is either left unchanged by the
operation Âr̄ i , or it incurs a minus sign. Hence, the different Λ states are non-degenerate and,
once again, we must introduce an additional means to distinguish the eigenvalues corresponding
to states left unchanged by Âr̄ and those that obtain a minus sign. States belonging to the former
are called gerade states, denoted with a subscript g, while the latter are called ungerade states,
denoted with a subscript u (see Figure B.3). As an example, in this thesis we are concerned with
the homonuclear diatomic molecule, 85Rb2, which has four non-degenerate electronic ground




g , and Σ
−
u .
Fig. B.3: Example electronic wavefunctions illustrating the gerade and ungerade states. Here the points A
and B represent the positions of the two nuclei.
Electronic Spin (2S+1Λ)
The inclusion of electronic spin to our diatomic notation is analogous to the inclusion of electronic
spin in the notation for singular atoms or particles. First, we denote the sum of the individual
electron spins within the molecule by the operator Ŝ. Where the eigenvalues of Ŝ
2
are S(S+1)h̄2.
Just as in the standard single atom case Ŝ imposes a degeneracy of the order 2S+1 (within the
non-relativistic regime) [31]. For any particular molecular state this degeneracy, known as the
multiplicity of the state, is indicated by writing 2S+1 as a leftmost superscript: 2S+1Λ.
Excited and Ground States
The above electronic quantum numbers provide a means by which a particular non-relativistic
electronic molecular state can be uniquely defined through the application of its symmetries and
electronic spin. The final set of electronic quantum numbers used in conventional molecular
notation is simply an extension of the spin case outlined in the previous section. Molecules in
excited states with the same multiplicity as their ground states are distinguished by the upper
case letters A for S = 0, B for S = 1, C for S = 2, et cetera, while those with differing multiplicity
are represented by the lower case letters a for S = 0, b for S = 1, c for S = 2, et cetera. Lastly, it
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is common to distinguish molecules in their electronic ground state, with S = 0, using X1Σ± or
X1Σ±g,u for hetero- or homonuclear dimers respectively.
B.1.2 Relativistic Code Letters: Spin-Orbit Interactions (ΛΩ)
So far we have discussed the standard “non-relativistic” notation used to describe electronic
states which define the largest energy scales within the molecule. However, the addition of
relativistic interactions provides a new structure to the pre-existing model and as a result, new
code letters must be introduced to distinguish between the relativistic and the non-relativistic
regimes. Of the relativistic interactions the strongest, and the one which is most relevant within
the work presented, is the spin-orbit interaction [102].
The standard means by which spin-orbit interactions are included is to introduce an effective
Hamiltonian, Ĥeff, to account for the extra spin-orbit terms. In general, when discussing diatomic
molecules the molecular spin-orbit interaction is simply the sum of the spin-orbit interactions of
each of the constituent atoms and can be written as αL̂ · Ŝ [6].
Because the cylindrical symmetry of the molecule is conserved with the addition of spin-
orbit interactions we are able to define the code letters, Ω, associated with different spin-orbit
states as the absolute value of the projection of Ĵ along the internuclear axis. It bears noting
that Ĵz, the projection of Ĵ = ĴA + ĴB onto the internuclear axis, is still conservered in this
regime. Here Ω = |MJ| = |ML +MS|, where MS represents the quantum numbers associated
with the projection of the molecule’s total spin onto the internuclear axis (SZ̄φs = Msh̄φs with
MS =−S,−S+1, ...,S−1,S), can take on values 0,1/2,1,3/2,2, et cetera.
In the electronic quantum number notation we have been expanding on, it is customary to





This notation gives the full standard notation for illustrating a particular electronic molecular
state (excluding, of course, the excited state notation discussed in the previous section). Although
the above notation succinctly describes any particular electronic molecular state, it is sometimes
useful to refer to multiple states with the same Ω at once rather than individually [40]. When




For the scope of this work we will be concentrating on a particular resonance, located at the
frequency 377.00067±0.00006 THz, within the 0+u series of resonances below the 5S+5P1/2
disassociation limit of 85Rb2. The 0+u series was chosen because their frequency positions, for
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both the A1Σ+u and the b
3Π0,u states, have been accurately explored by Bergeman et al. [40].
This is ideal as the focus of this work is to directly investigate the photoassociation process
within a two-atom system. An observant reader will note that I have not specified which of the
two electronic states 377.00067 THz corresponds to. This is due to an effect involving the states
of the nuclear system which makes the two states hard to distinguish experimentally, as will be
discussed in the following sections.
B.1.3 Nuclear Symmetries: Rotational and Vibrational Quantum
Numbers
Thus far we have discussed the quantum numbers that occur as a result of symmetries in the
electronic Hamiltonian. We now turn our attention to the rotational and vibrational components
of the nuclear Hamiltonian given in the nuclear wave equation (equation B.10), where the term
Es(R) acts as an effective potential in the system. We will break up the following discussion into
different parts: Rotation and Vibration. Each of which will focus on its respective component
within the nuclear Hamiltonian. Moreover, the reader should note that from here we will drop
the ̂ notation we have been using to indicate operators to avoid confusion when a similar ˆ
notation is used to indicate unit vectors.
Rotational Component





describes the rotational kinetic energy of the nuclei. To simplify this term it is useful to consider
the total orbital angular momentum of the molecule, K . This can be expressed as K = N +L,
where L is the total orbital angular momentum of the electrons. Because the nuclear orbital
angular momentum, N , has no radial component (see equation B.8) its projection onto the
internuclear axis (N · R̂) is zero. Thus it follows that the projection of K onto the internuclear
axis, which we have taken to be the Z̄-axis, is
KZ̄ = K · R̂ = (N +L) · R̂ = L · R̂ = LZ̄ . (B.16)
Thus we can expand the square of the nuclear orbital angular momentum as
N2 = K2 +L2 −2K · L




Ȳ )−2(KX̄ LX̄ +KȲ LȲ ). (B.17)
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For a single molecule, it follows that the molecular wavefunction, Ψs, satisfies [39]
K2Ψs = k(k+1)h̄2Ψs and KZ̄Ψs = mkh̄Ψs, (B.18)
where k is known as the rotational quantum number and mk =−k,−k+1, ... ,k−1,k. Because
KZ̄ = LZ̄ and LZ̄φs =±Λh̄φs (equation B.12) it follows that the rotational quantum number can
only take the values: k = Λ,Λ+1,Λ+2, ... .











∣∣L2X̄ +L2Ȳ ∣∣φs〉)ψs(R) (B.19)
using equations B.17 and B.18. Because the last two terms depend on the electronic wave











Since the relative mass of the molecule is much larger than the mass of the electrons the effective






















is the rotational energy of nuclei.
Vibrational Component
As with the rotational case, a vibrational quantum number can be obtained by investigating the
terms in the square brackets of equation B.21. We start by noting that small changes in R produce
changes in Erot(R) much smaller than the changes produced in Veff(R) [101]. With this in mind a
first-order approximation of the vibrational energy can be obtained by setting Erot(R) = 0 during
the calculation. As the goal of this section is only to introduce the quantum numbers used to
define the vibrational, rotational, electronic states of the molecule a more rigorous analysis, such
as the inclusion of centrifugal distortions induced by the rotation of the nuclei, will not be taken
into account.
With this in mind, we choose to expand Veff(R) as a Taylor series about R0, where R0 is the
point in which the electronic potential is at a minimum (refer to either state indicated in Figure
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Fig. B.4: An illustration of the energies of the A1Σ+u or the b
3Π0,u molecular states. Here the green dashed
line indicates the approximate frequency of the resonance used to explore the photoassociation process
using pairs of deterministically prepared 85Rb atoms.






















. Thus the Schrödinger


















ψs(R) = Eψs(R). (B.24)
By making the substitution u = R−R0 and introducing the placeholder nuclear wavefunction











W (u,Θ,Φ) = E ′W (u,Θ,Φ), (B.25)
where E ′ = E −Veff(R0). The Hamiltonian in the square brackets is simply the equation for
a simple harmonic oscillator and, by writing W (u,Θ,Φ) = w(u) h(Θ,Φ) using the standard
separation of variables technique, it can be treated as such [35]. Thus the vibrational energy
levels have the eigenvalue solutions [31]




(v+1/2) = h̄ωv(v+1/2), (B.26)
where v is the vibrational quantum number of the molecular state and ωv is the frequency of the
lowest vibrational state.
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We can now add the rotational energy back into the solution to obtain the total molecular
energy







It is worth noting that the energies given by this formula can only provide a good approximation
of the true molecular energy for low vibrational levels (small v). This is in part due to the
harmonic oscillator approximation only being a good near R0.
At the end of section B.1.2 we saw that the resonance explored in this thesis belongs to either
the A1Σ+u or the b
3Π0,u states which are illustrated in Figure B.4 along with the approximate
positions of their vibrational states. Here the green dashed line indicates the approximate position
of said resonance. There is significant mixing between the vibrational levels of the two states




C.1 Solutions to the 1-Rate Two Atom Dyad Model
The system of loss rate equations used to model the evolution of trap loss within our experiments,
given in section 2.3.1, were defined by the following system of equations:
Ṗ2(t) =−γ2P2(t)−2γ1P2(t)
Ṗ1(t) =−γ1P1(t)+2γ1P2(t)
Ṗ0(t) = γ2P2(t)+ γ1P1(t). (C.1)
Here, P0,1,2 represents the probability of having zero, one, or two atoms remaining in the trap
potential after some time t. Equation C.1 is a linear differential equation, which can be written

















Where Ṗ(t) = MP(t) has the general solution [104]
P(t) = c1eλ1tv1 + c2eλ2tv2 + c3eλ3tv3. (C.3)
Here c1,2,3 are constants obtained from our boundary conditions, while λ1,2,3 & v1,2,3 are the
eigenvalues and eigenvectors of the loss-matrix M respectively. Solving for the eigenvalues and
normalised eigenvectors of the loss-matrix gives
λ1 = 0, λ2 =−γ1, and λ3 =−(γ2 −2γ1) (C.4)
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is a normalisation constant. Inserting these into C.3
gives the following solutions












γ22 + γ2γ1 −2γ21
2γ1(γ2 +2γ1)
e−(γ2+2γ1)t . (C.6)
To solve for c1,2,3 we introduce the constants P̄2, P̄1, & P̄0, which represent the average initial
populations within our experiment for two, one, & zero atoms respectively, and impose the
boundary conditions:
1. P2(t)+P1(t)+P0(t) = 1 for all t
2. lim
t→∞
P0(t) = 1 and limt→∞ P2(t) = limt→∞ P1(t) = 0.
By imposing the first boundary condition with t = 0 we obtain c1 = 1, which also agrees with









2(P̄1 − c3n2). (C.8)
Plugging these into C.6 and rearranging them into a more appropriate form gives
P2(t) = P̄2e−(γ2+2γ1)t (C.9a)
P1(t) = (P̄1 +aP̄2)e−γ1t −aP̄2e−(γ2+2γ1)t (C.9b)
P0(t) = 1− (P̄1 +aP̄2)e−γ1t −abP̄2e−(γ2+2γ1)t (C.9c)




, and b =
γ22 + γ2γ1 −2γ21
γ2 +2γ1
. (C.10)
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The combined background fluorescence data collected by the SPCM gives the average inital
populations of zero, one, & two atoms as
P̄0 = 0.013 P̄1 = 0.071 P̄2 = 0.926 (C.11)
respectively.
Finally, these solutions are used to fit the data obtained by the SPCM during each experiment
(see section 4.5.3).




























2 (t)+ γ1P1(t), (C.12)
and the loss matrix takes the form
M =

−γ(s)2 −2γ1 0 0 0
0 −γ(a)2 −2γ1 0 0







Where, like in the single γ2 case, Ṗ(t) = MP(t) has the general solution [104]
P(t) = c1eλ1tv1 + c2eλ2tv2 + c3eλ3tv3 + c4eλ4tv4. (C.14)
The loss matrix, M, can be solved to obtain,
λ1 = 0, λ2 =−γ1, λ3 =−(γ
(a)
2 −2γ1), and λ4 =−(γ
(s)
2 −2γ1) (C.15)




































2 , P̄1, & P̄0
and impose the boundary conditions:
1. P2(t)+P1(t)+P0(t) = 1 for all t




2 (0) = P̄
(a)
2 , andP1(0) = P̄1
which produces the final result






























These solutions are used to fit the data obtained by the SPCM during each experiment to better
account for the reduced two body loss observed at higher PA intensities. Here, γ(s)2 , γ
(a)
2 , γ1, P̄
(s)
2 ,




This Appendix serves to provide additional information which, while not directly crucial for un-
derstanding the contents of this thesis, provides useful insight into the theory and the experimental
setups.
Theory
D.1 PGC: σ+⊥σ− Configuration
Consider a pair of counterpropagating red-detuned beams, both with the same frequency ω ,
traveling along the z-axis. We stipulate that both beams are plane waves with electric-field
amplitudes E±0 , polarisation vectors ϵ̂±, and that the total electric field can be written in the form
E (z, t) = E+(z, t)+E−(z, t)
= E+0 cos(kz−ωt +φ1)ϵ̂++E
−
0 cos(−kz−ωt +φ2)ϵ̂−
= ξ+(z)e−iωt +ξ−(z)eiωt , (D.1)
where k is the wavenumber of the electromagnetic wave, ω is the frequency, t is the time since the
wave began propagating, and φ1 & φ2 are the phase offsets of each of the two counterpropagating
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(êx + iêy) & ϵ̂− =
1√
2
(êx − iêy), (D.3)
for the σ± polarisations respectively [87], where êx and êy represent the x and y components of a














ê±X (z) = cos(kz)êx ∓ sin(kz)êy (D.5)
ê±Y (z) =±sin(kz)êx + cos(kz)êy. (D.6)
In essence ξ±(z) is the superposition of two electric fields with polarisations in the e±X (z) &
e±Y (z) directions. Where both e
±
X (z) & e
±






±iφ1). This is illustrated in Figure D.1 for E+0 = E
−
0 .
Fig. D.1: An illustration of two counter propagating MOT beam’s interference forming a linear polarisation
that rotates in space. Here the red arrows illustrate the polarisation of the light field and its direction with
respect to the z-axis.
Experimentally each MOT beam is retro-reflected along the same beam path. This leads
to intensities that are equal, or close to equal, so we assert that E+0 = E
−
0 . Moreover, the
retro-reflection yields that
φ1 =−φ2. (D.7)
If φ1 = 2nπ (∀ n ∈ Z), this results in ξ+(z) being linearly polarised along the eY (z)-axis. Ideally,
we’d like to extend this characterisation of orthogonally circularly polarised counterpropagating
beams to three dimensions, like we did with the MOT in section 3.1.3, but depending on how we
define our quantisation axis the sum of the linear polarisations from each beam won’t necessarily
result in the atom being exposed to the same linear polarisation defined by eY (z). So instead we
will proceed more slowly.
Lets examine three sets of counterpropagating MOT beams with equal intensities, E0, prop-
agating in the x, y, and z-axes with phase offsets φ1x , φ1y , and φ1z respectively. By summing
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each beam’s spatial frequency component (ξ±(x), ξ±(y), and ξ±(z)) we can explore the total





e±iφ1x ê±Y (x)+ e




where ê±Y (x) and ê
±
Y (y) are the equivalent of ê
±
Y (z) (given in equation D.6) for the two sets of
counterpropagating beams travelling along the x and y directions. Thus, similarly to D.5 and D.6,
these take the form
e±Y (x) =±sin(kx)êz + cos(kx)êy (D.9)
e±Y (y) =±sin(ky)êx + cos(ky)êz. (D.10)
Hence, an atom travelling along the z-axis, which for convenience we will also use as the
















This is analogous to the Lin⊥Lin case discussed in the previous subsection but with an
additional constant linear polarisation component along the z-axis. Because the additional π
polarised light is constant regardless of the atom’s position as it moves along z the light shifts
experienced by the atom due to this polarisation are also constant. Hence, the change in light
shifts experienced by the atom is the same as the Lin⊥Lin case (except with the σ± light
positioned further apart and two-thirds of the amplitude). The main difference between this
case and that of section 3.2.1 is that an atom located at a node where the light is predominantly
σ− polarised (such as z = λ/2) will have a steady-state population of 75% of the atoms in the
m j =−1/2 and 25% in the m j = 1/2 state. Conversely, an atom located at a node where the light
is predominantly σ+ (such as z = 0) will have a steady-state population of 25% in m j =−1/2
and 75% in m j = 1/2. Thus, if the atom has a velocity v such that vτ = π , and is positioned
at z = λ/2 the atom will undergo Sisyphus cooling as described in the Lin⊥Lin section. Note,
however, that this cooling method is only relevant for atomic velocities much lower than the
realm of Doppler cooling [55].
D.2 Light Assisted Collisions
In this appendix we will look at a semi-classical model of the collisions between pairs of atoms,
as was briefly described in chapter 5.1.2 of this thesis [105]. From there we will move on to
discuss the Landau-Zener model which will add the probability of transitioning between two
states coupled together by an external on-resonant light field to our pre-existing semi-classical
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representation [106]. Lastly, with these models in place, the repulsive collision process occurring
during a light-assisted collision will be explored. In this section we will base our review of light
assisted collisions on the semi-classical approach presented by [105, 106].
D.2.1 Semi-Classical Model
To be able to examine collisions between atomic pairs we first need to define the energy contained
within the system. Of particular interest is the interactive potential between the atoms when they
are either both in their ground state, or one is in an excited state while the other remains in the
ground state.
For a pair of atoms, both in their atomic ground state with an internuclear separation of R,
their interaction potential, Ug(R), can be written as a power series around 1/R. Thus, the ground







where C6 and C8 are interaction coefficients of the dipole-dipole and dipole-quadrupole interac-
tions respectively [15]. Here, the negative signs indicate that Ug(R) is an attractive potential.
Likewise, when one atom is in its first excited state and the other is in the ground state the
interaction potential can be expanded about R as






where C3 and C5 are interaction coefficients of the resonant dipole and resonant quadrupole
interactions respectively, and h̄ω0 is the additional excitation energy of the excited state atom
[15]. Here the Ue(R) is either attractive, or repulsive, depending on the relative phase between
the dipole and quadrupole interactions.
When the two atoms have a large internuclear separation, R → ∞, their potentials asymptoti-
cally tend towards Ug(R)≈−C6R6 and Ue(R)≈ h̄ω0 ±
C3
R3 . This is illustrated in Figure D.2 where
the two ground state atoms are represented by |S+S⟩, and the ground state-excited state pair
are represented by |S+P⟩ (for alkali atoms). In this regime, whether or not Ue(R) is attractive
becomes dependant on the dipole interaction term.
Like in section 2.2, if two alkali atoms in the |S+S⟩ state are exposed to an on-resonant light
field, of frequency ω , there exists a finite probability of an excitation to the |S+P⟩ state. The
point at which this is most likely to occur is defined as the Condon point, RC [105]. It is defined
as the separation where the atom pair is on resonant with the light field, that is to say when
h̄ω =Ue(R)−Ug(R). Since Ue(R)≫Ug(R) at long range, we can treat Ug(R) as independent
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where ∆ = ω −ω0 is defined as the detuning of the light field from the |S+P⟩ resonance. Here,
whether or not the atoms are exited into either an attractive or repulsive interaction potential
depends on the sign of ∆. If ∆ < 0 (red-detuned) then the potential will be attractive in nature
(dashed red line) in Figure D.2). Conversely, if ∆ > 0 (blue-detuned) then the potential will
be repulsive (solid blue line). When the atoms are excited to a repulsive potential, inelastic
collisions will induce spontaneous emission and allow the atoms to decay back into their ground
state.
For completeness, it is worth pointing out that this generalisation can extend to any rotational-
vibrational state so long as an appropriate on-resonant frequency is used.
Fig. D.2: A visual illustration of the light-assisted collision process. Here two atoms in the |S+S⟩ ground
state approach the Condon point along the solid-black arrow. If the atoms are exposed to red-detuned
near-resonant light (∆< 0) then they will be exited along the dashed-red arrow into an attractive interaction
potential. This results in the atoms gaining an excess of kinetic energy and, in all likelihood, escaping the
FORT [107]. While, if the atoms are exposed to blue-detuned near-resonant light (∆ > 0) then they will
exit along the solid-blue arrow into a repulsive interaction potential and gain h̄∆ energy in the process. In
this situation inelastic collisions near RC lead to the atoms exiting the collision in the |S+P⟩ excited state.
While, elastic collisions will lead to the atoms decaying back to the |S+S⟩ ground state (dashed-blue
line).
D.2.2 Landau-Zener Transition
To describe the transition probabilities of two states coupled together by an external field we apply
the Landau-Zener (LZ) model to our semi-classical one [106]. This model implements a dressed
state approach to the states of interacting atoms, writing them as |S+S,N⟩ and |S+P,N −1⟩
[38]. Here N represents the number of photons in the near-resonant light field. When the
interacting atoms and the light field are coupled together a LZ avoided crossing appears at the
Condon point, as shown in Figure D.3. This avoided crossing is a result of light field’s added
energy separating the |S+S,N⟩ and |S+P,N −1⟩ states.
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Fig. D.3: Here the transitions between the |S+S,N⟩ and |S+P,N −1⟩ states are illustrated. The dashed-
black lines represent the states with no coupling to an external light field while the solid-blue curves
represent dressed state energies within the Landau-Zener model.
If the two atoms begin to collide they will approach each other along the |S+S,N⟩ curve.
As the pair crosses RC they may transition to the other dressed state via a LZ transition. The







where Ω is the on-resonance Rabi frequency, while v is the relative radial speed between the two













near RC. Applying this approximation along with equation D.14 to D.15 gives the probability of











Alternatively, when the atoms collide they may move through the coupling region, along
|S+S,N⟩, adiabatically and remain essentially unaffected by the light. When this occurs we say
that the atoms have undergone an adiabatic following. The probability of this occurring is simply
PA = 1−PLZ . (D.19)
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D.2.3 Repulsive Light-Assisted Collisions
With the semi-classical and the LZ models established the framework for understanding the
experimental light-assisted collision process has been laid out. In particular, we are interested in
collisions involving the repulsive excited state potential because such collisions give us a small
amount of control over the final energy of the atoms after the collisional process. In contrast
to the attractive case (red-detuned) where the atoms fall into an excited molecular potential,
gaining more kinetic energy than the FORT could contain, and often resulting in pair loss. Such
a setup is beyond the control of our current setup and can only be used to prepare single atoms
≈ 50 % of the time which would drastically increase the time needed to perform the experiment
discussed in this thesis [107]. This requires the light field to be blue-detuned. In this regime, the
ground state atoms may either undergo an elastic or an inelastic collision. An elastic collision
will occur if the atoms enter the collision via the |S+S,N⟩ potential and exit the same way with
no net gain in kinetic energy. Such a collision has two possible ways of occurring. The first is
when the atoms undergo two LZ transitions at RC shown as path EC1 in Figure D.4 (a). Here
the atoms have a PLZ chance of undergoing a LZ transition to the |S+P,N −1⟩ state before
undergoing a second LZ transition back to the |S+S,N⟩ state with the same probability. This
results in a total probability of P2LZ . On the other hand, the atoms can also undergo two successive
adiabatic followings, illustrated as path EC2 in Figure D.4 (a), with a probability of P2A . Thus,
the probability of the atoms undergoing an elastic collision is PE = P2LZ +P
2
A .
Fig. D.4: A dressed state picture of the blue-detuned repulsive collisional process. Here an avoided
crossing can be seen between the |S+S,N⟩ and |S+P,N −1⟩ states about the Condon point. (a) illustrates
the collisional paths possible for a pair of atoms undergoing an elastic collision, while (b) illustrates the
paths possible for inelastic collisions.
Conversely, an inelastic collision occurs when the atoms enter via the |S+S,N⟩ potential and
exit the collision via the |S+P,N −1⟩ potential. Assuming that no spontaneous emission takes
place this will result in the atoms gaining a net energy of h̄∆. Like the elastic collision case, there
are two ways that this can occur. First, the atoms can undergo an adiabatic following, remaining
on the |S+S,N⟩ potential, before crossing RC again and LZ transitioning to the |S+P,N −1⟩
potential (Figure D.4 (b), path IC1). Similarly, the atoms can instead undergo a LZ transition
to the |S+P,N −1⟩ potential before performing an adiabatic following as the atoms cross RC
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again (Figure D.4 (b), path IC2). In each of these cases the probability of exiting the collision
along the |S+P,N −1⟩ potential is simply PLZPA. Thus the probability that an inelastic collision
occurs is twice this value.
In the context of this experiment, obtaining the correct h̄∆ can be achieved by either adjusting
the depth of the FORT or by adjusting the laser frequency used to create the light field. In this
way the energy gained by the atoms can be adjusted until there is only enough for one or neither
to escape the FORT.
D.2.4 Quantitative Model of the Pound-Drever-Hall Method
For explanatory convenience, consider the electric field of the incident beam, unmodulated,
outside the cavity (between the λ/4 waveplate and the cavity in Figure 6.5). Here the magnitude
of the incident and reflected light fields are
Einc(t) = EIeiωct and Ere f (t) = EReiωct , (D.20)
where EI and ER are the amplitude of each respective field, and ωc is the frequency of the light.
Moreover, letting EI and ER be complex allows us to account for the relative phase between the








where r is the amplitude reflection coefficient of each mirror and ∆νfsr is the free spectral range.
By applying a phase modulation, of frequency ωm, to the incident light we obtain
Einc(t) = EIei(ωct+msinωmt) = EIeiωcteimsinωmt . (D.22)
Here m is known as the modulation depth which describes the magnitude of the phase modulation
imposed on the input beam by the EOM. Writing emsinωmt as a complex Fourier series with a
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is a Bessel function of the first kind. Considering only n = 0,±1 and substituting equation D.23
into D.22 we can write the incident light as
Einc(t)≈ EIeiωct
[




J0(m)eiωct + J1(m)(ei(ωm+ωc)t − ei(ωc−ωm)t)
]
, (D.25)
where the relation J−n(x) = (−1)nJn(x) has been used in the last line. In this form we can see
that, after modulation, Einc(t) corresponds to three fields at different frequencies. The first term
is at the carrier frequency ωc with an amplitude J0(m), while the last two represent sidebands
with the frequencies ωc ±ωm, as shown in Figure D.5 (a). Here, the power in the carrier beam is
Pc = P0J20(m) and the power in each sideband is Ps = P0J
2
1(m). For sufficiently small modulation
depth, m < 1, the majority of the power is in the carrier beam and the two, first-order, sidebands.
Fig. D.5: (a) Modulation sidebands. (b) The Pound-Drever-Hall error signal as a function of ωc/∆νFSR
for a low modulation frequency, ωs.
This is, however, only the incident beam. To obtain the an equation for the reflected beam
after modulation it is a simple matter of applying the reflection coefficient, F(ω), to each incident
beam. Moreover, because we can only measure the power of the reflected beam we can substitute
the result into P = |E|2. This yields
Pre f = PI
∣∣J0(m)F(ωc)+ J1(m)(F(ωc +ωs)ei(ωm+ωc)t −F(ωc −ωs)ei(ωc−ωm)t)∣∣2
= Pc|F(ωc)|2 +Ps
[














after a some of algebra, where Pc = J20(m)PI and Ps = J
2
1(m)PI are the powers of the carrier and
sideband light fields respectively.
Here, equation D.26 describes a wave of frequency ωc, with an envelope portraying a beat
pattern of two frequencies, while the interference between the carrier and the sidebands create
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terms that oscillate with a frequency of ωs. The remaining higher frequency terms, represented
by three periods, are the result of the two sidebands interfering with each other at 2ωs. The sine
and cosine terms that oscillate at the modulation frequency ωs sample the phase of the reflected
carrier. By focusing on these two terms we can measure the phase of this beat pattern which, in
turn, can tell us the phase of the reflected beam. Depending on the modulation frequency there
are two ways to go about this. The first is for ωs ≪ ∆ν1/2. In this regime












which causes the sine term in equation D.26 to become negligible [86]. Figure D.5 (b) shows the
general form of equation D.27 as a function of ωc/∆νFSR. While in the second case ωs ≫ ∆ν1/2.
Near resonance this causes F(ωc)F∗(ωc +ωs)−F∗(ωc)F(ωc −ωs) to be purely imaginary and,
in turn, the cosine term to be negligible. This is because both ωc ±ωs sidebands will be far
enough off resonant with the cavity that they will interfere destructively, inside the cavity, and
produce no leakage beams. In this thesis we will focus on the former of these two options,
although the method for the second case follows similar logic.
It is clear from equation D.27 that F(ωc)F∗(ωc +ωs)−F∗(ωc)F(ωc −ωs) can provide a
useful error function in the desired form. However, to use it we need to isolate it from the
other terms in equation D.26 first. This is where the mixer and low pass filter from the previous
subsection come in (Figure 6.5). In general, what the mixer does is that it outputs the product
of its inputs, while the low pass filter will pass low-frequency signals and blocks, or impede,
high-frequency ones. Hence, by inputting Pre f and cos(ωst) into the mixer, and substituting D.27






















Note, had we mixed a sine function with Pre f rather than a cosine the DC term in D.28 would
have vanished and the low pass filter would filter out all the remaining terms.
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Experimental Components
D.3 Power Stabilisation
Throughout our setup different lasers are used to excite different atomic and molecular transitions
or, in the case of the FORT, create potential wells. Because of the complexity of the system
it is critical that these lasers have the same intensity every time an experiment is repeated. To
achieve this, we implement a feedback system using an acousto-optical modulator (AOM), a
photodetector, and what I will refer to as a sample & hold circuit.
For reference, an AOM is a device which consists of a transparent crystal with a piezoelectric
transducer attached to one end. When the transducer receives a radio frequency (RF) oscillating
voltage, it will vibrate the crystal at the applied frequency. This forms a traveling sound wave
within the crystal. When light is directed through this crystal there is a possibility that it will be
able to scatter off the peaks of the sound waves. The angle, θ , at which the light scatters, and
emerges from the crystal, is known as the Bragg angle and relates to the wavelengths of the light,
and sound wave via
2Λsin(θ) = mλ .
Here m is the multiplicative diffraction order.
Figure D.6 illustrates an example setup used to stabilise the power of an arbitrary laser,
labelled source, within our experiment. Here the light deflected by the stabilisation AOM is split
into two beams using a half waveplate and a polarising beam splitter (PBS). A small amount of
this light is sent to a photodetector while the rest is diverted into the science chamber (via any
waveplates needed to generate any desired polarisation).
Fig. D.6: An example schematic of the power stabilisation system used to stabilise the power of any laser
directed into the science chamber. Here, “optical elements” refers to any necessary elements that are
included in the laser setup prior to the AOM and the science chamber.
By using this setup the photodetector is able to monitor the optical power sent into the science
chamber. The voltage generated is then given to the circuit labelled “S&H” which stands for
sample & hold. The sample & hold circuit actively reads the signal from the photodetector, and
adjusts its output voltage to match a user-set level via a 16-bit digital-to-analog converter (DAC),
a 16-bit analog-to-digital converter (ADC), and a standard integrator circuit. Here, the “sample”
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mode refers to the device actively stabilising the light’s power, while the “hold” refers to when
the circuit’s DAC stops updating its register and only outputs the last voltage held. The “hold”
function of this circuit is often used in tandem with other AOMs whose power and frequency are
controlled through the central control system. These additional AOMs may be used to make fine
adjustments to the light’s power, or frequency.
For context, this stabilisation setup is used within our experiment in the following way. First
the sample and hold circuit, set to “sample”, stabilises the light at a particular power while the
control system holds the frequency and power of any fine adjustment AOMs constant. It then
switches the sample and hold circuit to “hold”. This maintains the output voltage, and hence
the power of the light. The central control system is then able to freely adjust the power, or
frequency, of the light using the fine adjustment AOMs. By ensuring the same starting power,
we ensure that the other powers used within an experimental run are the same.
D.3.1 Shutter AOMs
Another setup, frequently used within the experiment’s larger setups, is a shutter AOM. A shutter
AOM is an AOM, which has had an RF switch placed between its RF source and its RF amplifier
(see Figure D.7). Where, the switch is triggered by a TTL pulse from the central control system.
Fig. D.7: A diagram of the shutter AOM setup used throughout the experiment to quickly shut off its
associated light source.
Because light will only be able to reach the setup while the AOM is driven, this provides a means
by which the diffraction orders of the AOM can be immediately shut off. In this experiment all
of the light sources that can enter the science chamber will have at least one AOM that doubles
as a shutter AOM. Thus, for any light source, a beam is only passed into the chamber when the
shutter AOM is driven.
The maximum rise time of any of the shutters used in the following setups is about 45 ns.
D.4 MOT locking system
As was briefly discussed in section 4.3, the MOT laser is locked 60.3 MHz red-detuned from
the crossover peak between the 85Rb 5 2S1/2, F = 3 → 5 2P3/2, F ′ = 3 and F ′ = 4 hyperfine
transitions on the D2 line. This is achieved by splitting the laser into two beams, one of which
is directed towards the science chamber and one of which locks the MOT’s laser. The arm that
lock’s the MOT laser does so through the use of a Doppler-free saturated absorption locking
D.4 MOT locking system 137
scheme which is achieved with an Rb gas cell and an acousto-optical modulator (AOM) [70].
Like the Rb in the science chamber, the cell used in this scheme is made up of approximately
72.2% 85Rb and 27.8% 87Rb. The AOM in this setup is used to modulate the light by 96 MHz
so that it can be used to obtain the derivative of the 85Rb Doppler-free saturated absorption
spectroscopy signal.
The Doppler-free saturated absorption spectroscopy locking technique used here involves
passing three beams through the rubidium gas cell, two of which are counterpropagating and
overlap. Of these overlapping beams, one, known as the probe beam, has significantly less power
than the other, known as the pump beam. Together they perform standard saturated absorption
spectroscopy to resolve the hyperfine spectral lines from within the Doppler broadened absorption
profile of a typical gas cell [70]. The third beam, parallel to the probe beam, is offset from both
and performs Doppler broadened spectroscopy. The signals from this beam and the probe beam
are measured using two individual photodetectors. From there the signals are then subtracted
from each other to obtain a Doppler free signal which is then sent to a homebuilt locking scheme
which returns a control voltage to prevent frequency drift due to thermal expansion within the
laser cavity.
D.4.0.1 AOM Control System
As was briefly touched on in section 4.3, to produce light of the correct frequency needed to
perform MOT cooling two AOMs are used. One (known as the frequency AOM) is used in a
retro-reflection scheme to allow for fine frequency adjustments of the three counterpropagating
beams entering the science chamber over a ±38 MHz frequency range. This AOM also serves to
stabilise the power of the MOT cooling beams. The second AOM (known as the power AOM)
simply serves to adjust the intensity of the light. Moreover, both of these AOMs serve as shutter
AOMs, allowing us to inject light into the science chamber when desired.
On top of providing cooling beams of the correct frequency to the MOT setup, this AOM
configuration permits the light to be used for different stages within the single atom experiment
through the adjustment of the light’s frequency and the power.
For the MOT cooling process, the light is adjusted to be 14 MHz red-detuned to the 5 2S1/2,
F = 3 → 5 2P3/2, F ′ = 4 hyperfine transition.
Directly following these AOMs the light is directed into a long photonic crystal fiber so as
to be injected into the science chamber. From here the light is split into three separate beams
using an ensemble of polarising beamsplitters (PBS) and half-wave plates where each beam can
then be directed into the science chamber. It worth noting that one of these beams is also split a
fourth time (using a PBS and a half waveplate) so that the light can be stabilised to a specific
power (6.4 mW) using a feedback system prior to every experimental run.

Appendix E
Full Photoassociative Spectroscopy Data
This appendix gives the measured two body loss data as a result of PA light, as discussed in
chapter 7, along with the associated PA light intensity, IPA, pulse duration tpulse, and frequency,
νPA, used.
E.1 Photoassociative Spectroscopy Peaks
The following figures make up all of the photoassociative resonance measurements made during
this experiment as discussed in section 7.1. Each measurement was performed in a trap depth of
h×29 MHz. Each figure illustrates the two body loss measured using the SPCM, where the red
data set reflects the background control measurements without PA light and the black data set
reflects the loss with PA light. Here each plot is fitted with a Lorentzian curve fit to obtain an
estimate for the resonance’s centre and linewidth.
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Fig. E.1: Photoassociation resonances taken by illuminating pairs of 85Rb atoms with PA light, with
varying frequency, at intensities: 0.24, 1.20, 4.81, 8.41, 12.01, 120.11, 240.50, 361.58, 480.88, and
480.88 W/cm2 for figures (a) through to (k) respectively. Here the frequencies are all red detuned to the
calibration frequency 377.00110±0.00006 THz. Here the red data indicates background loss with no PA
light, while the black data indicates loss that occurs while the atoms are exposed to the PA light source.
Throughout each measurement, the PA pulse duration has been adjusted to reduced power broadening
effects by ensuring a maximum loss of 30 %.
E.2 Photoassociative Spectroscopy Rates Curves:
Single Gamma Fitting
The following figures make up all of the photoassociative rate measurements made during this
experiment as discussed in section 7.2 within a trap depth of h×29 MHz. In each figure the
two body, one body, and zero body loss measurements are indicated by the blue squares, green
triangles, and black circles respectively. Moreover, the plotted decay curves are obtained from
fitting the system of equations given by 2.39 to the data to obtain the one atom & two atom loss
rates, γ1 and γ2 respectively (see table 7.1).
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Fig. E.2: Photoassociation rates data taken by illuminating pairs of 85Rb atoms with PA light, for variable
pulse durations, at intensities: 0.24, 1.20, 4.81, 8.41, 12.01, 24.04, 120.11, 240.50, 361.58, 480.88, and
480.88 W/cm2 for figures (a) through to (l) respectively. The green triangles, the blue squares, and the
black circles each represent the populations for one, two, and zero atoms remaining following the PA
event. Here the PA light’s frequency has been adjusted to ensure that the atoms were always on resonant
with the PA light throughout each experimental run (see Figure 7.2 (a)). The frequencies given here, are
all red detuned to the calibration frequency 377.00110±0.00006 THz.
144 Full Photoassociative Spectroscopy Data
E.2.1 Photoassociative Spectroscopy Rates Curves:
Two Gamma Fitting
The following figures illustrate the fittings of the two-γ2 model of the two atom PA loss event
model discussed in section 7.3.1 with the resulting parameters being given in tables 7.2 and 7.3.
As before the two body, one body, and zero body loss measurements are indicated by the blue
squares, green triangles, and black circles respectively.
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Fig. E.3: The same photoassociation rates data from Figure E.2 with the intensities: 0.24, 1.20, 4.81,
8.41, 12.01, 24.04, 120.11, 240.50, 361.58, 480.88, and 480.88 W/cm2 for figures (a) through to (l)
respectively. Here the two-γ2 model of the two atom PA loss event model has been used to fit to the data
(see section 7.3.1). As before, the green triangles, the blue squares, and the black circles each represent
the populations for one, two, and zero atoms remaining following the PA event.

Appendix F
Full Photoassociation Optical Setup
Fig. F.1: The full PA locking system’s optical setup.
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