Abstract. We present a supervised method, developed for industrial inspections by artificial vision, to obtain an adapted combination of descriptive features and a lighting device. This method must be implemented under real-time constraints and therefore a minimal number of features must be selected. The method is based on the assessment of the discrimination power of many descriptive features. The objective is to select the combination of descriptive features and lighting system best able to discriminate flawed classes from defect-free classes. In the first step, probability densities are computed for flawed and defect-free classes and for each tested combination. The discrimination power of the features can be measured using the computed probability of error. In the second step, we obtain a combination that gives a low probability of errors. This leads us to choose each feature individually and then build a multidimensional decision space. A concrete application of this method is presented on an industrial problem of flaw detection by artificial vision. The results are compared with those given by classical multiple discriminant analysis (MDA) to justify the use of our method.
Introduction
Quality control by artificial vision is widely used in several fields, especially in industrial control. The classical scheme of a vision control system consists of several steps and it can be described as follows. 1, 2 The first step, termed acquisition, includes illumination, 3, 4 cameras and settings, 5, 6 positions of parts under inspection, etc. This step provides a signal that is usually a 2-D image, a 3-D image, or a sequence of images.
The second step, termed processing, is a computation phase. The purpose is to improve the image quality ͑pre-processing͒ and/or to select specific information ͑descrip-tive features͒ used in the next step. In 2-D image processing, descriptive features are generally computed in the neighborhood of a pixel and provide information such as the local mean of luminance, local repartition of luminance, local edges, etc. The classification step sorts out the information in terms of quality control. For instance, if the luminance of a pixel is representative of a type of flaw, the use of a threshold on the luminance could be considered as a classification scheme.
The classification leads to the final decision about the quality of the object examined. The efficiency of the decision depends strongly on the previous steps. One optimization scheme improves each step independently, leading to a good-quality control system. An alternative is to use a more global view of the system. The method presented in this paper seeks to improve both the acquisition step and the process step jointly.
Our supervised method was developed to compare the discriminating power of combinations of descriptive features and lighting devices, and it yields a combination that is appropriate for flaw detection. The method and the classical principal component analysis 2, 7 ͑PCA͒ do not provide similar information. The object of PCA is to find a lowest dimensional representation that accounts for the variance of features. However, each axis of the new space is a linear combination of the most significant features. As a result, the number of features to be computed does not necessarily decrease. Another approach similar to PCA is multiple discriminant analysis 2,7-10 ͑MDA͒. The object of MDA is to find the lowest dimensional representation that accounts for the correlations among features. The MDA method finds the new feature space that maximizes the interclass variances and minimizes the intraclass variances. To emphasize the differences between the two approaches, our method is compared to MDA at the end of this paper.
This study is based on an application of quality control by artificial vision on textured industrial parts. The parts are cylindrical ͑heightϭ8 mm, diameterϭ2 mm͒ and the system must inspect their circular top, which presents a granular texture ͑Fig. 1͒.
Four types of flaws are present in the samples: bumps, smooth surfaces, lacks of material, and hollow surfaces.
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The system must detect flaws but does not necessarily have to classify them.
The first part of our method consists of defining the different areas to be distinguished ͑flaws and defect-free areas͒ and choosing descriptive features and lighting devices. Then a computation step assesses the discriminating power of each combination of descriptive features and lighting system and enables their comparison. Other investigations 7, 10, 12 have dealt with the choice of descriptive features. They are often based on interclass distance maximization and intraclass dispersion minimization. These are well-established procedures ͑e.g., PCA, MDA, etc.͒. Figure 2 presents two projections of the different flaw classes in our industrial problem on different descriptive feature spaces. We can see that certain distributions seem to be multimodal ͑lacks of material, for example͒. In this case, we could not apply those methods based on maximization of the interclass dispersions and minimization of the intraclass dispersions without a bias.
The first part of this paper describes the method and provides a justification for our approach. The second part illustrates results obtained with our method. Finally, the MDA method is compared to our method using the data derived from the same industrial application.
Description of the Method
In industrial applications with artificial vision, it is often important to choose an adapted lighting system. It is also important to minimize the number of features to be computed, especially under severe real-time constraints. We address these issues by proposing a method based on an overestimation of the minimal error rate according to Bayes rules in the feature space. This feature space consists of descriptive features used for the classification step in a complete system for flaw detection. Unlike the cost matrix theory, 13 or the methods of Celeux and Lechevallier 14 or Deogun et al., 15 this description space enables the selection of a set of appropriate descriptive features without taking into account any classifier.
Overall Description
The principle of our method is to find an acceptable upper limit of the probability of error obtained with a given feature set between the defect-free class and the flawed classes. This limit is then used to evaluate discriminating properties of this set for flaw detection. Note that the probability of error obtained with the complete feature set is linked to the probability of error obtained between the defect-free class and each flawed class resulting from the use of each descriptive feature, indepently of the others. Figure 3 presents a diagram of the procedure used to estimate the upper limit of errors for several lighting systems.
In fact, the minimum probability of error E 12 is given by Bayes decision theory and can be expressed 2, 16 in a two- class case ͑C 1 and C 2 ͒ with a description space D:
where x is a random variable vector of X; X is the base of D composed of n vectors describing the values of n descriptive features, Xϭ͕X 1 , . . . ,X n ͖; Pr(C i ) is the a priori probability of class C i ; f i is the probability density function of class C i in D; R i is the set of vectors x such as Pr(C i ) f i (x) is maximum ͑Bayes decision rule͒; and
The second equality of Eq. ͑1͒ can be expressed as
According to the conditional density, 17 Eq. ͑3͒ is valid for any probability density f on D:
where x is a random variable vector of X; x k is the kth random variable of x associated with the descriptive kth
͐ D f (x k ,x k ͒dx k is the marginal density of f, which is a function of x k and is referred to as f k (x); and
is a probability density and verifies
Equations ͑3͒ and ͑4͒ lead to
ensures that a probability density function f for a given random variable vector x is equal to or less than the minimum of its marginal densities. Using the preceding result, Eq. ͑2͒ and the fact that a priori probabilities are positive, we obtain
We introduce the following notation:
where E 12 k is the error obtained between two classes C 1 and C 2 for the descriptive feature x k . Consequently, Eq. ͑6͒ becomes
These results show that the error made between two classes on each descriptive feature is equal to or less than the minimum of the error obtained on each class on each descriptive feature. In our case, the first class, termed C n , represents the defect-free class, and the second one C f regroups all q flaw classes, with q, the number of flaw classes being equal to (NcϪ1). Here C f ,i is defined as the ith flaw class, and A n f ,i is defined as the set of conditions which induces an error between C n and C f ,i . Thus A n f ,i verifies
The error between C n and C f is obtained with
͑9͒
The formula demonstrated in the Appendix is applied to Eq. ͑9͒ to obtain the following relation:
Finally, using Eqs. ͑7͒ and ͑10͒, an upper limit of the E n f error is given by the relation
indicates that, in a given description space, the error between defect-free and flawed classes can be overestimated by the sum of minimum errors on features over all flaw classes. Marginal densities are computed on a set of a priori features for a set of parts and for each lighting device. Then the overestimation of error E n f is used to choose a good lighting system and an appropriate subset of descriptive features. Section 3 describes the interpretation of the data obtained.
Learning Phase

Flaw definition
The first point in this method is to work on a large set of parts with and without representative flaws. Images of representative flaws of our industrial application are presented in Figs. 5-8.
After selecting typical examples of flawed parts, some areas must be defined on the resulting images. These areas are classified into flawed zones ͑four categories of flawed zones͒ and defect-free zones, as shown in Fig. 9 . In the case of Fig. 9 , the flawed zone is the smooth area whereas the defect-free zone is the textured area.
This step of definition is important because the flawed and defect-free areas are located on the learning images. These areas will later be used as references in the study. For the industrial application, 80 parts were chosen ͑16 parts for each flawed class and 16 parts for the defect-free class͒.
Definition of descriptive features
This step is the most critical one in the learning phase. A selection of features must be made based on the knowledge and the appearance of flaws. 12, 18 To have a good description of image regions, preferred features are defined on sliding local windows as they are in a convolution process.
In our industrial application, for instance, the local contrast ͓Eq. ͑12͔͒ and the local mean of Robert's gradient ͓Eq. ͑13͔͒ seem to be interesting features for the characterization of smooth surfaces ͑Figs. 10 and 11͒. Indeed, compared to a smooth surface ͑flawed zone͒, the defect-free areas present a very different contrast and a different gradient density. The local contrast C(i, j) in an nϫm neighborhood of pixels A(i, j) can be expressed as follows:
and where x refers to the integer part of x ͑floor operator͒. The local mean of Robert's gradient G(i, j) in an n ϫm neighborhood of pixels A(i, j) can be written as
with p(n)ϭϪ nϪ1/2 , q(n)ϭ n/2 , and where g(i, j) is the Robert's gradient norm of the pixel A(i, j). In our description, 15 descriptive features were chosen and computed in the 8ϫ8, 12ϫ12, and 16ϫ16 neighborhoods of pixels to bring out the four types of flaws.
These features were chosen for various reasons:
1. The local mean of pixel luminance seems to be sensitive to flaws such as lacks of material or bumps. 2. The median value of pixel luminance 11 seems to be sensitive to flaws such as lacks of material or bumps. 3. The local mean of Robert's gradient represents an edge density and therefore is sensitive to smooth surfaces. 4. The local entropy is sensitive to local disorder, enabling us to quantify the texture. Local entropy is defined as follows:
where v i j is the neighborhood of the pixel A(i, j) under consideration, g is a gray level, and p v (g) is the probability of gray level g in the neighborhood v. 5. The local contrast is sensitive to flaws such as smooth surfaces. The size of the neigborhood is a multiple of 4 because computations of features are optimized on a 32 bits computer and pixels of images are one byte in depth.
To simplify the description in this paper, the number of selected features was reduced to 15, while the complete set of selected features in the industrial application is about a hundred. With the complete set, the description of all features represent a lot of work. In fact, this complete set consists of simple morphological calculations ͑erosion, dilatation, opening, closing, etc.͒, as well as calculations based on histogram repartitions ͑max-min filters, moments, etc.͒. The restriction of this analysis to a subset of 15 features, however, does not diminish in any way the relevance of the method.
Calculation Phase
This step must be performed on each lighting device tested. The set of descriptive features was defined in the preceding step. Therefore, images of representative parts obtained with one lighting device are tested with this set.
The calculation phase consists in estimating the probability of error between each class of flaws and the defectfree class for each descriptive feature. To estimate these errors, three steps are achieved.
Random sampling
A sample is drawn randomly from pixels of each class zone defined in the learning phase. Then the descriptive features values obtained from the selected pixels and with the tested lighting device are stored. The purpose of the random sampling is to reduce the amount of data. The size of the sample is proportional to the surface area of the zones considered. In our industrial application and for each representative part, 1000 samples are drawn from zones with a constant surface of 2000 pixels. This leads to 80,000 data points represented in a 15-D feature space ͑16,000 samples per class͒.
Estimation of probability densities
The probability density function of each class j is estimated based on these data points for each feature x k . These densities are estimated using Parzen's kernel, 7, 19 which is commonly used to estimate the underlying probability density function of a data set. It can be described as follows:
where n j ϭ number of samples in class j h ϭ Parzen coefficient ͑the larger the value h, the stronger the smoothing effect͒ d ϭ dimension of the feature space ͑in this case d ϭ1͒ and ᭙uR, F(u)у0. For example, in a monodimensional space this function can be the one presented in Fig. 12 . Figure 13 represents an example of two probability densities obtained with Parzen's kernel on lacks of material and defect-free areas.
The parameter h depends on the number of samples used for the estimation. 2, 7, 19 To ensure the convergence of the estimate, Fukunaga 19 suggests choosing
0Ͻ␣Ͻ1. ͑17͒
The conditions imposed on ␣ ensure the convergence of the estimate. If Eq. ͑17͒ is verified and if two probability densities f 1 and f 2 have to be estimated with n 1 and n 2 number of samples, the ratio between h 1 and h 2 must verify the relation
. ͑18͒
In our application, each class is estimated using the same number of samples. As a result, coefficient h is constant for each class. Furthermore, each feature is computed with a 1-byte depth per pixel due to real time constraints and computation simplifications. Feature values are discrete values in the ͓0, 255͔ range. The choice of a high value for h would lead to significant smoothing of the estimated probability density. In our application, several tests on h lead to the value of 3, which represents a good compromise. Some research 16, 20, 21 dealing with the choice of this coefficient can help for a rational choice in numerous applications.
Calculation of errors E nf,i k
Based on the second equality of Eq. ͑2͒, E n f ,i k errors are the sums of the minimum of Pr(C n ) f n k (x) and Pr(C f ,i ) f f ,i k (x) on the description space. Since the description space is discrete, errors are calculated with discrete sums using the estimations of the probability densities determined in the previous step.
Each a priori probability was computed according to the rate of flaws observed on the production line. The a priori probability of defect-free class ͓Pr(C n )͔ is about 0.96 and the probability of the flaw class is about 0.04. The flaw classes ͓Pr(C f ,i )͔ are assumed a priori to be equally likely because no precise information is available in the industry concerned by this study. Then, for four flaw classes, an a priori probability of 0.01 is assumed.
Choice of Lighting and Features
After computing all of the E n f , j k errors for all illuminations tested, lighting systems comparison and feature selection are possible. The choice of the lighting system is easy to perform. The lighting system that gives the minimum value for Crϭ ͚ iϭ1 q min k E nf,i k is selected. According to this criterion Cr, the chosen illumination is not necessarily the lighting system which gives the smallest E n f error, but it ensures an error that is less than Cr.
To choose the features, the subset of features which are involved in criterion Cr is defined. This subset S 1 of features can be described as
͑19͒
This leads to a choice of very efficient descriptive features.
A priori probability min͓Pr(C f ,i ),Pr(C n )͔ is the upper limit of E n f ,i k ͓Eq. ͑2͔͒. Obviously, if there is one class of flaw i where min k E nf,i k is an important value, for example, 20% of its upper limit, it means that the selected features are not efficient enough to bring out this flaw. One must select other suitable features for the detection of this flaw. These selections are illustrated in the next section.
Concrete Example
This section highlights an application of the method. Figures 14 and 15 show images of the same part with a smooth surface obtained with two different lighting systems. The description of these illuminations is given in Fig.  16 . The camera, the lens, and the relative positions of the parts remain unchanged in both acquisitions. Only the lighting systems are different. The adjustment of geometric and photometric parameters is done manually to obtain acceptable images of parts. Lighting system A consists of a circular fluorescent tube of 180 mm in diameter, whereas lighting system B consists of high-luminosity LEDs. These LEDs are set around an 80-mm-diam ring.
Compared Lighting Systems
Results
Application of the described method yielded the results presented in Tables 1 and 2 . The two tables describe the error E n f ,i k (ϫ10 4 ) computed on the four classes of flaws using 15 features for each lighting systems. These results are generated using 80,000 samples obtained, as described in Sec. 2.3. In both tables, the columns represent flaw classes and the rows represent descriptive features ͑described in Sec. 2.2.2͒. The smallest value in each column is highlighted in italics. In a given column i, the value indicated in italics is the minimum of E n f ,i k for the set of features. Criterion Cr is the sum of all italics across columns. For lighting device A, Cr is equal to 188.3ϫ10 Ϫ4 . For lighting device B, Cr is equal to 5.9ϫ10
Ϫ4 . These values ensure that the maximum of E n f error obtained with lighting system B is 32 times lower than that obtained with lighting system A. Hence, we select lighting system B.
The choice of features lays with subset S 1 . This set is made of the features that match the rows displaying italics. It follows that, for lighting system B, the set of selected features is composed of the local mean of luminance (12 ϫ12), the local mean of Robert's gradient (12ϫ12), and the local contrast (12ϫ12).
Comparison with feature selection obtained with MDA
To compare our results with other classical feature selection methods, MDA was performed on the same data set as that obtained with lighting system B. The object of MDA is to find the lowest dimensional representation that accounts for correlations existing between features. MDA finds the new feature space that maximizes the interclass variance and minimizes the intraclass variance. The interclass variance matrix B is commonly defined by Eq. ͑20͒.
The total variance matrix T is given by
where x j is the feature vector of a sample i, x k is the vector of features means of samples belonging to class C k , x is the vector of means of each feature, n is the total number of samples, n k is the number of samples of the class C k , and Nc is the number of classes. With the constraint of normalization of the T matrix, the new optimized space is defined by the base of eigenvectors u i of the matrix T Ϫ1 B:
MDA is suitable for unimodal distributions. The information provided by MDA is relative to the importance of each feature in the new features space. MDA is used only for feature selection. Indeed, variances of classes are functions of the lighting system. As a result, MDA does not provide comparable information when using different lighting systems. According to the MDA, the rank of the T Ϫ1 B matrix depends on the number of classes Nc and is equal to (NcϪ1). Two classes are taken into consideration: the defect-free class and the flawed class ͑regrouping all q flawed classes͒. This choice enables the comparison with our criterion Cr. This leads to the case of Fisher's linear discriminant 2 and the rank of T Ϫ1 B matrix equals 1. Thus, only one eigenvalue ( 1 ) is not null. This value is representative of the discrimination power of the vector u 1 ϭ t (u 1 l , . . . u 1 k , . . . ,u 1 n ). The eigenvalue 1 is in the ͓0, 1͔ range. Then, if 1 ϭ1, the discrimination of classes is perfect. If 1 ϭ0, a discrimination axis cannot be found.
To illustrate the relative importance of each feature on the discriminant axis, Table 3 presents the value ͱ 1 u 1 k associated with each feature x k . The third column of Table  3 ϫ12), mean of luminance (12ϫ12), and entropy (12 ϫ12), the results seems to be closed to those of our method. The Cr criterion obtained with these three features is about 16.1ϫ10 Ϫ4 . But the contrast (12ϫ12) ͑selected with our method and very efficient for lacks of material class͒ is only ranked in the 10th position.
To see the evolution of the information provided by ordered features of vector u 1 , the value ͚ jϭ1 k ͉ͱ 1 u 1 k ͉ of the k first ordered features is plotted in Fig. 17 . It is calculated as a percentage of the total sum obtained over all ordered features. This value is referred to as ͚. To reach a good efficiency ͑e.g., 90%͒, the first 10 features are selected, which is a very important number of features according to our application. Indeed, the calculation of these 10 features would not respect the real time constraints, whereas our method leads to the choice of 3 features.
Conclusions
We have proposed a supervised method for lighting system and descriptive feature selection. When applied to our industrial application, this method yields good results. The choice of features obtained is close to the results given by the frequently used MDA. If no discriminant descriptive features were tested, however, this method would certainly give worse results than MDA. If fact, the reduction of multidimensional data to monodimensional data ͑features are analyzed independently͒ could not be used. In most cases, however, this method can greatly reduce the number of selected features that must be calculated, unlike MDA, which gives a linear combination of original features and reduces only the description space dimension. In other respects, this method is independent of classifier algorithms and is based on an estimation of probability of error independently of the shape of the probability density curves. Thus, it can be used with classes with an underlying multimodal probability density function. This method is not optimal, but the results provided are closely linked to performance in terms of error probability. This is often interesting for industrial applications. Note that the proposed method can be used in a similar manner to select and assess all of the parameters of the acquisition stage in artificial vision systems.
Appendix
Let ⍀ be a sample space and ͕A i ͖ lϭiϭsubsets of ⍀. A proof for Eq. ͑23͒ is given next. Since the probabilities are positive it is straightforward to obtain Eq. ͑23͒ from Eq. ͑24͒.
