Background. Inflammation and immune activation are key factors in sexual transmission of human immunodeficiency virus (HIV). We sought to define the impact of hormonal cycling on the mucosal immune environment and HIV risk in sex workers with a natural menstrual cycle.
Human immunodeficiency virus type 1 (HIV-1) is a public health challenge, disproportionally affecting women of reproductive age [1] . Genital immune parameters are key factors that drive the sexual transmission of HIV in women [2] [3] [4] [5] . During an inflammatory response, the elevation of proinflammatory cytokine and chemokine levels at the mucosal site triggers the recruitment and activation of HIV targets (CCR5 + CD4 + T cells) and the disruption of the epithelial barrier [4, 6, 7] . HIV replicates more efficiently in activated CD4 + T cells [8] , and the environment established by an inflammatory response creates favorable conditions for HIV infection [9] . While evidence supports the role of bacterial sexually transmitted infections (STIs) and vaginal dysbiosis in altering the vaginal environment toward a proinflammatory milieu [10] [11] [12] , the influence of reproductive hormones, natural or synthetic, on the vaginal microenvironment and HIV risk remains unclear.
Studies with nonhuman primates and cervical tissue explants have supported the existence of a window of susceptibility for HIV infection during the progesterone-dominated luteal phase of the menstrual cycle [13] [14] [15] [16] . However, it has remained extremely difficult to robustly demonstrate this hypothesis in humans. No prospective cohort study has been able to associate HIV acquisition with a specific phase of the menstrual cycle, and only a few cross-sectional studies support this hypothesis [17, 18] . As a result, controversies remain about how the natural hormonal cycle influences the mucosal environment and the recruitment of HIV-target cells.
In the present study, we characterized the variation in the immune and cell activation profiles associated with different phases of the menstrual cycle in Kenyan female sex workers with a natural hormone cycle. We compared the mucosal immune milieu between strictly defined follicular and luteal phases of the menstrual cycle. A better understanding of the timing and consequence of the natural hormonal cycle on vaginal immune
M A J O R A R T I C L E
environment is crucial to improve female reproductive health and better comprehend how it influences HIV sexual transmission in women.
METHODS

Participants and Study Design
We followed 37 HIV-negative female sex workers from the Pumwani Sex Worker Cohort in Nairobi, Kenya [19] . Informed written consent was obtained from all participants, and institutional review boards from Kenyatta National Hospital/ University of Nairobi and the University of Manitoba approved the study. Self-declared duration of sex work was 3-10 years. Peripheral CD4 + T-cell counts (measured by FACScount flow cytometry) were determined and vulvovaginal swab specimens collected at every visit. The Nugent score was used to define bacterial vaginosis. The presence of yeast was determined by observation of candidal pseudohyphae or spores and confirmed by microscopy with potassium hydroxide. Trichomonas vaginalis was detected in vaginal swab specimens by using normal saline microscopy. Urine samples were collected for detection of Neisseria gonorrhea and Chlamydia trachomatis by polymerase chain reaction analysis (Roche Amplicor kits, Pleasanton, New Jersey). At each visit, a rapid plasma reagin serologic test was performed for Treponema pallidum detection, and a clinical, demographic, and behavioral questionnaire was completed. HIV serologic analysis with the Determine rapid test (Inverness Medical, Shinjuku-ku, Japan) was performed at the first and last visits for all participants. Women with a STI (n = 3) were excluded from the study.
Defining Phases of the Menstrual Cycle
Stringent criteria were used to define the menstrual cycle. The use of hormonal contraception was an exclusion criteria, and all participants had a natural menstrual cycle. Menstrual cycle phases were defined using self-reported days since the last menstrual period, with day 1 representing the first day of menses. The phases were confirmed by measuring the plasma concentrations of progesterone and estradiol. Their levels were measured using the Milliplex Map Steroid/Thyroid Hormone Magnetic Bead Panel (Millipore, Merck, Darmstadt, Germany). Only women in whom the ratio of the progesterone level in the luteal phase to that in the follicular phase was >2 (n = 37) were included in the study; this inclusion criterion matched the definition by Byrne et al of the menstrual cycle (progesterone level, ≥0.3 ng/mL during the follicular phase and ≥1.2 ng/mL during the luteal phase) [18] . Samples were collected between days 4 and 19 (median, day 8; interquartile range [IQR] , days 6-9) for the follicular phase and between days 16 and 31 (median, day 22; IQR, days [20] [21] [22] [23] [24] for the luteal phase. Cycle lengths ranged from 19 to 48 days (median, 27 days; IQR, 25-31 days).
Sample Collection and Processing
Blood and cervical cytobrush specimens were obtained from all participants. Cervical samples were collected in the following order: (1) cervicovaginal lavage of the vaginal cavity with 2 mL of sterile phosphate-buffered saline (PBS) and collection of fluid from the posterior fornix region, (2) 1 swab of the vaginal vault, and (3) cervical spatula scraping of the ectocervix and cervical brush scraping of the endocervix to obtain cervical mononuclear cells. Briefly, cytobrushes were inserted into cervical os and rotated 360°, gently scraping the ectocervix. Cytobrushes were transferred into sterile PBS, kept on ice, and transported to the laboratory as described previously [20] . Blood specimens were collected in tubes by venipuncture, using heparin. Peripheral blood mononuclear cells (PBMCs) were isolated using Ficoll density gradient centrifugation.
Cytokine/Chemokine Detection
Cervicovaginal lavage samples were centrifuged and stored at −70°C until they were transferred in liquid nitrogen to the University of Manitoba. Cervical concentrations of the proinflammatory cytokines and chemokines interferon γ (IFN-γ), interleukin 12p70 (IL-12p70), sCD40LG, interleukin 10 (IL-10), interleukin 17A (IL-17A), interleukin 1α (IL-1α), interleukin 1β (IL-1β), interleukin 2 (IL-2), CXCL8 (also known as interleukin 8), interleukin 15 (IL-15), CXCL10 (also known as IFN-γ-induced protein 10), CCL2 (also known as monocyte chemoattractant protein 1), CCL3 (also known as macrophage inflammatory protein 1α [MIP-1α]), CCL4 (also known as MIP-1β), tumor necrosis factor (TNF), IL-1 receptor antagonist (IL-1RN), CXCL9 (also known as monocyte induced by IFN-γ), CCL20 (also known as MIP-3α), and interleukin 2 receptor agonist (IL-2RA) were measured by the Milliplex panel (Millipore, Merck, Burlington, Massachusetts) according to the manufacturer's instructions and were analyzed on the BioPlex-200 (Bio-Rad, Mississauga, Canada). Cervicovaginal lavage specimens were incubated overnight described by Lajoie et al [5] . Samples with undetectable levels of cytokines or chemokines, defined as those with a value below the lower limit of detection (LLD), were assigned the value of LLD/2. Most analytes showed a skewed distribution of levels. Values were log 10 transformed for further analyses. We were unable to detect the full panel of cytokines/chemokines in 5 participants.
Flow Cytometry
Freshly isolated PBMCs and cervical cells were washed with 2% fetal bovine serum-1× PBS and stained for ex vivo phenotyping. PBMCs (10 6 ) and cervical cells were incubated with antibodies coupled to PE.Cy5-CD3, FITC-CD4, V500-CD8, PE-CD95, APC.H7-HLA-DR, APC-CD161, Alexa700-CD45RA, V450-CCR5, PE.Cy7-CD69, and PE-CF594-CCR7 (BD Biosciences, Mississauga, Canada) or were stained with Far Red Live/Dead discriminant (Invitrogen, Carlsbad, California) for ex vivo phenotyping. Data were acquired on an LSRII flow cytometer (BD System, Mississauga, Canada) and analyzed using FlowJo, version 10.0.8r1 (TreeStar, Ashland, Oregon).
Statistical Analysis
Statistical analyses were performed in collaboration with the Data Sciences Platform at the George and Fay Yee Centre for Healthcare Innovation, University of Manitoba. Continuous variables were summarized using medians and interquartile ranges. D'Agostino-Pearson normality tests were performed to compute the skewness and quantify how far the distribution is from a Gaussian distribution in terms of asymmetry and shape. Cytokine and chemokine data were log 10 transformed for further analysis. Paired groups were compared using the parametric paired t test on log 10 -transformed values. Data sets that still markedly violated symmetry were analyzed with the Wilcoxon signed rank test (paired test), using untransformed data. Proportions of cervical cells that were not normally distributed were compared using the Wilcoxon signed rank test (Prism 7; GraphPad Software).
McNemar tests were used to compare paired binary variables.
Partial least squares discriminant analysis (PLS-DA) was used to identify combinations of log 10 -transformed cytokine/chemokine concentrations that best predicted the phase of the menstrual cycle. Briefly, PLS-DA is a generalization of principal components analysis that captures not only the covariance among the predictors, but also their joint association with an outcome. It produces weighted linear combinations of independent variables, or principal components, that best differentiate individuals on the basis of an assigned class. Every patient sample was assigned a score for each component, which can be visualized in score plots. Variable loadings were then used to identify cytokine profiles associated with different phases. Variable importance measures indicate which factors are most relevant for predicting the phase of the menstrual cycle. To assess the predictive ability of the PLS-DA model, the area under the curve (AUC) was calculated using leave-one-out cross-validation. The model was refitted multiple times, each time omitting 1 observation as a holdout for prediction. The diagnostic threshold was determined using the left-upper-corner criterion, which maximizes the sum of the sensitivity and specificity. AUC confidence intervals [CIs] that do not cross 0.5 (the diagonal line of chance agreement) are statistically significant, which was confirmed in all cases via bootstrapped 95% CIs on 2000 replicates. PLS-DAs were performed using the caret package in R, version 3.2.5 (available at: https://www.jstatsoft.org/ article/view/v028i05).
Paired data (log 10 transformed for cytokine/chemokine concentrations) were analyzed using a linear mixed-effect model to estimate the effect of menstrual cycle on continuous variables. Variance components were estimated using residual maximum likelihood. Results are presented in terms of the size effect (using the regression coefficient and standard CI). Crude P values and P values adjusted for age, genital inflammation, and bacterial vaginosis are reported. Analyses were performed using Stata, version 13.1 (StataCorp, College Station, Texas). P values of <.05 were considered statistically significant.
RESULTS
Study Participants
Demographic and clinical characteristics of the 37 study participants are summarized in Table 1 . The plasma progesterone concentration increased by a median of 7-fold (IQR, 5-15-fold) during the luteal phase (P < .0001; Supplementary Figure 1) , with a median follicular progesterone concentration of 940 pg/mL (IQR, 495-1660 pg/mL) and a median luteal concentration of 7500 pg/mL (IQR, 4035-11 295 pg/mL). Estradiol levels were also elevated during the luteal phase (P = .003; Table 1 ), confirming that women underwent sampling during the mid-follicular phase, just before the peak in the estradiol level, and during mid-luteal phase, when the second peak in the estradiol level overlaps with the peak progesterone level [21] . No difference was observed in clinical variables between phases (Table 1) .
Genital Inflammatory Profile Differs Between the Follicular and Luteal
Phases of the Menstrual Cycle
We compared the genital and plasma concentrations of 19 cytokines/chemokines between both phases of the menstrual cycle. Of the 19 markers, 12 (CCL2, IL-12p70, CCL3, CCL4, IL-17A, IL-1α, IL-1β, CXCL10, IL-1RN, CXCL9, CXCL8, and CCL20) were classified as proinflammatory and could be detected in at least 30% of participants ( Table 2 ). The cervical concentration of CCL2 significantly decreased between the follicular and luteal phases (P = .002) in univariate analysis ( Figure 1A and Table 2 ). The plasma concentration of sCD40LG significantly decreased (P = .032) between the follicular and luteal phases of the natural menstrual cycle ( Figure 1B and Supplementary Table 1) .
We used a PLS-DA to determine the multivariate combinations of cervical cytokines that best distinguished between the menstrual cycle phases. Briefly, PLS-DA captures the covariance among predictors in addition to their joint association with an outcome. PLS component 1 of our PLS-DA best separated the follicular phase from the luteal phase (Figure 2A ), and the optimal 2-component model remained predictive after cross-validation, with an AUC of 0.71 (95% CI, .58-.83; sensitivity, 0.71; specificity, 0.71; Figure 2B ). Absolute regression coefficients of the predictive equation are presented in Figure 2C , and the sensitivity and specificity of the PLS-DA for predicting subjects' menstrual phases are presented in Supplementary Table 2 for various cutoff values of the PLS-DA score. Levels of factors positively loaded on component 1 (CCL2, IL12 p70, CCL4, IL17A, and CCL3) were elevated during the follicular phase, whereas factors negatively loaded (IL-1α, IL-1β, CXCL10, IL-1RN, CXCL9, CXCL8, and CCL20) were comparatively lower ( Figure 2C) . The variable importance score demonstrated that CCL2 was the most critical of the 12 cytokines for classifying the phases, with twice the score of the next most predictive marker (Table 3) . PLS component 1 scores were significantly higher in the follicular phase as compared to the luteal phase (P < .0001; Figure 2D ).
The Menstrual Cycle Influences the Expression of HIV Susceptibility
Markers on T Cells in the Female Genital Tract in Paired Comparisons
Having established the cytokine signature profile of the menstrual cycle phases, we explored the potential relationship between phases and activation profile of cervical T cells. The proportion of CD4 + T cells expressing HIV coreceptor CCR5 or activation markers CD69 and HLA-DR was higher in the follicular phase as compared to the luteal phase ( Figure 3 and Supplementary Table 3) . Double-positive cervical CCR5 + CD69 + CD4 + T cells possess the highest degree of susceptibility to HIV entry when compared to CCR5 + CD4 + T cells [22] . We observed that the proportion of CD4 + T cells expressing CCR5 + CD69 + was also higher during the follicular phase (P = .041; Figure 3 ) in univariate analysis. The proportion of CD161 + CD4 + T cells, which correspond to a population of T-helper type 1 (Th1)/Th17 cells in the cervical compartment and are preferentially depleted by HIV infection [19] , remained unchanged between phases ( Figure 3 ). d Genital inflammation is defined as ≥5 cytokines/chemokines with levels in the upper quartile of the 12 cytokines/chemokines expressed in at least 30% of the participants (CCL2, interleukin 12p70, CCL4, interleukin 17A, CCL3, interleukin 1α, interleukin 1β, CXCL10, interleukin 1 receptor antagonist, CXCL9, CXCL8, and CCL20). 1000 P = .02
Cervical Markers (n=32) Ratios of cytokine/chemokine concentrations in picograms/milliliter during the follicular phase to those during the luteal phase (ie, fold change) in paired cervicovaginal lavage and plasma specimens from women who underwent sampling during both phases of the menstrual cycle (1, no change in level; >1, elevated level during the follicular phase; and <1, elevated level during the luteal phase). Only ratios of markers for which concentrations were detectable in at least 30% of the participants are presented in this figure. The ratios are presented as box and whisker plots showing the medians (middle lines), interquartile ranges (upper and lower limits of boxes), and minimum and maximum values (upper and lower whiskers). The parametric paired t test was used for comparing the log 10 -transformed cytokine/chemokine concentrations between phases. Levels of cytokines/chemokines that were significantly altered by the menstrual cycle are indicated by shaded bars. IFN-γ, interferon γ; IL-1RN, interleukin 1 receptor antagonist; IL-1α, interleukin 1α; IL-1β, interleukin 1β; IL-2RA, interleukin 2 receptor agonist; IL-12p70, interleukin 12p70; IL-17A, interleukin 17A; TNF, tumor necrosis factor.
The Menstrual Cycle-Induced Fluctuation of Immune Factor Levels Is
Independent of Elevated Genital Inflammation and Bacterial Vaginosis in Multivariate Models
A growing body of evidence supports a role for elevated genital inflammation in the sexual acquisition of HIV-1 [2, 3, 6] . In the CAPRISA 004 study, women who subsequently became HIV infected had elevated levels of several cytokines in the genital tract [2] . Genital inflammation was defined as the presence of at least 5 cytokines/chemokines with levels above the upper quartile in the genital tract prior to seroconversion, with CCL3, CCL4, CXCL10, and CXCL8 being the most critical markers of seroconversion [2] . We compared the proportion of women with genital inflammation (ie, those with levels of >5 of 12 cytokines in the upper quartile) between phases of the menstrual cycle to assess whether the hormonal cycle could contribute to the inflammatory status of women with a natural menstrual cycle and therefore affect susceptibility to HIV infection. Five women were exclusively inflamed during the follicular phase, and 3 were exclusively inflamed during the luteal phase. In 4 women, genital inflammation persisted across phases. Therefore, the proportion of women with elevated genital inflammation was not different between phases (P = .480; Table 1 ) and could persist over a full cycle.
Bacterial vaginosis is an important driver of genital inflammation and HIV risk [11, 23, 24] . In our study, a quarter of the women (8 of 36 during the follicular phase and 9 of 37 during the luteal phase) had a Nugent score of >7, corresponding to bacterial vaginosis (Table 1) . When adjusting our analyses for the presence of genital inflammation or bacterial vaginosis in multivariate regression models, we found that the difference in cervical concentrations of CCL2, IL-1α, and IL-1β and the proportion of cervical CD69 + CD4 + T cells between menstrual cycle phases remained significant (Table 4) .
DISCUSSION
This study was designed to determine the influence of the menstrual cycle on immune activation, with a particular focus on markers relevant to HIV susceptibility. We characterized the variation in inflammatory profile induced by the natural hormonal fluctuation in paired samples from healthy, HIV-negative women from Nairobi, Kenya. We identified a signature profile of genital cytokines/chemokines that has the capacity to predict the phases of the menstrual cycle in our study participants.
During the menstrual cycle, progesterone and estradiol are secreted in a cyclic fashion to support reproductive functions [21, 25, 26] . In our study, we strictly controlled for the phase of the menstrual cycle in which samples were collected from the women. Sampling occurred during the mid-follicular phase, before the peak in the estradiol level, and during the mid-luteal phase, when the progesterone level is the highest and overlaps estradiol expression. We observed that an elevated cervicovaginal lavage concentration of CCL2 defined the follicular phase, whereas elevated IL-1α and IL-1β levels defined the luteal phase.
Cytokines/chemokines in the genital tract can be secreted by several cell types in response to different stimuli, such as virus and bacteria, but also sex hormones [21] . Published studies comparing cytokine concentrations in univariate pairedmatched cervicovaginal lavage specimens collected at each phase of the menstrual cycle have yielded findings that are somewhat inconsistent. Kyogo et al observed higher cervicovaginal lavage concentrations of IL-1RN and CCL4 and a lower cervicovaginal lavage concentration of IL-1α during the follicular phase [27] ; Francis et al reported high levels of CCL2 and CXCL12 (also known as stromal cell-derived factor 1β) and low levels of CXCL8, IL-10, IL-17A, and transforming growth factor β during the follicular phase in cervicovaginal lavage specimens [28] . Al-Harti et al and Keller et al both observed that the IL-6 level was higher in cervicovaginal lavage specimens during the follicular phase, with one study reporting elevated levels of IL-1β during the follicular phase and the other reporting elevated levels of CXCL8 during the luteal phase [29, 30] . Because their expressions are highly correlated, it is important to consider cytokine/chemokine concentrations not independently but as a contingent of mutually interdependent factors. Using an approach that considers the multivariate combinations of cervical cytokines, we identified CCL2 as the most influential marker differentiating the phases of the menstrual cycle and defined a signature profile for each phase. CCL2 is one of the key chemokines that regulates migration and infiltration of monocytes/macrophages, T lymphocytes, and memory CD4 + T cells in the tissue [31] . Progesterone directly alters CCL2 expression by freely diffusing to the cell membrane and signaling through the progesterone receptor [32] . It is known that progesterone exerts its antiinflammatory effect by directly interfering with transcription of genes encoding CCL2, IL-12p70, TNF, IFN-γ, and IL-6 [32] . Here, we provide evidence that cyclic inhibition of CCL2 production by progesterone is a defining characteristic of the natural menstrual cycle and that its inhibitory effect is compartmentalized to the genital tract.
Owing to the suppression of immune function observed in the female reproductive tract during the luteal phase, Wira et al hypothesized that this phase of the menstrual cycle corresponds to a window of vulnerability to HIV infection and other STIs [33] . In support of this hypothesis, Kersh et al reported that pigtailed macaques with a natural menstrual cycle were infected mainly, although inconsistently, during the luteal phase following repeated challenges by simian HIV [34] . Furthermore, ex vivo infection of cervical explants from women were productively infected by HIV only when explants were obtained during the luteal phase [15] . Cross-sectional studies reported an overabundance of proteins involved in chemotaxis, cellular movement, immune cell activation, peptidase activity, and damage to the epithelial barrier [17, 35] and an increased proportion of HIV-target cells [18] during the luteal phase. However, we observed, in a longitudinal setting, an elevated proportion of CCR5 + CD69 + CD4 + T cells and activated HLA-DR + CD4 + T cells during the follicular phase. When adjusting for bacterial vaginosis, we found that the difference in the proportion of activated CD4 + T cells was no longer significant across phases, indicating that the fluctuation observed was likely driven by bacterial vaginosis and not sex hormones. Furthermore, the a Genital inflammation is defined as ≥5 cytokines/chemokines with levels in the upper quartile of the 12 cytokines/chemokines expressed in at least 30% of the participants (CCL2, IL-12p70, CCL4, IL-17A, CCL3, IL-1α, IL-1β, CXCL10, IL-1RN, CXCL9, CXCL8, and CCL20).
b Effect size, difference in the mean log concentration of cytokines/chemokines (in pg/mL), or cell proportion between follicular and luteal phases.
c Adjusted for age and bacterial vaginosis status.
d Adjusted for age and genital inflammation.
proportion of CD161 + T helper cells, previously defined as a subset of Th1/Th17 cells [19] , and CCR5 + CD4 + T cells remained consistent across phases. Although we cannot exclude that we lacked power to capture a difference in CCR5 + CD4 + T-cell proportions or that samples were collected too early in the luteal phase to capture the window of susceptibility [34] , we found a lack of support for a menstrual cycle-induced fluctuation in the HIV-target cell proportion in the genital tract, as observed by others [36] [37] [38] [39] . In our study, the proportion of CD4 + T cells expressing CD69 in the genital tract was higher during the follicular phase. CD69 was the only marker differently expressed between the phases of the menstrual cycle, when accounting for bacterial vaginosis infection and genital inflammation. CD69 is briefly expressed on stimulated T cells and mediates tissue retention [40, 41] . CD69 identifies tissue-resident memory T cells (T RM ), which mediate rapid protection against pathogens [40, 41] . The genital tract is an immune-restricted site where T-cell trafficking is tightly regulated and circulating memory T cells fail to access the genital mucosa at steady state [42] . In the genital tract, T RM generate a tissue-wide pathogen-alert environment capable of activating multiple populations in the immune system without recirculating through lymphoid tissues [43] . CD4 + T cells in the genital tract compose a population of both resident (CD69 + ) and recirculating (CD69 − ) memory CD4 + T cells [44] . We observed an increased proportion of CD69 expression on CD4 + T cells during the follicular phase, suggesting increased retention of these cells in the cervical tissue. Recent work from Swaims-Kohlmeier et al [44] described a population of recirculating CD4 + T cells (CCR7 hi ) in the genital tract and suggested that heterosexual HIV transmission may occur through the infection of recirculating CCR7 hi memory CD4 + T cells trafficking from the luminal surface of the genital tract across the epithelium to lymphoid tissues. Consistent with the increased tissue retention capacity we observed during the follicular phase in our study, Swaims-Kohlmeier et al reported that the proportion of recirculating cells was elevated during the luteal phase of the menstrual cycle. The immune environment induced by hormonal cycling may promote the retention of memory CD4 + T cells in the tissue during the follicular phase and their recirculation during the luteal phase. Therefore, CD69 + cells also expressing CCR5 may be more likely to become infected during the follicular phase and, when recirculating, can disseminate HIV during the luteal phase, explaining why productive infection has previously been observed during this phase [13, 14, 45] .
It remains challenging to establish whether the natural changes triggered by the menstrual cycle are sufficient to influence HIV acquisition. Our study did not look at seroconversion as an end point, and the length of the eclipse phase has yet to be established in humans. It has become clearer that genital inflammation, particularly chemokine concentrations, is a determinant for HIV acquisition [2, 46] . What remains unclear is the threshold of genital inflammation that predicts HIV-acquisition and whether the changes in CCL2 induced by the menstrual cycle would even cross this threshold. A measurable range of cytokine/chemokine concentrations in the genital tract, comparable across studies, still needs to be established to answer these questions.
In summary, this study established that CCL2 is the signature chemokine in cervical lavage specimens that best distinguishes menstrual cycle phases, that its concentration is elevated during the follicular phase, and that the increase is paired with retention of CD4 + T cells in the genital tract. By further defining how hormones regulate the immune response within the genital tract and influence HIV risk, this study contributes to inform the design of HIV prevention strategies and safer contraceptive methods.
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