Abstract-Block-coded modulation with interblock memory (BCMIM) is a variation of block-coded modulation (BCM) which is designed for multilevel coding. By providing interblock memory between adjacent blocks, the coding rate of a BCMIM scheme can be increased without decreasing the minimum squared Euclidean distance (MSED) as compared to the original BCM. In an early version of BCMIM, interblock coding is provided only between the first two coding levels of adjacent blocks. In this paper, we design BCMIM with a more general form for which interblock coding can be introduced among many coding levels. In this way, we can further increase the coding rate of BCMIM without decreasing the MSED. We provide many examples to show the advantages of BCMIM with the general form. Most of the examples are designed based on multidimensional signal sets, since a multidimensional signal set can provide more coding levels than a two-dimensional (2-D) signal set.
I. INTRODUCTION

I
N 1982, Ungerboeck [1] proposed the concept of coded modulation which combines error-control coding and the concept of set partitioning on the expanded two-dimensional (2-D) signal set (signal constellation). The concept of set partitioning can be briefly described as follows: Let be a 2-D signal set which consists of 2 signal points. Each 2-D signal point in can be represented by a binary -tuple . Let , where . The squared Euclidean distance (SED) between is denoted by . For , let be the set for . Let . Then, is partitioned into two subsets, which are and its coset. Equivalently, is partitioned into 2 subsets Publisher Item Identifier S 0090-6778(97)08202-0.
consisting of and its cosets. The intraset SED of or its cosets is shown in (1) , found at the bottom of the next page. Clearly, . With the partition chain , we say that has an -level partition structure and a distance profile of . There are many additional research results in the area of coded modulation. Some of them may be found in the references listed in [2] - [20] . Among the known coded modulation systems, there are many which have the multilevel coding structure [11] - [20] . Let be a sequence of signal points in where . A multilevel coded modulation can be designed by considering as the labelings of signal points at the th level, . For traditional multilevel coding [11] - [14] , is designed to be a codeword of a binary code . If each is a binary block code of length , then the associated scheme is called block-coded modulation (BCM), where each block consists of 2-D signal points in . In 1994 [20] , a variation of BCM called blockcoded modulation with interblock memory (BCMIM) was proposed. This is designed by modifying the BCM to allow an interdependency between the second coding level of the current block and the first coding level of the next block. These two levels are encoded together in the first coding stage. The th coding level of the current block is encoded as a normal binary block code for . We say that this BCMIM has an -level and -stage coding structure. The introduction of interdependency between blocks (i.e., interblock coding) can increase the coding rate without decreasing the minimum SED (MSED) as compared to the original BCM.
In this paper, we generalize the method of providing interblock coding so that BCMIM has an -level and -stage coding structure. In this way, we can provide additional interblock coding. That implies a further increase of coding rate without sacrificing the MSED. Good examples of the generalized form of BCMIM based on 2-D signal sets are rare. However, we can easily construct good examples of the generalized BCMIM based on multidimensional signal sets. We use the method proposed by Pietrobon et al. [9] - [10] to partition a 2 -D (2 -dimensional) signal set into an -level structure. Since the number of partition levels of a 2 -D signal set is greater, there is more room for designing interblock coding in BCMIM. Several examples are constructed based on this idea. We show that large coding gains can be achieved while the decoding complexities are relatively low. The BCMIM scheme proposed in [20] is constructed by providing interblock coding between the first coding level of one block and the second coding level of the following block. Let represent a block and ) represent the next block. For the BCMIM scheme proposed in [20] , is a codeword of a binary linear code of block length 2 , while and are codewords of a binary linear code of block length for . The coding configuration is given in Fig. 1 . We may say that such a BCMIM scheme has an -level and -stage coding structure. We now extend the -level and -stage BCMIM scheme proposed in [20] to a more general form which has an -level and -stage structure, where . The coding configuration is shown in Fig. 2 It is possible to design , which is further generalized from that given in (4), so that we can have BCMIM schemes for which the coding rates are further increased while the MSED's are not changed. We will show several generalized designs of by specific examples appearing in Constructions 1-5.
In this paper, for , the (8, ) binary block code with generator matrix (7) is called the RM (8, ) code, where implies that transpose of a matrix and We now combine levels 1, 2, and 3 into one coding stage to form a BCMIM (BCMIM-1A). The coding configuration is given in Fig. 3 
Note that and are binary codes used for levels 1, 2, and 3 respectively. The code is the RM (8, 8) code. BCMIM-1A has a four-level and twostage coding structure. Let represent the signal block generated for the th time unit which contains eight 2-D signal points. The encoding for the th (1) 6 .02 dB and the coding rate is three bits per 2-D signal point. Both BCM-1 and BCMIM-1A can be decoded by using multistage decoding. BCM-1 can be decoded by using the trellises of and for the first, second, third, and fourth decoding stages, respectively. BCMIM-1A can be decoded by using the trellises of and for the first and second decoding stages, respectively. The 16-state trellis for as shown in Fig. 4(a) is composed of three partial trellises for and , respectively. The three partial trellises are used for levels 3, 2, and 1, respectively. Note that for BCMIM-1A, we have . We now modify the generator matrix used in BCMIM-1A by setting . The resultant BCMIM (BCMIM-1B) has the same coding rate and MSED as BCMIM-1A. The MSED of BCMIM-1B can be verified by a procedure similar to that for BCMIM-1A except for the condition of i). For BCMIM-1B, the MSED between and is if and and is if and . This verifies that the MSED of BCMIM-1B is 3.2. For BCMIM-1B, the trellis for can be simplified to be an eight-state trellis as shown in Fig. 4(b) . Note that all 14 bits on the right-hand side of of BCMIM-1B are all zero. Such an arrangement for BCMIM-1B can make the trellises for the two cosets of the code with generator matrix (10) differ only in the first two bit positions. Thus, the trellis for of BCMIM-1B can be simplified. In either Fig. 4 (a) or (b), a branch in the partial trellis corresponding to (used in level 2) represents a coset of the (4,1,4) binary block code. Decoding complexity of a coded modulation scheme can be evaluated by ADD and COM, which are the average numbers of additions and comparisons for each decoded bit, respectively. We have ADD and COM for BCM-1; ADD and COM for BCMIM-1A; ADD and COM for BCMIM-1B. Simulation results are given in Fig. 5 . For a bit error rate (BER) of 10 , the coding gains of BCM-1, BCMIM-1A, and BCMIM-1B over uncoded 8-AMPM are 3.31 dB, 3.66 dB, and 3.66 dB, respectively. Due to the large number of nearest neighbors for the multilevel coded modulation system using multistage decoding, the coding gain of each of BCM-1, BCMIM-1A, and BCMIM-1B for a BER of 10 is appreciably lower than the associated ACG.
III. BLOCK-CODED MODULATION WITH INTERBLOCK MEMORY USING MULTIDIMENSIONAL SIGNAL SETS
For a 2-D signal set with small , it is difficult to design BCMIM with much interblock coding. The reason is that for a 2-D signal set with small , such as 8-PSK, there is no room for additional interblock coding design. With this observation, we resort to multidimensional signal sets to further upgrade the performance of BCMIM. In [9] and [10] , Pietrobon et al. proposed a procedure to partition the 2 -D signal set into a structure with partition levels. From [9] and [10] , we can have a partition chain where is the union of and its coset. In the th partition level, there are 2 cosets of the subset in . These 2 cosets of are denoted by or where and . Each -D signal point or in can be generated from . For is the labeling of for the th level. In this way, the distance profile of the -PSK signal set , and the distance profile of the -QAM signal set can be derived, where is the intraset MSED within each coset of . With these signal sets, we are able to construct very efficient BCMIM schemes. For a BCMIM scheme using a 2 -D signal set, the parameter of in Section II is replaced by , the distance profile is replaced by , and the denominator in (2) and (5) must be replaced by . 
A. BCMIM Based on 2 8-PSK
Consider the set partitioning of the 2 8-PSK signal set, . As shown in We can construct a BCMIM (BCMIM-2A) with a six-level and three-stage coding structure. Let represent the signal block generated for the th time unit which contains eight 4-D signal points. The encoding for the th time unit involves four consecutive blocks, represented by . The coding configuration is shown in Fig. 7 
The code is a combination of two codes and where is the RM(8,8) code for and . The generator matrix of has the following form:
The code is the RM(8,8) code. With a procedure similar to that for BCMIM-1A, we can show that the MSED of BCMIM-2A is 8.
We can slightly modify BCMIM-2A into another BCMIM (BCMIM-2B) by setting [ . With a procedure similar to that for BCMIM-1B, we can show that the MSED of BCMIM-2B is eight. For either BCMIM-2A or BCMIM-2B, the coding rate is two bits per 2-D signal point and the ACG over the uncoded QPSK is 6.02 dB. The 16-state decoding trellis of for BCMIM-2A is shown in Fig. 8(a) , and the eight-state decoding trellis of for BCMIM-2B is shown in Fig. 8(b) . The comparison between BCMIM-2A and BCMIM-2B is similar to that between BCMIM-1A and BCMIM-1B. For BCM-2, ADD and COM . For BCMIM-2A, ADD and COM . For BCMIM-2B, ADD and COM . Simulation results are given in Fig. 9 . For a BER of 10 , BCM-2, BCMIM-2A, and BCMIM-2B have coding gains of 3.27 dB, 3.27 dB, and 3.21 dB over uncoded QPSK, respectively. For each of BCM-2, BCMIM-2A, and BCMIM-2B, the coding gain for a BER of 10 is much smaller than the associated ACG due to the huge number of nearest neighbors. In Section IV, we will show a modification of BCMIM-2B for which the number of nearest neighbors is reduced.
For either BCMIM-2A or BCMIM-2B, with interblock coding between levels 4 and 5, we can increase the coding rate by 1/16 bit per 2-D signal point as compared to BCM- 2. With interblock coding between levels 2 and 3, the coding rate is further increased by 3/16 bit per 2-D signal point. We still need 1/16 bit per 2-D signal point to have the coding rate equal to uncoded QPSK. This comes from the interblock coding among levels 1, 2, and 3.
In fact, we can modify either BCMIM-2A or BCMIM-2B to further increase the coding rate to be 33/16 = 2.0625 bits per 2-D signal point. In the following, we will only consider the further modification of BCMIM-2B. This is obtained by combining levels 1, 2, 3, 4, and 5 as one coding stage. The generator matrix of code for this stage is (13) where . is the (8, 8, 1) code. It can be shown that the MSED of this two-stage BCMIM (BCMIM-2C) is also eight with a technique similar to that for BCMIM-2B. The ACG of BCMIM-2C over uncoded QPSK is 6.15 dB. Simulation results are shown in Fig. 9 . The complexity of decoding BCMIM-2C is almost the same as that of BCMIM-2B.
In the following construction, a BCMIM scheme with block length 4 is shown.
Construction 3: Let and be and binary codes respectively. The set is a BCM (BCM-3) with block length 4. For BCM-3, the MSED is 8 and the coding rate is bits per 2-D signal point.
We have ADD and COM , if six-stage decoding is used.
A BCMIM scheme (BCMIM-3) which has a six-level and two-stage coding structure can be designed as follows. Fig. 9 . The coding gains of BCM-3 and BCMIM-3 over uncoded QPSK are 2.90 dB and 3.52 dB, respectively, for a BER of 10 . It is difficult to achieve a high coding rate for a BCMIM with a small block length. However, the decoding complexity of a BCMIM with a small block length can be very low.
B. BCMIM Based on 2 16-QAM
According to [10] , the distance profile for the eight-level partition structure of 2 16-QAM is . With this, we can construct efficient BCMIM schemes.
Construction 4: Let and be RM (8,1), RM(8,4), RM(8,4), RM(8,7), RM(8,7) , RM (8,8), RM(8,8), and RM(8,8) codes, respectively. The BCM of block length 8 (BCM-4) based on the 2 16-QAM signal set has an MSED of 3.2 and the coding rate is bits per 2-D signal point. We have ADD and COM , if an eight-stage decoding is used.
We now combine levels 1, 2, 3, 4, and 5 to form a BCMIM (BCMIM-4) which has an eight-level and four-stage coding structure. The design is as follows:
i) The code has the generator matrix in the form of (13) Fig. 10 . In  Fig. 10 , each branch in the partial trellises corresponding to levels 2 and 3 represents a coset of a (4,1,4) binary code. For BCM-4 and BCMIM-4, the ACG over uncoded 8-AMPM are 5.93 dB and 6.53 dB, respectively. Simulation results are shown in Fig. 5 . The coding gains of BCM-4 and BCMIM-4 over uncoded 8-AMPM are 3.07 dB and 3.36 dB, respectively, for a BER of 10 . BCMIM-4 is a BCMIM scheme with a high coding rate. In the following construction, a BCMIM scheme with a very high coding gain is given. 
IV. PERFORMANCE ANALYSIS
The error performance of a coded modulation system is mainly determined by its MSED and the number of nearest neighbors for each code path. Remember that in each of the BCM or BCMIM described in Section II or III, the coding gain for a BER of 10 is much smaller than the asymptotic coding gain. This is due to the large number of nearest neighbors for each code path. This phenomenon is a part of coded modulation systems using multidimensional signal sets and multistage decoding.
We now consider the signal set of 2 8-PSK. In the mapping from to as given in Section III, the numbers of nearest neighbors to at the six levels are listed below. . Then, using multistage decoding, the number of code paths at an MSED of from the reference code path is . For small , usually is small and large is required. Hence, in designing a BCM or BCMIM using a multidimensional signal set, the usage of level when is small will usually result in degradation of the coding gain at low to moderate signal to noise ratio. Hence, in a design, the usage of level for small should be avoided unless the associated MSED is very large.
Consider the case of BCMIM-2B. At the first stage of coding, we encode message bits into using a (24, 9) binary code . Among the nine bits of only the encoding of will involve the first level of the partition structure of 2 8-PSK. The MSED between any two code paths with different values of is 8.688. Using the multistage decoding, the number of neighbors at an MSED of 8.688 is about 2 . Such an enormous number of neighbors will appreciably deteriorate the error performance. In the following, we show a modification of BCMIM-2B which has fewer neighbors.
In Section III, there is a BCMIM (BCMIM-2C) that is modified from BCMIM-2B and has a coding rate of 33/16 bits per 2-D signal point for which the generator matrix for is given in (13) , where and are zero matrices. We now set and of (13) to be zero matrices, and let and be the same as those for BCMIM-2C. In this way, we have a new BCMIM scheme (BCMIM-2D), for which level 1 is not used while the MSED remains eight and the coding rate is two bits per 2-D signal point. Using two-stage decoding, simulation results are given in Fig. 9 . The decoding trellis for is similar to Fig. 4(b) . In fact, the only modification is to replace the two-state partial trellis of length eight on the lefthand side of Fig. 4(b) by a two-state partial trellis of length 16. For BCMIM-2D, we have ADD , COM . As expected, the error performance of BCMIM-2D is better than that of BCMIM-2B. For a BER of 10 , BCMIM-2D has a coding gain of 3.49 dB over uncoded QPSK.
In Sections II and III, we compared the performances of each BCMIM scheme with the associated BCM scheme. We now list two trellis-coded modulation (TCM) schemes and a BCM scheme for comparison. a) TCM Figs. 5 and  9 , respectively. We find that BCMIM-2D has lower BER than TCM-6 for greater than 6.7 dB, and BCMIM-1B has lower BER than TCM-7 for greater than 8.8 dB. BCMIM-2D also requires fewer additions and comparisons as compared to TCM-6. However, TCM-6 has better regularity. The comparison between BCMIM-1B and TCM-7 is similar. BCMIM-2D has significantly lower BER and requires a somewhat higher decoding complexity as compared to BCM-8.
V. CONCLUDING REMARKS
In this paper, the block length of the BCMIM are all confined to four or eight 2 -dimensional signal points, where is only one or two. There are two ways to achieve a larger coding rate for BCMIM without sacrificing the MSED. One is to increase the block length . For , the decoding complexity may still be acceptable. For , the decoding complexities will usually be much greater. The other way of increasing MSED is to increase . One problem associated with the designing of BCMIM with large is that the number of nearest neighbors will usually be very large. At low to moderate signal to noise ratio, this may greatly reduce the coding gain obtained by increasing MSED. Moreover, for large , the effort of finding the bit metric in each coding level will sharply increase. At the first coding level, the bit metric for is the MSED between the received 2 -dimensional signal point and all the 2 -dimensional signal points in . The bit metric for is the MSED between the received 2 -dimensional signal point and all the 2 -dimensional signal points in . At the th coding level have been determined. The bit metric for is the MSED between the received 2 -dimensional signal point and all the 2 -dimensional signal points in . The bit metric for is the MSED between the received 2 -dimensional signal point and all the 2 -dimensional signal points in . In this paper, the additions (or comparisons) required for finding the bit metric of each level are taken into account in calculating the number and ADD (or COM) for decoding each coded modulation scheme. Since or in this paper, the number of additions (or comparisons) required for finding the bit metrics of each level is not great. However, for large , calculating the bit metrics will be difficult. The solutions of these problems will be essential in constructing more efficient BCMIM.
