ABSTRACT Dialysis vascular accesses are critical for patients receiving hemodialysis treatment. However, dialysis access stenosis and further dysfunction are engendered by thrombosis or outflow (venous anastomosis site) stenosis and the progression of inflow (arterial anastomosis site) stenosis. Thus, any narrowed access causes vibrations, turbulent flow, and murmur sounds around stenosis sites. Auscultation and frequencybased techniques are employed to detect these sounds, and frequency components are also validated on the basis of the degree of stenosis (DOS). In this paper, a biophysical experimental model employing an in vitro arteriovenous graft model was established to produce various acoustic signals associated with single stenosis and multiple stenoses. By analyzing various combinations of stenoses, this paper selected suitable features of the frequency and power spectra using the Burg autoregressive method. A multiple regression model applying a higher number of explanatory variables and response variables, as a generalized regression neural network, was employed to identify DOS levels at inflow and outflow sites. The experimental results indicated that the proposed screening model provided a higher average hit rate of >90%, average true-positive rate of >90%, and true-negative rate of 100% in single and multiple stenosis screening, compared with the multiple linear regression model.
I. INTRODUCTION
An arteriovenous fistula (AVF) or an arteriovenous graft (AVG) is a vital vascular access for delivering an adequate blood flow rate of greater than 600 mL/min. Long-term repeated puncture, which is required for hemodialysis (HD) treatments, causes access stenosis and further dysfunction such as single stenosis, inflow stenosis, and outflow stenosis. In addition, patients undergoing dialysis who suffer from atherosclerosis progression can develop stenosis in the lumen of the vascular wall at the arterial site or the venous site, because of diabetes mellitus and vascular diseases. When a stenotic focus with 50% stenosis is present in a normal vessel diameter, hemo-dynamic or clinical abnormality occurs, such as a decrease in flow rate and an increase in flow velocity and resistance [1] - [3] . Therefore, the flow rate is <600 mL/min in AVGs and <400-500 mL/min in AVFs. When >70% stenosis is detected in a vascular access through ultrasound examination, percutaneous transluminal angioplasty or a similar surgical treatment is required to dilate the stenotic lesion [2] , [3] . Thus, the interior of the vascular access exhibits pathological changes such as intimal hyperplasia and aneurysmal deformability. These complications could lead to venous stenosis and arterial artenosis and, ultimately, to the progression of coexisting stenosis. AVGs have a higher infection rate and a higher patency rate than those of AVFs when stenosis growth occurs at the venous site [4] , thus engendering venous neointimal hyperplasia and thrombosis [5] - [7] . Acute problems such as hemo-dynamic variations in blood flow, blood pressure, and flow velocities in the stenotic vicinity affect the dialysis vascular access and cause vibrations, turbulent flows, and murmur sounds.
Through numerical analyses, some studies [7] - [9] have proposed mathematical models or analytical solutions for describing the hemodynamic phenomenon through a narrowed access or pulsatile flow in multiple stenotic accesses. Numerical correlations have been validated between in vivo and in vitro experiments. These analyses provide information for understanding the major effects and risks of the hemodynamic phenomenon and then addressing clinical problems such as steady laminar flow, transitional flow, and pulsatile flow. However, these analytical methods cannot be applied in a practical clinical environment. Ultrasound examination is a useful and noninvasive tool with a highly accurate detection rate for stenosis diagnosis; however, the accuracy of the examination depends on the operation experience of the physician involved. In addition, percutaneous transluminal angioplasty with angiography can be used while diagnosing and conducting therapy on patients suspected to have vascular stenosis or occluded lesions. However, these methods cannot be utilized in home care and practical clinical environments.
The National Kidney Foundation Dialysis Outcomes Quality Initiative [10] , [11] recommends routine examination and surveillance of vascular access function. Clinical assessments are based on physical examinations, such as inspection (inspecting for scars), palpation (feeling with the hands), and auscultation (listening for bruits) methods [11] , [12] . The inspection and palpation methods depend on the clinician's experience. Outflow stenosis causes pulsatility and strength, which are directly proportional to the arterial inflow pressures. Moreover, bruits and murmur sounds are heard around the venous and arterial anastomosis sites. Auscultation is a well-known method for identifying local fluid motion in a body by using electronic stethoscopes. Auscultation is also a simple and noninvasive technique for obtaining phono-angiography (PAG) signals for detecting dialysis access function. PAG signals indicate the hemodynamic conditions during each systolic and diastolic period, such as the relationship between PAG and the degree of stenosis (DOS), flow velocities, and flow rates. These acoustic waveforms can be obtained in various lengths of streaming data and can then be decomposed to time-frequency or frequencybased characteristic parameters for assessing the vascular stenotic conditions at lesion sites. Previous studies [12] - [15] have proposed changes in frequencies and amplitudes to be dependent on the stenotic sites, monitoring sites, and severity of DOS. The Burg autoregressive (AR) method [16] , [17] has been employed to smooth the frequency spectra of PAG signals, and frequency-based parameters indicated distinct spectral peaks between 25 and 800 Hz [18] , [19] . Thus, the characteristic frequencies and power spectrum obtained could be applied to distinguish a normal condition from single and multiple stenosis. However, only one monitoring site displayed lack of information between the frequency features and DOS. This study proposes a dual-channel auscultation technique to enhance the accuracy of estimations at inflow and outflow stenosis sites.
For multiple-site screening, multiple explanatory variables were employed to estimate multiple response variables. Therefore, the multiple regression method [20] , [21] was employed to model an estimator to map the relationship between multiple explanatory variables and multiple response variables. Both multiple linear regression and nonlinear regression models were utilized to model the estimator. A Generalized regression neural network (GRNN) [22] , [23] was proposed as a high-dimensional pattern mechanism and complex nonlinear estimator to deal with nonlinear mapping applications. The Burg AR method was employed to analyze frequency spectra to identify key feature parameters, which were established in input-output paired training data for GRNN model learning. The GRNN-based adaptive prediction method is a kernel model with Gaussian distributions centered on observed scatter data [24] . This function renders the algorithm suitable for interpolation applications and nonlinear curve approximations in a high-dimensional feature space. The proposed GRNN provides a prediction model based on nonlinear curve approximation using the optimization technique [15] , [23] to determine the GRNN parameters in a dynamic modeling environment. This study recommends the data length of acoustic signals and returned sampling points in discrete frequency spectra, which can be used to enhance the resolution for extracting key features. Compared with the multiple linear regression method, the GRNN-based model is superior in terms of screening tasks, as indicated by its higher hit rate, true-positive rate, and true-negative rate derived experimentally.
The remainder of this article is organized as follows: Section 2 describes the experimental system and key feature extraction process. Section 3 addresses the multiple regression methodology. Finally, Sections 4 and 5 present the experimental results and conclusions, respectively.
II. EXPERIMENTAL SETUP A. EXPERIMENTAL SYSTEM
A biophysical model of the human cardiovascular circulation system and dialysis circulation circuit is displayed in Figure 1(a) . This model consists of two roller pumps (precision blood pump, COBE, LAKEWOOD, CO 80215, USA), silicone tubes, dampers, a reservoir, and a stenotic segment. The main roller pump (40-80 rpm) was used to drive a blood-mimicking fluid (BMF) and supply the pulsatile flow (80-120 beats/min) from the radial artery on a virtual adult's hand, as shown in Figure 1(b) . The pressure and BMF flow were monitored to maintain the human biophysical conditions by using pressure sensors and flow meters, as shown in the Appendix. For the dialysis procedure, the main roller pump was set to 40-80 rpm and employed to simulate the dialysis blood circulation for an adult patient; specifically, the flow rates and pressures were 600-1,000 mL/min and 60-160 mmHg, respectively during HD [2] , [3] , [12] . The other roller pump (40 or 60 rpm) was employed to mimic dialysis circulation conditions during HD. This roller pump was used to drive the BMF at a rate of 400-600 mL/min through various stenotic segments.
A water-glycerin fluid with a hematocrit of 38%-62%, kinematic viscosity of 3.2 × 10 −6 m 2 /s, and density of 1090 kg/m 3 at a temperature of 28 • C was employed as the BMF, similar to that of a normal adult. The silicone tubes (representing artery and vein tubes) have an inner diameter D a of 0.635 cm. A biophysical model of an experimental AVG was created, as shown in Figure 1(c) , that mimicked three stenosis combinations: single stenosis, inflow stenosis with the progression of outflow stenosis, and outflow stenosis with the progression of inflow stenosis. The biophysical model consists of two semicylindrical blocks of polydimethylsiloxane with a refractive index of 1.40 [25] . The blocks can be employed to mimic the blood vessel boundary within heterogeneous tissues. Each stenotic segment was fabricated with 0% to 95% narrowed experimental vascular access. DOS can be defined as follows for clinical examinations [12] - [14] :
where D a is the diameter of the normal access or graft in the direction of blood flow and d a is the diameter of the stenotic segment, as shown in Figure 1 (a). A DOS of 50%-95% was considered in this study, and the measurement sites were around the inflow and outflow sites, as shown in Figure 1 (c).
The auscultation method was applied to obtain PAG signals by using a data acquisition card (National Instruments TM DAQ DAQ-9178 card, analog-to-digital converter with eight channels and a sampling rate of 1 MHz, USA) or conducting wireless data transfer to a tablet PC. The PAG signals were obtained using electronic stethoscopes (3M TM Littmann R , Model 4100, K051790, Minnesota, USA), which could detect sounds from 1 to 2,000 Hz from the heart, vessels, and lungs, by using a selective frequency while conducting a physical assessment. The electronic stethoscopes offered amplification (18 times amplification, 25 dB), signal processing, filtering, and recording functions. For various combinations of inflow stenosis (0%-95%) and outflow stenosis (0%-95%), auscultations were conducted using the dual-channel electronic stethoscopes at the pre-and post-stenosis sites within < 10 cm the of arterial and venous anastomosis sites.
B. FEATURE EXTRACTION
PAG signals were recorded using an electronic stethoscope. Subsequently, fast Fourier transform (FFT) was used with discrete Fourier transform (DFT) to record a discrete PAG signal in the time domain and transform the signal into a frequency-domain signal as follows [26] , [27] :
where PAG[n] is a discrete time signal (sample data), n represents the sampling points, and fft(e j ) is a periodic function extending from the initial frequency, f = 0, to the sampling frequency, f s . The DFT was defined in the region between 0 and f s on the basis of Nyquist sampling theory. The power spectral density (PSD)/power spectrum was applied to assess the spectral energy distributions of the frequency components of a PAG signal. After the DFT process, a PAG signal was decomposed into several discrete frequencies in the 0-1,000-Hz frequency range. Each frequency spectrum was normalized with the maximum amplitude at the pre-and post-stenosis sites, as shown in Figures 2(a) and 2(b). The Burg AR method [12]-[17] was then employed to smooth the frequency spectrum over a continuous range. Thus, the characteristic frequencies were estimated using the AR coefficients that constituted unbiased estimates of the partial correlation coefficients. To obtain reliable characteristic frequencies, an AR model with an AR order was established to minimize the sum of the residual energies by using the Levinson-Durbin recursion algorithm [16] , [17] . Hence, Burg's method was employed to smooth the frequency spectra and to identify favorable spectra with peaks within specific frequency regions. The resulting spectra exhibited identical phenomena in both in vitro and in vivo studies; thus, the method can be applied in practice. On the basis of specific frequency-based parameters, the aforementioned features provided key information for the detection of vascular access stenosis.
This study proposes the following recommendations for selecting the appropriate AR order so as to enable a clinician to achieve a high-quality analytical evaluation: (1) matching the time-limited observation (10-s record for a consumer electronic stethoscope), (2) reducing spectral broadening and spectral leakage, and (3) enhancing the frequency resolution within the observed window. Thus, characteristic frequencies and large amplitudes can be distinguished in the frequency ranges of interest. In this study, the characteristic frequencies were obtained to determine the spectral peaks from 200 to 300 Hz and from 500 to 600 Hz. Distinct peaks of PSDs pertaining to characteristic frequencies at the pre-and post-stenosis sites were determined to be the key features and were represented in four combinations-(pre-PSD1, pre-frequency1), (pre-PSD2, pre-frequency2), (post-PSD1, post-frequency1), and (post-PSD2, post-frequency2). Therefore, multidimensional data sets of PSDs versus DOSs and characteristic frequencies versus DOSs were visualized in a three-dimensional (3D) feature space, as shown in Figure 3 .
In clinical investigations, stenosis progressions initiate at outflow sites such as outflow side stenosis or stenosis processes near the graft-to-vein site. Such stenosis cases may result in arterial side stenosis and, ultimately, in progression of coexisting stenosis. When the DOS% value is >50%, patients should be advised to receive surgical treatments [12] . For identifying various combinations of single stenosis (0%-95%) and multiple stenoses (50%-95% versus 50%-95%), we conducted 126 practical measurements at the pre-and post-stenosis sites, involving 3 normal conditions (< 50%), 33 single stenosis conditions (inflow or outflow stenosis), and 90 coexisting inflow and outflow stenosis conditions at the pre-and post-stenosis sites, as displayed in Figure 4 (a). For a primary feature analysis, a large gap was observed between the two variables-pre-PSD1 and post-PSD1. Most values of the two variables were 0.8-1.0, a range in which no experimental data existed, as shown in Figure 3(a) . Hence, wider prediction bounds existed in the feature space. The experimental data did not contain sufficient information for estimating DOSs when a high-degree nonlinear regression model was employed, thus leading to inappropriate predictions for all DOS ranges (p > 0.40). As shown in Figure 3(b) , pre-PSD2 and post-PSD2 were positively correlated with pre-DOS and post-DOS (p < 0.001). In addition, the characteristic frequencies were noted in the ranges of 200-300 Hz (p > 0.20) and 500-600 Hz (p > 0.40), as shown in Figures 3(c) and 3(d) . Two marginal distributions (two clusters) existed in the feature space. Therefore, the characteristic frequencies could be determined by using experimental (big data) collections. A multiple regression estimator with two variables was established to model the response variablespre-DOS and post-DOS. The index R 2 is the square of the correlation coefficient between the estimator and the response. A higher R 2 value indicates a closer model fit. The optimal regression model was validated using multiple regression methods and GRNN. 
III. REGRESSION METHODOLOGY A. MULTIPLE REGRESSION (LINEAR REGRESSION MODEL)
Typically, a linear regression model is used to map the relationship between a dependent variable, y, and one or more explanatory variables denoted by a single variable, x, or multiple variables, x 1 , x 2 ,. . . x n (n is the number of explanatory variables). Regression on multiple explanatory variables is known as multiple linear regression. In this study, we attempted to model a multiple regression estimator for evaluating DOSs at the pre-and post-stenosis sites. As shown in Figure 3(b) , a positive correlation was observed between (pre-PSD2, post-PSD2) and pre-DOS and between (pre-PSD2, post-PSD2) and post-DOS; therefore, two explanatory variables, pre-PDS2 and post-PSD2, and two dependent variables, pre-DOS and post-DOS, were specified. Linear regression analysis was applied to quantify the relationship between the dependent variable and explanatory variables, as given by the data sets of K statistical units,
Assume a relationship between the dependent variable, y 1 or y 2 , and the two regressors, x 1 and x 2 . Accordingly, the estimator can be modeled through an error variable, ε k , as given in the following formula [20] , [21] :
Equation (3) can be represented in the form of a matrix:
where
] T represent the regression coefficients, ε represents the error term, and y jk , j = 1, 2, represent the response variables (measured variables). For experimental and observational data, least squares estimations (i.e., ordinary least squares or iteratively reweighted least squares [20] , [21] ) are employed for estimating regression coefficients. The ordinary least squares estimation method, a commonly used estimator, minimizes the sum of squared error and subsequently provides a closedform expression for solving the unknown regression coefficients β j .
The estimated variable can be expressed as follows:
Here, the estimator is consistent if the errors have a finite variance value and are uncorrelated with the regressors. Moreover, X (X T X ) −1 X T is the ''hat matrix.'' Thus, the formula VOLUME 6, 2018
for multiple regression in this study can be expressed as follows:
To fit an interpolation model within the ranges of experimental data (between the maximum and minimum values), the regression model (9) can predict pre-DOS (y 1 ) and post-DOS (y 2 ), given the known input variables, pre-PSD2 (x 1 ) and post-PSD2 (x 2 ). When the function of the model is nonlinear, the sum of squares must be minimized using an iterative process. GRNN, a nonlinear model, is introduced in the next section.
B. GRNN MODEL
A nonlinear regression model such as GRNN [15] , [22] , [23] is employed for high-dimensional mapping applications. In this study, GRNN was utilized for mapping the relationship between DOSs and PSDs at the pre-and post-stenosis sites, as shown in Figure 4(b) . This model provides a sufficient number of pattern nodes in the pattern layer and can approximate a nonlinear function or can establish a nonlinearity estimator with two or more input variables, x 1 and x 2 , and two or more expected values, y 1 and y 2 . Hence, the input vector X and output vector Y are in the input and output layers, respectively, as shown in the subsequent equations:
where the expected E[y j (k)|x i (k)] represent given variables; the functions x 1 and x 2 and y 1 and y 2 can be estimated from the measurement data. Moreover, ε k is the residual error, where k = 1, 2, 3, . . . , K . Corresponding pattern nodes continue to grow with the addition or deletion of nodes in the pattern layer. The GRNN algorithm requires pattern nodes to model a high-dimensional regression function and an estimator in a fraction of time for training or retraining the network when several combinations of training data are available, including various flow rates for single stenosis (50%-95%) and multiple stenoses (50%-95% versus 50%-95%), as shown in Figure 4 (a). The multilayer network consists of four layers-the input, pattern, summation, and output layers. The GRNN algorithm is summarized as follows:
Step 1) For each training pattern 1, 2, 3 , . . . , K ), connecting weights w ki (where i = 1, 2) are created between the input layer (I) and the pattern layer (P) through the following equation:
where W IP = [w ki ] T is a K by 2 matrix; pre-PSD2m ax and post-PSD2m ax are the maximum values; and K is the number of training data, which can be divided into three groups, namely k = 1, 2, . . . , k 1 , k = k 1 + 1, k 1 + 2, . . . , k 2 , and k = k 2 +1, k 2 +2, . . . , K , for various flow rates and combinations. An extension into a high-dimensional pattern is conducted through nonlinear mapping from the two-dimensional to a K -dimensional feature space.
Step 2) Connecting weights w kj (where j = 1, 2, 3) are created between the pattern (P) and summation (S) layers through the following equation:
where w k1 and w k2 are the predicted or expected DOSs at the pre-and post-stenosis sites, associated with [pre-PSD2(k), post-PSD2(k)], respectively. The connecting weights from the overall pattern nodes to the summation nodes are set as 1, and W PS is a K by 2 matrix.
Step 3) The output of the pattern node H k , where k = 1, 2, 3, . . . , K , is computed as a Gaussian function
. . = σ K = σ are smoothing parameters, and the optimal value can be obtained using the optimization algorithm. In this study, the gradient descent algorithm was used to determine the optimal smoothing parameter σ opt .
Step 4) The output of node y j (k), where j = 1, 2, are computed through the following equation:
The output vector is given by the following equation:
The optimal parameter σ is intended to minimize the mean squared error function (MSEF) and to refine the accuracy of the prediction model.
The MSEF can be defined as
where T j (k) is the desired target for the input variables x i (k).
The first partial derivative of the MSEF is
In the learning stage, the parameter σ is adjusted using an iterative computation method:
where η is the learning rate, 0 < η ≤ 1, and itr is the iteration number. When the objective function MSEF is less than a prespecified convergent condition, ε k , the GRNN learning stage is achieved. In the recalling stage, the trained GRNNbased estimator with the optimal parameter σ is employed to estimate pre-DOS and post-DOS.
IV. EXPERIMENTAL RESULTS
The proposed methods, including DFT and Burg AR processes, linear regression methods, and GRNN, were designed on a tablet PC or an embedded system by using LabVIEW (National Instruments TM Corporation, Austin, Texas, USA) and MATLAB (MathWork, Natick, Massachusetts, USA). Single and coexisting inflow and outflow stenoses were combined, as shown in Figure 1 (c). In this study, nonperiodic PAG signals were used to perform spectral analysis on streaming acoustic data to obtain characteristic features. The obtained durations and sampling rates within the observed window length were verified to increase the feature resolution in the frequency domain. To model the regression estimator with multiple variables, a total of 192 measurement data were used to establish the GRNN estimator by using the nonlinear regression model. In contrast to conventional regression models, accuracy (hit rate) and sensitivity analyses demonstrated the superiority of screening results over the conventional ones. Feature resolution analysis and experimental tests under various stenotic situations demonstrated the efficiency of the proposed model, as detailed in the subsequent sections.
A. FEATURE RESOLUTION ANALYSIS
An electronic stethoscope was employed to capture PAG signals for various window lengths, including 1-4 cycles (1 cycle = 0.375 s) to 20-40 cycles (7.5-15 s), and a sampling rate of 4,000 Hz; the signals were decomposed into discrete frequencies in a specific frequency range from 0 to 1,000 Hz [25] . The four data lengths of frequency spectra were normalized with the maximum amplitude, as shown in the data graphs in Figure 5 . The figure displays the original PAG signals, FFT process, and Burg AR process with an AR order of 14. To match an electronic stethoscope's time-limited observation, the data length was determined by the length of an input data vector that contained 1,500-60,000 samples. The FFT algorithm transformed various data lengths of timedomain PAG signals and then converted 256 and 1024 points into a discrete frequency-domain representation. As shown in Figure 5 , the great data length and returned sampling points increased the resolution in the time-frequency domain. The characteristic frequency could be grouped into specific ranges, such as 200-400 Hz and 500-600 Hz. Thus, the characteristic frequencies could be determined through big data analysis and collection. Subsequently, the peaks of the frequency spectra were identified using the Burg AR process. This method was used to smooth the frequency spectra and to identify the distinguishing characteristic frequencies, as shown by the red line in each spectral graph. However, the accuracy and precision for stenosis screening depended on the AR order selection. In general, a high-order AR model can reduce spectral broadening and spectral leakage and enhance spectral estimations. Nevertheless, the model would require more AR coefficients and computations. Conversely, less computation would result in poor estimations. To obtain reliable characteristic frequencies, the optimal AR order was determined by minimizing the sum of the residual energies. The optimal AR order was obtained by the aforementioned method; however, the average sum of the residual energies reached convergence with a prespecified tolerance value (≤0.05) [26] . As shown in Figure 6 , this study recommends an optimal AR order of 14 to enable a clinician to achieve an appropriate evaluation, because this value overcomes the time-limited observation and reduces spectral leakage. Larger amplitudes, PDS1# and PSD2#, of characteristic frequencies, frequency 1# and frequency 2#, could be identi- fied in the specific frequency ranges. Therefore, considering a data length of 7.5-15.0 s and total number of sampling points of 1024, we suggest the AR order of 14 for constructing the Burg AR model with AR coefficients [16] , [17] . For an AVG biophysical model, we can specify the length of streaming acoustic data and provide reliable frequency-domain features to evaluate PAG signal changes according to the degree of narrowed vascular access.
B. EXPERIMENTAL TESTS
Conventional multiple linear regression and nonlinear regression models were employed to design the estimator for multiple stenosis assessment in this study. For the 192 measurement data, multiple linear regression with two explanatory variables and two response variables was applied to perform ordinary least squares curve fitting, which minimized the sum of squares of deviations of the scatter data in the 3D feature space. The regression model was established using Equations (6)- (9), and the related parameters of multiple linear regression models are presented in Table 1 . Thus, we could specify that the two responses, pre-DOS and post-DOS, varied around the two explanatory variablespre-PSD2 and post-PSD2-as shown in Figure 7 . This multiple linear regression model was defined in terms of three regression coefficients to fit scatter data between the two explanatory variables and the two response variables. The positive correlations between the two response and the two explanatory variables, as evaluated in terms of the coefficients of determination (R 2 ), were 0.7227 and 0.6068 for estimating the pre-DOS and post-DOS variables, respectively. Due to high-dimensional patterns, nonlinearity patterns, and random measurement errors, a nonlinear relationship cannot provide an appropriate prediction model. Hence, the multiple linear regression model had worse results for medical decision-making applications. For the 126 testing data, the two explanatory variables had a significant relationship with the two responses (p < 0.001). For single and multiple stenoses, the experimental results showed a truepositive rate of >80% (18 failures for pre-DOS estimations and 15 failures for post-DOS estimations) and accuracy of >80% (23 failures) for post-DOS estimations, as shown in Table 2 . In addition, a lower accuracy for pre-DOS estimations and a true-negative rate were obtained. However, the first key indication-the positive correlation between (pre-PSD2, post-PSD2) and (pre-DOS, post-DOS)-could be validated.
Multidimensional big data required decision-making to map the relationship between explanatory variables and response variables by using intelligent machine learning. The GRNN model was also employed to establish multiple regression models with four or two explanatory variables and two response variables, as shown in Table 1 . This model was employed to deal with the nonlinear mapping techniques for interpolation applications. The frequency-based patterns were divided into two groups-192 training and 126 testing data. Considering roller pump speeds of 40, 60, and 80 rpm, the training data included 3 normal conditions, 42 single stenosis, and 147 multiple stenosis experiments at the preand post-stenosis sites. In addition, the testing data included three normal conditions (DOS% < 50%), 33 single stenosis (50%-95%) , and 90 multiple stenosis (50%-70% versus 50%-95%, 50%-95% versus 50%-70%, 90% versus 90%, and 95% versus 95%). The GRNN model could be directly determined using the 192 input-output paired training data. On the basis of the training data, we had 2 or 4 input nodes in the input layer, 192 pattern nodes in the pattern layer, 3 nodes in the summation layer, and 2 nodes in the output layer. Hence, we had 2-192-3-2 and 4-192-3-2 topologies to establish the multiple nonlinear regression models. The iterative process took approximately <10 s and <50 computations to achieve convergence with the prespecified convergent condition (ε ≤ 0.01). Optimal smoothing parameters, σ opt = 0.0100 and 0.0103, were obtained to minimize the mean squared error, as shown in Figure 8 . The machine learning model is a regulable pattern mechanism with addin pattern nodes classifying new patterns and updating one smoothing parameter (σ 1 = σ 2 = . . . = σ K = σ opt ) in online applications. The model has a much faster learning stage than conventional mutilayer perceptron networks, which update all network parameters.
For the 126 testing data, the experimental results for pre-DOS and post-DOS estimations (p < 0.001) are shown in Figures 7(a) and 7(b) , respectively, indicating a true-positive rate of >90%, true-negative rate of >95%, and accuracy of >90%, as shown in Table 2 . The GRNN with both four and two explanatory variables showed promising results. Moreover, the regulable mechanism generalized with the four inputs to achieve a multiple regression model. A fill-in with nonzero elements in the connecting matrix W IP increased the memory storage and computing-time requirements. Considering 4 bytes for each digital storage, the memory storage increased from 1,536 bytes (2 × 192 × 4 bytes) to 3,072 bytes (4 × 192 × 4 bytes). Furthermore, the multiple linear regression required arithmetic operations and matrix operations, whereas the memory storage required 7,680 bytes (three matrices, X 192×3 , and one vector, Y 192×1 ). Increases in both memory storage and computing time were limited to implementation in a portable device, such as a microprocessor-based system or an embedded system. Therefore, the second key indication-the GRNN model with two inputs-was suggested to construct an estimator. In contrast to the multiple linear regression method, the GRNN model had higher accuracy levels for normal and single stenosis (43 cases/9 failures) and coexisting pre-and post-stenosis estimations (83 cases/0 failures), as shown in Figure 9 . By using the key parameters, pre-PSD2 and post-PSD2, we validated the proposed model, which indicated promising results for multiple stenosis screening.
V. CONCLUSION
In clinical examinations, single inflow or outflow stenosis and coexistence of both stenoses might cause an AVF or AVG. This study established a model mimicking the human cardiovascular circulatory system and dialysis circulation circuit to simulate complex symptomatic conditions, including a combination of single and multiple stenoses. The blood pressure and the flow rate were set to mimic the human biophysical condition, as shown in the Appendix. Under various stenotic combinations, various PAG signals were obtained and recorded. Subsequently, key features of the power spectrum at the pre-and post-stenosis sites were selected using the FFT and Burg AR processes. The acoustic data length, the returned sampling points in the frequency spectra, and the AR order were suggested through a numerical analysis and clinician decision. Thus, the optimal GRNN-based model with two explanatory variables and two response variables could be determined using the fed training data and least square estimation algorithm. The proposed model was employed to identify inflow and outflow stenoses. Compared with the multiple linear regression model, the proposed model exhibited (1) an average hit rate of > 90%, (2) average true-positive rate of > 90%, and (3) average true-negative rate of 100%. The dual-channel PAG technique provided a noninvasive, inexpensive, and easily portable screening tool that has potential for use in determining the desired acoustic data length. Our study findings provide promising screening results and can further integrated into portable or wearable systems. Moreover, clinical training data can be fed into the proposed screening tool; thus, its applications can be extended from the experimental setting to a clinical setting or home health care delivery setting.
APPENDIX
(1) As shown in Figure 10 , the BMF pressures, flow rates, and pumping BMF pressures were confirmed and were adapted to simulate various conditions. The BMF pressure signals were extracted using the detrending pro- cess at the measurement sites. For 60 rpm and DOS% of 0%-95%, the detrended pumping BMF pressures are shown in Figure 10 
where TP, FN, TN, and FP are the true positive, false negative, true negative, and false positive, respectively.
