In modern whole-genome scans, the use of stringent thresholds to control the genome-wide testing error distorts the estimation process, producing estimated effect sizes that may be on average far greater in magnitude than the true effect sizes. We introduce a method, based on the estimate of genetic effect and its standard error as reported by standard statistical software, to correct for this bias in case-control association studies. Our approach is widely applicable, is far easier to implement than competing approaches, and may often be applied to published studies without access to the original data. We evaluate the performance of our approach via extensive simulations for a range of genetic models, minor allele frequencies, and genetic effect sizes. Compared to the naive estimation procedure, our approach reduces the bias and the mean squared error, especially for modest effect sizes. We also develop a principled method to construct confidence intervals for the genetic effect that acknowledges the conditioning on statistical significance. Our approach is described in the specific context of odds ratios and logistic modeling but is more widely applicable. Application to recently published data sets demonstrates the relevance of our approach to modern genome scans.
Introduction
In genetic studies, it is widely recognized that the control of genome-wide error requires the use of stringent thresholds for significance testing. For genome-wide linkage scans, standard LOD significance thresholds in the range 3.0 to 4.0 correspond to point-wise p values in the range 10 À4 to 10 À5 , depending on the model and study design. 1 For modern genome-wide association scans (GWASs), 100,000 to 1 million SNP markers may be genotyped, and control of family-wise error or false discovery rates typically requires point-wise significance thresholds in the range 10 À7 to 10 À8 . [2] [3] [4] The use of such stringent thresholds is offset somewhat by the belief that GWAS offer greater power than linkage studies for detecting complex disease genes. 5 Nonetheless, the application of stringent thresholds distorts the inferential process, producing estimates of disease risk effect sizes that may be, on average, far greater in magnitude than the true effect. 1, 2, [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] This phenomenon has been described as a form of ''winner's curse'' by Zöllner and Pritchard 16 and others, or as a form of regression to the mean, 15 and has profound importance for genome scans. Although the problem has been described as primarily an issue of bias, we demonstrate below that the variance of risk estimates can also be greatly inflated by the selection procedure. Moreover, standard confidence intervals for risk estimates will have very poor coverage properties, although this issue seems to have received less attention. Consider a genome association scan for a complex disease in which ten genomic regions contain disease genes, and each region has a 20% chance of meeting genomewide significance. Assuming independence of regions, the genome scan has respectable power 1 À (1 À 0.2) 10 ¼ 0.89 to achieve significance in at least one region. However, a repeated genome scan of equal size will have power of only 0.2 for any one region and thus probably not result in ''replication'' of the first study. A follow-up study might focus on a single significant region, with fewer markers and paying a lower penalty for multiple comparisons. But if the results of the initial genome scan are used as a guide, the follow-up study is likely to be underpowered, by relying on an inflated estimate of locus disease risk.
As a statistical phenomenon, the winner's curse should not be confused with additional sources of bias, including variations due to genotyping technologies, or heterogeneity of patient populations from which samples are drawn. 12, 17, 18 The winner's curse is investigated in detailed simulations elsewhere, 8, 9, [13] [14] [15] [16] including a recent paper by Garner, 8 who clarified that the bias can be understood predominantly through the behavior of Wald statistics for log-odds ratios. Although the bias is simple to understand and to document, reducing or eliminating it may be nontrivial. Zöllner and Pritchard 16 have described a likelihood approach that requires maximization over numerous parameters, including genotype frequencies and penetrance parameters, along with conditioning on declared statistical significance. Their procedure reduces the bias in risk estimation but cannot be performed with standard statistical software. Yu et al. 15 have recently applied bootstrapping to correct for significance bias. Both of these bias correction approaches are technically feasible for genome scans, but they would be highly computationally intensive in that setting. We describe our alternative approach for estimating genetic effects in terms of odds ratios, which have numerous advantages that have made them standard for analysis of case-control designs. 19 A crucial advantage for case-control studies is that the odds ratio (OR) may be estimated consistently, whether the study design is prospective or retrospective, 20 and the OR has an interpretation distinct from nuisance parameters such as genotype frequencies. Moreover, in logistic models, the OR retains interpretability in the presence of covariates, and such a retention is increasingly important for complex disease investigations. In this paper, we introduce a method to correct for significance bias in disease association studies, by using an approximate conditional likelihood. The approach is directly based on the log(OR) estimate and its standard error as reported by standard statistical software and applies to dominant, recessive, or additive genetic models. No modification is necessary when covariates such as populationstratification variables have also been fit in the model. The approach may even be applied to published results without access to the original data. In addition, we develop a method to construct accurate confidence intervals for the OR.
We illustrate the performance of our approach via extensive simulations of a disease SNP analyzed by logistic regression. The simulations cover a range of models, disease allele frequencies, and OR values. Compared to naive OR estimation, our approach provides greatly reduced bias and mean squared error, particularly for the modest effect sizes likely to be encountered in complex diseases. In addition, our confidence-interval procedure provides coverage that is accurate or slightly conservative. Performing simulations for OR values near the null presents a challenge because significant results are very rare when applying genome-wide thresholds. We thus employ a screening approach in which a deterministic trend statistic is used to identify data sets potentially significant in logistic regression.
Material and Methods
We assume a genetic model with one parameter for the effect of disease genotype, which includes recessive, dominant, and additive models. We use b ¼ logðORÞ to denote the true log e odds ratio for disease risk conferred by a referent genotype, or for the contribution of each allele in an additive model. A single locus test statistic for disease association can be expressed as an estimate for b divided by an estimate for its standard error,
which is compared to the asymptotic null distribution N(0,1). We will refer tob and SÊðbÞ as naive estimators because they are obtained from standard statistical procedures without acknowledging selection based on significance. For our problem, we wish to estimate b only when the SNP is significant in two-sided testing, i.e., jzj > c for a value c corresponding to genome-wide significance. By explicitly considering this selection, below we obtain three new estimators and a confidence interval procedure. Our approach offers marked improvements overb and standard confidence intervals. Our exposition includes mathematical and motivational details that we believe will considerably demystify the problem, which has until now appeared more obscure and complex than necessary. The performance of our new estimators is described in subsection Simulations.
Significance Bias
When logistic regression is used to test for genetic association, the Wald statistic for genetic effect assumes the specific form of (1), with numerator and denominator obtained from maximum likelihood and the information matrix. [20] [21] [22] However, the essence of our approach applies to a wide variety of testing procedures, for which the key requirements typically hold: (1) asymptotically normality ofb and (2) consistency of the standard error estimate, so that SÊðbÞ=SEðbÞ/1. Expressing the test statistic in the form of Equation (1) 24 The statistical procedures to follow are developed entirely within this ''m version'' of the problem, which has been greatly simplified by the variance standardization.
Our naive estimate of m ism ¼ z, and the expectation can be shown analytically to be
where f and F are the density and cumulative distribution function of a standard normal, respectively (see Appendix A). This is the two-sided rejection version of a result given by Garner. 8 As we detail in the Results, the bias can be substantial in realistic settings. In the special case of the null hypothesis m ¼ 0, it is clear from Equation (2) that the naive estimate z is unbiased because the twosided testing procedure is equally likely to falsely declare positive or negative risk (i.e., a protective effect of the referent genotype). It is not clear that the lack of bias for naive estimation under the null has been fully appreciated (e.g., Figure 2 in Zöllner and Pritchard 16 does not display the exact null value). However, this lack of bias requires averaging over rejections for both positive and negative z. In any significant data set,m must be less than Àc or greater than c and so will be far from the truth under the null. In other words, the lack of bias under the null is offset by very large variance. 
Under Equation (4), the relationship between numerator and denominator is such that, for a given z, it is quite possible that the most likely value for m is in the interval [Àc, c], even though z itself is conditioned to be outside that range.
By using this conditional approximate likelihood, we now derive improved estimators of m. For any proposed value of m, we can convert back to the desired log-odds ratio by using b ¼ m SÊðbÞ, where SÊðbÞ is obtained from standard approaches (i.e., does not consider the significance selection). One remarkable feature of our approach is that we can apply it to published summary results. To do so, we require only the significance threshold c,b, and SÊðbÞ. The standard error, if not provided directly, can be inferred from c,b, and any one of the following: z, the p value, or an unconditional OR confidence interval.
The Conditional MLE
With the conditional likelihood, the maximum likelihood principle suggests the MLE estimator,
which can be obtained with numerical maximization for any z and c (hereafter ''~'' will signify estimates based on the conditional likelihood). Note that in this setting, the conditional maximumlikelihood estimate provides no guarantee of unbiasedness or efficiency, a fact that does not appear to have been considered by other investigators. We have already applied large-sample assumptions in constructing the conditional likelihood (4), but as we show below, other estimators can provide reduced bias or meansquared error for certain ranges of m, and therefore b.
Motivated by bias reduction, one might attempt to directly correct the bias inm by solving for m in the equation E m ðZj jZj> cÞ ¼ z. Such an estimator has intuitive appeal, representing the value of m for which, after conditioning on significance, we would have expected to observe z. Perhaps surprisingly, this ''bias-correction'' estimator in fact turns out to bem 1 . To see this, we take the derivative of the conditional likelihood with respect to m, for which the identity L 0 c ðm 1 Þ ¼ 0 implies
Comparing Equation (2) to (5) implies that the bias-correction estimator andm 1 are the same. Similar estimators have been examined in the context of sequential clinical trials, in which effect parameters are estimated only after a stopping boundary has been reached. 25 Despite its secondary motivation as a bias-correction estimator, the conditional MLEm 1 is not in fact unbiased because of nonlinearity in the bias of the naive estimatorm. Moreover, in this setting the conditional MLE has no special optimality properties, and other estimators may be reasonable. Nonetheless, we will show thatm 1 is markedly improved over the naive estimator, both in terms of bias and mean squared error.
The Mean of the Normalized Conditional Likelihood
The motivation to reduce mean squared error (MSE) suggests another, perhaps less obvious estimator,
which is easily calculated numerically.m 2 is the mean of the random variable following the distribution L c ðmÞ, normalized to be a proper density.m 2 has favorable MSE properties when averaged across a wide range of m. This fact follows from an interpretation ofm 2 as a posterior mean in a Bayesian treatment of the problem with a flat prior on m. 26 However,m 2 is considered here as an entirely frequentist estimate, with bias and error examined at each value of m and judged accordingly. For jzj near the boundary c,m 2 typically represents a less aggressive shrinkage toward 0 compared tom 1 .
A Compromise Estimator
In the treatment below, we will see that the conditional likelihood is typically skewed, and som 1 andm 2 can differ appreciably for certain values of z.m 2 can show greater MSE thanm 1 for m near zero but is more favorable for m away from zero. Thus, as a practical compromise, we also examine the estimator
which balances the strengths ofm 1 versusm 2 .
Illustrations of the Conditional Likelihood As desired, the conditional likelihood shows a clear shift toward zero. But why is the shift so extreme, e.g., when z ¼ 5.2? Such a z value (which is equivalent tom) has already met genome-wide multiple-testing correction for statistical significance, but a shrinkage fromm ¼ 5:2 tom 1 ¼ 0:66 (for example) will effect a corresponding proportional reduction in the log-odds ratio. Thus, it seems our proposed estimation procedures can often adjust the estimated effect size to be practically insignificant. To see why the result is reasonable, consider that the conditional likelihood, as a frequentist construction, makes no judgment about the prior plausibility of various values of m. When presented with a value z for each m, it considers only the chance that z would have arisen, given that jzj > c. Figure 1D presents the (truncated normal) conditional densities for z under m ¼ 0.66 and m ¼ 5.2. These m values were chosen because they represent the conditional and unconditional MLEs when z ¼ 5.2. Note that these curves are conditional densities for z, not likelihoods. However, for a fixed value of z, the relative heights of the two curves reflect the conditional likelihoods for the two competing values of m. From the curves, we can see the value z ¼ 5.2 is 2.773 more likely to arise when m ¼ 0.66 than when m ¼ 5.2. Expressed in another way, when m values are truly of large magnitude, then z tends to overshoot the threshold c by a greater amount than was observed here for z ¼ 5.2. Thus, in this instance, we would conclude that m is not likely to be of large magnitude.
Our three proposed estimators can be easily computed numerically, and simple R and Excel programs to do so are available at our website. By using the threshold c ¼ 5.0 for illustration, we have calculated the conditional expectations and MSEs for the three estimators, shown in Figures 2A and 2B . The three corrected estimators provide dramatically reduced bias compared to the naive estimator for much of the range of m. For m ¼ 0, by symmetry all estimators are unbiased. For jmj considerably larger than c, all methods will give estimators near z and will be nearly unbiased. The corrected estimators tend to undercorrect for small m and overcorrect for large m. The conditional MLEm 1 can be viewed as a firstorder attempt to correct the bias, whereas z occupies the same range whether m is small or large. In a sense, the corrected estimate splits the difference between the two extremes, leading to the observed pattern.
The MSE form ¼ z is extremely large for m near zero, as predicted. MSEs for the corrected estimators are considerably smaller in the range of small to moderate m. As described above, these estimators 
Conditional Confidence Intervals
Proper interpretation of the corrected m estimates requires an understanding of estimation error, conditioned on statistical significance. Standard confidence interval (CI) procedures fail in this setting. For example, after conditioning on significance, a standard 95% CI for m cannot contain 0, for otherwise it would not have been significant. Thus, when m ¼ 0 the standard CI procedure has zero conditional coverage probability. Zöllner and Pritchard 16 addressed this issue by using a standard maximum likelihood ratio approach applied to the conditional likelihood.
In our setting, a 1 À h CI created in this manner would consist of all m values such that 2logðL c ðm 1 Þ=L c ðmÞÞ % q 1Àh , where q 1Àh is the 1 À h quantile of a c 2 1 density. However, we have shown via numerical integration that in the m version of the problem, the true coverage probability of this CI procedure can exhibit markedly conservative or anticonservative departures from 1 À h, depending on the true m. Approaches that use the second derivative at ln L c ðm 1 Þ to estimate the error variance also fail. The difficulty arises because the conditional MLE is not normally distributed nor is the shape of L c ðmÞ approximately normal for a realized data set.
To create confidence intervals with correct conditional coverage, we return to the original Neymanian concept of a confidence region, 23, 27 a concept that can always be applied when the distribution of a test statistic is known for each value of the unknown parameter. Let Aðm,1 À hÞ be an acceptance region depending on m such that P m ðZ˛Aðm,1 À hÞjjZj > cÞ ¼ 1 À h. Given an observed z, the confidence region consists of all values m such that z˛Aðm,1 À hÞ. It is straightforward to show that this approach gives exact coverage probability 1 À h for any m. Among possible acceptance regions, we choose Aðm,1 À hÞ as the interval between the h=2 and 1 À h=2 quantiles of the conditional density p m ðzjjZj > cÞ. Note that, although we have presented three competing point estimates for m, our procedure yields only a single CI. Figure 2C shows the upper and lower confidence limits for our CI procedure for each z. Note that for jzj near c, the confidence interval can contain m ¼ 0. This does not contradict the statistical significance-the intent of the procedure is to obtain correct coverage for any m (including m ¼ 0) after conditioning on significance. The conversion of the confidence limits to the b scale is ðm lower SÊðbÞ, m upper SÊðbÞÞ. Although our procedure is guaranteed correct conditional coverage in the idealized m setting, our CI for b relies on large-sample normality assumptions forb. Thus, we investigate empirical coverage of our procedure in the Results.
Simulations
To describe our simulations, we begin with basic notation for disease association studies. We let y denote the disease status (0 ¼ control, 1 ¼ case) for an individual and x denote the SNP genotype predictor value. For a biallelic SNP with major allele A and minor allele a, x is defined as follows for genetic models with respect to a:
We assume the logistic model for a randomly sampled individual in the population
for some a, and b is the log-odds ratio for a unit increase in x. Rather than specify a directly, it is more interpretable to solve for a for a specified allele frequency and disease prevalence p. The marginal frequency of x is denoted p(x) and is easily calculated from HardyWeinberg assumptions. With fixed disease prevalence, the identity 
A standard result is that logistic modeling for b applies even when the data are sampled retrospectively. 20 Each data set was simulated and analyzed in R v.2.5.1. We will denote the total sample size n ¼ n cases þ n controls and n cases ¼ n controls throughout. Most simulations consisted of n ¼ 1000. This sample size is relatively small for a genome scan and was intentionally chosen to emphasize any departures from normality or difficulties in estimating SEðbÞ. We also examined larger sample sizes for several of the setups to examine the effect of sample size on bias, MSE, and confidence coverage. We assumed a disease prevalence of 0.01 throughout-the retrospective sampling is not very sensitive to this specification. We examined b ranging from À0.7 ðORz0:5Þ to 0.7 ðORz2:0Þ. This range corresponds to biological plausibility for complex disease 11 and ensures that simulations span the range from low power to high power. For simplicity, we used c ¼ 5.0, corresponding to a single p value of 5.7 3 10
À7
, near the genome-wide threshold considered by others. [2] [3] [4] For recessive models, we considered MAF values of 0.25 and 0.5-lower values created small expected cell counts that were problematic for sample sizes of 500 in each group. For the additive and dominant models, we considered minor allele frequency (MAF) values of 0.05, 0.1, 0.25, and 0.5. A single setup consisted of the genetic model, MAF, and b, and sufficient simulations were performed for each setup so that 1000 significant data sets were obtained. Setups with b ¼ 0 required on the order of 10 9 to 10 11 simulations for this rarified threshold. We sped up the analysis by first applying a chi-square test (Cochran-Armitage trend test for the additive model) to the data sets, which can be obtained without iterative maximization. The chi-square statistic was determined to have a close correspondence to z 2 obtained from the more computationally intensive logistic regression, and a chi-square statistic R24 was determined to capture essentially all data sets with z 
Results
In all scenarios described here, expectations and meansquared errors are calculated conditional on significance, i.e., jzj > c.
Bias
The top row of Figure 3 MSE ðb 1 Þ is fairly low, whereas MSE ðb 2 Þ peaks. For larger magnitude b, the roles reverse. As expected,b 3 exhibits a more even MSE across the range, and represents a reasonable choice for stable error characteristics. For the additive and dominant models,b exhibits very low MSE for large b. This phenomenon is not as attractive as it appears, essentially resulting from a boundary effect in whichb is nearly constant because z is just barely significant. In particular, for b outside of the plotted range, MSE ðbÞ rises again to the varðbÞ value encountered in the unconditional setting.
The empirical bias and MSE observed in our simulations essentially follow the results from the m version of the estimation problem, with a rescaling of the axes to convert m to b. Our empirical results for the remaining MAF values are plotted in Figure S1 available online and predominantly follow the results described for MAF ¼ 0.25. Figure 4 shows a portion of these results for the additive model, in which the MSE is shown to drop for all estimators as the MAF increases. This occurs because for small MAF, the MSE is largely driven by the heterozygote genotype counts, which increase with the MAF. The key point of Figure 4 is that the relative advantages of the corrected estimators are preserved across a wide range of MAF values. Figure 5 presents the estimated coverage probabilities of 95% and 90% CIs with MAF ¼ 0.25 for the three models. The top row shows the results for n ¼ 1000. The coverage The additive model is assumed, with n ¼ 1000. The MSEs drop for larger MAF, but the relative performance of the estimators is maintained. Figure 5 . Estimates of the CI Coverage Probability Plotted against b for the Three Genetic Models, MAF ¼ 0.25 Black dots correspond to 95% CIs; gray dots correspond to 90% CIs. The dashed curves represent coverage of standard 95% CIs that do not acknowledge the significance selection. The top row shows n ¼ 1000 (500 cases and 500 controls). The bottom row shows n ¼ 2000 (1000 cases and 1000 controls). Coverage is close to nominal, except for regions of overcoverage in the recessive model because of small cell counts (note that the y axis range begins at 0.7). For all models, the coverage will approach the nominal value as the sample size increases further.
Confidence Coverage
is also depicted in the figure, dropping dramatically out of the axis range to zero coverage for b of small magnitude. For n ¼ 2000, the coverage of the proposed procedure improves further, with a region of modest overcoverage for recessive models. Results for other MAF values are similar, and are presented in Figure S2 .
Sample Sizes, Thresholds, and Covariates Our setup conditions represent a wide range of realistic scenarios but cannot represent all situations and complicating factors. Fortunately, the large-sample behavior of the constructed approximate likelihood provides considerable robustness for our conclusions. Figure S3 shows the results of increasing sample size for several realistic b values for the additive model when MAF ¼ 0.25. The bias and MSE for all the estimators are reduced as the sample size increases. For each sample size, the corrected estimators show superior bias and MSE compared to the naive estimator.
In maximum-likelihood settings, the distribution of the Wald test statistic is predominantly driven by b=SEðbÞ. This is also true for our conditional likelihood, because b=SEðbÞ determines the noncentrality of the z statistic. For a fixed ratio n cases : n controls , the standard error is proportional to 1= ffiffiffi n p . Thus, for the setups in Figure 3 and Figure S1 , a doubling of the sample size to n ¼ 2000 (for example, and assuming cases and controls remain in the same ratio) would produce qualitatively similar results, with perhaps a slight improvement for the corrected estimates as the normality approximation improves. Moreover, we can make the results quantitatively comparable by appropriate rescaling. For example, for any value b for n ¼ 1000, the comparable results for n ¼ 2000 should correspond to Figure S4A demonstrates an empirical example of this effective rescaling equivalence for the additive model, MAF ¼ 0.25. Thus, the conclusions from our simulations extend to larger sample sizes.
Similarly, variations on the threshold c do not have much impact. A value of c ¼ 5.5 would be considered quite conservative for genome scans, corresponding to Bonferroni control of family-wise error at 0.05 for 1.3 million SNPs. Empirical investigation requires many more simulations to achieve significance, but we find that the qualitative behavior of the estimators is unchanged ( Figure S4B ).
Finally, we simulated an example in which the additive model is fit (MAF ¼ 0.25), and the logistic regression includes an additional continuous covariate [distributed N(0,1), one fitted regression coefficient] and a discrete covariate [distributed Binomial(2,0.05), two fitted coefficients]. The covariates were independent of case-control status and the test-locus genotype. The Wald statistic is relatively insensitive to inclusion of these extra parameters, and the relative change in degrees of freedom quite minimal. Accordingly, the results for our corrected estimators are virtually unchanged compared to the model without covariates ( Figure S4C-onlyb 1 is shown) . Covariate considerations are increasingly important in genome scans, for example to control for confounding population stratification. Table 1 illustrates our reanalysis of an association study with a modest number of SNPs, as well as two GWASs, all of which had been analyzed with additive models. We begin with a brief description of the three studies, followed by our reanalysis. Yu et al. 15 examined the lymphoma re- For the four T1D SNPs (Table 1 , middle section), our analysis results in noticeably less extreme OR estimates (Table 1 , middle section) than those reported by Todd et al. 3 The corrected ORs and CIs for the most extreme SNP, rs17696736, are only slightly changed from the published estimated of 1.37 because the result is so extreme (p ¼ 7.27 3 10 À14 ).
Analyses of Published Data Sets
However, the follow-up study obtained a considerably lower value (OR ¼ 1.16), with the 95% CI not overlapping the earlier estimates, thereby suggesting possible heterogeneity in population sampling. For the two least significant T1D SNPs among those considered, the corrected ORs show a more substantial change. It is worth noting that the OR estimate corresponding to the SNP rs12708716 was shrunk from 0.77 to~0.82 by our methods, whereas the estimated OR from the follow-up study was 0.83. We also note that for the four significant T1D SNPs, as well as an additional three SNPs approaching significance (Table  1 of Todd et al. 3 ), the follow-up study always gave a less extreme OR estimate than the initial studies. This result is strong empirical evidence for significance bias and showed that corrected OR approaches are needed. The bottom portion of Table 1 gives the results for the combined T2D studies. All of the p values are considerably beyond the significance threshold, and so the corrected estimates are nearly unchanged from the original estimates. This phenomenon is hopeful, in the sense that with very large studies, OR estimates can be attained that will not be shrunk to irrelevance by corrected OR estimates.
Discussion
We have presented an approach that greatly reduces significance bias for odds ratios in genome association scans and that is much simpler than competing approaches. We favor the use ofb 3 as a general-purpose estimator with fairly uniform MSE as a function of b. However, all of the three corrected estimators have greatly superior performance compared to the naive estimator. Although developed for case-control applications, our methodology is an effective blueprint to perform inference whenever a Wald-like statistic has been used to declare significance. Thus, the general approach can be used in numerous other settings, including regression-based quantitative-trait association analyses. Our results are qualitatively similar to those of other investigators 15, 16 (e.g., see bias curves similar to ours in Figure 2 of Zöllner and Pritchard 16 ). Additional comparisons to these approaches should be performed in future work, although comparison is complicated by differing genetic models. To our knowledge, our approach is the only method that can perform bias correction based only on published summary tables. The widespread application of conditional likelihood estimators in genome scans will no doubt be discouraging to genetic investigators, who may expend considerable time and expense only to find that a significant SNP is estimated to have a very weak effect. Nonetheless, we view this process as healthy and necessary for the genetics community, in particular to tamp down expectations that significant findings will be easily replicated. The use of our estimators may also have an additional benefit of discouraging excessive massaging of data and trying various test procedures to achieve genome-wide significance. If a SNP suddenly becomes significant after numerous data manipulation procedures have been applied, its z statistic is likely to be only slightly above the threshold c. Thus, as we observed in the m version of the problem, the conditional-likelihood estimator will be dramatically shrunk toward the null. Thus, the estimated SNP effect size will be very modest, as is appropriate here for a likely spurious finding.
Our current approach does not explicitly consider multistage or other sequential designs, in which SNPs meeting a loose standard of significance are used for further testing in a follow-up sample. However, for multistage designs in which almost all SNPs that will eventually be declared significant are carried forward to later stages, the approach may be used directly. Also, our results technically hold for a SNP randomly selected from those achieving the significance threshold, and thus an additional bias may be anticipated for the most highly significant SNPs among a collection of significant SNPs. Although we believe this second source of bias is much less than that produced by significance selection, it is the subject of continuing investigation.
Our rejection-sampling scheme was feasible, but it required a massive number of simulations to provide accurate results. Future work in this area may benefit from the practical development of importance sampling or related computational techniques to provide flexible and accurate simulations conditioned on significance.
