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0. Introduction
When we consider Fourier expansions of automorphic forms on semisimple Lie
groups, various kinds of spherical functions appear. Among others, one of the important
functions are Whittaker functions.
Before stating the contents of this paper, we ﬁrst recall the Whittaker functions on
SL(2,R). Let f (x +√−1y) = ∑n∈Z an(y) exp(2√−1nx) be the Fourier expansion
of the Maass form of weight k with eigenvalue (2 − 1)/4 [2, §2.1]. Then the Fourier
coefﬁcient an(y) (n = 0) satisﬁes the Whittaker’s differential equation
[
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an(z) = 0, (0.1)
E-mail address: ishii.taku@it-chiba.ac.jp.
0022-1236/$ - see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2005.03.023
2 T. Ishii / Journal of Functional Analysis 225 (2005) 1–32
(z = 4|n|y). When  /∈ 2Z, the fundamental solutions of (0.1) are {Mk/2,/2(z),
Mk/2,/2(z)} and the unique solution (up to constant) which decreases rapidly as z →
∞ is Wk/2,/2(z) and there is the relation
Wk
2 ,

2
(z) = (−)
( 1−−k2 )
Mk
2 ,

2
(z)+ ()
( 1+−k2 )
Mk
2 ,− 2 (z). (0.2)
The aim of this paper is to extend the above results to G = Sp(2,R). We give explicit
formulas for W- and M-Whittaker functions and linear relations between them.
From the representation theoretical points of view, our Whittaker function is a image
(v) of a vector v in the principal series representation , of G under the intertwining
map  from , to the induced representation C∞ (N\G) (see, §1.3). Whittaker func-
tions on Lie groups over local ﬁelds have been studied by many authors. Jacquet [8]
introduced the integral expressions for W-Whittaker functions and the multiplicity-free
theorem was established by Shalika [16] and Wallach [21]. In the work of Hashizume
[5] and Goodman and Wallach [4] the relations of type (0.2) appear. But explicit forms
of W- and M-Whittaker functions over real number ﬁelds, which play important roles
in number theory, are not given except for the real rank 1 case.
As for higher rank groups, the ﬁrst result on the explicit description of Whittaker
functions and its applications to the theory of automorphic forms are due to Bump
on SL(3,R) [1], and the extension to SL(n,R) is developed mainly by Stade [18,19].
Their works are signiﬁcant of course, on the other hand, they are limited to the class one
Whittaker functions, that is, the spherical functions for the principal series representation
, with trivial , or equivalently the spherical functions appearing in the Fourier
expansions of wave forms (of weight 0).
If one treats non-class one Whittaker functions on higher rank groups, the problem
becomes much harder than the class one case since we need a precise description of the
representation of a maximal compact subgroup of G. In case of G = Sp(2,R), Miyazaki
and Oda [11] found a system of partial differential equations characterizing (non-
class one) Whittaker functions by using the differential operators called shift operators.
They move the parameter of weight and are a generalization of the Maass differential
operators Lk and Rk [2, §2.1] for SL(2,R). Therefore, in this paper we ﬁrst investigate
the system and give the explicit formulas of M-Whittaker functions, which is not known
even the class one case (§2). The generalized hypergeometric series 3F2(1) appears in
our formulas (cf. [7,19]). We remark that Manabe et al. [10] study the non-class one
Whittaker functions on SL(3,R).
On the other hand, Niwa [9] and Proskurin [13] obtained the explicit integral ex-
pressions of the class one W-Whittaker functions on Sp(2,R) and Sp(2,C), respec-
tively, by different methods. We extend Proskurin’s manipulation to the non-class one
case and also link with Niwa-type integral representation (§3). In Section 4, we give
an elementary proof for the relations of type (0.2) following the idea of Bump and
Stade [17].
The explicit formulas or linear relations of type (0.2) themselves are important,
however, one of the number theoretic applications we are in mind is to compute
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the archimedean L-factors of automorphic L-functions. Because of the lack of ex-
plicit formulas of spherical functions, we have been sometimes forced to exclude the
archimedean parts in the treatment of automorphic L-functions. To ﬁll the gap, Bump
and Stade carried out the calculation for certain L-functions by means of their ex-
plicit formulas and recently Moriyama [12] computed the archimedean part of Novod-
vorsky’s zeta integral and proved the entireness of the completed spinor L-function on
GSp(2). More precisely, he treated the generic automorphic representation  = ⊗′vv
on GSp(2,A) such that ∞ is the discrete series representation having Whittaker model
or the generalized principal series representation induced from the non-Siegel parabolic
subgroup. Similar argument is expected to be possible in the case that ∞ is principal
series by using our explicit formulas discussed in Section 3.
1. Preliminaries
In this section, we recall the deﬁnition of the principal series Whittaker functions
on Sp(2,R) and the system of partial differential equations obtained by Miyazaki and
Oda [11].
1.1. Basic notions
Let G be the real symplectic group of degree two:
G = Sp(2,R) =
{
g ∈ SL(4,R)
∣∣∣∣ t gJ2g = J2 = ( 0 12−12 0
)}
.
Here, 12 is the unit matrix of degree two. Fix a maximal compact subgroup K of G
by
K =
{
k(A,B) =
(
A B
−B A
)
∈ G |A,B ∈ M(2,R)
}
.
It is isomorphic to the unitary group U(2) via the homomorphism u : KU(2)
given by
K  k = k(A,B) −→ u(k) = A+√−1B ∈ U(2). (1.1)
We denote by u∗ : gl(2,C)kC the induced isomorphism between Lie algebras. Here
kC is the complexiﬁcation of the Lie algebra of K. The irreducible representations of K
are parametrized by the set of dominant weights { = (1, 2) ∈ Z⊕ Z | 12} and
we denote by  = Sym1−2 ⊗ det2 the representation corresponding to  = (1, 2).
The dimension of the representation space V associated to  is d = 1 − 2. We can
choose a standard basis {vk | 0kd} of V such that the associated representation
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of kC is given by

(
u∗
((
1 0
0 0
)))
vk = (2 + k)vk , 
(
u∗
((
0 0
0 1
)))
vk = (1 − k)vk ,

(
u∗
((
0 1
0 0
)))
vk = (k + 1)vk+1 
(
u∗
((
0 0
1 0
)))
vk = (d + 1− k)vk−1.
A maximal unipotent radical N of G is given by
N =
n(n0, n1, n2, n3) =

1 n0
1
1
−n0 1
 ·

1 n1 n2
1 n2 n3
1
1

∣∣∣∣∣∣∣∣ ni ∈ R
 .
Any unitary character  of N can be written as
(n(n0, n1, n2, n3)) = exp
{
2
√−1(c0n0 + c3n3)
}
with some c0, c3 ∈ R. In this paper we assume that  is nondegenerate, that is, c0c3 = 0.
Then, hereafter, we may assume that c0 = c3 = 1 without loss of generality.
Let A be a maximal split torus of G given by
A = {a(a1, a2) = diag(a1, a2, a−11 , a−12 ) | ai > 0}.
Then we have the Iwasawa decomposition G = NAK .
1.2. Principal series representations
We recall the deﬁnition of the principal series representation of G and their K-types.
Let P = MAN be the standard minimal parabolic subgroup of G. Here
M = {diag(ε1, ε2, ε1, ε2) | ε1, ε2 ∈ {±1}}.
An irreducible unitary representation  of M is determined by (1) and (2) with
1 = diag(−1, 1,−1, 1) and 2 = diag(1,−1, 1,−1). We deﬁne i ∈ M̂ (i = 0, 1, 2, 3)
as follows: 
0(1) = 0(2) = 1,
1(1) = 1(2) = −1,
2(1) = 1, 2(2) = −1,
3(1) = −1, 3(2) = 1.
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For  = (1, 2) ∈ C2, we deﬁne a character e of A by e(a(a1, a2)) = exp{1(log a1)+
2(log a2)}. We call the induced representation
, = IndGP (⊗ e+ ⊗ 1N)
the principal series representation of G, where  = (2, 1) is the half sum of positive
roots. Throughout this paper we assume the condition
1, 2 and 1 ± 2 are not integers. (1.2)
Remark 1. 2,(1,2) is equivalent to 3,(2,1).
The K-types of i , are the following:
Lemma 1.1 (Miyazaki and Oda [11, Proposition 3.2]).
(a) (i) If  = 0, then (,) ( is even) occurs in , with multiplicity one and the
minimal K-type is (0,0).
(ii) If  = 1, then (,) ( is odd) occurs in , with multiplicity one and the
minimal K-types are (1,1) and (−1,−1).
(b) If  = 2 or 3, then (+1,) occurs in , with multiplicity one and the minimal
K-types are (1,0) and (0,−1).
We call the principal series i , is even if i = 0, 1, that is, (1) = (2) and odd
if i = 2, 3, that is, (1) = −(2).
As is well known, the principal series , is realized on the space
L(K) = {f ∈ L2(K) | f (mk) = (m)f (k) ∀(m, k) ∈ M ×K}.
For each  ∈ Z, we take the functions f in Li (K) as follows [11, Deﬁnition 3.5,
Lemma 3.6]:
Deﬁnition 1.2. (i) (even case) f(k) = (det u(k))−.
(ii) (odd case) For  = 2 (resp.  = 3),
f(k) = (f,0(k), f,1(k)) = (1, 0) · det(u(k))−−1u(k)
for even (resp. odd)  and
f(k) = (f,0(k), f,1(k)) = (0, 1) · det(u(k))−−1u(k)
for odd (resp. even) .
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Remark 2. {f,1, f,0} becomes the standard basis of V(−,−−1) (f,1 is the lowest
weight vector) [11, Lemma 3.7].
1.3. Deﬁnition of Whittaker functions
For the non-degenerate unitary character  of N, put
C∞ (N\G) = {	 : G→ C, C∞ | 	(ng) = (n)	(g) ∀(n, g) ∈ N ×G}.
By the right regular action of G, C∞ (N\G) becomes a smooth G-module. For a
ﬁnite-dimensional K-module (, V), denote by C∞,(N\G/K) the space
{	 : G→ V, C∞ | 	(ngk) = (n)(k−1)	(g) ∀(n, g, k) ∈ N ×G×K}.
Let (, H) be an irreducible admissible representation of G and we denote its un-
derlying (g,K)-module by the same symbol (g = Lie(G)). Let (∗, V∗) be a K-type
of  and 
 : V∗ → H be an injection. Here ∗ means the contragradient repre-
sentation of . Then for  ∈ Hom(g,K)(H,K, C∞ (N\G)), we can ﬁnd an element
	,,
 in
C∞,(N\G/K) = C∞ (N\G)⊗ V∗HomK(V∗ , C∞ (N\G))
via (
(v∗))(g) = 〈v∗,	,,
(g)〉 with 〈 , 〉 the canonical paring on V∗ × V.
Deﬁnition 1.3. We call ,,
 the Whittaker function for  with K-type ∗ and de-
note by Wh(, ) = Wh(, , ) the space of Whittaker functions for  with K-type
∗. We also denote by Wh(, )mod the subspace of moderate growth functions in
Wh(, ) [21].
Remark 3. If  = , is the principal series,
Wh(,, , ) = {	 ∈ C∞,(N\G/K) | z	 = ,(z)	 ∀z ∈ Z(gC)}.
Here Z(gC) is the center of universal enveloping algebra of gC (= complexiﬁcation of
g) and , the inﬁnitesimal character of ,. In our case, Z(gC) is isomorphic
to C[C2, C4] with degree 2 and 4 generators C2 and C4, respectively. As in the
SL(2,R) case [2, §2 (1.4)], C2 and C4 can be described by the composite of shift
operators which move the parameter (1, 2) of K-types of Whittaker functions
(Remark 5).
Remark 4. Because of the decomposition G = NAK , any element 	 ∈ C∞,(N\G/K)
can be determined by its restriction 	|A to A, which we call the radial part of 	. We
denote by Wh(, )|A = {	|A | 	 ∈ Wh(, )}.
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Our main concern in this paper is to describe the radial parts of the principal series
Whittaker functions with multiplicity one K-type ∗. They are of the form
	|A · v(,)0
if  = 0 or 1 and ∗ = (−,−), and
	0|A · v(+1,)0 + 	1|A · v(+1,)0
if  = 2 or 3 and ∗ = (−,−−1). We sometimes denote the above functions by
	(a) and (	0(a),	1(a)), respectively.
Theorem 1.4 (Shalika [16], Wallach [21]). The dimension of the space Wh(,, )
is equal to 8, the order of the Weyl group W of G. Moreover,
dim Wh(,, )mod1.
1.4. System of partial differential equations
Miyazaki and Oda [11] obtained the differential equations characterizing (the radial
parts) of Whittaker functions. To describe their result, we introduce the coordinate
y = (y1, y2) = (a1/a2, a22) and use the symbol i = yi(/yi) (i = 1, 2). Note that
e(a(a1, a2)) = a21a2 = y21y3/22 .
Theorem 1.5 (even case [11, Theorem 10.1]). Let 	(a)v(,)0 be the radial part of the
even principal series Whittaker function with one-dimensional K-type (−,−). If we
put 	(y) = y21y3/22 (y), then (y) satisﬁes
[ 21 + 222 − 212 − (2y1)2 − 2(2y2)2 − 2(2y2)](y) = 12 (21 + 22)(y) (1.3)
and [
(1 + + 1)(1 − − 1)(1 − 22 + + 1)(1 − 22 − − 1)
+ (2y1)4 − 2(2y1)2{(1 + 1)(1 − 22 + 1)− (+ 2)}
+ 4(2y1)2(2y2)− 4(2y2)(2y2 + )(1 + + 1)(1 − − 1)
]
(y)
= {21 − (+ 1)2}{22 − (+ 1)2}(y). (1.4)
Theorem 1.6 (odd case [11, Theorem 11.3]). Let 	0(a)v(+1,)0 + 	1(a)v(+1,)1 ∈
V(+1,) be the radial part of the odd principal series Whittaker function with
8 T. Ishii / Journal of Functional Analysis 225 (2005) 1–32
two-dimensional K-type (−,−−1). If we put 	i (y) = y21y3/22 i (y) (i = 0, 1), then
i (y) satisﬁes (
P11 P12
P21 P22
)(
0(y)
1(y)
)
= {2 − (+ 1)2}
(
0(y)
1(y)
)
(1.5)
and (
P − 2(+ 1)(2y2) −
√−1(2y1)√−1(2y1) P − 2(2y2)
)(
0(y)
1(y)
)
= 1
2
(21 + 22)
(
0(y)
1(y)
)
. (1.6)
Here
P11 = 21 − (+ 1)2 − (2y1)2,
P12 =−
√−1(2y1)(22 + 4y2 + 1),
P21 =−
√−1(2y1)(22 − 4y2 − 1),
P22 = (1 − 22)2 − (+ 1)2 − 4(2y2)− 4(2y2)2 − (2y1)2,
P = 21 + 222 − 212 − (2y1)2 − 2(2y2)2
and
 =
{
1 if  = 2 and  is even or  = 3 and  is odd,
2 if  = 2 and  is odd or  = 3 and  is even.
Remark 5. Eqs. (1.3) and (1.6) are deduced from the action of the Casimir element C2,
and (1.4) and (1.5) from the composite actions of shift operators. Since shift operators
move the K-type parameter (1, 2)→ (1±2, 2±2) in our situation, it is sufﬁcient to
consider the case (1, 2) = (0, 0), (±1,±1) for the even case and (1, 0) and (0,−1)
for the odd case, that is, minimal K-types.
2. Explicit formulas for M-Whittaker functions
In this section we give explicit formulas for M-Whittaker functions, that is, the
basis of the space Wh(,, ). As in SL(4,R) case [19], they can be written by the
generalized hypergeometric series denoted by
pFq
a1, . . . , ap
b1, . . . , bq
∣∣∣∣∣∣ z
 = ∑
n0
(a1)n · · · (ap)n
(b1)n · · · (bq)n
zn
n! ,
with (a)k = (a + k)/(a).
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2.1. Even case
As in [7], we consider a formal power series solution
(y) =
∑
m,n0
am,n(2y1)m+1(2y2)n+2
around (y1, y2) = (0, 0), the regular singularity of the system in Theorem 1.4. Since
21 + 222 − 212 = 12 (21 + 22)
and
(1 + + 1)(1 − − 1)(1 − 22 + + 1)(1 − 22 − − 1)
= {21 − (+ 1)2}{22 − (+ 1)2}
from (1.3) and (1.4), the characteristic indices are as follows:
(1, 2)= {w(1, 12 (1 + 2)) | w ∈ WS2(Z/2Z)2}
= {(ε11, 12 (ε11 + ε22)), (ε22, 12 (ε11 + ε22)) | ε1, ε2 ∈ {±1}}.
In view of Remark 5, we treat the case of  = 0,±1.
2.1.1. The case of  = 0 and  = 0
From the recurrence relations (1.3) and (1.4), am,n = 0 if m or n is odd integer.
Then we may write
(y) =
∑
m,n0
cm,n(2y1)2m+1(2y2)2n+2 .
By considering the action of the Weyl group W, we have only to study the case
(1, 2) = (1, 12 (1 + 2)). Then we get
{4m2 + 8n2 − 8mn+ 2(1 − 2)m+ 42n}cm,n − cm−1,n − 2cm,n−1 = 0 (2.1)
and
{(2m+ 1 − 1)(2m+ 1 + 1)(2m− 4n− 2 − 1)(2m− 4n− 2 + 1)
− (21 − 1)(22 − 1)}cm,n − 2(2m+ 1 − 1)(2m− 4n− 2 − 1)cm−1,n
+ cm−2,n − 4(2m+ 1 − 1)(2m+ 1 + 1)cm,n−1 = 0. (2.2)
10 T. Ishii / Journal of Functional Analysis 225 (2005) 1–32
Under assumption (1.2), we obtain the following:
Theorem 2.1. Suppose that 1, 2 and 1 ± 2 are not integers and deﬁne
M
(0,0)
(1,2)
(y)= y21y3/22
∑
m,n0
3F2
−n, m+ 12 + 1, −m− 121
2
+ 1, 2
2
+ 1
∣∣∣∣∣∣ 1

× (y1)
2m+1(y2)2n+
1+2
2
m! n!
(
1 − 2
2
+ 1
)
m
(
1 + 2
2
+ 1
)
n
.
Then the set {M(0,0)w(1,2)(y) | w ∈ W } forms a basis of the space Wh(0,, (0,0))|A.
Proof. As is the case with SOo(2, q)-Whittaker functions [7, §4], we have only to check
that the above series satisﬁes (2.1) and (2.2), since cm,n can be uniquely determined
(up to constant) by (2.1) under condition (1.2). We give slightly different proof from
[7, §4] (cf. [19]). If we put,
dm,n = 1
n! 3F2
−n, −m− 12 , m+ 12 + 11
2
+ 1, 2
2
+ 1
∣∣∣∣∣∣ 1

then we have to prove
{2m2 − 4mn+ 4n2 + (1 − 2)m+ 22n}dm,n
−m(2m+ 1 − 2)dm−1,n − 2(2n+ 1 + 2)dm,n−1 = 0 (2.3)
to verify (2.1). Put Fm(z) :=∑∞n=0 dm,nzn. Then we have
Fm(z) = ez 2F2

−m− 1
2
, m+ 1
2
+ 1
1
2
+ 1, 2
2
+ 1
∣∣∣∣∣∣∣∣ − z

(cf. [14, 6.8.1.2]) and denote by pm(z) = e−zFm(z). Then (2.3) is equivalent to
{42 − 2(2m− 2)+m(2m+ 1 − 2)+ 2z(2− 2m− 1)}pm(z)
−m(2m+ 1 − 2)pm−1(z) = 0,
with  = z(d/dz). This can be easily shown by the power series expansion of pm(z).
We can prove (2.2) in the same way. 
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2.1.2. The case of  = 1 and  ∈ {±1}
We can put
(y) =
∑
m,n0
cm,n(2y1)2m+1(2y2)n+2
and the following recurrence relations hold for (1, 2) = (1, 12 (1 + 2)).
2{2m2 − 2mn+ n2 + (1 − 2)m+ 2n}cm,n
−2cm,n−2 − 2cm,n−1 − cm−1,n = 0
and
[(2m+ 1 + + 1)(2m+ 1 − − 1)
× (2m− 2n− 2 + + 1)(2m− 2n− 2 − − 1)
−{21 − (+ 1)2}{22 − (+ 1)2}]cm,n
−4(2m+ 1 + + 1)(2m+ 1 − − 1)(cm,n−2 +  cm,n−1)
−2{(2m+ 1 − 1)(2m− 2n− 2 − 2)− (+ 2)}cm−1,n + cm−2,n = 0.
We can prove the following in like manner.
Theorem 2.2. Suppose that 1, 2 and 1 ± 2 are not integers, and for  ∈ {±1},
deﬁne
M
(,)
(1,2)
(y) = y21y3/22
∑
m,n0
(Pm,n + Qm,n(y2)) (y1)
2m+1(y2)2n+
1+2
2
m! n! ( 1−22 + 1)m( 1+22 + 1)n
with
Pm,n = 3F2
(−n, m+ 12 + 12 , −m− 12 − 12
1
2 + 12 , 22 + 12
∣∣∣∣ 1),
Qm,n = 2(2m+ 1 + 1)
(1 + 1)(2 + 1) 3F2
(−n, m+ 12 + 32 , −m− 12 + 12
1
2 + 32 , 22 + 32
∣∣∣∣ 1).
Then the set {M(,)w(1,2)(y) | w ∈ W } forms a basis of the space Wh(1,, (,))|A.
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2.2. Odd case
The computation for the odd case is a little complicated. The result is as follows:
Theorem 2.3. (i) Let  = 2. Suppose that 1, 2 and 1 ± 2 are not integers and,
for non negative integers m and n, put
Am,n = 1
(p)m+1(q)n
3F2
(−n, m+ 12 + 1, −m− 12
1
2 + 1, 22 + 12
∣∣∣∣ 1),
Bm,n = 22 + 1
1
(p)m(q)n+1
3F2
(−n, m+ 12 + 1, −m− 12
1
2 + 1, 22 + 32
∣∣∣∣ 1),
Cm,n = 1
(p′)m(q)n
3F2
(−n, m+ 22 + 12 , −m− 22 + 12
1
2 + 1, 22 + 12
∣∣∣∣ 1),
Dm,n = 22 + 1
1
(p′)m(q)n+1
3F2
(−n, m+ 22 + 12 , −m− 22 + 12
1
2 + 1, 22 + 32
∣∣∣∣ 1),
with
p = 1 − 2 + 1
2
, p′ = −1 + 2 + 1
2
, q = 1 + 2 + 1
2
.
If  = 0 and  = 1, deﬁne
M
(1,0)
(1,2)
(y)= y21y3/22
∑
m,n0
(y1)2m+1(y2)2n+
1+2
2
m! n!
×
(
(m+ p)Am,n + (m+ q)Bm,n(y2)
−√−1{Am,n(y1)+ Bm,n(y1)(y2)}
)
,
M
(1,0)
(2,1)
(y)= y21y3/22
∑
m,n0
(y1)2m+2(y2)2n+
1+2
2
m! n!
×
(
Cm+1,n(y1)+ (m+ p′ + q)Dm+1,n(y1)(y2)
−√−1{Cm,n +mDm,n(y2)}
)
.
Then the set {M(1,0)w(1,2)(y) | w ∈ W } forms a basis of the space Wh(2 , (1,0))|A.
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If  = −1 and  = 2, put
M
(0,−1)
(1,2)
(y)= y21y3/22
∑
m,n0
(y1)2m+1(y2)2n+
1+2
2
m! n!
×
(√−1{Am,n(y1)− Bm,n(y1)(y2)}
(m+ p)Am,n − (m+ q)Bm,n(y2)
)
,
M
(0,−1)
(2,1)
(y)= y21y3/22
∑
m,n0
(y1)2m+2(y2)2n+
1+2
2
m! n!
×
( √−1{Cm,n −mDm,n(y2)}
Cm+1,n(y1)− (m+ p′ + q)Dm+1,n(y1)(y2)
)
.
Then the set {M(0,−1)w(1,2)(y) | w ∈ W } forms a basis of the space Wh(2,, (0,−1))|A.(ii) When  = 3, exchange the roles of 1 and 2 in (i).
3. Explicit formulas for W-Whittaker functions
In this section we give explicit formulas for W-Whittaker functions by evaluating the
Jacquet’s integrals.
3.1. Jacquet’s integrals
Jacquet [8] introduced a functional on L2(K) related to the integral representation of
W-Whittaker function. The radial part of the Jacquet’s integral associated to f ∈ L2(K)
can be written as [4, (7.10)]
Jf (a) = a−+
∫
N
a(s−10 n)
+ (ana−1)f (k(s−10 n)) dn, (3.1)
where a ∈ A, s0 = J2 is the longest element in W and g = n(g)a(g)k(g) is the
Iwasawa decomposition of g ∈ G. Let us write down integral (3.1) more explicitly. If
we denote by
J−12 n(n0, n1, n2, n3) = n(n′0, n′1, n′2, n′3) a(a′1, a′2) k(A′, B ′),
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then have
a′1 =
1
1
, a′2 =
1
2
,
A′ =
(
(n1 + n0n2)/
√
1 (n2 + n0n3)/
√
1
p1/
√
12 p2/
√
12
)
, B ′ =
( −1/√1 n0/√1
q1/
√
12 −q2/
√
12
)
,
with
1 = 1+ n20 + (n1 + n0n2)2 + (n2 + n0n3)2,
2 = 1+ n21 + 2n22 + n23 + (n22 − n1n3)2,
p1 = n2 − n0n1 + (n2 + n0n3)(n22 − n1n3),
p2 = n3 − n0n2 + (n1 + n0n2)(n1n3 − n22),
q1 = n0 + n2(n1 + n0n2)+ n3(n2 + n0n3),
q2 = 1+ n1(n1 + n0n2)+ n2(n2 + n0n3).
Therefore we have the following:
Lemma 3.1. Suppose Re(1) > Re(2) > 0. Let I (,;X; a) be the integral
a
−1+2
1 a
−2+1
2
∫
R4
1

2 X exp
{
−2√−1
(
a1
a2
n0 + a22n3
)}
dn0 dn1 dn2 dn3
with , ∈ C and a = a(a1, a2) ∈ A. Then the Jacquet’s integral Jf associated to
the function f deﬁned in Deﬁnition 1.2 can be written as follows:
(i) If  = 0 then
Jf0(a) = I
(−1 + 2 − 1
2
,
−2 − 1
2
; 1; a
)
.
(ii) If  = 1 and  ∈ {±1} then
Jf(a) = I
(−1 + 2 − 1
2
,
−2 − 2
2
; (n1n3 − n22 − 1)+ 
√−1(n1 + n3); a
)
.
(iii) If  = 2 then
Jf0(a) =
(
Jf0,0
Jf0,1
)
=
 I
(−1 + 2 − 2
2
,
−2 − 2
2
;p2 +
√−1q2; a
)
I
(−1 + 2 − 2
2
,
−2 − 2
2
;−p1 +
√−1q1; a
)

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and
Jf−1(a) =
(
Jf−1,0
Jf−1,1
)
=

I
(−1 + 2 − 2
2
,
−2 − 2
2
;p1 +
√−1q1; a
)
I
(−1 + 2 − 2
2
,
−2 − 2
2
;p2 −
√−1q2; a
)
 .
(iv) If  = 3 then
Jf0(a) =
(
Jf0,0
Jf0,1
)
=

I
(−1 + 2 − 2
2
,
−2 − 1
2
;−(n2 + n0n3)−
√−1n0; a
)
I
(−1 + 2 − 2
2
,
−2 − 1
2
; (n1 + n0n2)+
√−1; a
)

and
Jf−1(a) =
(
Jf−1,0
Jf−1,1
)
=

I
(−1 + 2 − 2
2
,
−2 − 1
2
; (n1 + n0n2)−
√−1; a
)
I
(−1 + 2 − 2
2
,
−2 − 1
2
; (n2 + n0n3)−
√−1n0; a
)
 .
3.2. Evaluation of the Jacquet’s integrals
Proskurin [13, pp. 162–166] evaluated the Jacquet’s integral for the class one
Whittaker function on Sp(2,C). By applying his idea to Sp(2,R)-case, we modify
the integrals in Lemma 3.1. On the other hand, Niwa [9] obtained another kind of
integral representation of the class one Whittaker function on Sp(2,R) by using theta
lift. We also derive Niwa-type formulas for the non-class one Whittaker functions. As
in Section 3, we use the variable y = (y1, y2) = (a1/a2, a22).
3.2.1. even case
Theorem 3.2. For (1, 2) ∈ C2, deﬁne
W
(0,0)
(1,2)
(y)= y21y3/22 (y1)1/2(y2)−1/2
×
∫ ∞
0
∫ ∞
0
K1/2
(
2y1
√
1+ x + y
)
K2/2
(
2y2
√
(1+ 1/x)(1+ 1/y)
)
×
(
x2y2
1+ x + y
)1/4 (
x(1+ x)
y(1+ y)
)2/4 dx
x
dy
y
. (3.2)
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Then W(0,0)(1,2)(y) is the unique element (up to constant multiple) in Wh(0,,
(0,0))mod|A and
W
(0,0)
(1,2)
(y)= 4y21y3/22
∫ ∞
0
∫ ∞
0
K(1−2)/2
(
2
t1
t2
)
K(1+2)/2 (2t1t2)
×exp
{
−
(
y21y2
t21
+ t
2
1
y2
+ y2
t22
+ y2t22
)}
dt1
t1
dt2
t2
. (3.3)
Remark 6. The integral representation (3.3) is obtained by Niwa [9].
Proof. For 1,2 ∈ C, let us evaluate
J =
∫
R4
11 
2
2 exp{−2
√−1(y1n0 + y2n3)} dn0 dn1 dn2 dn3.
Step 1. Integration with respect to n0.
If we put 3 = 1 + n22 + n23, then 1 = 3{n0 + (n1 + n3)n2/3}2 + 2/3. By
combining the formulas
∫
R
(ax2 + b) exp(−2√−1cx)dx = 2a
2−1
4 b
2+1
4 c−− 12
 (−) K+ 12
(
2c
√
b
a
)
(3.4)
for a, b, c > 0 [3, Chapter I, 1.3(7)] and
K+ 12
(
2c
√
b
a
)
= 1
2
(
2
√
b
a
)+1/2 ∫ ∞
0
exp
[
−
(
t1 + 1
t1
42b
a
)
c
2
]
t
−−1/2
1
dt1
t1
(3.5)
with a = 3, b = 2/3 and c = y1, we obtain
J = 2
1+1/21/2y−1−1/21
(−1)
∫
R3
∫ ∞
0
1+2+1/22 
−1−1
3
t
1+1/2
1
×exp
[
2
√−1
(
−y2n3 + y1 (n1 + n3)n23
)]
×exp
[
−
(
t1 + 4
22
t1
2
3
)
y1
2
]
dt1
t1
dn1 dn2 dn3.
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By using
c− = 1
()
∫ ∞
0
exp(−ct2) t2
dt2
t2
(3.6)
(Re() > 0) with c = y12/23 and  = −1 − 2 − 1/2, we reach
J = 2
1+1/21/2y−21−2−11
(−1)(−1 − 2 − 1/2)
∫
R3
∫ ∞
0
∫ ∞
0
1+223
t
1+1/2
1 t
1+2+1/2
2
×exp
[
2
√−1
(
−y2n3 + y1 (n1 + n3)n23
)]
×exp
[
−y1t1
2
− y1
(
22
t1
+ t2
)
2
23
]
dt1
t1
dt2
t2
dn1 dn2 dn3.
Step 2. Integration with respect to n1.
Since
2 = (1+ n23)
(
n1 − n
2
2n3
1+ n33
)2
+ 
2
3
1+ n23
,
by applying the formula
∫
R
exp(−ax2 + 2√−1bx) dx =
(
a
)1/2
exp
(
−b
22
a
)
(3.7)
(a, b > 0) with a = y1(22/t1 + t2)(1 + n23)/23, b = y1n2/3, we can carry out the
integration with respect to n1 and obtain
J = 2
1+1/21/2y−21−2−11
(−1)(−1 − 2 − 1/2)
∫
R2
∫ ∞
0
∫ ∞
0
1+22+13
t
1+1/2
1 t
1+2+1/2
2
×
(

h(1+ n23)
)1/2
exp
[
2
√−1
(
−y2n3 + y1n2n31+ n23
)]
×exp
[
−y1t1
2
− h
1+ n23
− 
2y21n
2
2
h(1+ n23)
]
dt2
t2
dn2 dn3.
Here we write h = (22/t1 + t2)y1.
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Step 3. Integration with respect to n2.
We use (3.6) with c = y213/(1+ n23) to rewrite 1+22+13 as
y
−21−42−2
1 (1+ n23)1+22+1
(−1 − 22 − 1)
∫ ∞
0
exp
(
−y21 t3 −
y21 t3n
2
2
1+ n23
)
1
t
1+22+1
3
dt3
t3
.
Then the integration with respect to n2 is done by (3.7) with a = y21 (2 + t3h)/
(h(1+ n23)) and b = y1n3/(1+ n23), and we get
J = 2
1+1/23/2y−41−52−41
(−1)(−1 − 2 − 1/2)(−1 − 22 − 1)
×
∫
R
∫ ∞
0
∫ ∞
0
(1+ n23)1+22+1(2 + t3h)−1/2
t
1+1/2
1 t
1+2+1/2
2 t
1+22+1
3
exp(−2√−1y2n3)
×exp
(
−y1t1
2
− h
1+ n23
− y21 t3 −
2hn23
(2 + t3h)(1+ n23)
)
dt1
t1
dt2
t2
dt3
t3
dn3.
Let us change the variables (t1, t2, t3)→ (u1, u2, u3) by
u1 = t3 + 
2
h
, u2 = t3h
2(1+ n23)
, u3 = t1t222 .
Then we have
J = 
−21−22+1/2y−41−42−51
(−1)(−1 − 2 − 1/2)(−1 − 22 − 1)
×
∫
R
∫ ∞
0
∫ ∞
0
(1+ u3)2(1+ u2 + u2n23)1+2+1/2
u
1+2+1
1 u
1+22+1
2 u
1+2+1/2
3
exp(−2√−1y2n3)
×exp
(
−y
2
1u1(1+ u2 + u3 + u2n23)
1+ u2 + u2n23
− 
2(1+ u2)
u1
)
du1
u1
du2
u2
du3
u3
dn3.
Step 4. Integration with respect to n3.
We ﬁrst integrate with respect to u1 by means of
∫ ∞
0
exp
(
−ax − b
x
)
x
dx
x
= 2
(
b
a
)/2
K
(
2
√
ab
)
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and make the substitution u3 → v by
v = u3
1+ u2 + u2n23
.
Then we ﬁnd
J = 2
−31−32−3/2y−31−32−31
(−1)(−1 − 2 − 1/2)(−1 − 22 − 1)
×
∫
R
∫ ∞
0
∫ ∞
0
exp
(
−2√−1y2n3
)
K1+2+1
(
2y1
√
(1+ u2)(1+ v)
)
×
(
1+ v
1+ u2
)(1+2+1)/2 (1+ v + u2v + u2vn23)2
u
1+22+1
2 v
1+2+1/2
du2
u2
dv
v
dn3.
The integration with respect to n3 can be done via (3.4). Hence after that, the change
of variables (u2, v)→ (x, y) by
x = u2, y = (1+ u2)v
yields the expression
J = 4
2(y1)−31−32−3(y2)−1−1/2
(−1)(−2)(−1 − 2 − 1/2)(−1 − 22 − 1)
×
∫ ∞
0
∫ ∞
0
K1+2+1
(
2y1
√
1+ x + y
)
K2+1/2
(
2y2
√
(1+ 1/x)(1+ 1/y)
)
×
(
x2y2
1+ x + y
)(−1−2−1)/2 (x(1+ x)
y(1+ y)
)−2/2−1/4 dx
x
dy
y
.
By substituting 1 = (−1 + 2 − 1)/2 and 2 = (−2 − 1)/2, we arrive at
Jf0(y) =
42

(
1 + 1
2
)

(
1 + 2 + 1
2
)

(
1 − 2 + 1
2
)

(
2 + 1
2
)W(0,0)(1,2)(y).
We notice that above computation is valid only for Re(1) > Re(2) > 0, however, from
the property of K-Bessel function (for example, K = K−), meromorphic continuation
to the whole C2 plane can be done. See also [8, 5, Theorem 6.6].
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Now let us show identity (3.3). We start from the right-hand side. By the well-known
formula
K(2z) = 12
∫ ∞
0
exp
[
−z
(
x + 1
x
)]
x
dx
x
, (3.8)
K(1+2)/2(2t1t2)K(1−2)/2(2t1/t2) is equal to
1
4
∫ ∞
0
∫ ∞
0
exp
[
−t1t2
(
u1 + 1
u1
)
−  t1
t2
(
u2 + 1
u2
)]
u
(1+2)/2
1 u
(−1+2)/2
2
du1
u1
du2
u2
(note that K(1−2)/2 = K(−1+2)/2). Then the change of variables (u1, u2)→ (v1, v2)
by
v1 = t2√u1u2, v2 =
√
t1
t2u1 + (t2u2)−1
implies that the right-hand side of (3.3) is 4y21y3/22 times
∫ ∞
0
∫ ∞
0
∫ ∞
0
∫ ∞
0
exp
[
−
(
t21
v22
+ t22v22 +
t22v
2
2
v21
+ v
2
2
t22
+ v
2
1v
2
2
t22
)]
× exp
[
−
(
y21y2
t21
+ t
2
1
y2
+ y2
t22
+ y2t22
)](
v1
t2
)2 ( t1
v22(v1 + v−11 )
)1
dt1
t1
dt2
t2
dv1
v1
dv2
v2
=
∫ ∞
0
∫ ∞
0
(∫ ∞
0
exp
[
−
{
t21
(
1
v22
+ 1
y2
)
+ y
2
1y2
t21
}]
t
1
1
dt1
t1
)
×
(∫ ∞
0
exp
[
−
{
t22
(
v22 +
v22
v21
+ y2
)
+ 1
t22
(v22 + v21v22 + y2)
}]
t
−2
2
dt2
t2
)
×v21
(
1
v22(v1 + v−11 )
)1
dv1
v1
dv2
v2
.
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If we integrate with respect to t1 and t2 via formula (3.8), the above becomes∫ ∞
0
∫ ∞
0
K1/2
(
2y1
√
1+ y2v−22
)
×K2/2
(
2y2
√
{1+ y−12 v22(1+ v−21 )}{1+ y−12 v22(1+ v21)}
)
×
(
y21y2
y−12 + v−22
)1/4 (
y2 + v22 + v−21 v22
y2 + v22 + v21v22
)2/4
v
2
1
(
1
v22(v1 + v−11 )
)1
dv1
v1
dv2
v2
.
Thus we replace (v1, v2)→ (x, y) by
x = y2
v22(1+ v−21 )
, y = y2
v22(1+ v21)
,
to complete the proof. 
In the same way as above, we obtain the following:
Theorem 3.3. For  ∈ {±1} and (1, 2) ∈ C2, deﬁne
W
(,)
(1,2)
(y)
= y21y3/22 (y1)(1+1)/2(y2)(−1+1)/2
×
[∫ ∞
0
∫ ∞
0
K(1−1)/2
(
2y1
√
1+ x + y
)
K(2+1)/2
(
2y2
√
(1+ 1/x)(1+ 1/y)
)
×
(
x2y2
1+ x + y
)1/4 (
x(1+ x)
y(1+ y)
)2/4 (y(1+ x)
x(1+ y)(1+ x + y)
)1/4
dx
x
dy
y
−
∫ ∞
0
∫ ∞
0
K(1−1)/2
(
2y1
√
1+ x + y
)
K(2−1)/2
(
2y2
√
(1+ 1/x)(1+ 1/y)
)
×
(
x2y2
1+ x + y
)1/4 (
x(1+ x)
y(1+ y)
)2/4 (x(1+ y)
y(1+ x)(1+ x + y)
)1/4
dx
x
dy
y
]
.
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Then W(,)(1,2)(y) is the unique element (up to constant multiple) in Wh
(1,, (,))
mod|A and
W
(,)
(1,2)
(y)= 4y21y3/22 (y1)1/2(y2)1/2
×
∫ ∞
0
∫ ∞
0
K(1−2)/2
(
2
t1
t2
)
K(1+2)/2 (2t1t2)
×
(
1
t1t2
−  t2
t1
)
exp
[
−
(
y21y2
t21
+ t
2
1
y2
+ y2
t22
+ y2t22
)]
dt1
t1
dt2
t2
.
(3.9)
Remark 7.
Jf(y) = −
42

(
1 + 2
2
)

(
2 + 2
2
)

(
1 + 2 + 1
2
)

(
1 − 2 + 1
2
)W(,)(1,2)(y).
Remark 8. The action of the Weyl groupW onW-Whittaker function, that is, functional
equation for W(,)(1,2)(y) can be seen from the Niwa-type integral formulas (3.3) and(3.9).
When  = 0, W(0,0)(2,1)(y) = W
(0,0)
(1,2)
(y) is immediate by K = K− and
W
(0,0)
(−1,2)(y) = W
(0,0)
(1,2)
(y) follows from the change of variable t2 → t−12 . Then we
have
W
(0,0)
w(1,2)
(y) = W(0,0)(1,2)(y) (w ∈ W).
Similarly, for  ∈ {±1}, we get
W
(,)
w(1,2)
(y) =
W
(,)
(1,2)
(y) if w(1)w(2)/(12) = 1,
−W(,)(1,2)(y) if w(1)w(2)/(12) = −1.
3.2.2. Odd case
The calculation for the odd case is more complicated. We notice that the dual basis
of the standard basis {v(1,0)0 , v(1,0)1 } of (1,0) is {v(−1,0)1 ,−v(−1,0)0 }. Then, because of the
choice of f (Remark 2),
Jf0,0(y)v
(1,0)
0 − Jf0,1(y)v(1,0)1
and
Jf−1,0(y)v
(0,−1)
0 − Jf−1,1(y)v(0,−1)1
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give the unique element (up to constant) in Wh(,, (1,0))mod|A
and Wh(,, (0,−1))mod|A, respectively.
Theorem 3.4. (i) When  = 2, for (1, 2) ∈ C2, deﬁne
W
(1,0)
(1,2)
= y21y3/22
(
P1(y)+ P2(y)
Q1(y)+Q2(y)
)
,
W
(0,−1)
(1,2)
= y21y3/22
(
Q1(y)−Q2(y)
−P1(y)+ P2(y)
)
,
with
P1(y)= P1,(1,2)(y) = (y1)1/2(y2)(−1+1)/2
×
∫ ∞
0
∫ ∞
0
{
2 + 1
2
K1/2
(
2y1
√
1+ x + y
)
−y1
√
1+ x + y K(1−2)/2
(
2y1
√
1+ x + y
)}
×K(2+1)/2
(
2y2
√
(1+ 1/x)(1+ 1/y)
)
×
(
x2y2
1+ x + y
)1/4 (
x(1+ x)
y(1+ y)
)(2+1)/4 dx
x
dy
y
,
P2(y)=−P1,(1,−2)(y),
Q1(y)=Q1,(1,2)(y) = −
√−1(y1)(1+2)/2(y2)(−1+1)/2
×
∫ ∞
0
∫ ∞
0
K1/2
(
2y1
√
1+ x + y
)
K(2+1)/2
(
2y2
√
(1+ 1/x)(1+ 1/y)
)
×
(
x2y2
1+ x + y
)1/4 (
x(1+ x)
y(1+ y)
)(2+1)/4 dx
x
dy
y
,
Q2(y)=−Q1,(1,−2)(y).
Then W(1,0)(1,2)(y) (resp. W
(0,−1)
(1,2)
(y)) is the unique element (up to constant multiple) in
Wh(2,, (1,0))mod|A (resp. Wh(2,, (0,−1))mod|A) and
P1(y)= 4(y2)1/2
∫ ∞
0
∫ ∞
0
(
2 + 1
2
− y
2
1y2
t21
)
×K(1−2−1)/2
(
2
t1
t2
)
K(1+2+1)/2 (2t1t2)
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×exp
[
−
(
y21y2
t21
+ t
2
1
y2
+ y2
t22
+ y2t22
)]
dt1
t1
dt2
t2
,
Q1(y)=−4
√−1(y1)(y2)1/2
∫ ∞
0
∫ ∞
0
K(1−2−1)/2
(
2
t1
t2
)
K(1+2+1)/2 (2t1t2)
×exp
[
−
(
y21y2
t21
+ t
2
1
y2
+ y2
t22
+ y2t22
)]
dt1
t1
dt2
t2
.
(ii) When  = 3, exchange the roles of 1 and 2 in (i).
Remark 9. When  = 2, the above W(∗,∗)(1,2)(y) is related to the Jacquet’s integral by
W
(1,0)
(1,2)
(y) = c
( √−1Jf0,0(y)
−√−1Jf0,1(y)
)
, W
(0,−1)
(1,2)
(y) = c
(−√−1Jf−1,0(y)√−1Jf−1,1(y)
)
,
with
c = 4
2

(
1 + 1
2
)

(
2 + 2
2
)

(
1 − 2 + 2
2
)

(
1 + 2 + 2
2
)
Moreover, Pi(y) and Qi(y) can be written by means of the class one Whittaker function
W
(0,0)
(1,2)
(y):
P1(y)= 12 (y2)1/2(1 + 2 + 1)(y−21 y−3/22 W(0,0)(1,2+1)(y)),
P2(y)=− 12 (y2)1/2(1 − 2 + 1)(y−21 y−3/22 W(0,0)(1,2−1)(y)),
Q1(y)=−
√−1(y1)(y2)1/2(y−21 y−3/22 W(0,0)(1,2+1)(y)),
Q2(y)=
√−1(y1)(y2)1/2(y−21 y−3/22 W(0,0)(1,2−1)(y)).
3.3. Mellin–Barnes integral representations
In the same way as in [7, Theorem 4.2], we compute the Mellin transform of W(∗,∗)(1,2)
and to obtain the following:
Proposition 3.5.
W
(0,0)
(1,2)
(y)= 2
−4y21y
3/2
2
(2
√−1)2
∫
L(1)
∫
L(2)

(
s1 + 1
2
)

(
s1 − 1
2
)

(
s1 + 2
2
)
×
(
s1 − 2
2
)

(
s2
2
+ 1 + 2
4
)
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×
(
s2
2
− 1 + 2
4
)

(
s2
2
+ 1 − 2
4
)

(
s2
2
− 1 − 2
4
)
×
{

(
s1 + s2
2
+ 1 + 2
4
)

(
s1 + s2
2
− 1 + 2
4
)}−1
×3F2

s1
2
,
s2
2
+ 1 − 2
4
,
s2
2
− 1 − 2
4
s1 + s2
2
+ 1 + 2
4
,
s1 + s2
2
− 1 + 2
4
∣∣∣∣∣∣∣ 1

×(y1)−s1(y2)−s2 ds1 ds2. (3.10)
Here the path of integration L(i ) is the vertical line from i−
√−1∞ to i+
√−1∞
with real number i satisfying
1 > |Re(1)|, |Re(2)|, 2 >
∣∣∣∣Re(1 + 22
)∣∣∣∣ , ∣∣∣∣Re(1 − 22
)∣∣∣∣ . (3.11)
Proof. Let us compute the double Mellin transformation
V (s1, s2) =
∫ ∞
0
∫ ∞
0
W
(0,0)
(1,2)
(y)(y1)s1(y2)s2
dy1
y1
dy2
y2
of W(0,0)(1,2)(y). By using the formulas∫ ∞
0
K(ax)x
s−1dx = 2s−2a−s
(
s − 
2
)

(
s + 
2
)
for a > 0 and Re(s) > |Re()|, and∫ ∞
0
∫ ∞
0
xa−1yb−1(1+ x)−c(1+ y)−d(1+ x + y)−e dx dy
= (a)(b)(−a + c + e)(−b + d + e)
(c + e)(d + e) 3F2
(
a, b, e
c + e, d + e
∣∣∣∣ 1)
for Re(c + e) > Re(a) > 0, Re(d + e) > Re(b) > 0 and Re(c + d + e − a − b) > 0,
we ﬁnd that
V (s1, s2)= 2−4
( s1
2
)

(
s1 + 1
2
)

(
s1 + 2
2
)

(
s1 − 2
2
)
×
(
s2
2
+ 1 + 2
4
)

(
s2
2
− 1 + 2
4
)

(
s2
2
+ 1 − 2
4
)
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×
(
s2
2
− 1 − 2
4
){

(
s1 + s2
2
+ 1 + 2
4
)

(
s1 + s2
2
+ 1 − 2
4
)}−1
×3F2

s1 + 1
2
,
s2
2
+ 1 + 2
4
,
s2
2
+ 1 − 2
4
s1 + s2
2
+ 1 + 2
4
,
s1 + s2
2
+ 1 − 2
4
∣∣∣∣∣∣∣∣ 1
 (3.12)
for Re(s1) > |Re(1)|, |Re(2)| and Re(s2) > |Re( 1+22 )|, |Re( 1−22 )|. To obtain the
expression in the proposition, we apply the formula
3F2
(
a, b, c
d, e
∣∣∣∣ 1) = (d)(d + e − a − b − c)(d + e − a − b)(d − c) 3F2
(
e − a, e − b, c
d + e − a − b, e
∣∣∣∣ 1)
[14, 7.4.4.1] with a = s1+12 , b = s22 + 1+24 , c = s22 + 1−24 , d = s1+s22 + 1−22 and
e = s1+s22 + 1+24 .
To complete the proof, we should estimate V (s1, s2) (in the former paper [6], this
part was missing). We ﬁrst mention that V (s1, s2) is holomorphic on the product of
half planes given by
Re(s1) > 1, Re(s2) > 2
for any real numbers 1 and 2 satisfying (3.11). Take 1 and 2 such that i > i
(i = 1, 2) and estimate V (s1, s2) for
(s1, s2) ∈ D = {(s1, s2) ∈ C2 | iRe(si)i}
by following the way of Stade [20, p. 139]. We rewrite V (s1, s2) as a Mellin–Barnes
integral representation by means of the formula
3F2
(
a, b, c
d, e
∣∣∣∣ 1)= (d)(e)(a)(b)(d − a)(d − b)(e − c) 12√−1
×
∫
L
(a + s)(b + s)(e − c + s)(d − a − b − s)(−s)
(e + s) ds
for Re(e−c+a),Re(e−c+b),Re(e−c+d−a−b),Re(e−c) > 0, which can be derived
from the Barnes’ ﬁrst lemma [15, (4.2.2.1)]. Here the path L of the integration is the
line from −√−1∞ to √−1∞ so that all the poles of (a+s)(b+s)(e−c+s) to the
left, and all the poles of (d−a−b−s)(−s) to the right of L. By combining the above
with a = s1+12 , b = s22 + 1+24 , c = s22 + 1−24 , d = s1+s22 + 1+24 , e = s1+s22 + 1−24
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and (3.12), we obtain
V (s1, s2)= 2−4
(
s2
2
+ 1 + 2
4
)

(
s2
2
− 1 + 2
4
)
1
2
√−1
×
∫
L′

( s1
2
)

(
s2
2
+ 1 − 2
4
+ s
){

(
s1 + s2
2
+ 1 − 2
4
+ s
)}−1
×
(
s1 + 1
2
+ s
)

(
s1 − 2
2
+ s
)

(−1 + 2
2
− s
)
(−s) ds.
(3.13)
Firstly, from the formula
(x)(y)
(x + y) =
∫ ∞
0
ux(1+ u)−(x+y) du
u
for Re(x), Re(y) > 0,∣∣∣∣∣∣∣∣

( s1
2
)

(
s2
2
+ 1 − 2
4
+ s
)

(
s1 + s2
2
+ 1 − 2
4
+ s
)
∣∣∣∣∣∣∣∣ < C(1,2,1,2)
on D with some constant C(1,2,1,2) depending on i and i . Secondly,
lim|y|→∞ |(x +
√−1y)|e|y|/2|y|1/2−x = √2
leads the estimate of the other terms in (3.13), thus we obtain
V (s1, s2) = O
(
exp{−T |Im(s2)|}
∫ ∞
−∞
exp{−T ′(|Im(s1)+ 2| + |2|)} d
)
for any 0 < T ′ < T < /2. Since∫ ∞
−∞
exp{−T ′(|Im(s1)+ 2| + |2|)} d = O
(
exp(−T ′′|Im(s1)|)
)
for any T ′′ < T ′, we reach
V (s1, s2) = O
(
exp{−T ′′(|Im(s1)| + |Im(s2)|)}
)
on (s1, s2) ∈ D for any 0 < T ′′ < /2. Thus, by Mellin inversion, we complete the
proof. 
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Similarly, we can ﬁnd the Mellin–Barnes integral representation for W(,)(1,2)(y).
Proposition 3.6. For  ∈ {±1}, we have
W
(,)
(1,2)
(y)= 2
−4y21y
3/2
2
(2
√−1)2
∫
L(1)
∫
L(2)
(V1(s1, s2)−V2(s1, s2))(y1)−s1(y2)−s2 ds1 ds2,
where
V1(s1, s2)=
(
s1 − 1
2
)

( s1
2
+ 1
2
)

( s1
2
− 1
2
)

( s1
2
+ 2
2
)

( s1
2
− 2
2
)
×
(
s2
2
+ 1 + 2
4
)

(
s2
2
− 1 + 2
4
)
×
(
s2
2
+ 1 − 2
4
+ 1
2
)

(
s2
2
− 1 − 2
4
+ 1
2
)
×
{

(
s1 + s2
2
+ 1 + 2
4
+ 1
2
)

(
s1 + s2
2
− 1 + 2
4
+ 1
2
)}−1
×3F2
 s12 + 12 , s22 + 1 − 24 + 12 , s22 − 1 − 24 + 12s1 + s2
2
+ 1 + 2
4
+ 1
2
,
s1 + s2
2
− 1 + 2
4
+ 1
2
∣∣∣∣∣∣∣ 1

and
V2(s1, s2)=
( s1
2
+ 1
2
)

( s1
2
− 1
2
)

( s1
2
+ 2
2
)

( s1
2
− 2
2
)
×
(
s2
2
+ 1 + 2
4
+ 1
2
)

(
s2
2
− 1 + 2
4
+ 1
2
)
×
(
s2
2
+ 1 − 2
4
)

(
s2
2
− 1 − 2
4
)
×
{

(
s1 + s2
2
+ 1 + 2
4
)

(
s1 + s2
2
− 1 + 2
4
)}−1
×3F2
 s12 − 12 , s22 + 1 − 24 , s22 − 1 − 24s1 + s2
2
+ 1 + 2
4
,
s1 + s2
2
− 1 + 2
4
∣∣∣∣∣∣∣ 1
.
The Mellin–Barnes integral representations for the odd principal series Whittaker
functions are immediate from Proposition 3.5 and Remark 9, hence we omit to write
down.
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4. Relations between W- and M-Whittaker functions
In this section we express W-Whittaker functions as linear combinations of M-
Whittaker functions. For the class one Whittaker functions (on arbitrary connected
semisimple Lie groups), Hashizume [5] described their relations explicitly in terms of
c-functions and certain gamma factors by modifying the Harish–Chandra’s work for
(bi K-invariant) spherical functions. The proof we give here is based on elementary
calculus done by Bump [1] and Stade [17] for the class one Whittaker function on
SL(3,R) (see [10] for the non-class one case). We move the paths of integration in
the Mellin–Barnes integral representations to the left, and sum up the residues at the
poles of the integrand.
4.1. Even case
Theorem 4.1 (Hashizume [5, Theorem 7.8]).
W
(0,0)
(1,2)
(y)
= 2−4
∑
w∈W
w
[

(
−1
2
)

(
−2
2
)

(
−1 + 2
2
)

(
−1 − 2
2
)
M
(0,0)
(1,2)
(y)
]
.
Proof. From (3.10) the set of possible poles of the integrand V (s1, s2)(y1)−s1(y2)−s2
is
{(s1, s2) | s1 = −2m± 1, −2m± 2, s2 = −2n± (1 ± 2)/2, m, n ∈ Z0}
and all the poles lie in the left of the path. From (3.12) the residue at the point
(s1, s2) = (−2m− 1,−2n− (1 + 2)/2) is (y1)2m+1(y2)2n+(1+2)/2 times
2−4
(
−m− 1
2
)

(
−m− 1 + 2
2
)

(
−m− 1 − 2
2
)
×
(
−n− 1 + 2
2
)

(
−n− 1
2
)

(
−n− 2
2
)
×
{

(
−m− n− 1 + 2
2
)

(
−m− n− 1
2
)}−1
× (−1)
m+n
m! n! 3F2
 −m, −n, −n− 22
−m− n− 1 + 2
2
, −m− n− 1
2
∣∣∣∣∣∣ 1
. (4.1)
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By applying the relation
3F2
(−n, a, b
c, d
∣∣∣∣ 1) = (c − a)n(b)n(c)n(d)n 3F2
( −n, d − b, 1− c − n
1− b − n, a − c − n+ 1
∣∣∣∣ 1)
[14, 7.4.4.87] with a = −m − 12 , b = m + 12 + 1, c = 22 + 1 and d = 12 + 1, (4.1)
yields

(
−1
2
)

(
−2
2
)

(
−1 + 2
2
)

(
−1 − 2
2
)
24m! n!
(
1 − 2
2
+ 1
)
m
(
1 + 2
2
+ 1
)
n
× 3F2
−n, −m− 12 , m+ 12 + 11
2
+ 1, 2
2
+ 1
∣∣∣∣∣∣ 1
.
At (s1, s2) = (−2m − 1,−2n − (−1 + 2)/2), we have s1+s22 + 1+24 = −m − n,
hence the pole in the denominator of the integrand cancels the pole in the numerator.
The other cases follow from the invariance under the action of Weyl group (Remark 8)
and we obtain the theorem. 
When  = 1, we need a little more complicated computation than the class one
case.
Theorem 4.2. Let  ∈ {±1}. We have
W
(,)
(1,2)
(y)= 2−4
∑
w∈W
ε(w)w
[

(
−1 − 1
2
)

(
−2 − 1
2
)
×
(
−1 + 2
2
)

(
−1 − 2
2
)
M
(,)
(1,2)
(y)
]
,
where
ε(w) =
{
1 if  = −1,
w(1)w(2)/(12) ∈ {±1} if  = 1.
4.2. Odd case
Theorem 4.3. (i) When  = 2, we have
W
(1,0)
(1,2)
(y) = 2−4
∑
(ε1,ε2)∈{±1}2
ε2
[
(ε1,ε2)1 M
(1,0)
(ε11,ε22)
(y)− (ε1,ε2)2 M(1,0)(ε22,ε11)(y)
]
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and
W
(0,−1)
(1,2)
(y) = 2−4
∑
(ε1,ε2)∈{±1}2
[
(ε1,ε2)1 M
(0,−1)
(ε11,ε22)
(y)− (ε1,ε2)2 M(0,−1)(ε22,ε11)(y)
]
,
where
(ε1,ε2)1 =
(
−ε11 − 1
2
)

(
−ε22
2
)

(
−ε11 + ε22 − 1
2
)

(
−ε11 − ε22 − 1
2
)
,
(ε1,ε2)2 =
(
−ε11 − 1
2
)

(
−ε22
2
)

(
−ε11 + ε22 − 1
2
)

(
−ε22 − ε11 − 1
2
)
.
(ii) When  = 3, exchange the roles of 1 and 2 in (i).
Proof. In view of the relations in Remark 9, the theorem is conﬁrmed by
Theorem 4.1. 
Remark 10. We may give another proof for Theorems 4.1–4.3 starting from the Niwa-
type integral representations for W(∗,∗)(1,2)(y). Replace two K-Bessel functions in the
integrand by the linear combination of two I-Bessel functions and (after the change of
inﬁnite sum and integration) carry out the integration with respect to t1 and t2. Then the
product of two K-Bessel functions appear, and by breaking them into I-Bessel functions
again, we can reach the desired formulas.
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