We consider the problem of distributedly estimating Gaussian processes in multi-agent frameworks. Each agent collects few measurements and aims to collaboratively reconstruct a common estimate based on all data. Agents are assumed with limited computational and communication capabilities and to gather M noisy measurements in total on input locations independently drawn from a known common probability density. The optimal solution would require agents to exchange all the M input locations and measurements and then invert an M Â M matrix, a non-scalable task. Differently, we propose two suboptimal approaches using the first E orthonormal eigenfunctions obtained from the Karhunen-Lo eve (KL) expansion of the chosen kernel, where typically E ( M. The benefits are that the computation and communication complexities scale with E and not with M, and computing the required statistics can be performed via standard average consensus algorithms. We obtain probabilistic non-asymptotic bounds that determine a priori the desired level of estimation accuracy, and new distributed strategies relying on Stein's unbiased risk estimate (SURE) paradigms for tuning the regularization parameters and applicable to generic basis functions (thus not necessarily kernel eigenfunctions) and that can again be implemented via average consensus. The proposed estimators and bounds are finally tested on both synthetic and real field data.
INTRODUCTION
M ANY modern engineering problems involve networks containing a large number of agents which have to cooperate to obtain a common goal. Several of these tasks can be seen as problems of function estimation from sparse and noisy data, a central issue in the machine learning field [1] , [2] . Examples include the determination of the wind speed and direction field in a wind farm from local measurements of the turbines [3] , the reconstruction of the temperature field in a datacenter from local measurements at each server [4] , and weather forecasts [5] , [6] . Traditional centralized machine-learning estimation approaches are computationally non-scalable when the network is large. Moreover parallelization of computation using client-server architectures, which can alleviate this problem, might not be feasible. This happens, e.g., in applications where communication is peer-to-peer, as in wireless sensor networks or multi-agent robotics, and where each agent is expected to have a common copy of the global estimate. In these cases, fully distributed cooperation approaches are ought [7] .
State-of-the-Art
This paper considers a distributed nonparametric Gaussian regression approach. In this context, the unknown map is modeled as a zero-mean Gaussian process whose covariance (also called kernel in the machine learning literature) has to embed expected properties like smoothness [8] , [9] . Other approaches to function estimation could be also adopted, e.g., sparse regression based on the ' 1 norm, automatic relevance determination or the elastic net [10] , [11] , [12] , [13] , [14] . However, in our framework the implementation of these approaches is not trivial and would require sophisticated distributed optimization algorithms like ADMM [15] . In fact, we consider a scenario where N agents first collect a total of M direct and noisy measurements of the unknown map on input locations drawn from a common and known probability density. The aim is then to obtain a shared function estimate. To simplify the exposition, we assume w.l.o.g. N ¼ M, i.e., each agent collects a single measurement. We also assume that computational and data storage capabilities are limited, and that the communication network is peer-topeer, i.e., agents are able only to communicate with a restricted number of neighbors. As described below, this makes the problem difficult also under Gaussian process assumptions, but we will see that function estimation can be performed using simple average operations.
Assuming that f and the measurements noise are jointly Gaussian, achieving the minimum variance estimate requires knowing all the M measurements and related input locations, plus invert an M Â M matrix with OðM 3 Þ operations, a difficult task in a distributed fashion. When the data set size M is large, the complexity is high also in centralized contexts. Therefore, many alternative approaches have been developed relying, e.g., on the notion of pseudo input locations [16] , [17] , [18] , the use of matrix factorizations [19] and approximations of the kernel function [20] , [21] through the Nystr€ om method or greedy techniques [22] , [23] , [24] . Along this way, KL expansions [25] have been also used to decompose the kernel in terms of eigenfunctions that are orthogonal w.r.t. the input locations probability density. One can then approximate the Gaussian process via the E kernel eigenfunctions associated to the largest eigenvalues, an approximation that corresponds to perform the best process approximation before seeing the data [25] (see Section 3.1 for more details). A posteriori, i.e., after seeing the measurements and their input locations, the situation is instead more subtle since there exist E-dimensional subspaces that allow to come closer to the minimum variance estimator [26] . However, the a priori basis given by the KL expansion has important advantages. In fact, as proved in [27] , the first E kernel eigenfunctions are asymptotically optimal, i.e., they provide the best E-dimensional approximation of the minimum variance estimator as the data set size M grows to infinity. In addition, differently from the a posteriori basis described in [26] , the a priori basis can be computed off-line. Moreover, as detailed in Section 3.2, computing the final estimates requires computing sufficient statistics that have the structure of averages of M local matrices and local vectors of dimension respectively E Â E and E. This implies that the basic building block of the estimators involves computing averages over networks which can be more efficient from a memory, computation and communication perspective when E ( M. Such averages can be computed via the so called average consensus algorithms [28] , [29] which require only mild assumption on network connectivity and communication. In particular, these algorithms require no global topological information, only minimal local coordination and can be implemented also in the context of asynchronous updates and lossy communication [30] .
Contribution
Our stream of research pairs the ones of other authors focusing on distributed kernel regression. An example is [31] , that proposes a distributed regularized kernel Least Squares (LS) regression algorithm that exploits successive orthogonal projections, or [32] that extends [31] by designing strategies to reduce the communication and synchronization needs. Estimators with reduced order model complexity have been proposed in [33] , while nonparametric schemes using Nearest-Neighbors interpolation strategies have been studied also in [34] . Another Gaussian estimation approach is considered in [35] , with focus on the problem of sequentially predicting the most informative future input locations to minimize simultaneously the prediction error and the uncertainty in the regularization parameters. Other distributed regression algorithms are proposed in [36] with the aim of estimating a dynamic Gaussian process and its gradient, while in [37] authors develop a distributed learning and cooperative control algorithm where agents estimate a static field modeled as a network of radial basis functions whose centers locations are known in advance.
Despite the many research efforts, none of the aforementioned works on distributed regression have addressed the following fundamental issue: assigned a Gaussian prior (the kernel) and the input locations distribution, how much information does the network need to exchange to obtain, with a probability 1 À a, the desired level of estimation accuracy? In this paper we will answer this question adopting KL-based strategies which exploit E kernel eigenfunctions. In particular, we will study two different estimators denoted by b f A and b f B which have computational and communication complexities of order OðE 2 Þ and OðEÞ, respectively, originally proposed in [38] . Differently from [38] which focused on finding Monte Carlo based strategies for assessing the a posteriori statistical performance of the estimators, in this work the focus is on characterizing their a priori prediction capability on future data by first assigning the kernel and the input locations statistics, and then deriving non-asymptotic error bounds that are functions of E, M and a. This analysis can be also seen as the extension to the Bayesian context of the concept of effective dimension developed in deterministic frameworks, e.g., in [39] . There it has been shown that, in the worst case, subspaces of dimension ffiffiffiffiffi M p , i.e., sub-polynomial in the data set size, capture the estimate. Parallel to this, our bound returns information on the Bayesian effective dimension revealing which subspace can be really influenced by the measurements.
Another major contribution provided in this work is to show that both b f A and b f B are asymptotically optimal, i.e., for fixed E, as M grows to infinity there is no other estimator which can perform better in the mean squared error sense. We will also see that, while b f A is always consistent, i.e., convergent in probability to the true function as E; M ! 1, consistency of b f B requires E to grow slower than M. In some sense, such result clarifies the price to pay when adopting a estimator parsimonious in the information exchange.
Finally, in many applications the kernel scale factor is unknown and its tuning is critical since it strongly affects the performance of the Bayesian estimator. In addition, the kernel expansion could be hard to be obtained and one would rather use a different set of basis functions. In the terminal part of the paper, we address these problems by proposing a novel distributed tuning strategy based on the SURE criterion [40] . Standard approaches proposed in the literature in the context of a centralized framework (like cross-validation and maximum likelihood [41] , [42] , [43] , [44] , MAP estimation [45] , expected improvement [46] and Markov chain Monte Carlo [47] , [48] ) require high computation and communication overhead, and are therefore not suited for distributed implementations. Instead, our strategy allows for simultaneous hyperparameter tuning and function estimation via a single average consensus algorithm over a vector of size OðE 2 Þ when b f A is employed, and via only two averages of size OðEÞ when b f B is employed. Very importantly, the SURE criterion be used also for generic basis functions, such as kernel sections or Nystr€ om bases, thus not necessarily restricted to be kernel eigenfunctions and defined.
Paper Outline
The paper is organized as follows. Section 2 formulates the Bayesian estimation problem while Section 3 describes the KL expansion of the Gaussian process and the distributed estimators. Section 4 provides the statistical characterization of our distributed estimators, also deriving error bounds which are then tested via some numerical experiments. Section 5 proposes distributed strategies to tune the possibly unknown regularization parameter entering our estimators for generic basis functions and discusses practical implementation issues. These strategies are also tested on both synthetic and real data. Section 6 collects conclusions and future research directions while proofs are collected in the Appendix, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/ 10.1109/TPAMI.2018.2836422.
BAYESIAN ESTIMATION

The Measurements Model
We consider the measurements model
with the input locations x m following the stochastic generation scheme
with m a non-degenerate probability measure on the compact X . The unknown function f : X ! R is a zero-mean Gaussian process with continuous covariance K :
The measurement noise is also Gaussian of known variance s 2 n : n m $ N 0; s 2 n À Á :
Finally, fn m g M m¼1 , fx m g M m¼1 and f are all assumed mutually independent.
The Bayesian Estimator
The Gaussian assumptions of Section 2.1 imply that the posterior of f given the dataset x m ; y m f g M m¼1 is still Gaussian. Also, the Maximum A Posteriori (MAP) estimator coincides with the minimum variance estimator and is given by 
and, using d ij for the Kronecker delta, Z
Let E be a positive integer. Then (4), (5) and (6) allow us to reformulate the process f via the following KL expansion
The expansion coefficients have been thus divided into two sets: a finite one composed by the E random variables a e , and an infinite one given by the remaining variables b e . The elements in these two sets are all mutually independent, and satisfy 
It is well known that
is that E-dimensional subspace that captures the biggest part of the statistical energy of f as measured by
In other words, f a is the best E-dimensional approximation of f in the mean square sense [27] .
In what follows, it is always assumed that all the kernel eigenfunctions are contained in a ball of finite radius in the space of continuous functions, i.e.,
Assumption 1 is satisfied by all the finite-dimensional kernels and also by classical covariances like the spline kernels, e.g., see [49] for the case of uniform m. In practice, if the KL expansion is not available in closed form, it can be obtained numerically with arbitrary accuracy, as for example described in [50] , also permitting to compute the constant k.
KL Expansion: Measurement Model
Our next step is to search for finite-dimensional estimators of f suitable for distributed implementations. Below, we introduce two different estimators, denoted by b f A and b f B , which assume values in the finite-dimensional subspace S defined in (9) . First, it is useful to rewrite model (1) in a more compact form. Let 
Considering decomposition (7), definitions (11), (26), (27), (28) , (29), (30), (13) and using classical algebraic notation to handle infinite-dimensional objects, the measurements model (1) becomes y y ¼ Ga a þ Zb b þ n n:
With this novel notation Ga a accounts for the contribution from f a while Zb b accounts for the contribution from f b .
The
where
In turn, this approach approximates b
The estimator b f B is more advantageous than b f A for distributed computations. In fact, it requires an average consensus on just the column vectors G T m y m 's, for a total of E scalars (differently from the E 2 þ E ones required by b f A ), and does not require any expensive matrix inversion since I þ
or at least some bounds that quantify the performance of the estimator for any specified E and M a priori. However, the computation of such quantities is intractable or, at least, requires an expensive Monte Carlo analysis, possibly to be repeated for many different design variables like, e.g., M; E; s 2 n . To circumvent this challenge, we will exploit the assumption that the input locations are randomly drawn from a known distribution m and the orthonormality of the eigenfunctions to find bounds on E½kf À b f A k 2 that hold with arbitrarily high probability. More specifically, the key idea is to find an event E that occurs with arbitrarily high probability such that informative bounds on E½kf À b f A k 2 E j can be computed. This is formally described in the next sections.
Performance Indexes and Lower Bound
Two important performance indexes we consider for b f A and b f B are the errors defined by the conditional expectations
The variables Err A ðx xÞ and Err B ðx xÞ are stochastic, since they are functions of the random input locations x x that in our settings are assumed random as described in (2). Hence, the crux of our analysis will be how to account for the randomness coming from x x. Note also that k Á k depends on m so that Err A and Err B quantify the prediction errors on future data independently drawn from the same training set distribution. Exploiting the KL expansion introduced in Section 3.1 a lower bound on the errors Err A ðx xÞ and Err B ðx xÞ can be also easily obtained. More generally, the following result bounds the performance achievable by any generic E-dimensional estimator of f. 
The following definition will be especially important for our future developments. Definition 1. We say that Err A q or Err B q with probability 1 À a if there exists an event E in the s-algebra induced by x x of probability at least 1 À a such that, respectively,
Thus, if a is close to zero saying that Err A q with probability 1 À a is equivalent to saying that the average error associated to b f A is smaller than q with high probability. Finally, note that setting E to the entire sample space, the conditional expectations in the Left Hand Side (LHS) of (18) and (19) become unconditional ones, and actually correspond to the Mean Square Errors (MSEs) of b
Non Asymptotic Error Bounds
The key issue is to bound the performance indexes Err A and Err B for any finite number of measurements M and eigenfunctions E. The following theorem provides the desired bounds. It depends on the input locations distribution m, the kernel eigenvalues e and constant k defined in (4) and (10) , the number of eigenfunctions E and measurements M.
In addition the bound is also function of a parameter " 2 ð0; 1 connected to maximal and minimal (stochastic) eigenvalue of G T G M , as detailed in the proof contained in the Appendix, available in the online supplemental material.
Theorem 2. Let the assumptions in Section 2.1 and Assumption 1 hold, a 2 ð0; 1Þ be a desired confidence level (e.g., 0.01 or 0.05), and " 2 ð0; 1 be given. If E; M and k satisfy
then with probability at least 1 À a it holds that
Under the same assumption but with E; M and k now satisfying
The obtained bounds are now tested via a numerical example.
Numerical Study
Consider the first-order spline kernel [51] which corresponds to the Brownian motion covariance, i.e.,
with the input locations probability measure m in (2) set to the uniform distribution on ½0; 1. With these settings
To make the bounds only depend on E we set M ¼ 10000, 1 À a ¼ 0:95, the noise variance s 2 n ¼ 0:1 2 , and " 2 ð0; 1 that minimizes the bound while satisfying (22) or (23) accordingly.
The thick lines in the two top panels of Fig. 1 show how Bnd A (left) and Bnd B (right) vary with E (bounds are normalized using the prior process variance P 1 e¼1 e ). For the sake of comparison we also display the true (normalized) MSEs (dashed line) as defined in (20) and (21), calculated via a Monte Carlo of 1000 runs, and its lower bound (thin line), i.e., P 1 e¼Eþ1 e = P 1 e¼1 e as illustrated in Theorem 1.
As for Bnd A , it is interesting to notice that just 20 eigenfunctions are needed to obtain an high estimation accuracy in both the cases. In addition, the curve is very close to the true error profile (which in turn is close to the lower bound) and is monotonically decreasing. Indeed, as discussed in the proof of Theorem 5 contained in the next subsection, when one adopts b f A one should set E as large as possible (compatibly with communication capabilities) since, at the limit, convergence to the minimum variance estimator holds.
The profile of Bnd B is instead different and exhibit a clear minimum at E ¼ 7. The reason is that b f B relies on the asymptotic matrix approximation (16) . The bound Bnd B then points out that if E is too large then the quality of this approximation can worsen, hence leading to an increment of the corresponding MSE. One can see that also the true error profile is not monotonically decreasing (indeed, we will see in the next subsection that for M fixed and E going to infinity b f B is not guaranteed to converge to the minimum variance estimator). Note that, in this case, Bnd B is close to truth only for low values of E and that the Monte Carlo analysis suggests the best E to be around 50. Overall, this indicates that the eigenfunctions number has to be seen as an important design parameter for b f B to optimize the performance. This point will be the focus of Section 5.
Finally, the two bottom panels of Fig. 1 display the same bounds except that the kernel eigenvalues now decay exponentially to zero as e ¼ expðÀ0:1eÞ. Exponentially decaying eigenvalues are typical for Gaussian kernels, and therefore of practical relevance. The shapes of the curves change but the same comments hold true.
Asymptotic Behaviors of the Estimators and of the Bounds
Now, we start investigating the asymptotic properties of our estimators considering a situation where their dimension E is fixed while the number of measurements M grows to infinity. The next result then shows that b f A and b f B asymptotically reach the lower bound (17) . We now discuss the statistical consistency of our estimators. In this case, the conditions under which b f A and b f B converge to f as both E and M grow to infinity are different, as illustrated in the following two results. tight according to the Chernoff's bound. In fact, our requirement is that M grows up a bit more slowly w.r.t. the relationship Elog E ¼ M. Now, assume instead that Elog E ¼ M, i.e., d ¼ 1 and fix any rule such that " ! 1 and a ! 0. Recall that
must be satisfied. Asymptotically, the lhs tends to 0 þ while the second term becomes k À Ek M log ða=2Þ and is larger than k when a is sufficiently close to zero. One would thus need 0 ! k but this is not possible. Also note that the previous theorem implies that any sublinear power growth of EðMÞ ¼ M a , for any a 2 ð0; 1Þ, satisfies the consistency condition, which can be readily verified by choosing d ¼ 
DISTRIBUTED TUNING OF THE REGULARIZATION PARAMETER
The statistical bounds obtained in the previous section quantify the performance of b f A and b f B assuming that the prior function model is correct. Beyond their theoretical interest, in real applications these bounds can give useful guidelines to select the amount of information that agents need to exchange. However, the covariance K is often defined only except for a scalar factor g. In addition, the prior is never perfect and the tuning of g could also hinder possible undermodeling. So, in place of (3), in practical applications it is beneficial to consider f $ N 0; g À1 K À Á with g to be estimated from the observed noisy outputs and related input locations. Furthermore, when b f B is considered, it has been shown that also the parameter E plays an important role since, for a fixed number of samples M, its performance degrades if E is too small or too large. Hence, it could be desirable to adjust also the number of eigenfunctions forming the estimate after seeing the data.
In the following we will follow the SURE approach for tuning the free parameters. Although alternative approaches are possible, such as cross validation and marginal likelihood optimization, we will see that SURE has the advantage to require less communication and computation processing, and also to be suitable for distributed implementations. We start by reporting a result obtained through a simple generalization of the arguments in [44] [Section 7.4]. Theorem 6. Let h h be a deterministic unknown parameter vector.
Assume that the measurements model is
and consider also future measurements
where the noises e e and e e Ã are uncorrelated, zero mean with covariance S. Then, given the linear estimator b z z ¼ Sz z, an unbiased estimator of the risk E½kz z Ã À b z zk 2 is given by:
The quantity tr SS ð Þentering the second part of the objective (24) is connected to the concept of equivalent degrees of freedom [52] , [53] .
In what follows, we assume that g is unknown but belongs to the finite set G which is known in advance to the network. In addition, let us assume that the estimation step has been performed adopting a certain value E. Hence, if b f A has been used, each agent has stored G T G M and G T M y so that, letting
it can compute H A y for any g 2 G.
If b f B has been adopted, then also the optimal number of eigenbases E 0 has to be found within the set E 0 2 V. In this case, each agent knows only G T M y and, letting
it can compute H B y for any g 2 G and integer E 0 2 V.
Distributed SURE for b f A : Tuning of g
The first strategy is suited for b f A . Surprisingly, we will see that the tuning of g can be performed by the network using only local operations, without the need of performing any additional consensus operation. Now, let us reconsider our measurements model
where a a is E-dimensional. Hereby, we break away from the assumptions on prior correctness by thinking of Ga a þ Zb b as a deterministic vector. It thus corresponds to the deterministic function f sampled on the realizations of the input locations.
We then create a (projected) measurement model via premultiplication by G T =M, i.e.,
where the correspondences with the key quantities defining the risk estimator (24) have been pointed out. From such definitions, we also obtain
m¼1 G T m y m have been already computed by each agent via a distributed consensus algorithm [29] to implement b f A . Then, since the network cardinality M is known, each agent can tune g by optimizing the SURE score (24) connected with the prediction risk on the future data z z
with
To understand the rationale underlying this strategy we have just to consider that the novel process (27) aðg; E 0 Þ for E 0 < E is simply the truncated version of b aðg; EÞ where the last E À E 0 components are set to zero. Moreover, the vectors b aðg; E 0 Þ can be independently computed by each agent for each value of g 2 G; E 0 2 V once z z is available. The output prediction can be written as
Hence, each agent can compute the vectors b z zðg; E 0 Þ for each g 2 G and E 0 2 V by running an additional consensus of size OðdimðVÞ dimðGÞEÞ. As so, the first part of the SURE score z z À b z zðg; E 0 Þ k k 2 can be readily computed by each agent. As for the second part of SURE related to the equivalent degrees of freedom, we need to compute tr Sðg; E 0 ÞS ð Þwhere
Obviously, this would not make too much sense in the con-
f A which has better performance anyways. Therefore we will approximate such matrix V (similarly to what we did to obtain b f B ) by replacing it with an identity matrix. This corresponds to use a sort of expected equivalent degrees of freedom:
The optimal tuning of the parameter is then obtained as
Note that this strategy for tuning b f B is more efficient from a communication and computational point of view than b f A only if dimðVÞ dimðGÞ < E.
Practical Implementation Issues
We now illustrate how to implement the proposed distributed estimators, also in connection with the properties of the SURE tuning strategies described above. We discuss first the use and the derivation of the KL expansion and then how f can be estimated in a distributed way also adopting basis functions different from the kernel eigenfunctions. All the code developed for implementing the algorithms below is publicly available in the repository github.com/damianovar/Gaussian-regression-via-finitedimensional-approximations.
Computing the KL Expansions
Assume that the prior on f is correct and that the input locations distribution m is known. Then, according to Theorem 5, at least for large data set size M, the use of the eigenfunctions in (5) is statistically optimal. Obtaining the kernel expansion in closed form is in general difficult but important exceptions are the popular spline and Gaussian kernel. In particular, for uniform m the expansion of the linear and cubic smoothing spline kernel is reported in [49] . For Gaussian m on the real line, the Gaussian kernel expansion is given via Hermite polynomials, as reported in [27] [Section 4]. Such result then immediately generalizes to multi-dimensional domains: if mðÁÞ and KðÁ; ÁÞ are tensor products of one-dimensional distributions and kernels, respectively, the expansion involves tensor products of the one-dimensional eigenfunctions.
Assume then that the kernel expansion is not available in closed form. It is worth pointing out that in many relevant distributed problems the dimension of the function domain X is limited to 2 or 3, and this makes the numerical determination of the eigenfunctions and eigenvalues viable. More specifically, let fe x e g q e¼1 be independent samples from m, and let K K be the q Â q kernel matrix whose ði; jÞ-entry is
Then, according to [50] [Lemma 9 and Corollary 10], the eigenvalues and (normalized) eigenvectors from the Singular Values Decomposition (SVD) of K K converge to the eigenvalues and eigenfunctions of KðÁ; ÁÞ as q ! þ1. Hence, the agents can be equipped with arbitrarily accurate approximations of the KL expansion.
Generic Basis Functions: Kernel Sections
As discussed above, in some circumstances the kernel eigenfunctions could be not available in closed form, or have a complex functional form that makes storing them in the agents' memory unpractical. In such cases, one would rather use basis functions which admit simple closed-form expressions, possibly also non orthonormal. Even if the bounds developed in Section 4 cannot be used anymore, we will see that the SURE strategies for hyperparameters tuning generalize well also to this situation. We limit our discussion to the use of the kernel sections as basis (an important case also in view of their connections with the representer theorem [54] , [55] ). This basis is associated to a set fe x e g E e¼1 of input locations 1 which could be drawn from m or selected in a deterministic way to cover sufficiently well X . We then define our E basis functions as
Using the kernel sections in the decomposition (7), we can think of f a as where the vector a a :¼ a 1 ; . . . ; a E ½ T is now zero-mean Gaussian with covariance proportional to the inverse of the kernel matrix
a a $ N 0; g À1 K K À1 À Á :
In fact, if the prior were correct, this would indeed correspond to see f a sampled on fe x e g E e¼1 as zero-mean Gaussian with covariance g À1 K K À1 .
Since the kernel sections are generally not orthonormal w. r.t. m, even if M ! 1 the projected measurements G T y y M do not converge to the expansion coefficients a e . However, these can be still used to tune the regularization parameters. In particular, for what concerns b f A , the distributed SURE estimator introduced in Section 5.1 can estimate f and g with a single consensus just replacing L À1 E with K K. Thus, this estimator does not even need the knowledge of m and the agents can implement it once they know the function K Á; Á ð Þ and the expansion grid fe x e g E e¼1 .
The estimator b f A is thus given by:
Consider now the implementation of b f B through the kernel sections with the estimator defined by the set of potential E 0 2 V. In particular, for the sake of simplicity, assume that each E 0 is associated to the kernel sections induced by the first E 0 input locations in the (ordered) set fe x e g E e¼1 . Given a generic matrix A, the submatrix obtained by retaining its first E 0 rows and columns is denoted by ½A E 0 . Assume moreover that the same notation applies to vectors to retain only their first E 0 elements. Then, the same SURE strategy developed in Section 5.2 can be adopted by setting
In the multivariate case, assume that Kðx; x 0 Þ ¼ e À kxÀx 0 k 2 h while m is given by tensor products of one-dimensional Gaussian densities. Then, the result is still available in closed form: E½ G T G M corresponds to convex combinations of Hadamard products of the matrices obtained in the scalar case.
Generic Basis Functions: Nystr € om Method
The analysis provided in the previous section can also be applied to the popular Nystr€ om method [56] , [57] . The idea is to find a basis for f of dimension E which has almost the same performance of the basis composed of q ) E kernel sections with q an arbitrary number as in Section 5.3.1. More specifically, let fe x n g q n¼1 be q input location defined a-priori 2 from m, and consider both the corresponding kernel matrix K K 2 R qÂq defined in (30) and its SVD decomposition
. . . ; v q the orthonormal eigenvectors of K K and D q the diagonal matrix formed by the corresponding eigenvalues of K K sorted in non-increasing order. If V E :¼ ½v 1 ; . . . ; v E and D E 2 R EÂE is the diagonal matrix with the first E sorted eigenvalues of K K, then 
We can then use once again (12) to build G using the f e 's above, and exploit the same strategies considered in Section 5.3.2 just replacing K K with D E .
Numerical Study on Synthetic Data
Let us consider the same data generators based on the spline and the exponentially decaying kernels described in Section 4.3. The unknown function has to be reconstructed from M ¼ 10000 measurements by b f A and b f B . The errors are still the MSEs defined in (20) and (21) normalized by the prior variance (the same definition was used to build Fig. 1) . The difference however is that our estimators now depend on unknown hyperparameters that need to be inferred from data. More specifically, when b f A is adopted we fix E ¼ 400 and the regularization parameter is searched over a grid G containing 50 logarithmically spaced values between 10 À3 and 10 3 . When using b f B the grid G contains only the three values f10 À3 ; 0; 10 3 g while E is estimated from data over V ¼ f1; 5; 10; 20; 50; 100; 200; 300; 400g. We still consider a Monte Carlo study of 1000 runs where at any run independent realizations of f, of the M input locations and of the measurement noises are generated. Hyperparameters tuning is then performed by:
and " b f B þ oracle", where "oracle" indicates that these approaches know at any run the realization of f (which is the object to estimate) and select exactly those hyperparameters that minimize the MSE achievable by those two estimators. For instance, assume that f ¼ P 1 e¼1 a e f e is the realization of the function at a certain run. Let also b
aðg; E 0 Þ denote the vector with the estimates of the first E 0 coefficients a e returned by b
where b a e ðg; E 0 Þ :¼ 0 for e > E 0 . Thus, this estimator is not implementable in practice and provides the lower bound on the MSEs (20) and (21) achievable by the two estimators; " b f A þ SURE" and " b f B þ SURE", where the hyperparameters tuning step is performed following the SURE approaches described in the previous subsection.
Recall that " b f A þ SURE" requires only a single consensus on a vector of size OðE 2 Þ to obtain simultaneously both the hyperparameters and function estimates, while " b f B þ SURE" requires two consensus operations of size OðEÞ. The set of four Monte Carlo experiments have been also repeated adopting different data set sizes M. To synthesize SURE's performance with an index function only of M, let S p 2 ½0; 1 denote the ratio between the mean of the 400 errors obtained by the oracle and the SURE strategies respectively for a certain value of M. Note that a value of S p ¼ 1 indicates that SURE is performing as well as the oracle and that, for M ¼ 10000, S p becomes the distillate of Fig. 2 . Table 1 reports S p for M ¼ 100; 1000; 10000: one can see that the proposed hyperparameter estimation procedure behaves very nicely.
Numerical Study on Field Data -Colorado Rain
Let us now consider the reconstruction of monthly precipitations using data collected in Colorado in the years 1995-1997 [58] . Many alternative solutions are available in the context of weather forecasts, but they are limited to centralized 2. The Nystr€ om method closely resembles the eigenfunctions/eigenvalues numerical computation method presented in Section 5.3.1, the difference being that in Nystr€ om the parameter q is in general not extremely large and the input locations fe x n g q n¼1 are not generated by m but are randomly extracted from the training set.
solutions, such as [5] , [6] , for example, thus not suitable in our distributed framework. Measurements y m are a series of monthly average precipitations measured at 367 stations within the rectangular longitude/latitude region ½À109:5; À101 Â ½36:5; 41:5 remapped for convenience into the unitary square so that x m 2 ½0; 1 2 for every m.
We test the SURE strategies (28) and (29) . When using b f A we set E ¼ 20 and G to the grid containing 50 values logarithmically spaced between 10 À5 and 10 5 . When adopting b f B we use G ¼ 0 and V ¼ 2; 4; . . . ; 20 f g , i.e., consider only E 0 as a regularization parameter. In both cases, we consider the Gaussian kernel
The eigenfunctions are computed by assuming that the input locations are not know a-priori and extracted uniformly from the monitored region, i.e., mðxÞ is a uniform distribution. We design a Monte Carlo study of 1000 runs where, at any run, we select randomly two months within the 1995-1997 dataset obtaining three different sets. The first one is a training set D train of average precipitations obtained by selecting randomly and uniformly 2/3 of the measurements from the first selected month. The second is a test set D test corresponding to the remaining 1/3 measurements from the first selected month. The last one is D s 2 n and contains measurements in the second selected month which are used to estimate the noise variance via least squares based on E eigenfunctions. This corresponds to using b f A with g ¼ 0 obtaining as estimate of the noise variance b
where dimðD s 2 n Þ is the cardinality of D s 2 n . Overall, this represents a situation where noise levels are determined by a centralized approach before running the estimators b f A and b f B .
The following tuning strategies are used:
and " b f B þ oracle", where "oracle" now indicates that these approaches can select those hyperparameters minimizing the following prediction errors on the test set
where x m ; y m ð Þ are all elements of D test . Note that RSS A and RSS B can be seen as approximations of the MSEs (20) and (21) and that the oracle provides a lower bound on their values; (2) " b f A þ SURE" and " b f B þ SURE", where the hyperparameters tuning step is performed minimizing the estimated risks J A g ð Þ and J B g; E 0 ð Þ defined in (28) and (29) . Fig. 3 compares with a scatter-plot the prediction errors (31) and (32) achieved by the estimators after the 1000 Monte Carlo runs. The situation is not dissimilar from the case of synthetic data: as for the estimators " b f A þ SURE" and " b f B þ SURE", the performance of the SURE strategies is close to that of the oracles. 
Numerical Study on Field Data -UCI Datasets
The second study is performed on two datasets from the public UCI repository, and is executed using the Nystr€ ombased strategy described in Section 5.3.3 to compute the basis functions for the estimators using all the input locations that define the training set. Our purpose is here to compare the proposed SURE-based strategy for tuning the regularization parameters against an oracle that selects as the best regularization parameters that ones that give the best fit performance in the test set. As for the kernel, we consider a Gaussian kernel with an unitary variance (not accurately tuned, since the purpose of this section is more checking that the proposed SURE strategy chooses the regularization parameters accurately rather than actually maximizing the generalization capabilities of the regression algorithms). As for the grid for tuning g, we then consider the set G ¼ f0; 10 À5 ; 10 À4 ; . . . ; 10 2 g; as for E 0 , we consider V ¼ f1; 2; . . . ; 30g. Table 2 summarizes then the obtained results, and numerically confirms the efficacy of the proposed parameters tuning strategies.
CONCLUSIONS
Distributed function estimation is an important problem where agents with limited computational, data storage and communication capabilities collect noisy measurements and have to reconstruct an unknown map in a collaborative way. In this context, we have studied Gaussian regression providing rigorous statistical bounds on the performance of two distributed estimators, also characterizing their asymptotic behavior. On the practical side, our study indicates how the dimension E of the adopted estimator has to depend on the number of measurements M collected by the agents to guarantee the desired statistical performance. The analysis clarifies merits and limitations of the two approaches also in function of the different amount of information exchange required to the network (linear or quadratic in E). We have also introduced novel distributed strategies which learn from data possibly unknown hyperparameters entering the estimators, and that do not necessarily require solving potentially numerically intensive eigenfunctions-eigenvalues decompositions of kernel functions. For the first time, to our knowledge, this paper has shown how it is possible to estimate the regularization parameter and the unknown function via a single average consensus operation. Overall, the theoretical achievements and the numerical strategies here described provide sound tools to reconstruct static functions in distributed networks. An important future direction is to extend all the analysis to an even more challenging situation where the unknown map may change in time and has to be tracked in an on-line manner.
