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Abstract
We study a finite rank bundle F over a neighborhood of J-Holomorphic map Moduli Spaces, prove the
exponential decay of the derivative of the gluing maps for F with respect to the gluing parameter.
1 Introduction and Preliminary
In [10], [6] and [2] the authors introduced a finite rank bundle F over a neighborhood of J-Holomorphic map
Moduli Spaces. This bundle plays an important role in the study of the Gromov-Witten theory and the relative
Gromov-Witten theory. In this paper we study some local analysis properties of this bundle.
Let (M,ω, J) be a closed C∞ symplectic manifold of dimension 2mwith ω-tame almost complex structure
J , let (Σ, j,y) be a smooth Riemann surface of genus g with n marked points with n > 2 − 2g. We fix a
local coordinate system ψ : U → A for the Teichmu¨ller space Tg,n, where U ⊂ Tg,n is a open set. Let
ao = (jo,yo) ∈ A, u : Σ→M be a (jo, J)-holomorphic map. Then F can be viewed locally as a bundle over
A×W k,2(Σ, u∗TM), denoted by F˜. In §3 we study the smoothness of F˜.
In §4 and §6 we study the gluing theory for F˜. Let (Σ, j,y, q) be a marked nodal Riemann surface with one
nodal point q. We write Σ = Σ1 ∧ Σ2. Let u = (u1, u2), where ui : Σi → M is a (joi, J)-holomorphic map.
We glue Σ and u at q with gluing parameter (r, τ) := (r) to get Σ(r) and pregluing map u(r) : Σ(r) →M . We
have a gluing map from F˜ |u to F˜ |u(r) . We prove the exponential decay of the derivatives of the gluing maps
with respect to the gluing parameter.
1.1 Metrics on Σ
Let (Σ, j,y) be a smooth Riemann surface of genus g with n marked points. In this paper we assume that
n > 2 − 2g, and (g, n) 6= (1, 1), (2, 0). It is well-known that there is a unique complete hyperboloc metric
g0 in Σ \ {y} of constant curvature −1 of finite volume, in the given conformal class j ( see [12]). Let
H = {ζ = λ+√−1µ|µ > 0} be the half upper plane with the Poincare metric
g0(ζ) =
1
(Im(ζ))2
dζdζ¯.
Let
D =
{ζ ∈ H|Im(ζ) ≥ 1}
ζ ∼ ζ + 1
be a cylinder, and g0 induces a metric on D, which is still denoted by g0. Let z = e
2πiζ , through which we
identify D withD(e−2π) := {z||z| < e−2π}. An important result is that for any punctured point yi there exists
a neighborhood Oi of yi in Σ such that
(Oi \ {yi},g0) ∼= (D(e−2π) \ {0},g0),
1partially supported by a NSFC grant
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moreover, all Oi’s are disjoint with each other. Then we can view Dyi(e
−2π) as a neighborhood of yi in Σ and
z is a local complex coordinate on Dyi(e
−2π) with z(yi) = 0. For any c > 0 denote
D(c) =
⋃
Dyi(c), Σ(c) = Σ \D(c).
Let g′ = dzdz¯ be the standard Euclidean metric on eachDyi(e
−2π). We fix a smooth cut-off function χ(|z|) to
glue g0 and g
′, we get a smooth metric g in the given conformal class j on Σ such that
g =

g0 on Σ \D(e−2π),
g′ on D(12e
−2π) .
Let gc = ds2 + dθ2 be the cylinder metric on each D∗yi(e
−2π), where z = es+2π
√−1θ. We also define
another metric g⋄ on Σ as above by glue g0 and gc, such that
g⋄ =

g0 on Σ \D(e−2π),
gc on D(12e
−2π) .
The metric g (resp. g⋄) can be generalized to marked nodal surfaces in a natural way. Let (Σ, j,y) be a
marked nodal surfaces with e nodal points p = (p1, · · · , pe). Let σ : Σ˜ =
∑
r
ν=1 Σν → Σ be the normalization.
For every node pi we have a pair {ai,bi}. We view ai, bi as marked points on Σ˜ and define the metric gν
(resp. g⋄ν ) for each Σν . Then we define
g :=
ν⊕
1
gν , g
⋄ :=
ν⊕
1
g⋄ν .
1.2 Teichmu¨ller space
Denote by J (Σ) ⊂ End(TΣ) the manifold of all C∞ complex structures on Σ. Denote by Diff+(Σ)
the group of orientation preserving C∞ diffeomorphisms of Σ, by Diff+0 (Σ) the identity component of
Diff+(Σ). Diff+(Σ) acts on J (Σ)× (Σn \∆) by
φ(j,y) =
(
(dφx)
−1Jφ(x)dφx, ϕ−1y
)
for all φ ∈ Diff+(Σ), x ∈ Σ, where ∆ ⊂ Σn denotes the fat diagonal. Put
P := J (Σ)× (Σn \∆).
The orbit spaces are
Mg,n = (J (Σ)× (Σn \∆)) /Diff+(Σ), Tg,n = (J (Σ)× (Σn \∆)) /Diff+0 (Σ).
Mg,n is called the Deligne-Mumford space, Tg,n is called the Teichmu¨ller space.
Consider the principal fiber bundle Diff+0 (Σ)→ P→ Tg,n and the associated fiber bundle
πT : Q := P×Diff+0 (Σ) Σ→ Tg,n.
The following result is well-known ( cf [13] ):
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Lemma 1.1. Suppose that n + 2g ≥ 3. Then for any γo = [(jo,yo)] ∈ Tg,n, and any (jo,yo) ∈ P with
πT(jo,yo) = γo there is an open neighborhood A of zero in C
3g−3+n and a local holomorphic slice ι =
(ι0, · · · , ιn) : A→ P such that
ι0(o) = jo, ιi(o) = yio, i = 1, . . . , n, (1.1)
and the map
A×Diff0(Σ)→ P : (a, φ) 7→ (φ∗ι0(a), φ−1(ι1(a)), · · · , φ−1(ιn(a))
is a diffeomorphism onto a neighborhood of the orbit of (jo,yo).
From the local slice we have a local coordinate chart on U and a local trivialization on π−1
T
(U):
ψ : U → A, Ψ : π−1
T
(U)→ A× Σ, (1.2)
where U ⊂ Tg,n is a open set. We call (ψ,Ψ) in (1.2) a local coordinate system for Q. Suppose that we have
two local coordinate systems
(ψ,Ψ) : (O,π−1
T
(O))→ (A,A× Σ), (1.3)
(ψ′,Ψ′) : (O′, π−1
T
(O′))→ (A′,A′ × Σ). (1.4)
Suppose that O
⋂
O′ 6= ∅. Let W be a open set with W ⊂ O⋂O′. Denote V = ψ(W ) and V ′ = ψ′(W ).
Then ( see [13])
Lemma 1.2. ψ′ ◦ ψ−1|V : V → V ′ and Ψ′ ◦Ψ−1|V : V ×Σ→ V ′ × Σ are holomorphic.
1.3 J-holomorphic maps
Let (M,ω, J) be a closed C∞ symplectic manifold of dimension 2m with ω-tame almost complex structure J ,
where ω is a symplectic form. Then there is a Riemannian metric
GJ(v,w) :=< v,w >J :=
1
2
(ω(v, Jw) + ω(w, Jv)) (1.5)
for any v,w ∈ TM . Following [5] we choose the complex linear connection
∇˜XY = ∇XY − 12J (∇XJ)Y
induced by the Levi-Civita connection ∇ of the metric GJ .
Let (Σ, j,y) be a marked nodal Riemann surface of genus g with n marked points. Let σ : Σ˜ =∑ι
ν=1 Σν → Σ be the normalization. Let u : Σ −→ M be a smooth map. Here and later we say a map (
or section ) is smooth we mean that it is a continuous map such that, restricting to every Σν , it is smooth. The
map u is called a (j, J)-holomorphic map if, restricting to each Σν , du ◦ j = J ◦ du. Alternatively
∂¯j,J(u) :=
1
2
(du+ J(u)du ◦ j) = 0. (1.6)
Given A ∈ H2(M,Z). Let u : Σ → M be (jo, J)-holomorphic map with u([Σ]) = A. Set bo = (so, u),
so = (jo,yo). LetA = A1 ×A2 × ...×Aι be a local coordinate system of complex structures on Σ such that
so ∈ A. Denote by js the complex structure corresponding to s = (j,y) ∈ A. Let α be a small constant such
that 0 < α < 1. For any section h ∈ C∞(Σ;u∗TM) and section η ∈ C∞(Σ, u∗TM ⊗ ∧0,1j T ∗Σ) and given
integer k > 4 we define the norms ‖h‖ji,k,2,α and ‖η‖ji,k−1,2,α ( see [3] ). Denote by W k,2,α(Σ;u∗TM) and
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W k−1,2,α(Σ, u∗TM ⊗ ∧0,1j T ∗Σ) the complete spaces with respect to the norms ‖h‖ji,k,2,α and ‖η‖ji,k−1,2,α
respectively. We can also defineWk,2,α(Σ;u∗TM) as in [3]. Let
B˜ = {u ∈W k,2,α(Σ,M) | u∗([Σ]) = A}.
For fixed so, restricting to each Σν , B˜ is an infinite dimensional Banach manifold. Let δ > 0, ρ > 0 be two
small numbers. Denote
O˜bo(δ, ρ) := {(s, v) ∈ A× B˜ | dA(so, s) < δ, ‖h‖js ,k,2,α < ρ},
where v = expu h, dA is the distance function induced by the Weil-Petersson metric on the Deligne-Mumford
spaceMg,n.
2 A finite rank bundle and weighted norms
2.1 A finite rank bundle
We slightly deform ω to get a rational class [ω∗]. By taking multiple, we can assume that [ω∗] is an integral
class onM . Therefore, it is the Chern class of a complex line bundle L overM . Let i be the complex structure
on L. We choose a Hermition metric GL and the associate unitary connection ∇L on L.
Let (Σ, j,y) be a marked nodal Riemann surface of genus g with n marked points. Let u : Σ −→ M be
aWk,2,α map. We have a complex line bundle u∗L over Σ with complex structure u∗i and unitary connection
u∗∇L. Put b = (s, u), s = (j,y). The unitary connection u∗∇L splits into u∗∇L := u∗∇L,(1,0) ⊕ u∗∇L,(0,1).
We can define the spacesWk,2,α(Σ, u∗L) andW k−1,2,α(Σ, u∗L⊗∧(0,1)j T ⋆Σ) as in [3] (see also section §2.2).
Denote
DL := u∗∇L,(0,1) :Wk,2,α(Σ, u∗L)→W k−1,2,α(Σ, u∗L⊗ ∧(0,1)j T ⋆Σ).
One can check that
DL(fξ) = ∂¯jf ⊗ ξ + f ·DLξ.
DL determines a holomorphic structure on u∗L, for which DL is an associated Cauchy-Riemann operator (see
[8, 9]). Then u∗L is a holomorphic line bundle.
Let Σ be a smooth Riemann surface. Let {V } be a covering of Σ such that each V ⊂ Σ is a trivializing
open set of u∗L. DL becomes in each V
DLf =
∂
∂z¯
f + aV f. (2.1)
Consider the PDE
∂
∂z¯
f + aV f = 0. (2.2)
We can find a nonvanishing solution eV of (2.2). ( see [8, 9]). Then {eV } define a holomorphic structure on
u∗L such that DL is ∂¯j .
Now let Σ be nodal Riemann surface. For every smooth component Σν we have a holomorphic structure
on u∗L over Σν . Suppose that p is a node of Σ1 and Σ2. We choose nonvanishing solutions eVi of (2.2), where
Vi ⊂ Σi. Since (2.2) is a linear equation, we can choose eVi such that eV1(p) = eV2(p). Then we have a
holomorphic structure on u∗L over Σ.
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Let λ(Σ,j) be the dualizing sheaf of meromorphic 1-form with at worst simple pole at the nodal points and
for each nodal point p, say Σ1 and Σ2 intersects at p,
Resp(λ(Σ1,j1)) +Resp(λ(Σ2,j2)) = 0.
Let Π : C g →Mg be the universal curve. Let λ be the relative dualizing sheaf over C g, the restriction of λ to
(Σ, j) is λ(Σ,j).
SetΛ(Σ,j) := λ(Σ,j) (
∑n
i=1 yi). Λ |Cg,n is a line bundle over Cg,n. Let (ψ,Ψ) : (O,π−1T (O))→ (A,A×Σ)
be a local coordinate systems, where O ⊂ Tg,n is an open set. Λ induces a line bundle overA×Σ, denoted by
Λ˜. Then L˜ |b:= P∗Λ˜⊗u∗L is a holomorphic line bundle over Σ, where P denote the forgetful map. We have
a Cauchy-Riemann operator ∂¯b. Then H
0(Σ, L˜ |b) is the ker∂¯b. Here the ∂¯-operator depends on the complex
structure j on Σ and the bundle u∗L, so we denote it by ∂¯b.
If Σν is not a ghost component, there exist a constant ~o > 0 such that∫
u(Σν)
ω∗ > ~o.
Therefore, c1(u
∗L)(Σν) > 0. For ghost component Σν , λΣν (
∑n
i=1 yi) is positive. So for any b = (s, v) ∈
O˜bo(δ, ρ) by taking the higher power of L˜ |b, if necessary, we can assume that L˜ |b is very ample. Hence,
H1(Σ, L˜ |b) = 0. Therefore, H0(Σ, L˜ |b) is of constant rank ( independent of b ∈ O˜bo(δ, ρ)). We have a finite
rank bundle F˜ over O˜bo(δ, ρ), whose fiber at b = (j,y, v) ∈ O˜bo(δ, ρ) is H0(Σ, L˜ |b).
Remark 2.1. In [10], [6] and [2] the authors constructed a finite rank bundle F˜ over a neighborhood of J-
Holomorphic map Moduli Spaces. In this paper we study the local analysis properties, so we only give the
local construction here.
2.2 Weighted norms
Let (V, z) be a local coordinate system on Σ around a nodal point ( or a marked point) q with z(q) = 0 . Let
b = (s, u) ∈ O˜bo(δo, ρo) and e be a local holomorphic section of u∗L|V with ‖e‖GL(q) 6= 0 for q ∈ V . Then
for any φ ∈ F˜|b we can write
φ|V = f
(
dz
z
⊗ e
)p
, where f ∈ O(V ), p ∈ Z. (2.3)
In terms of the holomorphic cylindrical coordinates (s, t) defined by z = es+2π
√−1t we re-written (2.3) as
φ(s, t)|V = f(s, t)
(
(ds + 2π
√−1dt)⊗ e)p ,
where f(z) ∈ O(V ). It is easy to see that |f(s, t) − f(−∞, t)| uniformly exponentially converges to 0 with
respect to t ∈ S1 as |s| → ∞.
The metrics GL and g⋄ together induce a metric G on L˜. We define weighted norms for C∞c (Σ, L˜|b) and
C∞c (Σ, L˜|b⊗∧0,1j T ∗Σ). Fix a positive functionW onΣwhich has order equal to eα|s| on each end of Σi, where
α is a small constant such that 0 < α < 1. For any ζ ∈ C∞c (Σ, L˜|b) and any section η ∈ C∞c (Σ, L˜|b⊗∧0,1j T ∗Σ)
we define the norms
‖ζ‖j,k,2,α =
(∫
Σ
e2α|s|
k∑
i=0
|∇iζ|2dvolΣ
)1/2
, (2.4)
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‖η‖j,k−1,2,α =
(∫
Σ
e2α|s|
k−1∑
i=0
|∇iη|2dvolΣ
)1/2
. (2.5)
Here all norms and covariant derivatives are taken with respect to the Hermition metric G on L˜ and the
metric g⋄ on (Σ, j,y), dvolΣ denotes the volume form with respect to g⋄. Denote by W k,2,α(Σ; L˜|b) and
W k−1,2,α(Σ, L˜|b ⊗ ∧0,1j T ∗Σ) the complete spaces with respect to the norms respectively.
We choose R0 so large that ui({|si| ≥ r2}) lie in Oui(q) for any r > R0. In this coordinate system we
identify TxM with Tui(q)M for all x ∈ Oui(q). With respect to the base
(
e⊗ dzz
)p
for L˜|b we have a local
trivialization. Any ζ0 ∈ L˜|b(q) may be considered as a vector field in the coordinate neighborhood. We fix a
smooth cutoff function ̺:
̺(s) =
{
1, if |s| ≥ d¯
0, if |s| ≤ d¯2
where d¯ is a large positive number. Put
ζˆ0 = ̺ζ0.
Then for d¯ large enough ζˆ0 is a section in C
∞(Σ; L˜|bo) supported in the tube {(s, t)||s| ≥ d¯2 , t ∈ S1}. Denote
Wk,2,α(Σ; L˜|b) =
{
ζ + ζˆ0|ζ ∈W k,2,α(Σ; L˜|b), ζ0 ∈ L˜|b(q)
}
.
We define weighted Sobolev norm onWk,2,α by
‖ζ + ζˆ0‖W ,j,k,2,α = ‖ζ‖j,k,2,α + |ζ0|,
where |ζ0| = [G(ζ0, ζ0)u(q)]
1
2 .
Let b = (s, u). We define a Cauchy-Riemann operator
DL˜|b :Wk,2,α(Σ, L˜|b)→ W k−1,2,α(Σ, L˜|b ⊗ ∧0,1js T ∗Σ) by
DL˜|b(f(k⊗ e)p) = (∂¯f)(k⊗ e)p + (pf)(k⊗DLe)⊗ (k⊗ e)p−1, (2.6)
where k is a local frame field of Λ˜, f(k⊗ e)p ∈ Wk,2,α(Σ, L˜|b).
With respect to the holomorphic structure {eV } we have DL˜|b = ∂¯b. The linearized operator of DL˜|b is
also ∂¯b.
3 Smoothness of F˜ on top strata
Let (Σ, j,y) be a smooth Riemann surface of genus g with n marked points. Let bo = (ao, uo) = (jo,yo, uo),
b = (a, u), u = expuo h, b ∈ O˜bo(δo, ρo).
3.1 Smoothness of F (h, ξ)
First we recall a fact about the exponential map on a compact Riemannian manifold M (see [5], Page 362,
Remark 10.5.5). There are two smooth families of endomorphisms
Ei(p, ξ) : TpM → Texpp ξM, i = 1, 2,
6
that are characterized by the following property. Let γ : R→M be any smooth path inM and v(t) ∈ Tγ(t)M
be any smooth vector field along this path then the derivative of the path t → expγ(t)(v(t)) is given by the
formula
d
dt
expγ(v) = E1(γ, v)γ˙ + E2(γ, v)∇˜tv,
where γ˙ = dγdt .We have
E1(p, 0) = E2(p, 0) = Id : TpM → TpM, ∀p ∈M,
and Ei(p, ξ) are uniformly invertible for sufficiently small ξ. SinceM is compact, there exists a constant ǫ such
that for any p ∈M and ξ ∈ TpM with |ξ|TpM ≤ ǫ, Ei(p, ξ) are uniformly invertible.
Given x ∈M and ζ ∈ TxM we define two linear maps
Ex(ζ) : TxM → Texpx(ζ)M, Ψx(ζ) : TxM × TxM → Lexpx(ζ)
Ex(ζ)ζ
′ :=
d
dt
expx(ζ + tζ
′) |t=0, Ψx(ζ; ζ ′, η) = ∇Lt (ΦLx,expx(ζ+tζ′)η)|t=0.
Choose a local coordinate system x1, ..., x2m onM , denote
∂
∂xi
= ∂xi . Let ξ be a smooth section of the bundle
L over a neighborhood Uo of uo(Σ). Let u = expuo h. Let Φ
L
uo,u be the parallel transport with respect to the
connection ∇L, along the geodesics s→ expuo(sh). ΦLuo,u induce two isomorphisms
Wk,2,α(Σ, u∗oL)→Wk,2,α(Σ, u∗L), Wk−1,2,α(Σ, u∗oL⊗ ∧0,1j TΣ)→Wk−1,2,α(Σ, u∗L⊗∧0,1j TΣ),
still denote them by ΦLuo,u. Denote ut = expuo(h+th
′).We calculate (u∗t∇L)t
(
ΦLuo,utu
∗
oξ
)∣∣
t=0
. By definition,
for any p ∈ Σ,
(u∗t∇L)t
(
ΦLuo,utu
∗
oξ
)
(p)
∣∣
t=0
= ∇Lt
(
ΦLuo,utξ
) ◦ ut∣∣t=0 (p) = Ψuo(h;h′, ξ)(u(p)).
Since L and ∇L are smooth on M , Ψuo(h;h′, ξ) = ∇LEuo(h)h′(Φuo,uξ) and Ψuo(0;h
′, ξ) = 0, there is a
constant C > 0 independent of p such that
|Ψuo(h;h′, ξ)|u(p) ≤ C|h(p)||h′(p)|(|ξ|+ |∇ξ|)|u(p), (3.1)
when ‖h‖k,2 ≤ ǫ. If no danger of confusion we denote (u∗t∇L)t by ∇Lt . Then we have
‖∇Lt
(
ΦLuo,utu
∗
oξ
)∣∣
t=0
‖C0 ≤ C‖h‖C0‖h′‖C0‖ξ‖C1(Uo)
for some constant C > 0. By the Sobolev embedding Theorem we have∥∥∥∇Lt (ΦLuo,utu∗oξ)∣∣t=0∥∥∥k,2 ≤ C‖h‖k,2‖h′‖k,2 (3.2)
where C > 0 is a constant depending on ‖ξ‖Ck+1(Uo), the Sobolev constant and the metric of M. Then the
operator
∇LEu(h)·(ΦLuo,u)ξ :W k,2(Σ, u∗oTM)→Wk−1,2,α(Σ, u∗L)
is a bounded linear operator. For any l ∈ Z+, denote t = (t1, · · · , tl), ut = expu0(h+
∑l
i=1 tlhl) and
T l(h;h1, · · · , hl)ξ = ∇Lt1 · · · ∇Ltl
(
ΦLuo,utu
∗
oξ
)∣∣
t=0
.
A direct calculation gives us
|T l(h;h1, · · · , hl)ξ| ≤ CΠli=1|hi(p)|. (3.3)
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By the same way as above we can show that
T l(h; · · ·)· :W k,2(Σ, u∗oTM)× · · · ×W k,2(Σ, u∗oTM)×Wk,2,α(Σ, u∗L)→Wk,2,α(Σ, u∗L)
is a bounded linear operator with respect to h1, · · · , hl.
Now we calculate ∇Lt (DLutΦuo,uu∗oξ)(p)|t=0. Let ∂v be a section of TΣ, denote (u∗∇L)∂v = ∇L∂v . Then,
by the definition of curvature and [∂t, ∂v ] = 0, we have
∇Lt ∇L∂vΦuo,utu∗oξ |t=0 (p) = ∇L∂v∇Lt Φuo,utu∗oξ |t=0 (p) +R(∂t, ∂v)Φuo,utu∗oξ |t=0 (p).
By (3.2) we get
‖∇L∂v∇Lt Φuo,utu∗oξ |t=0 ‖k−1,2 ≤ C‖∇Lt Φuo,utu∗oξ |t=0 ‖k,2 ≤ C‖h′‖k,2.
Since curvature R is a tensor, we have
‖∇Lt ∇L∂vΦuo,utu∗oξ |t=0 (p)‖k−1,2 ≤ C‖h′‖k,2.
Let ut be as above. One can check that
‖∇Lt1 · · · ∇LtlDLu(t)
(
ΦLuo,utu
∗
oξ
)∣∣
t=0
‖k−1,2 ≤ CΠli=1‖hl‖k,2.
Define
T˜ l(h; ···)∇L∂v · :W k,2(Σ, u∗oTM)×· · ·×W k,2(Σ, u∗oTM)×Wk,2,α(Σ, u∗L)→Wk−1,2,α(Σ, u∗L⊗∧0,1jo T ∗Σ)
by
T˜ l(h;h1, · · · , hl)∇L∂vξ(p) = ∇Lt1 · · · ∇Ltl
(∇L∂vΦLuo,utu∗oξ) (p)∣∣t=0 .
We can show that T˜ l(h; · · ·)∇L∂v · is a bounded linear operator with respect to h1, · · · , hl. Define
F :W k,2(Σ, u⋆oTM)×Wk,2,α(Σ, u∗oL)→W k−1,2,α(Σ, u∗oL⊗ ∧0,1jo T ∗Σ) by
F (h, ζ) = (ΦLuo,u)
−1DLuΦ
L
uo,uζ.
Lemma 3.1. F (h, ζ) is a smooth map.
Proof. Note that L has finite rank and for any fixed h, F (h, ζ) is a linear map. The key point is to prove the
smoothness of F (h, ζ) with respect to h. Since both T l(h; · · ·) and T˜ ℓ(h; · · ·) are bounded linear operators for
any l, ℓ ∈ Z+ , the smoothness of F (h, ζ) follows. 
ΦLuo,u induces two isomorphisms
ΦLja,uo,u :Wk,2,α(Σ, L˜|ja,uo)→Wk,2,α(Σ, L˜|ja,u) and
ΦLja,uo,u :Wk−1,2,α(Σ, L˜|uo ⊗ ∧0,1ja T ∗Σ)→Wk−1,2,α(Σ, L˜|u ⊗ ∧
0,1
ja
T ∗Σ) by
ΦLja,uo,u(ka ⊗ euo)p =
(
ΦLuo,u(ka ⊗ euo)
)p
.
Choose a connection ∇Λ for the bundle Λ. Denote by Λ˜ and ∇Λ˜ the expressions of Λ and ∇Λ in the local
coordinate s ∈ A. Λ˜ is a line bundle over A × Σ. Let ΦΛ˜ao,a be the parallel transport with respect to the
connection ∇Λ˜, along the line ao + t(a− ao). We have two maps
ΨΛ˜jo,ja : L˜|jo,u → L˜|ja,u, ΨΛ˜ja,jo : L˜|ja,u → L˜|jo,u.
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For any ja ∈ J (Σ) near jo we can write ja = (I+H)jo(I+H)−1 whereH ∈ TjoJ (Σ). We define two maps
ΨΛ˜jo,ja : L˜|jo,u ⊗ ∧0,1jo T ∗Σ→ L˜|ja,u ⊗ ∧
0,1
ja
T ∗Σ and
ΨΛ˜ja,jo : L˜|ja,u ⊗ ∧0,1ja T ∗Σ→ L˜|jo,u ⊗∧
0,1
jo
T ∗Σ
by
ΨΛ˜jo,ja(η) =
1
2
(ΦΛ˜ao,aη − ΦΛ˜ao,aη · joja), ΨΛ˜ja,jo(̟) =
1
2
(ΦΛ˜a,ao̟ − ΦΛ˜a,ao̟ · jajo).
Note that
u∗i(k⊗ eu) = k⊗ u∗i(eu),
ΦΛ˜ao,a(k⊗ eu) = ΦΛ˜ao,a(k)⊗ eu.
We have u∗i ◦ ΦΛ˜ao,a = ΦΛ˜ao,au∗i. Since u∗iη = −ηjo and u∗i̟ = −̟ja for any
η ∈ L˜|jo,u ⊗ ∧0,1jo T ∗Σ, ̟ ∈ L˜|ja,u ⊗ ∧
0,1
ja
T ∗Σ.
One can check that u∗iΨΛ˜jo,ja(η) = −ΨΛ˜jo,ja(η)ja and u∗iΨΛ˜ja,jo(̟) = −ΨΛ˜ja,jo(̟)jo. Then ΨΛ˜jo,ja and ΨΛ˜ja,jo
are well defined. The proof of the following lemma is similar to the proof of Lemma 7.3 in [3], we omit it here.
Lemma 3.2. Both ΨΛ˜ja,jo and Ψ
Λ˜
jo,ja are isomorphisms when |H| small enough.
Set
P L˜b,bo = Ψ
Λ˜
ja,jo ◦ ΦL˜ja,u,uo. (3.4)
We consider the map
F : A×W k,2(Σ, u⋆oTM)×Wk,2,α(Σ, L˜|bo)→W k−1,2,α(Σ,∧0,1TΣ⊗ L˜|bo) defined by
F(a, h, ξ) = P L˜b,bo ◦DL˜b ◦ (P L˜b,bo)−1ξ.
Lemma 3.3. The following hold.
(1). ddλF(a, 0, λξ)|λ=0 = DξF|uo(ξ) = ΨΛ˜ja,jo ◦DL˜|ja,uo ◦ (ΨΛ˜ja,jo)−1(ξ).
(2). F is smooth functional of (a, h, ξ).
Proof. (1) is obtained by a direct calculation. Sine Λ˜ is a smooth finite rank bundle over A, by Lemma 3.1 we
obtain (2). 
Lemma 3.4. In the local coordinate system A the bundle F˜ is smooth. Furthermore, for any base {eα} of the
fiber at bo we can get a smooth frame fields {eα(a, h)} for the bundle F˜ over O˜bo(δo, ρo) .
Proof. Note that DξF|bo = DL˜|bo . It is a Fredholm operator with cokerDL˜|bo = 0 ( because of H1(Σ, L˜ |b
) = 0 ). There is a right inverse QL˜bo of D
L˜|bo . Now we view a and h as parameters. It is easy to check that the
conditions of the implicit function theorem (Theorem 7.1, Theorem 7.2) hold. Then there there exist δo > 0,
ρo > 0 and a small neighborhood O of 0 ∈ ker DL˜|bo and a unique smooth map
f L˜ : O˜bo(δo, ρo)×O →W k−1,2,α(Σ,∧0,1TΣ⊗ L˜|bo)
such that for any ζ ∈ O and any b ∈ O˜bo(δo, ρo)
DL˜|b ◦ (P L˜b,bo)−1
(
ζ +QL˜bo ◦ f L˜a,h(ζ)
)
= 0.
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We get the smoothness of F˜ in O˜bo(δo, ρo). Furthermore, choosing a base {eα} of the fiber at bo we get a
smooth frame fields {eα(a, h)} by Theorem 7.2. We complete the proof. 
Let (Σ, j,y) be a smooth Riemann surface of genus g with n marked points, u : Σ → M be a C∞ map.
Denote b = (j,y, u). For any ϕ ∈ Diff+(Σ) denote
b′ = (j′,y′, u′) = ϕ · (j,y, u) = (ϕ∗j, ϕ−1y, ϕ∗u).
Then
(u′)∗i = ϕ∗(u∗i), (u′)∗∇L = ϕ∗(u∗∇L). (3.5)
Let ϕ ∈ Diff+(Σ). For any section ξ ∈ L we have
(ϕ · (u∗ξ))p = (ϕ∗ ◦ u∗ξ)p = ((u ◦ ϕ)∗ξ)p = ((u′)∗ξ)p (3.6)
and for any f(z)(dz)p
ϕ · f(z)(dz)p = f(ϕ−1(w))[d(ϕ−1(w))]p, (3.7)
where w = ϕ(z).We have the following lemma
Lemma 3.5. (ϕ · L˜)|b′ = ϕ∗(L˜|b),DL˜|b′(ϕ∗ξ) = ϕ∗(DL˜|b(ξ)) for any ξ ∈ L˜|b.
Proof. The first inequality follows from (3.6) and (3.7). For any f(k⊗ eu)p ∈ L˜|b, we have
DL˜(k⊗ eu)p = ∂¯(f) · (k⊗ eu)p + pf · k⊗DL(eu)⊗ (k⊗ eu)p−1.
By ϕ · f(z, z¯) = f(ϕ−1(w), ϕ−1(w)), we get
∂¯(ϕ(f(z, z¯))) =
∂f
∂z¯
(ϕ−1(w), ϕ−1(w))
∂ϕ−1(w)
∂w
dw¯ =
∂f
∂z¯
(ϕ−1(w), ϕ−1(w))dϕ−1(w)
Similar (3.7) we have
ϕ · (∂¯(f(z, z¯))) = ϕ ·
(
∂f
∂z¯
(z, z¯)dz¯
)
=
∂f
∂z¯
(ϕ−1(w), ϕ−1(w))dϕ−1(w)
It follows that ϕ · (∂¯f) = ∂¯(ϕ · f). Since DL|b = (u∗∇L)0,1 and ϕ is holomorphic, by (3.5) we have
DL|b′ = ((u′)∗∇L)0,1 = (ϕ∗(u∗∇L))0,1 = ϕ∗(u∗∇L)0,1 = ϕ∗DL|b.
Then the second inequality follows from the first inequality. 
Remark 3.6. Let Gbo be the isotropy group at bo. By Lemma 3.5, D
L˜ is Gbo-equivariant and Gbo acts on
kerDL˜|bo . We may choose a Gbo -equivariant right inverse QL˜bo . In fact, let QˆL˜bo be a right inverse of DL˜|bo , we
define
QL˜bo(η) =
1
|Gbo |
∑
ϕ∈Gbo
ϕ−1 · QˆL˜bo(ϕ · η).
Then, for any ϕ′ ∈ Gbo , we have
QL˜bo(ϕ
′ · η) = 1|Gbo |
∑
ϕ∈Gbo
ϕ−1 · QˆL˜bo(ϕ · ϕ′ · η) =
1
|Gbo |
∑
ϕ∈Gbo
ϕ′ · (ϕ′)−1ϕ−1 · QˆL˜bo(ϕ · ϕ′ · η) = ϕ′ ·QL˜bo(η).
By uniqueness, it follows that f L˜ is Gbo-equivariant. So we have a Gbo -equivariant version of Lemma 3.4. In
particular, for any base {eα} of the fiber at bo we can get a smooth Gbo -equivariant frame fields {eα(a, h)} for
the bundle F˜ over O˜bo(δo, ρo).
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Remark 3.7. Note that what Lemma 3.4 claim is the smoothness in a local coordinate system (ψ,Ψ) :
(O,π−1
T
(O)) → (A,A × Σ). If we choose another local coordinate system (ψ′,Ψ′) : (O′, π−1
T
(O′)) →
(A′,A′ × Σ) we have u′ = u ◦ dϑ−1a where ϑa = Ψ′ ◦ Ψ−1|a ∈ Diff+(Σ) is a family of diffeomorphisms.
If u is only W k,2 map, the coordinate transformation is not smooth. Nevertheless the Lemma 3.4 is still very
useful in the study of the smoothness of top strata of virtual neighborhood, as we have a PDE here, we can use
the standard elliptic estimates to get the smoothness of u ( see [3]).
4 Gluing
4.1 Pregluing for maps
Let (Σ, j,y, q) be a marked nodal Riemann surface of genus g with n marked points y = (y1, ..., yn) and one
nodal point q. We write the marked nodal Riemann surface as
(Σ = Σ1 ∧ Σ2, j = (j1, j2),y = (y1,y2), q = (q1, q2)) ,
where (Σi, ji,yi, qi) are smooth Riemann surfaces, (ji,yi) ∈ Ai, i = 1, 2. We say that q1, q2 are paired to
form q. Assume that (Σi, ji,yi, qi) is stable, i.e., ni + 2gi + 1 ≥ 3, i = 1, 2. We choose metric gi on each Σi
as in §1.1. Let zi be the cusp coordinates around qi, zi(qi) = 0, i = 1, 2. Let
z1 = e
−s1−2π
√−1t1 , z2 = es2+2π
√−1t2 .
(si, ti) are called the cusp holomorphic cylindrical coordinates near qi. In terms of the cusp holomorphic
cylindrical coordinates we write
◦
Σ1:= Σ1 \ {q1} ∼= Σ10 ∪ {[0,∞) × S1},
◦
Σ2:= Σ2 \ {q2} ∼= Σ20 ∪ {(−∞, 0] × S1}.
Here Σi0 ⊂ Σi, i = 1, 2, are compact surfaces with boundary. Put
◦
Σ= Σ \ {q1, q2} =
◦
Σ1 ∪
◦
Σ2. We introduce
the notations
Σi(R0) = Σi0 ∪ {(si, ti)| |si| ≤ R0}, Σ(R0) = Σ1(R0) ∪ Σ2(R0).
For any gluing parameter (r, τ) with r ≥ R0 and τ ∈ S1 we construct a surface Σ(r) with the gluing formulas:
s1 = s2 + 2r, t1 = t2 + τ. (4.1)
where we use (r) to denote gluing parameters.
Let bo = (ao, u), ao = (Σ, j,y, q), u = (u1, u2), where ui : Σi → M are are (ji, J)-holomorphic maps
with u1(q) = u2(q). We will use the cusp holomorphic cylinder coordinates to describe the construction of
u(r) : Σ(r) → M . We choose local normal coordinates (x1, · · · , x2m) in a neighborhood Ou(q) of u(q) and
choose R0 so large that u({|si| ≥ r2}) lie in Ou(q) for any r > R0. We glue the map (u1, u2) to get a pregluing
maps u(r) as follows. Set
u(r) =

u1 on Σ10
⋃{(s1, t1)|0 ≤ s1 ≤ r2 , t1 ∈ S1}
u1(q) = u2(q) on {(s1, t1)|3r4 ≤ s1 ≤ 5r4 , t1 ∈ S1}
u2 on Σ20
⋃{(s2, t2)|0 ≥ s2 ≥ − r2 , t2 ∈ S1}
.
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To define the map u(r) in the remaining part we fix a smooth cutoff function β : R→ [0, 1] such that
β(s) =
{
1 if s ≥ 1
0 if s ≤ 0 (4.2)
and
√
1− β2 is a smooth function, 0 ≤ β′(s) ≤ 4 and β2(12 ) = 12 .We define
u(r) = u1(q) +
(
β
(
3− 4s1
r
)
(u1(s1, t1)− u1(q)) + β
(
4s1
r
− 5
)
(u2(s1 − 2r, t1 − τ)− u2(q))
)
.
4.2 Pregluing for F˜
Let bo = (ao, u), u = (u1, u2), ui : Σi → M are (ji, J)-holomorphic maps, i = 1, 2. We choose {eV } as
in §2.2 such that L˜|bo is a holomorphic lie bundle. Then DL˜|bo = ∂¯j,u. Recall that with respect to the base(
dz
z ⊗ e
)p
for L˜|b we have a local trivialization.
Denote
β1;R(s1) = β
(
1
2
+
r − s1
R
)
, β2;R(s2) =
√
1− β2
(
1
2
− s2 + r
R
)
,
where β is the cut-off function defined in (4.2). Then we have
β22;R(s1 − 2r) = 1− β2
(
1
2
− s1 − r
R
)
= 1− β21;R(s1). (4.3)
For any η ∈ C∞(Σ(r); L˜|b(r) ⊗ ∧0,1j TΣ(r)), let
ηi(p) =

η if p ∈ Σi0 ∪ {|si| ≤ r − 1}
βi;2(si)η(si, ti) if p ∈ {r − 1 ≤ |si| ≤ r + 1}
0 otherwise.
.
If no danger of confusion we will simply write ηi = βi;2η. Then ηi can be considered as a section over Σi.
Define
‖η‖r,k−1,2,α = ‖η1‖Σ1,j1,k−1,2,α + ‖η2‖Σ2,j2,k−1,2,α. (4.4)
We now define a norm ‖ · ‖r,k,2,α on C∞(Σ(r); L˜|b(r)). For any section ζ ∈ C∞(Σ(r); L˜|b(r)) denote
ζ0 =
∫
S1
ζ(r, t)dt,
ζ1(s1, t1) = (ζ − ζˆ0)(s1, t1) · β1;2(s1), ζ2(s2, t2) = (ζ − ζˆ0)(s2, t2) · β2;2(s2).
We define
‖ζ‖r,k,2,α = ‖ζ1‖Σ1,j1,k,2,α + ‖ζ2‖Σ2,j2,k,2,α + |ζ0|. (4.5)
Denote the resulting completed spaces byW k−1,2,α(Σ(r); L˜|b(r)⊗∧0,1jo TΣ(r)) andW k,2,α(Σ(r); L˜|b(r)) respec-
tively.
In terms of the cusp holomorphic cylinder coordinates we may write
DL˜|b(r) = ∂¯jo + EL˜b(r) ,
where ∂¯jo =
1
2
(
∂
∂s +
√−1 ∂∂t
)
, ∂∂t = jo
∂
∂s and
EL˜b(r) =
p
2
(∑ ∂uj(r)
∂s
+
√−1
∑ ∂uj(r)
∂t
)
(∇L∂xj eu(r) , eu(r))
(eu(r) , eu(r))
. (4.6)
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In fact, for any f(k⊗ eu(r))p ∈ L˜|b(r) , by (2.6) we have
DL˜|b(r)(f(k⊗ eu(r))p)
(
∂
∂s
)
= ∂¯jo(f)(k⊗ eu(r))p + pf(k⊗DLeu(r))
(
∂
∂s
)
(k⊗ eu(r))p−1. (4.7)
On the other hand, using DL = 12
(
∇L + u∗(r)i · ∇L · jo
)
, we obtain that
DLeu(r)
(
∂
∂s
)
=
1
2
(
∇L + u∗(r)i∇L · jo
)
(eu(r))
(
∂
∂s
)
=
1
2
(
∇L(eu(r))
(
∂
∂s
)
+ u∗(r)i∇L(eu(r))
(
∂
∂t
))
=
1
2
∇L∂xj (eu(r))
((
∂uj(r)
∂s
)
+
√−1
(
∂uj(r)
∂t
))
=
1
2
(∇L∂xj (eu(r)), eu(r))
(eu(r) , eu(r))
eu(r)
((
∂uj(r)
∂s
)
+
√−1
(
∂uj(r)
∂t
))
(4.8)
where we used the fact that L is a line bundle. Substituting (4.8) into (4.7) we get (4.6).
Note that ui(si, ti) exponentially converges to 0, with higher-order derivatives, as si → ∞, i = 1, 2. We
have
EL˜b(r) ||si|≤ r2= 0,
∑
p+q=d
∣∣∣∣∣∣
∂dEL˜b(r)
∂spi ∂t
q
i
∣∣∣∣∣∣ r
2≤|si|≤
3r
2
→ 0, (4.9)
for i = 1, 2,∀d ≥ 0, exponentially and uniformly in ti as r→∞.
For any b = (a, v) with v = expu(r)(hr), denote ev = P
L˜
b(r),b
eu(r) . We have
(P L˜b(r),b)
−1 ◦DL˜|b ◦ P L˜b(r),b = ∂¯ja + EL˜b ,
where ∂¯ja =
∂
∂s +
√−1ja ∂∂s and
EL˜b =
p
2
∑(∂vj
∂s
+
√−1
(
ja
∂
∂s
)
(vj)
) ((P L˜b(r),b)−1∇Lηjev, eu(r))
(eu(r) , eu(r))
. (4.10)
It is easy to check that
‖DL˜|b(r) − (P L˜b(r),b)−1 ◦DL˜|b ◦ P L˜b(r),b‖ ≤ C(|a− ao|+ ‖h‖k,2,α,r). (4.11)
Given η ∈W k−1,2,α(Σ(r); L˜|b(r) ⊗ ∧0,1jo TΣ(r)) denote
(η1(s1, t1), η2(s2, t2)) = (β1;2(s1)η(s1, t1), β2;2(s2)η(s2, t2)) ,
QL˜bo(η1, η2) = ζ = (ζ1, ζ2), ζi ∈W k,2,α(Σ; L˜|bo).
where QL˜bo is a right inverse of D
L˜|bo . Define(
QL˜b(r)
)′
(η) := ζ(r) = (β1;r(s1)ζ1(s1, t1) + β2;r(s1 − 2r)ζ2(s1 − 2r, t1 − τ)).
Lemma 4.1. For any η ∈W k−1,2,α(Σ(r); L˜|b(r) ⊗ ∧0,1jo TΣ(r)) we have
DL˜|b(r) ◦
(
QL˜b(r)
)′
(η) − η =
∑
(∂¯βi;r)ζi +
∑
βi;rE
L˜
b(r)
ζi (4.12)
+(
∑
βi;rβi;2 − 1)η.
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Proof: It is obvious that
DL˜|b(r) ◦
(
QL˜b(r)
)′
(η) = η for |si| ≤ r2 . (4.13)
It suffices to calculate the left hand side in the annulus { r2 ≤ |si| ≤ 3r2 }. By choosing r large enough we may
assume that { r2 ≤ |si| ≤ 3r2 } ⊂ Σ \Σ(R0). Note that in this annulus
DL˜|bo = ∂¯jo,u, DL˜|boζi = DL˜|uiζi = ηi, β1;rDL˜u1ζ1 + β2;rDL˜u2ζ2 =
2∑
i=1
βi;rβi;2η.
By a direct calculation we get (4.12). 
Lemma 4.2. DL˜|b(r) is surjective for r large enough. Moreover, there is a right inverse QL˜b(r) such that∥∥∥QL˜b(r)∥∥∥ ≤ C (4.14)
for some constant C > 0 independent of r.
Proof: We first show that ∥∥∥∥(QL˜b(r))′
∥∥∥∥ ≤ C, (4.15)∥∥∥∥DL˜|b(r) ◦ (QL˜b(r))′ − Id
∥∥∥∥ ≤ 23 (4.16)
for some constant C > 0 independent of r. Since 0 ≤ βi;r ≤ 1 we have
|(ζ(r))0| ≤e−αrmax
t∈S1
|eαrζ(r)(r, t)| ≤ e−αr max
ti∈S1
∑
|eαrζi(r, ti)| (4.17)
≤Ce−αr
∑
i=1,2
‖eα|si|ζi(si, ti)|r−1≤s1≤r+1‖k,2 ≤ Ce−αr
∑
‖ζi‖k,2,α,
where we used the Sobolev embedding theorem in the third inequality. By ‖QL˜bo‖ ≤ C and the definition of
‖ · ‖k,2,α,r we have
‖ζ(r)‖k,2,α,r =
∑
‖βi;2(ζ(r) − (ζˆ(r))0)‖k,2,α + |(ζ(r))0|
≤
∑
‖βi;2ζ(r)‖k,2,α + C
∑
‖ζi‖k,2,α
≤ 2(C + 1)‖(ζ1, ζ2)‖k,2,α ≤ C‖(η1, η2)‖k−1,2,α ≤ C‖η‖k−1,2,α,r,
where we used (4.17) in the second inequality. Then (4.15) follows.
We prove (4.16). It follows from (4.12) that∥∥∥∥DL˜|b(r) ◦ (QL˜b(r))′ η − η
∥∥∥∥
k−1,2,α,r
≤ 1
2
‖η‖k−1,2,α,r + C
r
∑
‖ζi‖k,2,α (4.18)
≤
(
C
r
+
1
2
)
‖η‖k−1,2,α,r.
where we used 12 ≤
∑
βi;rβi;2 ≤
√
2, EL˜b(r)
∣∣∣
Σ(r/2)
= 0,
∑2
i=1 |EL˜b(r) | ≤ Ce−c
r
2 in
{
r
2 ≤ s1 ≤ 3r2
}
in the
first inequality, and used ‖QL˜bo‖ ≤ C in the last inequality. Then (4.16) follows when r large enough.
The estimate (4.16) implies thatDL˜|b(r) ◦
(
QL˜b(r)
)′
is invertible, and a right inverse QL˜b(r) ofD
L˜|b(r) is given
by
QL˜b(r) =
(
QL˜b(r)
)′ [
DL˜|b(r) ◦
(
QL˜b(r)
)′]−1
. (4.19)
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Then the Lemma follows. 
For any ζ + ζˆ0 ∈ kerDL˜|bo , we set
ζ(r) = β1;r(s1)ζ1(s1, t1) + β2;r(s1 − 2r)ζ2(s1 − 2r, t1 − τ) + ζˆ0, (4.20)
Define IL˜(r) : kerD
L˜|bo → kerDL˜|b(r) by
IL˜(r)(ζ + ζˆ0) = ζ(r) −QL˜b(r) ◦DL˜|b(r)(ζ(r)). (4.21)
Lemma 4.3. IL˜(r) : kerD
L˜|bo −→ kerDL˜|b(r) is an isomorphism for r large enough, and
‖IL˜(r)‖ ≤ C
for some constant C > 0 independent of r.
Proof. Let ζ + ζˆ0 ∈ kerDL˜|bo with IL˜(r)(ζ + ζˆ0) = 0. By (4.21) and (4.14), we have
‖ζ(r)‖k,2,α,r =
∥∥∥IL˜(r)(ζ + ζˆ0)− ζ(r)∥∥∥
k,2,α,r
≤ C‖DL˜|b(r)
(
ζ(r)
) ‖
for some constant C > 0. A direct culculation gives us
DL˜|b(r)(ζ(r)) =
2∑
i=1
βi;r∂¯jo(ζ + ζˆ0) +
2∑
i=1
(∂¯βi;r)ζi +
∑
βi;rE
L˜
b(r)
ζi + E
L˜
b(r)
ζˆ0. (4.22)
Since EL˜b(r) |Σ(r/2) = EL˜bo |Σ(r/2), byDL˜|bo(ζ + ζˆ0) = ∂¯jo(ζ + ζˆ0) = 0, we have
‖ζ(r)‖k,2,α,r ≤
C
r
(‖ζ‖k,2,α + |ζ0|) (4.23)
for some constant C > 0.
Let ǫ′ ∈ (0, 1) be a constant. By Lemma 7.3 we can choose R large enough such that
‖ζ||si|≥2R‖k,2,α ≤ ǫ′(‖ζ‖k,2,α + |ζ0|).
Therefore
‖ζ(r)‖k,2,α,r ≥ ‖ζ||si|≤2R1‖k,2,α + |ζ0| ≥ (1− ǫ′)(‖ζ‖k,2,α + |ζ0|), (4.24)
for r > 4R. Then (4.23) and (4.24) give us ζ = 0 and ζ0 = 0. Hence I
L˜
(r) is injective.
Since H0(Σ, L˜ |b) and H0(Σ, L˜ |b(r)) have the same dimension, the Lemma follows.
4.3 Equivariant Gluing
Let bo be as in §2.2 and §4.4. Assume that (Σi,yi, q) is stable. Let Gbo = (Gbo1 , Gbo2) be the isotropy group
at bo, thus,
Gbo = {φ = (φ1, φ2)| φi ∈ Diff+(Σi), φ∗i (ji,yi, q, ui) = (ji,yi, q, ui)}.
Obviously, Gbo is a subgroup of Gao .
It is easy to check that the operator DL˜|bo is Gbo -equivariant. Then we may choose a Gbo -equivariant right
inverse QL˜bo . Gbo acts on kerD
L˜|bo in a natural way. Put
ker DL|bo = kerDL˜|bo/Gbo .
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Note that we used the cusp holomorphic cylinder coordinates (si, ti) on Σi near q to do gluing in §2.2 and
§4.4. Since the cut-off function β(s) depends only on s, Gbo acts on O˜bo(δ, ρ).
Denote a(r) = (Σ(r), j, y) and b(r) = (a(r), u(r)). Denote by Gb(r) the isotropy group at b(r). Gb(r) acts on
ker DL˜ |b(r) in a natural way. Put
ker DL|b(r) = ker DL˜|b(r)/Gb(r) .
It is easy to see that Gb(r) is a subgroup of Gbo and can be seen as rotation in the gluing part. Then the
gluing map is a
|Gbo |
|Gb(r) |
-multiple covering map. Since β1;r is independent of τ , Q
′
b(r)
is Gb(r))-equivariant. By
the definition ofQL˜b(r) and the Gb(r)-equivarance ofD
L˜|b(r) , we conclude that QL˜b(r) is Gb(r)-equivariant. By the
uniqueness, f L˜ is Gb(r)-equivariant. Then we have
Lemma 4.4. (1) IL˜(r) : kerD
L˜|bo −→ kerDL˜|b(r) is a |Gbo ||Gb(r) | -multiple covering map.
(2) IL˜(r) induces a isomorphism I
L
(r) : kerD
L|bo −→ kerDL|b(r) .
4.4 Pregluing several nodes
The above estimates can be generalized to gluing several nodes. Let (Σ, j,y) be a marked nodal Riemann
surface of genus g with n marked points. Suppose that Σ has e nodal points q = (q1, · · · , qe) and ι smooth
components. For each node qi we can glue Σ and u at qi with gluing parameters (r) = ((r1, τ1), ..., (re, τe)) to
get Σ(r) and u(r). The operators D
L˜
bo
andDL˜b(r) are Gbo-equivariant and Gb(r) -equivariant respectively. We may
choose a Gbo -equivariant right inverse Q
L˜
bo
and Gb(r)-equivariant right inverse Q
L˜
b(r)
. Gbo ( resp.Gb(r) ) acts on
kerDL˜bo ( resp. kerD
L˜
b(r)
) in a natural way. Put
ker DL|bo = kerDL˜|bo/Gbo , ker DL|b(r) = kerDL˜|b(r)/Gb(r) .
By the same methods as in §2.2, §4.4 and §4.3 we can prove
Lemma 4.5. (1) IL˜(r) : kerD
L˜|bo −→ kerDL˜|b(r) is a |Gbo ||Gb(r) | -multiple covering map for ri, 1 ≤ i ≤ e, large
enough, and ‖IL˜(r)‖ ≤ C for some constant C > 0 independent of (r).
(2) IL˜(r) induces a isomorphism I
L
(r) : kerD
L|bo −→ kerDL|b(r) .
For fixed (r) we consider the family of maps:
F(r) : A×W k,2,α(Σ(r), u⋆(r)TM)×Wk,2,α(Σ(r), L˜|b(r))→W k−1,2,α(Σ(r),∧0,1TΣ(r) ⊗ L˜|b(r))
defined by
F(r)(s, h, ξ) = P L˜b,b(r) ◦DL˜|b ◦ (P L˜b,b(r))−1ξ, (4.25)
where b = ((r), s, vr) and vr = expu(r) h. By implicit function theorem (Theorem 7.1, Theorem 7.2), there
exist δ > 0, ρ > 0 and a small neighborhood O˜(r) of 0 ∈ ker DL˜|u(r) and a unique smooth map
f L˜(r) : O˜b(r)(δ, ρ) × O˜(r) →W k−1,2,α(Σ(r),∧0,1TΣ(r) ⊗ L˜|b(r))
such that for any (b, ζ) ∈ O˜b(r)(δ, ρ) × O˜(r)
DL˜|b ◦ (P L˜b,b(r))−1
(
ζ +QL˜b(r) ◦ f L˜s,h,(r)(ζ)
)
= 0. (4.26)
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Together with Lemma 4.5 and IL(r) we have gluing map
GluL(r) : F |[bo]→ F |[b] for any b ∈ O[b(r)](δ, ρ)
defined by
GluL(r)([ζ]) :=
[
(P L˜b,b(r))
−1
(
IL˜(r)ζ +Q
L˜
b(r)
◦ f L˜
s,h,(r)I
L˜
(r)ζ
)]
, ∀[ζ] ∈ F |[bo] .
Given a frame eα(z) on F˜ |bo , 1 ≤ α ≤ rank F˜, as Remark 3.6 we have a Gbo-equivariant frame field
eα((r), s, h)(z) = (P
L˜
b,b(r)
)−1
(
IL˜(r)eα +Q
L˜
b(r)
◦ f L˜
s,h,(r)I
L˜
(r)eα
)
(z)
over D∗R0(0) × O˜bo(δo, ρo), where z is the coordinate on Σ, and
D∗R0(0) :=
e⊕
i=1
{
(r, τ) | R0 < r <∞, τ ∈ S1
}
.
For any fixed (r), eα is smooth with respect to s, h over O˜bo(δo, ρo).
4.5 Gluing J-holomorphic maps
We recall some results in [3]. Let bo = (ao, u), and u be a (jo, J)-holomorphic map. The domain Σ of
elements ofMΓ are marked nodal Riemann surfaces. Suppose that Σ has nodes p1, · · · , pe and marked points
y1, · · · , yn. We choose local coordinate system A and define a pregluing map u(r) : Σ(r) →M as in §4.4. Set
ti = e
−2ri−2πτi , |r| = min{r1, ..., re}, b(r) := (ao, (r), u(r)).
LetK be a N -dimensional linear space. Let
i : K ×A×W k,2,α (Σ(R0), (u |Σ(R0))∗TM)
→W k−1,2,α
(
Σ(R0), (u |Σ(R0))∗TM ⊗ ∧0,1js T ∗Σ(R0)
)
be a smooth map such that Dv + di(κ,s,v|Σ(R0)) is surjective for any (κ, b) ∈ K × Obo(R, δ, ρ), where b =
(s, (r), v), v = expu(r) h and Obo(R, δ, ρ) = ∪|r|≥ROb(r)(δ, ρ).
Define a thickned Fredholm system (K ×Obo(R, δ, ρ),K × E|Obo (R,δ,ρ),S) with
S(κ, b) = ∂¯js,Jv + i(κ, b). (4.27)
The following lemma is proved in [3].
Lemma 4.6. For |r| > R0 there is an isomorphism I(r) : kerDS(κo,bo) −→ kerDS(κo,b(r)).
For fixed (r) we consider the family of maps:
F(r) : K ×A×W k,2,α
(
Σ(r), u
∗
(r)TM
)
→ W k−1,2,α
(
Σ(r), (u
∗
(r)TM ⊗ ∧0,1js T ∗Σ(r)
)
,
F(r)(κ, s, h) = Ψjs,jsoΦu(r)(h)−1
(
∂¯js,Jv + i(κ, b)
)
,
where b = (s, (r), v), v = expu(r) h and
Ψjs,jsoΦu(r)(h)
−1 :W k−1,2,αr (Σ(r), v
∗TM ⊗ ∧0,1js T ∗Σ(r))→W k−1,2,αr (Σ(r), u∗(r)TM ⊗ ∧
0,1
js
T ∗Σ(r)).
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By implicit function theorem (Theorem 7.1, Theorem 7.2), there exist δ > 0, ρ > 0, R > 0, a small neighbor-
hood O(r) of 0 ∈ ker DS|b(r) and a unique smooth map
f(r) : A×O(r) →W k−1,2,α(Σ(r), u∗(r)TM ⊗ ∧0,1TΣ(r))
such that for any (κ, s, h) ∈ A×O(r) and |r| > R,
S(κ, b) = 0. (4.28)
Let (sil , t
i
l), l = 1, 2 be the cylinder coordinates near the node qi. Set
Vi := ∪2l=1
{(
sil, t
i
l
) ∈ Σ ∣∣ ri2 ≤ |sil| ≤ 3ri2 } .
Let π : K × W k,2,αr
(
Σ(r), u
∗
(r)TM
)
→ W k,2,αr
(
Σ(r), u
∗
(r)TM
)
(resp. π : K × Wk,2,α (Σ, u∗TM) →
Wk,2,α (Σ, u∗TM)) be the projection. Denote
Glus,(r)(κ, ξ) = I(r)(κ, ξ) +Q(κo,b(r)) ◦ fs,(r) ◦ Ir(κ, ξ),
Glu∗
s,(r)(κ, ξ) = I
∗
(r)(κ, ξ) +Q
∗
(κo,b(r))
◦ fs,(r) ◦ Ir(κ, ξ).
In [3] we proved
Theorem 4.7. There exists positive constants C, d, R0 such that for any (κ, ξ) ∈ kerDS(κo,bo) with ‖(κ, ξ)‖ <
d, and any Xi ∈ { ∂∂ri , ∂∂τi }, i = 1, · · · , e, the following estimate hold∥∥∥Xi (Glu∗s,(r)(κ, ξ))∥∥∥
k−2,2,α
≤ Ce−(c−5α)
ri
4 ,
∥∥∥XiXj (Glu∗s,(r)(κ, ξ))∥∥∥
k−2,2,α
+
∥∥∥∥Xi (Glu∗s,(r)(κ, ξ))∣∣∣Vj
∥∥∥∥
k−2,2,α
≤ Ce−(c−5α)
ri+rj
4 ,
1 ≤ i 6= j ≤ e, for any s ∈⊗ei=1Oi.
5 Smoothness of GluL˜(r)(eα) |Σ(R0)
We have shown in §4.4 that for any fixed (r), GluL˜(r) is smooth with respect to s, h over O˜bo(δo, ρo). In this
section we discuss the smoothness with respect to (r), s, h. To this end we need to fix a Riemann surface Σ(Ro).
We first consider gluing one node case. Let α(r) : [0, 2r] → [0, 2R0] be a smooth increasing function
satisfying
α(r)(s) =

s if s ∈ [0, R02 − 1]
R0
2 +
R0
2r−R0 (s −R0/2) if s ∈ [R0/2, 2r −R0/2]
s− 2r + 2R0 if s ∈ [2r − R02 + 1, 2r]
Set α(r) : [−2r, 0] → [−2R0, 0] by α(r)(s) = −α(r)(−s). We can define a map ϕ(r) : Σ(r) → Σ(R0) as
follows:
ϕ(r) =
{
p, p ∈ Σ(R0/4).
(α(r)(s1), t1) (s1, t1) ∈ Σ(r) \ Σ(R0/4).
Obviously, ϕ−1(r)(y) = y. For any s1 ∈ [0, 2r] and s2 ∈ [−2r, 0], we have
s1 = s2 + 2r ⇐⇒ α(r)(s1) = α(r)(s2) + 2R0. (5.1)
Then we obtain a family of Riemann surfaces
(
Σ(R0), (ϕ
−1
(r))
∗jr, ϕ−1(r)(y)
)
.
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Denote u◦(r) := u(r) ◦ ϕ−1r . The ϕ−1(r) induce an isomorphism
(ϕ−1(r))
∗ : W k,2,α
(
Σ(r), u
∗
(r)TM
)
→ W k,2,α
(
Σ(R0), (u
◦
(r))
∗TM
)
.
For any h ∈ W k,2,α (Σ(R0), (u(R0))∗TM), denote v = expu(R0)(h), we have map ϕ∗rv : Σ(r) → M. There
exists a family of functions hˆ◦(r) ∈ W k,2,α
(
Σ(R0), (u(R0))
∗TM
)
such that u◦(r) = expu(R0)
(
hˆ◦(r)
)
. It is easy
to check that hˆ◦(r) is a smooth family of functions and for any l ∈ Z+,∥∥∥hˆ◦(r)∥∥∥
Cl(Σ(R0))
≤ C(r, l), (5.2)
for some constant C(r, l) > 0 depending only on r and l. Denote
j◦r =
(
ϕ−1
(r)
)∗
jr, b(R0) := (jR0 , u(R0)), b
◦
(r) := (j
◦
r , u
◦
(r)), b := (j
◦
r , v).
Let (s, t) be the holomorphic coordinates on Σ(r) \ Σ(R0) such that jr( ∂∂s) = ∂∂t , jr( ∂∂t) = − ∂∂s . Denote
(s◦, t◦) = ϕr(s, t). Then we have
j◦r
∂
∂s◦
=
1
ϕ′r(s)
∂
∂t◦
, j◦r
∂
∂t◦
= −ϕ′r(s)
∂
∂s◦
in Σ(R0) \ Σ(R0/4). (5.3)
Then for any η ∈ W k−1,2,α(Σ(R0), v∗L˜ ⊗ ∧0,1j◦r TΣ(R0)) and p ∈ Σ(R0), ΨL˜j◦r ,jR0η(p) is a smooth family of
isomorphisms. SinceM,u(R0) and v are smooth, Φ
L˜
u(R0),v
is also a smooth family of isomorphisms. It follows
that P L˜b,b(R0)
is a smooth family of isomorphisms. In particular, P L˜b◦
(r)
,b(R0)
is smooth with respect to (r).
We have the operator
DL˜|b◦
(r)
:W k,2(Σ(R0), L|b◦(r))→ W
k−1,2(Σ(R0), L|b◦(r) ⊗ ∧
0,1
j◦r
TΣ(R0)).
Using (5.3) one can easily check that
(ϕ−1r )∗D
L˜|b◦
(r)
= DL˜|b(r) .
We define Q′L˜b◦
(r)
: W k−1,2(Σ(R0), L|b◦(r) ⊗ ∧
0,1
j◦r
TΣ(R0))→W k,2(Σ(R0), L|b◦(r)) by
Q′L˜b◦
(r)
η◦r = (ϕ
−1
r )
∗
(
Q′L˜b(r)(ϕ
∗
rη
◦
r)
)
.
We define QL˜b◦
(r)
: W k−1,2(Σ(R0), L|b◦(r) ⊗ ∧
0,1
j◦r
TΣ(R0))→W k,2(Σ(R0), L|b◦(r)) by
QL˜b◦
(r)
= Q′L˜b◦
(r)
[DL˜|b◦
(r)
Q′L˜b◦
(r)
]−1.
We can also define IL˜b◦
(r)
: KerDL˜|bo → KerDL˜|b◦(r) by
IL˜b◦
(r)
(ζ) = (ϕ−1r )
∗(IL˜(r)(ζ)).
It is easy to see that
C(k, α, r)−1‖QL˜b(r)‖ ≤ ‖QL˜b◦(r)‖ ≤ C(k, α, r)‖Q
L˜
b(r)
‖
where C(k, α, r) is a constant depending only on k, α and r.
Denote
DL˜ = P L˜b◦
(r)
,b(R0)
◦DL˜|b◦
(r)
◦
[
P L˜b◦
(r)
,b(R0)
]−1
, QL˜ = P L˜b◦
(r)
,b(R0)
◦QL˜b◦
(r)
◦
[
P L˜b◦
(r)
,b(R0)
]−1
,
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Q′L˜ = P L˜b◦
(r)
,b(R0)
◦Q′L˜b◦
(r)
◦
[
P L˜b◦
(r)
,b(R0)
]−1
.
For any η ∈ W k−1,2(Σ(R0), L|b(R0) ⊗ ∧
0,1
jR0
TΣ(R0)) denote η
◦
r =
[
P L˜b◦
(r)
,b(R0)
]−1
η and ηr = ϕ
∗
rη
◦
r . Let
(η1, η2) = (β1;2(s1)ηr(s1, t1), β1;2(s2)ηr(s2, t2)). Denote (h1, h2) = Q
L˜
bo
(η1, η2). Since (s
◦
i , t
◦
i ) = ϕ(si, ti),
we have
Q′L˜b◦
(r)
◦
[
P L˜b◦
(r)
,b(R0)
]−1
η = Q′L˜b◦
(r)
◦ η◦r = (ϕ−1r )∗
(
Q′L˜b(r)(ηr)
)
=β1;r · ϕ−1r (s◦1)h1 · ϕ−1r (s◦1, t◦1) + β2;r · ϕ−1r (s◦1 − 2R0)h1 · ϕ−1r (s◦1 − 2R0, t◦1 − 2R0).
Since P L˜b◦
(r)
,b(R0)
is a smooth, we have
‖∇lrQ′L˜η‖k,2 ≤ C(k, α, r)‖η‖k−1+l,2.
Similarly, we obtain that
‖∇lrDL˜(ζ)‖k−1,2 ≤ C(k, α, r)‖ζ‖k+l,2, ‖∇lrQL˜η‖k,2 ≤ C(k, α, r)‖η‖k−1+l,2, (5.4)∥∥∥∇lr (P L˜b◦
(r)
,b(R0)
◦ IL˜b◦
(r)
)
(ζ ′)
∥∥∥
k,2
≤ C(k, α, r)‖ζ ′‖k+l,2,α, ∀ζ ′ ∈ KerDL˜bo . (5.5)
The above estimates can be generalized to gluing several nodes.
We can define ϕ(r), b
◦
(r) and b(R0) as above. We define a map
F : D∗R0(0) ×A×W k,2(Σ(R0), u⋆(R0)TM)×Wk,2,α(Σ, L˜|bo)→W k−1,2,α(Σ(R0), L˜|b(R0) ⊗ ∧
0,1
jR0
TΣ(R0))
by
F((r), s, h, ζ) = P L˜b,b(R0) ◦D
L˜
b ◦ (P L˜b,b◦
(r)
)−1IL˜b◦
(r)
ζ,
where b = (Σ(R0), (r), s, v), s(jo,y) = 0 and v = expu(R0)
(h). By the same argument as in Lemma 3.3 we
see that F is a smooth function. There exists a family smooth function hˆ(r) such that u◦(r) = expu(R0)(hˆ(r)).
Obviously, when ‖h− hˆ(r)‖k,2 small we have
F((r), s, h, ζ) = P L˜b,b(R0)(P
L˜
b,b◦
(r)
)−1(ϕ−1r )
∗
(
F(r)(s, h′, IL˜b(r)(ζ))
)
,
where h′ = (exp−1u(r) ◦(expu(R)0 (h) ◦ϕ(r)). Then by (4.26) and the uniquiness of the implicit function we have
f L˜a,h,b◦
(r)
= (ϕ−1r )∗f L˜a,h′,(r) such that for any ζ ∈ KerDL˜bo ,
DL˜b ◦ (P L˜b,b◦
(r)
)−1
(
IL˜b◦
(r)
(ζ) +QL˜b◦
(r)
◦ f L˜
s,h,b◦
(r)
IL˜b◦
(r)
(ζ)
)
= 0
as |s| and ‖h‖k,2 small. Since
DζF(r)(s, h′, 0)(ζ1) = F(r)(s, h′, ζ1), DζF(r)(s, h′, 0)(0) = 0,
we have a explicit formula for f L˜a,h′,(r) ( see (7.6) in the proof of Theorem 7.2):
f L˜a,h′,(r) ◦ IL˜(r)(ζ) = F(r)(0, 0,H−1(IL˜(r)ζ)),
where and H is defined by
H(x) := x+QL˜(r)
(F(r)(s, h′, x)−F(r)(0, 0, x)) . (5.6)
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It follows that
f L˜a,h,b◦
(r)
◦ IL˜b◦
(r)
(ζ) = P L˜b,b◦
(r)
(P L˜b,b(R0)
)−1F
(
(r), 0, hˆ(r), (I
L˜
b◦
(r)
)−1 ◦ H−1◦ ◦ (IL˜b◦
(r)
(ζ))
)
where
H◦(x) := x+QL˜b◦
(r)
(
P L˜b,b◦
(r)
(P L˜b,b(R0)
)−1F((r), s, h, x) − (P L˜b◦
(r)
,b(R0)
)−1F((r), 0, hˆ(r) , x)
)
.
Choose δ, ρ small and |r| big enough. By (5.4) and ∇riH−1◦ = −H−1◦ ◦ (∇riH◦) ◦ H−1◦ , one can check that
‖∇lr(P L˜b◦
(r)
,b(R0)
f L˜a,h,b◦
(r)
IL˜b◦
(r)
)(ζ)‖k−1,2 ≤ C‖ζ‖k+l,2,α,
where ∇lr = ∇l1r1 · · · ∇lere with
∑
e
i=1 li = l. Then we have for any ζ ∈ KerDL˜|bo ,∥∥∥∇lr [P L˜b◦
(r)
,b
(
IL˜b◦
(r)
+QL˜b◦
(r)
◦ f L˜a,h,b◦
(r)
◦ IL˜b◦
(r)
)
(ζ)
]∥∥∥
k,2
≤ C‖ζ‖k+l,2,α.
On the other hand, since u is smooth and DL˜|boζ = ∂¯jo,uζ = 0, by the standard elliptic estimate we have
‖ζ‖k+l,2,α ≤ C‖ζ‖k,2,α.
Hence GluL˜
s,(r),h(r)
(eα) ◦ ϕ−1r is a smooth family. We have proved
Lemma 5.1. There exists positive constants d, R such that for any ζ ∈ kerDL˜|bo , h ∈W k,2,α
(
Σ(R0), (u(R0))
∗TM
)
with
‖ζ‖W ,k,2,α ≤ d, ‖h− hˆ(r)‖ < d, |r| ≥ R,
(ϕ−1r )∗(GluL˜s,(r),h′(eα)) is smooth with respect to (s, (r), h) for any eα ∈ kerDL˜|bo , where h′ = (exp−1u(r) ◦(expu(R)0 (h)◦
ϕ(r)). In particular Glu
L˜
s,(r),h′(eα) |Σ(R0) is smooth.
6 Estimates of derivatives with respect to gluing parameters
In this section we prove the following theorem.
Theorem 6.1. Let l ∈ Z+ be a fixed integer. Let u : Σ→M be a (j, J)-holomorphic map. Let c ∈ (0, 1) be a
fixed constant. For any 0 < α < 1100c , there exists positive constants Cl, d, R such that for any ζ ∈ kerDL|bo ,
(κ, ξ) ∈ kerDS(κo,bo) with
‖ζ‖W ,k,2,α ≤ d, ‖(κ, ξ)‖ < d, |r| ≥ R,
restricting to the compact set Σ(R0), the following estimate hold.∥∥∥Xi (GluL˜s,h(r),(r)(ζ))∥∥∥Cl(Σ(R0)) ≤ Cle−(c−5α) ri4 , (6.1)
∥∥∥XiXj (GluL˜s,h(r),(r)(ζ))∥∥∥Cl(Σ(R0)) ≤ Cle−(c−5α) ri+rj4 (6.2)
for any Xi ∈ { ∂∂ri , ∂∂τi }, i = 1, · · · , e, s ∈
⊗
e
i=1Oi and any 1 ≤ i 6= j ≤ e.
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6.1 Some operators
It is important to estimate the derivative of the gluing map with respect to r. To this end we need to take the
derivative ∂∂r for Q
L˜
b(r)
and other operators. Note that both QL˜b(r) and f
L˜
(r) are global operators, so we need a
global estimate. On the other hand, since the domain Σ(r) depends on r, in order to make the meaning of the
derivative ∂∂r for these operators clear we need transfer all operators defined over Σ(r) into a family of operators
defined over
◦
Σ1 ∪
◦
Σ2, depending on (r). To simplify notations we will denote
Wk,2,αu =Wk,2,α(Σ, L˜|bo), W k,2,αu =W k,2,α(Σ, L˜|bo), Lk−1,2,αu =W k−1,2,α(Σ, L˜|bo ⊗ ∧0,1jo T ∗Σ).
Wk,2,αr,u(r) =Wk,2,α(Σ(r), L˜|b(r)), Lk−1,2,αr,u(r) =W k−1,2,α(Σ(r), L˜|b(r) ⊗ ∧
0,1
jo
T ∗Σ(r)).
We first define three maps
Hr : L
k−1,2,α
r,u(r)
→ Lk−1,2,αu , Pr : Lk−1,2,αu → Lk−1,2,αr,u(r) , φr :Wk,2,αu →W k,2,αr,u(r)
as following. Given η ∈ Lk−1,2,αr,u(r) define
Hrη = (β1;2(s1)η(s1, t1), β2;2(s2)η(s2, t2)),
where η(si, ti) is the expression of η in terms the coordinates (si, ti). Given (η1, η2) ∈ Lk−1,2,αu define
Pr(η1, η2) =
{
ηi if p ∈ Σ(r/2)
β1;2(s1)η1(s1, t1) + β2;2(s1 − 2r)η2(s1 − 2r, t1 − τ) if p ∈ Σ(r) \ Σ(r/2)
. (6.3)
If no danger of confusion we will denotes (6.3) by Pr(η1, η2) =
∑
βi;2ηi. Given (ζ1 + ζˆ0, ζ2 + ζˆ0) ∈ Wk,2,αu
with supp ζi ⊂ Σ(3r/2), define
φr
(
ζ1 + ζˆ0, ζ2 + ζˆ0
)∣∣∣
Σ(r/2)
=
(
ζi + ζˆ0
)
(si, ti)
∣∣∣
Σ(r/2)
,
φr
(
ζ1 + ζˆ0, ζ2 + ζˆ0
)∣∣∣
r
2
≤s1≤ 3r2
=
(
ζ1(s1, t1) + ζ2(s1 − 2r, t1 − τ) + ζˆ0
)∣∣∣
r
2
≤s1≤ 3r2
.
By (4.3) one can check that
PrHr = Id, HrPr(η1, η2) = (ξ˜1, ξ˜2). (6.4)
where
ξ˜1 = β1;2 (β1;2η1(s1, t1) + β2;2η2(s1 − 2r, t1 − τ)) ,
ξ˜2 = β2;2 (β1;2η1(s2 + 2r, t2 + τ) + β2;2η2(s2, t2)) .
In particular, Hr is injective and Pr is surjective.
Next we introduce the following three operators(
Q′L˜b(r)
)∗
: Lk−1,2,αr,u(r) →W k,2,αu ,
(
QL˜b(r)
)∗
: Lk−1,2,αr,u(r) →W k,2,αu ,
(
IL˜(r)
)∗
: kerDL˜|bo →Wk,2,αu .
Given η ∈ Lk−1,2,αr,u(r) , denote
(ζ1, ζ2) = Q
L˜
boHrη. (6.5)
Set
ζ∗r = (β1;r(s1)ζ1(s1, t1), β2;r(s2)ζ2(s2, t2)) ∈W k,2,αu . (6.6)
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Define (
Q′L˜b(r)
)∗
η = ζ∗r ,
(
QL˜b(r)
)∗
=
(
Q′L˜b(r)
)∗ (
DL˜|b(r)Q′L˜b(r)
)−1
. (6.7)
Then we have maps(
Q′L˜b(r)
)∗
Pr : L
k−1,2,α
u →W k,2,αu ,
(
QL˜b(r)
)∗
Pr : L
k−1,2,α
u →W k,2,αu .
For any ζ + ζˆ0 ∈ kerDL˜|bo , where ζ = (ζ1, ζ2) ∈W k,2,αu , we set
ζ∗r =
(
ζ1β1;r + ζˆ0, ζ2β2;r + ζˆ0
)
. (6.8)
Define (
IL˜(r)
)∗
(ζ + ζ0) = ζ
∗
r −
(
QL˜b(r)
)∗
◦DL˜|b(r) ◦ φrζ∗r . (6.9)
By the definition we have
IL˜(r) = φr ◦
(
IL˜(r)
)∗
, QL˜b(r) = φr ◦
(
Q′L˜b(r)
)∗
.
Define an operator X : Lk−1,2,αu → Lk−1,2,αr,u(r) by
X(η1, η2) = D
L˜|b(r)Q′L˜b(r)Pr(η1, η2)− Pr(η1, η2).
Using EL˜ui = 0, one can check that
X(η1, η2) =
∑
(∂¯βi;r)hi +
∑
βi;rE
L˜
u(r)
hi +
(∑
βi;rβi;2 − 1
)∑
βi;2ηi,
where (h1, h2) = Q
L˜
bo
HrPr(η1, η2). Obviously, suppX(η1, η2) ⊂ { r2 ≤ |si| ≤ 3r2 }.
Let b = (a, v) ∈ O˜bo(δo, ρo), where v = expu(r) h. We define
GluL˜,∗a,h,(r) :=
(
IL˜(r)
)∗
+
(
QL˜b(r)
)∗ ◦ f L˜a,h,(r) ◦ IL˜(r) : F˜ |bo→W k,2,α(Σ, L˜|bo).
This definition can be extended to the gluing several nodes case in a natural way:
GluL˜,∗
s,h,(r) :=
(
IL˜(r)
)∗
+
(
QL˜b(r)
)∗
◦ f L˜
s,h,(r) ◦ IL˜(r) : F˜ |bo→ W k,2,α(Σ, L˜|bo).
It is easy to see that, restricting to Σ(R0), we have Glu
L˜,∗
s,h,(r)(ζ) = P
L
b,b(r)
◦GluL˜
s,h,(r)(ζ) for any ζ ∈ DL˜|bo .
6.2 Estimates of the first derivatives
Let η = (η1, · · · , ηι) ∈ Lk−1,2,αu . Denote
Dil(R0) =
{(
sil, t
i
l
) ∈ Σ ∣∣ |sil| ≥ R0} , Di(R0) = ∪2l=1Dil(R0).
Denote h(r) = π ◦Glus,(r)(κ, ξ), h∗(r) = π ◦Glu∗s,(r)(κ, ξ) and v(r) = expu(r)(h(r)). Set
β1,i;R(s
i
1) = β
(
1
2
+
ri − si1
R
)
, β2,i;R(s
i
2) =
√
1− β2
(
1
2
− s
i
2 + ri
R
)
.
To simplify notations we denote
D := DL˜|b(r) , Q := QL˜b(r) , I∗ =
(
IL˜(r)
)∗
, f = f L˜(r), Q
′ :=
(
QL˜b(r)
)′
,
P = P L˜b(r),b, E = E
L˜
b(r)
, (Q′)∗ :=
(
QL˜b(r)
)′∗
, Q∗ :=
(
QL˜b(r)
)∗
.
The following Lemmas can be proved by the same method and word-by-word as in [3], we omit them.
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Lemma 6.2. For any (η1, η2) ∈ Lk−1,2,αu , the following estimates hold:
(1)‖(Q′)∗Pr(η1, η2)| r
2
≤|si|≤ 3r2 ‖k,2,α ≤ C
(
e−(c−α)
r
4
∑
‖ηi||si|≤r+1‖k−1,2,α +
2∑
i=1
∥∥∥ηi| r
4
≤|si|≤r+1
∥∥∥
k−1,2,α
)
,
(2)
∥∥∥∥ ∂∂r ((Q′)∗Pr)(η1, η2)
∥∥∥∥
k−1,2,α
≤ C
(
e−(c−α)
r
4
∑
‖ηi||si|≤r+1‖k−1,2,α +
2∑
i=1
∥∥∥ηi| r
4
≤|si|≤r+1
∥∥∥
k−1,2,α
)
(3)
∥∥∥∥ ∂∂r (Hr(DQ′)−1Pr) (η1, η2)
∥∥∥∥
k−2,2,α
≤ C
[
e−(c−α)
r
4‖(η1, η2)||si|≤r+1‖k−1,2,α +
∥∥∥(η1, η2)| r
4
≤|si|≤r+1
∥∥∥
k−1,2,α
]
.
(4)
∥∥∥Hr(DQ′)−1Pr(η1, η2)| r
2
≤|s1|≤ 3r2
∥∥∥
k−1,2,α
≤ C
[
e−(c−α)
r
4‖(η1, η2)||si|≤r+1‖k−1,2,α +
∥∥∥(η1, η2)| r
4
≤|si|≤r+1
∥∥∥
k−1,2,α
]
,
(5)
∥∥∥∥ ∂∂r (HrPr)(η1, η2)
∥∥∥∥
k−2,2,α
≤ C
2∑
i=1
∥∥ηi|r−1≤|si|≤r+1∥∥Σi,k−1,2,α .
Lemma 6.3. There exists a constant C > 0, independent of r, such that for any h+ hˆ0 ∈ kerDL|bo .∥∥∥ ∂∂rI∗(h+ hˆ0)∥∥∥k−1,2,α ≤ C‖hi| r2≤|si|≤ 3r2 ‖k,2,α + Ce(c−α) r2 |hˆ0|. (6.10)
Denote ν(r) = P
−1 ◦GluL˜
s,h(r),(r)
(ζ), and ν∗(r) := Glu
L˜,∗
s,h(r),(r)
(ζ). Obviously, ν(r) = φr(ν
∗
(r))
ν(r) = Ir(ζ) +Q ◦ f ◦ I(r)(ζ), ν∗(r) = I∗(r)(ζ) +Q∗ ◦ f ◦ Ir(ζ). (6.11)
Set h∗r = (h1β1;r + hˆ0, h2β2;r + hˆ0). Since u (resp. v(r)) is a (jo, J) (resp. (js, J)) holomorphic map, we have
∑
i+j=d
∣∣∣∣∂i+jE∂si∂tj
∣∣∣∣+ ∑
i+j=d
∣∣∣∣∣∂i+jEL˜b∂si∂tj
∣∣∣∣∣ ≤ Cde−c|si|, R0 ≤ |si| ≤ r. (6.12)
Taking derivative D on ν(r) we have
f ◦ I(r)(ζ) = ∂¯jo(ν(r)) + Eν(r). (6.13)
On the other hand, byDL˜b (Pν(r)) = 0 we have
∂¯jo(ν(r)) + P
−1
(
∇∂¯jo (P )(ν(r)) +E
L˜
b Pν(r)
)
= 0. (6.14)
By the exponential decay of u(r) and v(r) we have∣∣∣∇∂¯jo (P )∣∣∣ ≤ C(|du(r)|+ |dv(r)|) ≤ Cde−c|si|, R0 ≤ |si| ≤ r. (6.15)
By (6.12) and (6.15) we conclude that ν(r) satisfies the assumption of Lemma 7.4 in Appendix. Then Lemma
7.4 gives us ∥∥∥ν(r)| r
4
≤|si|≤ 7r4
∥∥∥
k,2,α
≤ Ce−(c−α) r4 . (6.16)
It follows from (6.13) and (6.16) that
Lemma 6.4. ∥∥∥Hrf ◦ I(r)(ζ)||si|≥ r4∥∥∥k−1,2,α ≤ Ce−(c−α) r4 (1 + ‖ζ‖k,2,α), ∀ r ≥ 8R0. (6.17)
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Similar Lemma 4.7 in [3], we have
Lemma 6.5. There exists a constant C > 0 such that for any ζ ∈ kerDL˜bo we have∥∥∥∥ ∂∂si ν∗(r),i| r2≤|si|≤ 3r2
∥∥∥∥
k−1,2,α
≤ Ce−(c−5α) r4 (‖ζ‖k,2,α + 1).
An estimate similar to Lemma 4.8 in [3] can be proved:
Lemma 6.6. ∥∥∥∥Hr ◦Dφr ( ∂∂rν∗(r)
)∥∥∥∥
k−2,2,α
≤ C
(
d
∥∥∥∥ ∂∂rν∗(r)
∥∥∥∥
k−1,2,α
+ e−(c−5α)
r
4
)
. (6.18)
Proof. We estimate
∥∥∥β1;2Dφr ( ∂∂rν∗(r))∥∥∥k−1,2,α . The estimates of
∥∥∥β2;2Dφr ( ∂∂rν∗(r))∥∥∥k−1,2,α is the same.
As in [3] we construct two smooth family u˜(r), h˜(r), depending on (r), defined over Σ1 as follows:
u˜(r) =
{
u(r), in Σ1(r + 1),
u1(q) + β(r + 2− s1)(u(r)(s1, t1)− u1(q)), if s1 ≥ r + 1
(6.19)
h˜(r) =
{
h(r), in Σ1(r + 1),
β(r + 2− s1)h(r), if s1 ≥ r + 1
. (6.20)
Set v˜(r) = expu˜(r)(h˜(r)), b˜ = (s, v˜(r)) and b˜(r) = (so, u˜(r)).We can define ν˜(r) as the definition of h˜(r). So the
meaning of
∂u˜(r)
∂r ,
∂v˜(r)
∂r and ∇ ∂
∂r
ν˜(r) is clear. Set
Λr := P
−1 ◦DL˜b ◦ P (ν(r)), Λ˜r := P−1 ◦DL˜b˜ ◦ P (ν˜(r)).
Obviously, Λr = 0 and Λr|Σ(r+1) = Λ˜r|Σ(r+1).We calculate ∂∂r (β1;2Λr):
∂
∂r
(β1;2Λr) =
∂
∂r
(
β1;2Λ˜r
)
= β1;2P
−1
[
∇r
(
DL˜
b˜
◦ P
)
(ν˜(r)) +D
L˜
b˜
◦ P (∇rν˜(r))] . (6.21)
Using Theorem 4.7, we have ∥∥∥β1;2∇r (DL˜b˜ ◦ P) (ν˜(r))∥∥∥k,2,α ≤ Ce−(c−5α) r4 . (6.22)
Restricting in Σ1(r + 1) we have
∇rν˜(r) = φr(∇rν∗(r))− 2∇s2ν∗(r),2,
where ν∗(r) =
(
ν∗(r),1, ν
∗
(r),2
)
. By Lemma 6.5 we have
∥∥∥∇s2(Pν∗(r),2)| r2≤|s1|≤r+1∥∥∥k−1,2,α ≤ Ce−(c−α) r4
(∥∥∥Pν∗(r),2∥∥∥
k,2,α
+ 1
)
.
Applying the exponential decay of u(r) and v(r), we get∥∥∥∇s2(ν∗(r),2)| r2≤|s1|≤r+1∥∥∥k−1,2,α ≤ Ce−(c−α) r4
(∥∥∥ν∗(r),2∥∥∥
k,2,α
+ 1
)
. (6.23)
Then Lemma follows from (4.11), (6.21), (6.22) and (6.23).
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Proof of (6.1). By the definition of ν∗(r) we have
∂
∂r
ν∗(r) =
∂
∂r
I∗(ζ) +
∂
∂r
(Q∗Pr)HrfI(r)(ζ) +Q∗Pr
∂
∂r
(HrfI(r)(ζ)). (6.24)
Then multiplying HrDφr on both sides of (6.24) we get
HrDφr
∂ν∗(r)
∂r
= HrDφr
∂I∗(r)
∂r
(ζ) +HrDφr
∂
∂r
(Q∗Pr)Hrf(r)I(r)(ζ) +HrPr
∂
∂r
(Hrf(r)I(r)(ζ)).
It follows together with (6.18) and Theorem 4.7 that
∥∥∥∥HrPr ∂(HrfI(r)(ζ))∂r
∥∥∥∥
k−2,2,α
≤C
d∥∥∥∥∥∂ν
∗
(r)
∂r
∥∥∥∥∥
k−1,2,α
+ e−(c−5α)
r
4
+ (A) + (B), (6.25)
where
(A) =
∥∥∥∥HrDφr ( ∂∂r I∗(ζ)
)∥∥∥∥
k−2,2,α
, (B) =
∥∥∥∥HrDφr ( ∂∂r (Q∗Pr) ◦Hrf(I(r)(ζ))
)∥∥∥∥
k−2,2,α
.
For any (h1, h2) with supp hi ⊂ Σ(R0)
⋃{|si| ≤ 3r2 } we have
β1;2Dφr(h1, h2) = β1;2∂¯jo(h1 + h2) + β1;2E(h1 + h2). (6.26)
Then
‖HrDφr(h1, h2)‖k−1,2,α ≤ C‖(h1, h2)‖k,2,α. (6.27)
Taking the derivation ∂∂r of (6.26) we obtain∥∥∥∥ ∂∂r (β1;2Dφr)(h1, h2)
∥∥∥∥
k−2,2,α
≤ C
[∥∥∥h2| r
2
≤s1≤r+1
∥∥∥+ e−(c−5α) r4 + ‖Dφr(h1, h2)|r−1≤s1≤r+1‖] . (6.28)
Since HrDφrI
∗
(r)(ζ) = 0, we have HrDφr
∂I∗
(r)
∂r (ζ) =
∂HrDφr
∂r I
∗
(r)(ζ). Then
(A) ≤ Ce−(c−5α) r4 . (6.29)
Since
∂
∂r
(Q∗Pr) =
∂
∂r
(
(Q′)∗Pr
) ◦ (Hr(DQ′)−1Pr) + (Q′)∗Pr ◦ ∂
∂r
(Hr(DQ
′)−1Pr)
by (1), (2), (3), (4) of Lemma 6.2 we get∥∥∥∥ ∂∂r (Q∗Pr)(η1, η2)
∥∥∥∥
k−1,2,α
≤ C
(
e−(c−α)
r
4
∑
‖ηi||si|≤r+1‖k−1,2,α +
2∑
i=1
∥∥∥ηi| r
4
≤|si|≤r+1
∥∥∥
k−1,2,α
)
.
(6.30)
It follows from Lemma 6.4, (6.27) and (6.30) that
(B) ≤ Ce−(c−5α) r4 . (6.31)
Note thatHrPr
∂
∂r (HrfI(r)(ζ))+
∂
∂r (HrPr)HrfI(r)(ζ) =
∂
∂r (HrfI(r)(ζ)). Then (6.29), (6.31), (5) of Lemma
6.2 together with (6.25) gives∥∥∥∥ ∂∂r (HrfI(r)(ζ))
∥∥∥∥
k−1,2,α
≤ Ce−(c−5α) r4 + Cd
∥∥∥∥ ∂∂r (ν∗(r))
∥∥∥∥
k−1,2,α
. (6.32)
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Substituting this into (6.24), and using (6.30), Lemma 6.3, Lemma 6.4 we conclude that∥∥∥∥ ∂∂rν∗(r)
∥∥∥∥
k−1,2,α
≤ Ce−(c−5α) r4 (6.33)
when d small. Since v(r) is a (ja, J) holomorphic map, by the standard ellptic estimates we have (6.1).
Repeating the all arguments in this section, one can prove that there exists a constant C > 0 such that∥∥∥∥ ∂∂τ ν∗(r)
∥∥∥∥
k−1,2,α
≤ Ce−(c−5α) r4 (d+ 1) (6.34)
for any ζ ∈ kerDL˜bo .
6.3 Estimates of the second derivatives
We can define Hr and Pr, · · · as before. Let ξ = QL˜boHrPrη and ηil = η|Dil (R0), l = 1, 2. Obviously
HrPr(η)|Di(R0) =
(
β1,i;2(
2∑
l=1
βl,i;2η
i
l ), β2,i;2(
2∑
l=1
βl,i;2η
i
l )
)
. (6.35)
SetW il = {(sil , til)| ri4 ≤ |sil| ≤ ri + 1}. It is easy to see that for any 1 ≤ i 6= j ≤ e, and l = 1, 2,
∂(HrPr)
∂ri
(η)|Vj = 0,
∂2(HrPr)
∂ri∂rj
(η) = 0,
∂2E
∂ri∂rj
= 0,
∂2βl,ℓ;R
∂ri∂rj
= 0, (6.36)
supp
∂E
∂ri
⊂ Vi,
∂βl,j,rj
∂ri
=
∂βl,j,2
∂ri
= 0, supp
∂(HrPr)
∂ri
⊂ Vi, supp∂βl,i,ri
∂ri
⊂ Vi. (6.37)
It follows that ∥∥∥∥ ∂∂ri ξ
∥∥∥∥
k−1,2,α
≤ C
∥∥∥∥ ∂∂riHrPr(η)
∥∥∥∥
k−2,2,α
≤ C‖η|Vi‖k−1,2,α.
Let ξil = ξ|Dil (R0), l = 1, 2. Then (ξ
i
1, ξ
i
2) is the restriction of ξ near the node qi. SinceD
L˜
bo
∂
∂ri
ξ = ∂∂ri (HrPr(η)),
by Lemma 7.4 and (6.37) we have for any j 6= i
2∑
l=1
∥∥∥∥ ∂∂ri ξ|W jl
∥∥∥∥
k−1,2,α
≤ Ce−(c−α)
rj
4
∥∥∥∥ ∂∂riHrPr(η)
∥∥∥∥
k−2,2,α
≤ Ce−(c−α)
rj
4 ‖η|Vi‖k−1,2,α (6.38)
In the following we assume that 1 ≤ i 6= j ≤ e. It is easy to see that
∂2ξ
∂ri∂rj
|Dℓ = 0, (Q′)∗Pr(η)|Dℓ = (β1,ℓ,rℓξℓ1, β2,ℓ,rℓξℓ2), ∀ 1 ≤ ℓ ≤ e. (6.39)
Taking the derivative ∂∂ri and
∂2
∂ri∂rj
of (Q′)∗Pr, by (6.36), (6.37), (6.39) and (Q′)∗Pr|Σ(R0) = ξ, we obtain
∂
∂rj
((Q′)∗Pr)(η)
∣∣∣∣
Di
=
(
β1,i,ri
∂ξi1
∂rj
, β2,i,ri
∂ξi2
∂rj
)∣∣∣∣
Di
,
∂2
∂ri∂rj
((Q′)∗Pr)(η)
∣∣∣∣
Dℓ
= δℓ,i
(
∂β1,i,ri
∂ri
∂ξi1
∂rj
,
∂β2,i,ri
∂ri
∂ξi2
∂rj
)∣∣∣∣
Dℓ
+ δℓ,j
(
∂β1,j,rj
∂rj
∂ξj1
∂ri
,
∂β2,j,rj
∂rj
∂ξj2
∂ri
)∣∣∣∣∣
Dℓ
,
and supp ∂
2
∂ri∂rj
((Q′)∗Pr)(η) ⊂ Vi ∪ Vj. By (6.38) we get
2∑
l=1
∥∥∥∥∥ ∂∂rj ((Q′)∗Pr)(η)
∣∣∣∣
W i
l
∥∥∥∥∥
k−1,2,α
+
∥∥∥∥ ∂2∂ri∂rj ((Q′)∗Pr)(η)
∥∥∥∥
k−2,2,α
(6.40)
≤Ce−
(c−α)rj
4 ‖η|Vi‖k−1,2,α + Ce−
(c−α)ri
4
∥∥η|Vj∥∥k−1,2,α .
27
A direct calculation gives us
Hr◦DQ′◦Pr|Di =
(
β1,i,2
(
∂¯jo(
2∑
ℓ=1
βℓ,i,riξ
i
ℓ) + E
2∑
ℓ=1
βℓ,i,riξ
i
ℓ
)
, β2,i,2
(
∂¯jo(
2∑
ℓ=1
βℓ,i,riξ
i
ℓ) + E
2∑
ℓ=1
βℓ,i,riξ
i
ℓ
))
.
It follows from HrDQ
′Pr|Σ\∪iDi(ri/2) = Id, HrDQ′Pr|∪iDi(3ri/2) = 0, (6.37) and ∂E∂rj |Vi = 0 that
supp
∂
∂ri
(
HrDQ
′Pr
) ⊂ e⋃
j=1
Vj, supp
∂2
∂ri∂rj
(
HrDQ
′Pr
) ⊂ Vj ∪ Vi. (6.41)
Taking the derivative ∂∂ri and
∂2
∂ri∂rj
ofHr(DQ
′)Pr, using (6.36), (6.37), (6.38) and (6.39) one can easily check
that
2∑
l=1
∥∥∥∥∥ ∂∂rj (HrDQ′Pr) (η)
∣∣∣∣
W i
l
∥∥∥∥∥
k−1,2,α
+
∥∥∥∥ ∂2∂ri∂rj (HrDQ′Pr) (η)
∥∥∥∥
k−2,2,α
(6.42)
≤Ce−
(c−α)rj
4 ‖η|Vi‖k−1,2,α + Ce−
(c−α)ri
4
∥∥η|Vj∥∥k−1,2,α .
Note that
∂
∂ri
(
Hr(DQ
′)Pr
) ◦Hr(DQ′)−1Pr +Hr(DQ′)Pr ◦ ∂
∂ri
(
Hr(DQ
′)−1Pr
)
=
∂HrPr
∂ri
.
Multiplying Hr(DQ
′)−1Pr on the both sides, by
∂
∂ri
(
Hr(DQ
′)−1Pr
)
= HrPr
∂
∂ri
(
Hr(DQ
′)−1Pr
)
+
∂HrPr
∂ri
Hr(DQ
′)−1Pr,
we have
∂
∂ri
(
Hr(DQ
′)−1Pr
)
=Hr(DQ
′)−1Pr
∂HrPr
∂ri
+
∂HrPr
∂ri
Hr(DQ
′)−1Pr
−Hr(DQ′)−1Pr ◦ ∂
∂ri
(
Hr(DQ
′)Pr
) ◦Hr(DQ′)−1Pr. (6.43)
Using (4), (5) of Lemma 6.2, (6.36) to the first term, and (6.36) to the second term, applying (4) of Lemma 6.2
and (6.42) to the last term we have
2∑
l=1
∥∥∥∥∥ ∂∂ri (Hr(DQ′)−1Pr)
∣∣∣∣
W j
l
∥∥∥∥∥
k−1,2,α
≤ Ce− (c−α)ri4 ∥∥η|Vj∥∥k−1,2,α . (6.44)
Taking derivative ∂∂rj
of (6.43), by (6.36) we get
∂2
∂ri∂rj
(
Hr(DQ
′)−1Pr
)
=
∂
∂rj
(
Hr(DQ
′)Pr
) ∂HrPr
∂ri
+
∂HrPr
∂ri
∂
∂rj
(
Hr(DQ
′)Pr
)
− ∂
∂rj
(
Hr(DQ
′)−1Pr
) ◦ ∂
∂ri
(
Hr(DQ
′)Pr
) ◦Hr(DQ′)−1Pr
−Hr(DQ′)−1Pr ◦ ∂
∂ri
(
Hr(DQ
′)Pr
) ◦ ∂
∂rj
(
Hr(DQ
′)−1Pr
)
−Hr(DQ′)−1Pr ◦ ∂
2
∂ri∂rj
(
Hr(DQ
′)Pr
) ◦Hr(DQ′)−1Pr.
By (3), (4) of Lemma 6.2, (6.36), (6.44) and (6.42) one can check that∥∥∥∥ ∂2∂ri∂rj (Hr(DQ′)−1Pr) (η)
∥∥∥∥
k−2,2,α
(6.45)
≤Ce−
(c−α)rj
4 ‖η|Vi‖k−1,2,α + Ce−
(c−α)ri
4
∥∥η|Vj∥∥k−1,2,α .
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By (6.40), (6.45) and
∂2Q∗Pr
∂ri∂rj
=
∂2(Q′)∗Pr
∂ri∂rj
◦Hr(DQ′)−1Pr + (Q′)∗Pr ∂
2
∂ri∂rj
(
Hr(DQ
′)−1Pr
)
+
∂(Q′)∗Pr
∂rj
◦ ∂
∂ri
(
Hr(DQ
′)−1Pr
)
+
∂(Q′)∗Pr
∂ri
◦ ∂
∂rj
(
Hr(DQ
′)−1Pr
)
,
we have
2∑
l=1
∥∥∥∥∥ ∂∂rj (Q∗Pr) (η)
∣∣∣∣
W i
l
∥∥∥∥∥
k−1,2,α
+
∥∥∥∥ ∂2∂ri∂rj (Q∗Pr) (η)
∥∥∥∥
k−2,2,α
(6.46)
≤Ce−
(c−α)rj
4 ‖η|Vi‖k−1,2,α + Ce−
(c−α)ri
4
∥∥η|Vj∥∥k−1,2,α .
Since for any ζ + ζˆ0 ∈ KerDL˜bo
Dφr(ζ
∗
(r) =
∑
(∂¯βi;r)ζi +
∑
βi;r(E −EL˜ui)(ζi + ζˆ0),
we have
supp HrDφr(ζ
∗
(r)) ⊂ ∪iVi, supp
∂
∂ri
(
HrDφr(ζ
∗
(r))
)
⊂ Vi, ∂
2
∂ri∂rj
(
HrDφr(ζ
∗
(r))
)
= 0.
Since I∗r (ζ + ζˆ0) = (Id−Q∗Pr ◦HrD ◦ φr)(ζ∗(r)), (6.28) and (6.46), we have
2∑
l=1
∥∥∥∥∥ ∂∂rj I∗(r)(ζ + ζˆ0)
∣∣∣∣
W i
l
∥∥∥∥∥
k−1,2,α
+
∥∥∥∥ ∂2∂ri∂rj I∗r (ζ + ζˆ0)
∥∥∥∥
k−2,2,α
(6.47)
≤Ce(c−α)
ri+rj
2 ‖ζ + ζˆ0‖W ,k,2,α.
Note that, restricting in Vi, i 6= j
∇˜ ∂
∂rj
ν˜(r) = φr∇˜ ∂
∂rj
ν∗(r), ∇˜ ∂
∂rj
h˜(r) = φr∇˜ ∂
∂rj
h∗(r),
∂E
∂rj
= 0.
Similar (6.18), by Theorem 4.7 we can prove that
2∑
l=1
∥∥∥∥∥Hr ◦Dφr ◦ ∂∂rj ν∗(r)
∣∣∣∣
W i
l
∥∥∥∥∥
k−1,2,α
≤ Cd
2∑
l=1
∥∥∥∥∥ ∂∂rj ν∗(r)
∣∣∣∣
W i
l
∥∥∥∥∥
k−1,2,α
+ Ce−(c−5α)
ri+rj
4 . (6.48)
Using (6.40), (6.42), (6.48) and the same argument as in [3], we have
2∑
l=1
∥∥∥∥ ∂∂ri ν∗(r)
∣∣∣
W j
l
∥∥∥∥
k−1,2,α
+
2∑
l=1
∥∥∥∥∥ ∂(HrfIr(ζ))∂ri
∣∣∣∣
W j
l
∥∥∥∥∥
k−2,2,α
≤ Ce−(c−5α)
ri+rj
4 . (6.49)
By (6.49), Theorem 4.7, the Cauchy-Schwarz inequality and the same argument of (6.18), we have∥∥∥∥HrDφr ◦ ∂2∂ri∂rj ν∗(r)
∥∥∥∥
k−2,2,α
≤ C
[
d
∥∥∥∥ ∂2∂ri∂rj ν∗(r)
∥∥∥∥
k−2,2,α
+ e−(c−5α)
ri+rj
4
]
. (6.50)
Taking the derivative ∂
2
∂ri∂rj
of ν∗(r) and multiplying HrDφr on both sides we get
HrDφr ◦
∂2(ν∗(r))
∂ri∂rj
=HrDφr ◦ ∂
2I∗r (ζ)
∂ri∂rj
+HrDφr ◦ ∂
2(Q∗Pr)
∂ri∂rj
◦HrfIr(ζ) +HrPr∂
2(HrfIr(ζ))
∂ri∂rj
+HrDφr ◦ ∂(Q
∗Pr)
∂ri
∂(HrfIr(ζ))
∂rj
+HrDφr ◦ ∂(Q
∗Pr)
∂rj
∂(HrfIr(ζ))
∂ri
.
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By
∂(HrPr)
∂rj
⊂ Vj , (6.32), (6.40), (6.42), (6.49) and
∂
∂rj
(Hrf(Ir(ζ))) =
∂(HrPr)
∂rj
◦Hrf(Ir(ζ)) +HrPr ∂
∂rj
(Hrf(Ir(ζ))),
using Lemma 6.2 and Theorem 4.7, we get∥∥∥∥∂(Q∗Pr)∂ri ∂(HrfIr(ξ))∂rj
∥∥∥∥
k−2,2,α
≤ Ce−(c−5α)
ri+rj
4 . (6.51)
Then using Theorem 4.7 and repeating the proof of (6.32) we have∥∥∥∥∂2(HrfIr(ζ))∂ri∂rj
∥∥∥∥
k−2,2,α
≤ Ce−(c−5α)
ri+rj
4 + Cd
∥∥∥∥ ∂2∂ri∂rj ν∗(r)
∥∥∥∥
k−2,2,α
(6.52)
By the definition of ν∗(r) we have
∂2ν∗(r)
∂ri∂rj
=
∂2I∗r (ζ)
∂ri∂rj
+
∂2(Q∗Pr)
∂ri∂rj
◦HrfIr(ζ) +Q∗Pr ◦ ∂
2(HrfIr(ζ))
∂ri∂rj
+
∂(Q∗Pr)
∂ri
∂(HrfIr(ζ))
∂rj
+
∂(Q∗Pr)
∂rj
∂(HrfIr(ζ))
∂ri
.
Applying (6.47) to the first term, (6.46) to the second term, (6.52) to the third term, and (6.51) to the last two
term we can obtain the estimate of (6.2).
7 Appendix
7.1 Implicit function theorem
We can generalize Theorem A.3.3 and Proposition A.3.4 in [5] to the case with parameters by the same method.
Theorem 7.1. Let (A, ‖ · ‖A), (X, ‖ · ‖X) and (Y, ‖ · ‖Y ) be Banach spaces, U ⊂ X be open sets and V ⊂ A,
U ⊂ X be open sets and F : V ×U → Y be a continuously differentiable map. For any (a, x) ∈ V ×U define
DaF (a, x)(g) =
d
dt
F (a+ tg, x)|t=0, DxF (a, x)(h) = d
dt
F (a, x+ th)|t=0, ∀ g ∈ A, h ∈ X.
Suppose that DxF (ao, xo) is surjective and has a bounded linear right inverse Q(ao,xo) : Y −→ X with
‖Q(ao,xo)‖ ≤ C for some constant C > 0. Choose a positive constant δ > 0 such that
‖DxF (a, x) −DxF (ao, xo)‖ ≤ 1
2C
, ∀ x ∈ Bδ(xo,X), a ∈ Bδ(ao, A). (7.1)
where Bδ(ao, A) = {a ∈ A| ‖a− ao‖A ≤ δ}, Bδ(xo,X) = {x ∈ X| ‖x− xo‖X ≤ δ}. Suppose that x1 ∈ X
and a ∈ Bδ(ao, A) satisfies
‖F (a, x1)‖Y < δ
4C
, ‖x1 − xo‖X ≤ δ
8
. (7.2)
Then there exists a unique x ∈ X such that
F (a, x) = 0, x− x1 ∈ im Q, ‖x− xo‖X ≤ δ, ‖x− x1‖X ≤ 2C‖F (a, x1)‖Y . (7.3)
Moreover, if ‖F (ao, xo)‖Y ≤ δ4C , there exist a constant δ′ > 0 and a unique family differential map fa :
kerDxF (ao, xo)→ Y such that for any (a, x) ∈ F−1(0) ∩ (Bδ′(ao, A)×Bδ′(xo,X)), we have
F (a, x) = 0⇐⇒ x = xo + ζ +Q(ao,xo) ◦ fa(ζ), ζ ∈ ker DxF (ao, xo) (7.4)
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Using Theorem 7.1 we can obtain the smoothness of implicit function.
Theorem 7.2. Let F satisfies the assumption of Theorem 7.1. If F : V × U −→ Y is of class Cℓ, where ℓ is
a positive integer, then there exists a constant δ′ > 0 such that F−1(0)|Bδ′ (ao,A)×Bδ′(xo,X) is Cℓ manifold, and
ξ → xo + ξ +Q ◦ fa(ξ) is a Cℓ-chart of F−1(0)|Bδ′ (ao,A)×Bδ′(xo,X). In particular,
‖Da
(
xo + ζ +Q(ao,xo) ◦ fa(ζ)
) ‖ ≤ C, (7.5)
where C > 0 is a constant depending only on C1, C, δ
′, ‖fa‖ and ‖D2axF (a, xo)‖.
Proof. Since F (a, x) satisfies the assumption of Theorem 7.1, F−1(0)|{a}×Bδ1 (xo,X) is a smooth manifold. We
only need consider the smoothness of F−1(0) with respect to a.
By the same argument in the proof of Theorem A.3.3 in [5], we have a explicit formula for fa
fa(ζ) = DxF (ao, xo) ◦ φ−1a (ζ + xo)−DxF (ao, xo)(xo),
where φa is defined by
φa(x) := x+Q(ao,xo) (F (a, x)−DxF (ao, xo)(x− xo)) . (7.6)
We choose δ′ small such that in Bδ′(ao, A)×Bδ′(xo,X),
|φa(x)− I| ≤ 1
2
. (7.7)
Then by the smoothness of F and
∂
∂a
φ−1a (x) = −φ−1a ◦
∂φa
∂a
◦ φ−1a (x)
we conclude that fa is a smooth function of (a, x). It follows that the zero set of F is smooth for a and (7.5)
holds.
7.2 Exponential decay in tube
By the same method as in [3], we can prove the following lemmas
Lemma 7.3. Let η ∈ Lk−1,2,αu and h + hˆ0 ∈ Wk,2,αu be a solution of DL˜|b(h + hˆ0) = η over Σ \ Σ(R0).
Suppose that, for any p, q ≥ 0,∣∣∣∣∣∣
∂p+qEL˜b(r)
∂sp1∂t
q
1
∣∣∣∣∣∣ ≤ Cp,qe−c|si|, ∀ |si| ≥ R0, l = 1, 2 (7.8)
for some constant Cp,q > 0. Then for any 0 < α <
c
2 , there exists a constant C > 0 such that for any
R > max{R0, d¯} and R′ > 2 +R
‖h |s1≥R′‖k,2,α ≤ C
(
(e−(c−α)(R
′−R) + e−(c−α)R)
∥∥∥h+ hˆ0∥∥∥W ,k,2,α + ‖η |s1≥R‖k−1,2,α
)
(7.9)
In particular, if DL˜|b has a bounded right inverse Qb : Lk−1,2,αu → W k,2,αu . Let h = Qbη be a solution of
DL˜|b(h) = η over (R0,∞)× S1. Then there exists a constant C′ > 0 independent of r such that
‖h |s1≥R′‖k,2,α ≤ C′
[(
e−(c−α)(R
′−R) + e−(c−α)R
)
‖η‖k−1,2,α + ‖η |s1≥R‖k−1,2,α
]
. (7.10)
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Lemma 7.4. Let h + hˆ0 ∈ W k,2,αr,u(r) be a solution of DL˜|b(h + hˆ0) = 0 over Σ(r) \ Σ(R0). Suppose that, for
any p, q ≥ 0, ∣∣∣∣∣∂p+qEL˜b∂sp1∂tq1
∣∣∣∣∣ ≤ Cp,qe−cmin(s1,2lr−s1), ∀ |si| ≥ R0, l = 1, 2 (7.11)
for some constant Cp,q > 0. Then for any 0 < α <
c
2 , there exists a constant C > 0 such that for any
R > max{R0, d¯} and R′ > 2 +R
‖h |R′≤s1≤2lr−R′‖k,2,α ≤ C(e−(c−α)(R
′−R) + e−(c−α)R)
∥∥∥h+ hˆ0∥∥∥W ,k,2,α (7.12)
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