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Graph states, which include for example Bell states, GHZ states and cluster states, form a well-known class of quantum
states with applications ranging from quantum networks to error-correction. Deciding whether two graph states are
equivalent up to single-qubit Clifford operations is known to be decidable in polynomial time and have been studied
both in the context of producing certain required states in a quantum network but also in relation to stabilizer codes. The
reason for the latter this is that single-qubit Clifford equivalent graph states exactly corresponds to equivalent stabilizer
codes. We here consider the computational complexity of, given a graph state |G〉, counting the number of graph states,
single-qubit Clifford equivalent to |G〉. We show that this problem is #P-Complete. To prove our main result we make
use of the notion of isotropic systems in graph theory. We review the definition of isotropic systems and point out their
strong relation to graph states. We believe that these isotropic systems can be useful beyond the results presented in
this paper.
I. INTRODUCTION
Graph states form a well-studied class of quantum states
and feature in many applications in quantum networks and
quantum computers. In a quantum network, graph states
are a resource used by applications such as secret shar-
ing1, anonymous transfer2 and others. In a quantum com-
puter, graph states are the logical codewords of many quan-
tum error-correcting codes3 and form a universal resource
for measurement-based quantum computing4. The action
of single-qubit Clifford operations on graph states is well-
understood and can be characterized completely in terms of
operations called local complementations, acting on the cor-
responding graph5. When faced with a class of objects and
an action on them it is natural to consider the orbits induced
by this action. The orbit of graph states under single-qubit
Clifford operations can be studied by considering the orbits
of simple graphs under local complementations, through the
mapping mentioned above. The orbits of graph states have
been studied in for example6. There the motivation came from
quantum error correction: graph states can be mapped to sta-
bilizer codes and moreover, the number of orbits for a given
number of qubits is equal to the number of equivalent sta-
bilizer codes. This gives a method to count the number of
inequivalent stabilizer codes on a fixed number of qubits. In6
the number of inequivalent stabilizer codes is computed for up
to 12 qubits by counting the number of orbits of graphs under
local complementations.
Furthermore, when studying entanglement measures and
the equivalence of quantum states under local operations, the
orbits of graphs states under single-qubit Cliffords is naturally
an important question. In the excellent survey on graph states
7 it is stated that the computational complexity of generating
the orbit of a given graph states is unknown. Here we show
that given a graph G, counting the number of graph states
equivalent to |G〉 under single-qubit Clifford operations, i.e.
deciding the size of the orbit, is #P-Complete. #P-Complete
problems are of great interest in the field of quantum comput-
ing. The reason being that the problem of boson-sampling8,
efficiently solvable using a quantum computer, has very strong
similarities with the #P-Complete problem of computing the
permanent of a matrix9.
RELATED WORK
The action of single-qubit Clifford operations on graphs
states was characterized by Van den Nest et al. in10, where
it was shown that these operations acting on a graph state can
be completely described by the action of local complementa-
tions on the corresponding graph. Furthermore, in11, Van den
Nest et al. used this fact to extend the efficient algorithm by
Bouchet for deciding equivalence of graphs under local com-
plementations12 to an efficient algorithm for deciding equiva-
lence of graph states under single-qubit Clifford operations.
If one also allow for single-qubit Pauli measurements and
classical communication, the problem turns out to be equiv-
alent13 to the known graph theory problem of deciding if a
graph is a vertex-minor14,15 of another. We have previously
used this fact to show that deciding if a graph state |H〉 can be
reached from another |G〉 using only single-qubit Clifford op-
erations, single-qubit Pauli measurements and classical com-
munication (LC+LPM+CC) is NP-Complete, even if |H〉 is
restricted to be (1) a GHZ-state on a fixed subset of the qubits
of |G〉16, (2) a GHZ-state on some subset of the qubits of |G〉17
and (3) the tensor product of Bell pairs between fixed qubits18.
However, even if a problem is NP-Complete, one can often
find efficient algorithms for certain restrictions of the prob-
lem. A general concept is that of fixed-parameter tractabil-
ity, where an algorithm solving a hard problem is shown
to have a runtime O( f (r) · poly(n)), where f is some com-
putable function, r is some parameter of the input and n is
the size of the input. For NP-Complete problems, f (r) is
necessarily super-polynomial in n, unless P = NP. Nonethe-
less, a fixed-parameter tractable problem can therefore be
solved in polynomial time on inputs where the parameter r
is bounded. An extremely powerful result in this context is
that of Courcelle19, which states that any graph problem, ex-
pressible in a certain rich logic (MS)20, can be solved in time
O( f (rwd(G)) · |V (G)|3), where rwd(G) is the rank-width15 of
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G and |V (G)| is the number of vertices of G. In14 Courcelle
and Oum showed that the vertex-minor problem is express-
ible in MS and therefore that it is fixed-parameter tractability
in the rank-width of the input graph. It turns out that the rank-
width of a graph G equals one plus the Schmidt-rank width
the graph state |G〉21. Using these results, we applied Cour-
celle’s theorem to the problem of transforming graph states
under LC+LPM+CC in13 and thus showed that this prob-
lem is fixed-parameter tractable in the Schmidt-rank width of
the input graph state.
In this paper we will focus on the computational complex-
ity of counting the number of graph states equivalent to some
graph state using only single-qubit Clifford operations. We
point out that, since the property of whether a graph is locally
equivalent to another is also expressible in MS13,14, Cour-
celle’s machinery can also be applied to this problem. In fact,
Courcelle’s theorem also holds for counting the number of sat-
isfying solutions19, which is what we are interested in here.
The details for how to apply Courcelle’s theorem to the prob-
lem at hand, we leave for another paper. Here, we instead
show that the problem is #P-Complete, and thus has no effi-
cient algorithm in the general case, unless P= NP.
Overview
In section II we recall how graph states and single-qubit
Cliffords relate to graphs and local complementations. In sec-
tion III we review the graph theoretical notion of an isotropic
system and relate this to stabilizer and graph states. In sec-
tion IV we review the complexity class #P-Complete. In sec-
tion V we prove our main result that counting the number
of graph states equivalent under single-qubit Cliffords is #P-
Complete.
Notation
We use the following notation for sets of consecutive natu-
ral numbers.
[n] = {i ∈ Z : 0≤ i< n} (1)
For a vertex u in a graph G= (V,E) we will denote the neigh-
borhood, i.e. the adjacent vertices as
NG(v) = {u ∈V : (u,v) ∈ E}. (2)
Furthermore given a subset X ⊆V we use the following nota-
tion for the symmetric difference of the neighborhoods of the
vertices in X
NG(X) = ∆
v∈X
NG(v). (3)
Given a graph G, we denote by G the complementary graph,
i.e. the graph with vertex-setV and edge-set
E = {(u,v) ∈V ×V : u 6= v ∧ (u,v) /∈ E}. (4)
The Pauli matrices are denoted as
I =
(
1 0
0 1
)
, X =
(
0 1
1 0
)
,
Y =
(
0 −i
i 0
)
, Z =
(
1 0
0 −1
)
. (5)
The single-qubit Pauli groupP1 consists of {ikI, ikX , ikY, ikZ}
for k ∈ Z4 together with matrix-multiplication. Single-qubit
unitaries that take elements of P1 to elements of P1 are
called single-qubit Clifford operations and formally form the
normalizer of P1. The n-qubit Pauli group Pn is the n-
fold single-qubit Pauli group whose elements are the tensor-
products of elements of P1.
II. GRAPH STATES
Here we review graph states and their properties under
single-qubit Clifford operations. We start with reviewing sta-
bilizer states: a subset of graph states.
A. Stabilizer states
A stabilizer state |S 〉 on n qubits is defined by its stabi-
lizer group S , which is a subgroup of the Pauli group Pn
3.
The stabilizer state is defined to be a state such that it is an
eigenstate of all elements of S with an eigenvalue of +1, i.e.
s |S 〉= |S 〉 for s∈S . To avoid |S 〉 being a trivial zero state
there are two requirements of S , (1) −I /∈S and (2) all ele-
ments of S should commute22. Furthermore, for |S 〉 to be a
unique state (up to a global phase), S needs to be of size 2n
and can therefore be described by n independent generators.
As an example consider the stabilizer group S0 generated by
X⊗X and Z⊗Z. One can check that S0 describes the state
|S0〉= 1√
2
(|0〉⊗ |0〉+ |1〉⊗ |1〉) (6)
B. Graph states
A graph state is a multi-partite quantum state |G〉 which is
described by a graph G, where the vertices of G correspond
to the qubits of |G〉7. The graph state is formed by initializing
each qubit v ∈ V (G) in the state |+〉v = 1√2(|0〉v+ |1〉v) and
for each edge (u,v) ∈ E(G) applying a controlled phase gate
between qubits u and v. Importantly, all the controlled phase
gates commute and are invariant under changing the control-
and target-qubits of the gate. This allows the edges describing
these gates to be unordered and undirected. Formally, a graph
state |G〉 is given as
|G〉= ∏
(u,v)∈E(G)
C
(u,v)
Z

 ⊗
v∈V (G)
|+〉v

 , (7)
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whereC
(u,v)
Z is a controlled phase gate between qubit u and v,
i.e.
C
(u,v)
Z = |0〉〈0|u⊗ Iv+ |1〉〈1|u⊗Zv (8)
and Zv is the Pauli-Z matrix acting on qubit v. As an example,
the graph state described by the complete graph on two ver-
tices K2 is single-qubit Clifford equivalent to each of the four
Bell pairs since
|K2〉= 1√
2
(|0〉a⊗|+〉b+ |1〉a⊗|−〉b) = Hb
∣∣Φ+〉
ab
(9)
where |+〉 = (|0〉+ |1〉)/√2, Hb is a Hadamard gate on qubit
b and where∣∣Φ+〉
ab
=
1√
2
(|0〉a⊗|0〉b+ |1〉a⊗|1〉b). (10)
A graph state is also a stabilizer state7 with a stabilizer
group generated by
gv = Xv ∏
u∈Nv
Zu for v ∈V (G) (11)
Furthermore, any stabilizer state is single-qubit Clifford
equivalent to some graph state10.
Importantly here is that the above in fact gives a bijective
mapping from graphs to graph states. Formally we have the
following theorem.
Lemma II.1. Two graphs states |G〉 and |G′〉 are equal if and
only if their corresponding graphs G and G′ are equal. ⋄
Proof. Let |G〉 and |G′〉 be two graph states. If G and G′
have differing vertex-sets then clearly |G〉 and |G′〉 are dif-
ferent since they are states on different sets of qubits. Assume
now that G and G′ are graphs with the same vertex-setV . The
inner product between |G〉 and |G′〉 will then be given as23
〈
G
∣∣G′〉=
(⊗
v∈V
〈+|v
)
∏
(u,v)∈E(G)
C
(u,v)
Z ∏
(u,v)∈E(G′)
C
(u,v)
Z
(⊗
v∈V
|+〉v
)
.
(12)
Using the fact that C
(u,v)
Z commute and square to identity for
any (u,v) we find that the above equation evaluates to
〈
G
∣∣G′〉=
(⊗
v∈V
〈+|v
)∣∣G+G′〉 (13)
where G+G′ is the graph with vertex-set V and edge-set
E(G)∆E(G′)with ∆ being the symmetric difference. The state
|G+G′〉 is equal to ⊗v∈V 〈+|v if and only if G+G′ is the
empty graph. One can see this by for example considering the
Schmidt-rank for a bipartition which separates some adjacent
vertices in G+G′, since this would be one for
⊗
v∈V |+〉v and
greater than one for |G+G′〉. We therefore have that 〈G|G′〉
is one if and only if G and G′ are equal.
It turns out that single-qubit Clifford operations on graph
states can be completely captured by an operation called local
complementation on the corresponding graphs.
Definition II.1 (Local complementation). A local comple-
mentation τv is a graph operation specified by a vertex v, tak-
ing a graph G to τv(G) by replacing the induced subgraph on
the neighborhood of v, i.e. G[N(v)], by its complement. The
neighborhood of any vertex u in the graph τv(G) is therefore
given by
N(u)(τv(G)) =
{
N(u)∆(N(v)\ {u}) if (u,v) ∈ E(G)
N(u) else
,
(14)
where ∆ denotes the symmetric difference between two sets. ⋄
The action of a local complementation on a graph induces
the following sequence of single-qubit Clifford operations on
the corresponding graph state
U
(G)
v = exp
(
−ipi
4
Xv
)
∏
u∈Nv
exp
(
i
pi
4
Zu
)
, (15)
where Xv and Zv are the Pauli-X and Pauli-Z matrices acting
on qubit v respectively. Concretely, U
(G)
v has the following
action on the graph state |G〉
U
(G)
v |G〉= |τv(G)〉 . (16)
We call two graphs which are related by some sequence of
local complementations locally equivalent. For example star
graphs and complete graphs on the same vertex-set are locally
equivalent. As shown by Bouchet in12, deciding if two graphs
are locally equivalent can be done in cubic time in the num-
ber of vertices of the graphs. The following theorem, proven
by Van den Nest in5, captures the relation between single-
qubit Cliffords on graph states and local complementations
on graphs.
Theorem II.1 (Van den Nest5). Two graph states |G〉 and |G′〉
single-qubit Clifford equivalent if and only if the two graphs
G and G′ are locally equivalent. ⋄
As a direct corollary of lemma II.1 and theorem II.1, we
therefore have the following result.
Corollary II.1.1. Let G be a graph with its corresponding
graph state |G〉. The number of graph states which are single-
qubit Clifford equivalent to |G〉 is equal to the number of lo-
cally equivalent graphs to G. ⋄
Using corollary II.1.1 we can now restrict ourselves to the
problem of counting locally equivalent graphs.
III. ISOTROPIC SYSTEMS
Our main result of this paper makes heavy use of the con-
cept of an isotropic system. In this section we review the defi-
nition of an isotropic system and its relation to locally equiva-
lent graphs and graph states. What is interesting to point out,
and perhaps never before noted, is that an isotropic system is
in fact equivalent to a stabilizer group, see below. For this rea-
son, results obtained for isotropic systems can be of great use
when studying stabilizer states and graph states.
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Isotropic systems were introduced by Bouchet in24. The
power of isotropic systems is that they exactly capture the
equivalence classes of graphs under local complementation or
equivalently equivalence classes of graphs states under single-
qubit Clifford operations. Any isotropic system has a set
of fundamental graphs which are all locally equivalent. As
shown in25, any graph G is a fundamental graph of some
isotropic system S. Furthermore, given a isotropic system S
with a fundamental graph G, another graph G′ is a fundamen-
tal graph of S if and only if G and G′ are locally equivalent26.
In section III B we review the formal definition of an
isotropic system. In the sections leading up to this, we first
set the notation and introduce certain concepts needed.
A. Finite fields and Pauli groups
Let {0,1,ω ,ω2} be the elements of the finite field of four
elements F4. Under addition we have that x+ x = 0 for any
element x of F4 and furthermore we have that 1+ω = ω
2.
Under multiplication we have that xi ·x j = xi+ j (mod 3) for any
element x 6= 0. An useful inner product on F4 is the trace inner
product, defined as
〈a,b〉= a ·b2+ a2 ·b (17)
What is interesting in relation to quantum information the-
ory is that addition in F4 corresponds to matrix multiplica-
tion in the Pauli group, up to a global phase. Furthermore,
the trace inner product captures whether two elements of the
Pauli group commute or not. To see this, consider the follow-
ing mapping α from F4 to the Pauli group.
α(0) = I, α(1) = X , α(ω) = Y, α(ω2) = Z. (18)
One can then check that
α(a)α(b) = ikα(a+ b) where k ∈ Z4. (19)
Furthermore, we have that
[α(a),α(b)] = 0 ⇔ 〈a,b〉= 0. (20)
where [·, ·] is the commutator. Similarly we can also define
a map from the elements of the vector space Fn4. Let v be a
vector of Fn4 and v
i be the i’th element of v. We then define a
map from Fn4 to the Pauli group on n qubits as follows.
α(v) =
n⊗
i=0
α(vi). (21)
Both eq. (18) and eq. (20) hold for α also acting on vectors of
F
n
4.
B. Isotropic systems
Formally an isotropic system is defined as follows27.
Definition III.1 (isotropic system). A subspace S of Fn4 is said
to be an isotropic system if: (1) for all v,w ∈ S it holds that
〈v,w〉= 0 and (2) S has dimension n. ⋄
Now note that α(S) ≡ {α(v) : v ∈ S} forms a stabilizer
group (ignoring global phases). This is because condition (1)
of the above definition says that all the elements of α(S) com-
mute, by eq. (20), as required by a stabilizer group.
C. Complete and Eulerian vectors
Here we review some further concepts related to isotropic
systems which we need for the proof of our main result. Cer-
tain isotropic systems can be represented as Eulerian tours
on 4-regular multi-graphs (see section III E). These Eulerian
tours correspond to what are called Eulerian vectors of the
isotropic system. The definition of a Eulerian vector also gen-
eralizes to all isotropic systems, even those not representable
as Eulerian vectors on 4-regular multi-graphs. In order to give
the definition of an Eulerian vector we must first define what
are called complete vectors.
Definition III.2 (complete vector). A vector v of Fn4 such that
vi 6= 0 for all i ∈ [n] is called complete. ⋄
In the coming sections we will also need to notion of sup-
plementary vectors.
Definition III.3 (supplementary vectors). Two vectors v,w of
F
n
4 are called supplementary if (1) they are complete and (2)
vi 6= wi for all i ∈ [n]. ⋄
Complete vectors come equipped with a notion of rank. To
define the rank of a complete vector we need some further
notation. Let v be a complete vector of Fn4. Let X be a subset
of [n] and let v[X ] be a vector such its elements are
(v[X ])i =
{
vi if i ∈ X
0 else
(22)
We can now define the following set
Vv = {v[X ] : X ⊆ [n]}. (23)
Note that Vv forms a subspace of F
n
4. The rank of v with re-
spect to S is now defined as the dimension of the intersection
of Vv and S.
Definition III.4 (rank of a complete vector). Let v be a com-
plete vector of Fn4. The rank of v, rS(v), with respect to S is
the dimension of the intersection of Vv and S, i.e.
rS(v) = dim(Vv∩S) (24)
⋄
We are now ready to formally define an Eulerian vector of
an isotropic system.
Definition III.5 (Eulerian vector). A complete vector v of Fn4,
such that rS(v) = 0 is called an Eulerian vector of S. ⋄
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D. Fundamental graphs
As mentioned, the power of isotropic systems is that their
fundamental graphs are exactly the graphs in an equivalence
class under local complementations. Here we review the defi-
nition of fundamental graphs of an isotropic system, which is
defined by a Eulerian vector through a graphic description.
Definition III.6 (graphic presentation). Let G be a graph with
vertices28 V (G) = [n] and v,w be supplementary vectors of
F
n
4. The following is then an isotropic system
S = {v[NX ]+w[X ] : X ⊆V (G)}. (25)
The tuple (F,v,w) is called a graphic presentation of the
isotropic system S. Furthermore, F is called a fundamental
graph of S. ⋄
Note that
{v[Nv]+w[{v}] : v ∈V (G)} (26)
forms a basis for S. In25 it is shown that if (G,v,w) is a
graphic presentation of S then v is a Eulerian vector of S. Fur-
thermore, it is shown that given an Eulerian vector v of S,
there exists a unique graphic presentation (G, v˜,w) of S such
that v = v˜. Note that two Eulerian vectors can still represent
the same fundamental graph.
The observant reader will notice the close similarity be-
tween eq. (26) and eq. (11). Indeed, consider the two sup-
plementary vectors vω2 = (ω
2, . . . ,ω2) and w1 = (1, . . . ,1).
Now, let G be an arbitrary graph and S be the isotropic system
with (G,vω2 ,w1) as a graph presentation, as by eq. (25). We
will here call SG the canonical isotropic system of G. We then
have that α(SG) is exactly the stabilizer group of the graph
state |G〉. To see this note that
gv = α(v[Nv]+w[{v}]) ∀v ∈V (G) (27)
using eq. (21) and eq. (11).
As mentioned before, any two graphs G and G′ are locally
equivalent if and only if they are fundamental graphs of the
same isotropic system25. Furthermore, any graph is a funda-
mental graph of some isotropic system. We therefore see that,
for any isotropic system S, there exists a surjective map from
the set of Eulerian vectors of S to the graphs in an equivalence
class of graphs under local complementations. As described
in the next section, for certain isotropic systems, the number
of Eulerian vectors equals the number of Eulerian tours on
some 4-regular multi-graph. We will make use of this fact to
prove our main result.
E. Graphic systems
Certain isotropic systems, called graphic systems, can be
represented as a 4-regular multi-graphs. There is then a sur-
jective map from the Eulerian tours on the 4-regular multi-
graph to the fundamental graphs of the graphic system25. The
set of fundamental graphs for graphic systems is exactly the
set of circle graphs25. We will briefly describe this relation
here, however leaving out some details which are out of scope
for this paper. For details on graphic systems see25, for circle
graphs see29,30 and it’s relation to graph states see16.
A 4-regular multi-graph F is a multi-graph (i.e. can contain
multi-edges and self-loops) where each vertex has degree 4,
i.e. |NF(v)| = 4 ∀v ∈ V (F). A walk P on F is an alternating
sequence of vertices and edges
P= v1e1v2 . . .ekvk+1 (28)
such that ei is incident on vi and vi+1 for i ∈ [n]. A trail is
a walk with no repeated edges. A tour is a trail such that
v1 = vk+1. An Eulerian tour is a tour which traverses all edges
of F . A 4-regular multi-graph has at least one Eulerian tour,
since all vertices have even degree31. Any Eulerian tour on
a 4-regular multi-graph F traverses each vertex exactly twice,
except for the vertex which is both the start and the end of
the tour. The order in which these vertices are traversed is
captured by the induced double-occurrence word.
Definition III.7 (Induced double-occurrence word). Let F be
a connected 4-regular multi-graph on k vertices V (F). Let U
be a Eulerian tour on F of the form
U = x1e1x2 . . .x2k−1e2k−1x2ke2kx1. (29)
with xi ∈ V (F) and ei ∈ E(F). From a Eulerian tour U as in
eq. (29) we define an induced double-occurrence word as
m(U) = x1x2 . . .x2k−1x2k. (30)
⋄
We can now define a mapping from an induced double-
occurrence word m(U) to a graph A (m(U)), where the edges
of A (m(U)) are exactly the pairs of vertices in m(U) which
alternate. Formally we have the following definition.
Definition III.8 (Alternance graph). Let m(U) be the induced
double-occurrence word of some Eulerian tour U on some 4-
regular multi-graph F. Let now A (m(U)) be a graph with
vertices V (F) and the edges E, such that for all (u,v) ∈
V (F)⊗V(F), (u,v) ∈ E if and only if m(U) is of the form
. . .u . . .v . . .u . . .v . . . or . . .v . . .u . . .v . . .u . . . , (31)
i.e. u and v are alternating in m(U). We will sometimes also
write A (U) as short for A (m(U)). ⋄
It turns out that the set of alternating graphs induced by
the Eulerian tours on some 4-regular multi-graph F are ex-
actly the fundamental graphs of some isotropic system S. We
then say that S is associated to F . An isotropic system that
is associated to some 4-regular multi-graph is called graphic.
There is a formal mapping λ from a 4-regular multi-graph F
together with an ordering T of its edges to an isotropic system
S = λT (F). However, this mapping is rather complex and the
interested reader can find the details in25. What is important
here is that, for any T , there is a bijective mapping from the
Eulerian tours of F to the Eulerian vectors of S = λT (F)
25.
This statement is implied by the results developed in25, how-
ever in a non-trivial way. For this reason, we here point out
why this follows in the following section.
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F. Eulerian decompositions
An Eulerian decomposition D of a 4-regular multi-graph F
is a set of tours on F such that each edges of F is in exactly
one of the tours. As shown in25, given a 4-regular multi-graph
on n vertices, any Eulerian decomposition can be describe by
a complete vector of Fn4. To see this, note that an Eulerian
decomposition on a 4-regular multi-graph F can be described
by, for each vertex v in F , a pairing of the incident edges on
v. For example, let e1v , e
2
v , e
3
v and e
4
v be the four edges incident
on the vertex v and consider now a pairing where e1v is paired
with e2v and e
3
v with e
4
v , written as ((e
1
v ,e
2
v),(e
3
v ,e
4
v)). We can
then construct an Eulerian decomposition by walking along
the vertices and edges of F and when we reach v through the
edge e1v we should exit through the edge e
2
v and vice versa.
Note that there are exactly three different ways to pair the four
edges of a vertex and we can thus represent this pairing by a
non-zero element of F4 as
1 7→ ((e1v ,e2v),(e3v ,e4v)) (32)
ω 7→ ((e1v ,e3v),(e2v ,e4v)) (33)
ω2 7→ ((e1v ,e4v),(e2v ,e3v)). (34)
Furthermore we can represent the pairings of all the vertices
of F as a complete vector of Fn4. Note that the Eulerian decom-
position for a given complete vector depends on the ordering
of the edges incident on a vertex. However this ordering sim-
ply changes which Eulerian decomposition is related to which
complete vector, but not the fact that we now have a mapping
from complete vectors of Fn4 to Eulerian decompositions of
F . This ordering T is exactly the ordering mentioned in the
previous section, which can be used to map F to an isotropic
system S = λT (F). Let now DT (v) be the Eulerian decompo-
sition induced by the complete vector v as described above.
Importantly here, as stated in25, is that, for any Eulerian
decompositionD of F there is a unique complete vector v∈Fn4
such that D=DT (v), for a fixed T . Furthermore, the Eulerian
decomposition DT (v) consists of an Eulerian tour if and only
if v is an Eulerian vector of S= λT (F). We therefore have the
following corollary.
Corollary III.0.1 (Implied by25). Let F be a 4-regular multi-
graph with n vertices. Let T be an ordering of its vertices
as described above and formally defined in25. The number of
Eulerian tours on F equals the number of Eulerian vectors of
S = λT (F). ⋄
Proof. From abovewe already know that a Eulerian decompo-
sition of F is described by exactly one complete vector of Fn4
through the mapping DT . Furthermore, the Eulerian decom-
position DT (v) consists of exactly one Eulerian tour if and
only if v is a Eulerian vector of S = λT (F). Finally the num-
ber of Eulerian decompositions of F that consists of exactly
one Eulerian tour are clearly equal to the number of Eulerian
tours on F .
G. Number of locally equivalent graphs
In32 Bouchet showed that l(G), the number of graphs lo-
cally equivalent to some graph G, is given by
l(G) =
e(S)
k(S)
(35)
where S is an isotropic system with G as a fundamental graph
and e(S) is the number of Eulerian vectors of S and k(S) is an
index of S. We also have that if S and S′ are isotropic systems
which both have G as a fundamental graph, then e(S) = e(S′)
and k(S) = k(S′). Using the canonical isotropic system we
introduced in section III D we can therefore also define
e(G)≡ e(SG), k(G)≡ k(SG), (36)
such that
l(G) =
e(G)
k(G)
. (37)
Below, we review the definition of k(G) as presented in32.
The index k(G) of a graph is given as
k(G) =
{∣∣ν(G)⊥∣∣+ 2 if G is in the class µ∣∣ν(G)⊥∣∣ else (38)
where the bineighborhood space ν(G) and the graph class µ
are defined below and ⊥ denotes the orthogonal complement.
Firstly, we introduce the following notation that will help sim-
plify some later expressions.
Definition III.9. Let S = {s1, . . . ,sk} be a set and P ⊆ S a
subset of S. We will associate to P a binary vector
−→
P of length
k as follows:
−→
P (i) =
{
1 if si ∈ P
0 else
(39)
where
−→
P (i) is the i-th element of
−→
P . We denote the number of
nonzero elements of
−→
P as
∣∣∣−→P ∣∣∣, such that ∣∣∣−→P ∣∣∣= |P|. ⋄
The base-set S will here be the vertices V of a graph G and
from the context it will always be clear which graph. We will
also use · to denote the element-wise product between two
binary vectors, such that
−−−−→
P1∩P2 =−→P1 ·−→P2 . (40)
To define the graph class µ we first need to review the no-
tion of a bineighborhood space.
Definition III.10 (bineighborhood space). Let G = (V,E) be
a simple graph and G = (V,E) the complementary graph of
G. For any u,v ∈V let
νG(e) =
−−−−−−−−−→
NG(u)∩NG(v). (41)
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For any subset E ′ ⊆ E ∪E, let
νG(E
′) = ∑
e∈E ′
νG(e). (42)
We will sometimes write ν(e) or ν(E ′) if it is clear which
graph is considered. A subset C ⊆ E such that the number
of edges in C incident to any vertex in G is even is called a
cycle. We denote the set of cycles of G as C (G). LetV= Z
|V |
2
be the binary vector space of dimensions |V | and consider the
two subspaces
E= {ν(E ′) : E ′ ⊆ E}, C= {ν(C) :C ⊆ C (G)} (43)
The bineighborhood space ν(G) is defined as the sum of the
two subspaces E and C, i.e.
ν(G) = E+C. (44)
⋄
Finally the graph class µ is defined as follows.
Definition III.11 (graph class µ). A simple graph G= (V,E)
is said to be in the class µ if:
1. dG(v) = 1 (mod 2) for every vertex v ∈ V. I.e. all ver-
tices in G should have an odd degree.
2. |ν(e)| = 0 (mod 2) for all edges e ∈ E. I.e. for ev-
ery edge (u,v), not in G, the symmetric difference of the
neighborhoods of u and v should have an even size.
3. |ν(C)|= |C| (mod 2) for all cycles C ∈ C (G). I.e., for
all cycles C of G, the number of non-zero elements of
the ν(C) and the number of edges of C should both be
even or both be odd.
⋄
IV. COMPLEXITY
The problems in NP are decision problems where YES-
instances to the problem have proofs that can be checked in
polynomial time. For example the SAT-problem is in NP,
where one is asked to decide if a given boolean formula has a
satisfying assignment of its variables33. On the other hand,
problems where the NO-instances have proofs that can be
checked in polynomial time are the problems in co-NP. A
problem is said the be NP-Complete if (1) it is in NP and (2)
any other problem in NP can be reduced to this problem in
polynomial time. NP-Complete problems are therefore infor-
mally the hardest problem in NP.
#P problems are the counting versions of the NP problems.
For example, the counting version of SAT (#SAT) is to com-
pute how many satisfying assignments a given boolean for-
mula has. #P-Complete problems are the problems in #P
for which any other problem in #P can be polynomially re-
duced to. For example #SAT is #P-Complete9. Note that #P-
Complete is at least as hard asNP-Complete, since if we know
the number of satisfying assignments we know if at least one
exists. Other well-known problems #P-Complete are for ex-
ample computing the permanent of a given boolean matrix or
finding how many perfect matchings a given bipartite graph
has9.
Recently, #P-Complete problems have been the interest of
the quantum computing community due to the problem of bo-
son sampling8. The boson sampling problem can be solved
efficiently on a quantum computer. Furthermore, the boson
sampling problem can be related to the problem of estimat-
ing the permanent of a complex matrix. Since computing the
permanent is in general a #P-Complete problem and thus be-
lieved the be infeasible to solve efficiently on a classical com-
puter, the boson sampling problem is therefore is a strong can-
didate for a problem showing ’quantum supremacy’.
V. COUNTING THE NUMBER OF LOCALLY
EQUIVALENT GRAPHS IS #P-COMPLETE
Here we show our following main result.
Theorem V.1 (main). Counting the number, l(G), of locally
equivalent graphs to a given graph G is #P-Complete. ⋄
We do this by showing that counting the number of Eule-
rian tours of a 4-regular multi-graph can be reduced in poly-
nomial time to computing l(G), where G is a circle graph.
Since counting the number of Eulerian tours of a 4-regular
multi-graph is #P-Complete34, the result follows. By corol-
lary II.1.1 we have the following corollary.
Corollary V.1.1. Counting the number of graph states which
are single-qubit Clifford equivalent to a given graph state |G〉
is #P-Complete. ⋄
Proof. Directly implied by theorem V.1 and corollary II.1.1.
A. Reducing # of Eulerian tours to # of local equivalent
graphs
Here we show how the problem of computing the number
of Eulerian tours on a 4-regular multi-graph can be reduced in
polynomial time to the problem of computing the number of
locally equivalent graphs to some circle graph and thus pro-
vide the proof for theorem V.1.
Proof of theorem V.1. From corollary III.0.1 we know that for
any 4-regular multi-graph F , there exists an isotropic sys-
tem S = λT (F) such that the number of Eulerian vectors e(S)
equals the number of Eulerian tours on F . Let now G be a
fundamental graph of S. We then have that e(G) = e(S), by
eq. (36) and25. Furthermore, recall the G is necessarily also
an alternance graph induced by some Eulerian tour on F , see
section III E. We can therefore compute the number of Eu-
lerian tours on F by computing l(G) · k(G), as by eq. (37).
As we show below, we can both find G and compute k(G) in
polynomial time from which the theorem follows.
We can find G in polynomial time as follows.
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1. Find an Eulerian tour U on F , can be done in polyno-
mial time by Fleury’s algorithm35.
2. Construct the alternance graph G = A (U) induced by
U , can be done in polynomial time, see16.
In the rest of this section we show that k(G) can be com-
puted in polynomial time from which the main result fol-
lows.We will start by showing that determining if a graph G
is in the class µ , see definition III.11, can be done in time
O(|V |5). Note that there might be even faster ways to com-
pute this, but we are here only interested to show that this
can be done in polynomial time. We assume that the graph
G= (V,E) is represented by its adjacency matrix. To check if
G is in the class µ one needs to check the three properties in
definition III.11:
1. Checking if all vertices have odd degree can be done in
O(|V |2) time.
2. Checking if |ν(e)| is even for all edges can be done in
O(|V |3) time, since there are O(|V |2) edges and com-
puting |ν(e)| can be done in linear time36.
3. For the last property is not directly clear whether this
can be done in polynomial time since we need to a
priori check the property |ν(C)| = |C| (mod 2) for all
cycles in G, which might be exponentially many. As
we will now show, we only need to check the prop-
erty for the cycles in a cycle basis of G. A cycle basis
CB = {C1, . . . ,Ck}, where k = O(|V |2), is a set of cy-
cles such that any cycle of G can be written as the sym-
metric difference of the elements of a subset of CB.
As shown in37 a cycle basis of an undirected graph can
be found in O(|V |2) time. Thus any cycle of G can be
written as
∆
C′∈C
C′ (45)
where C is a subset of the cycle basis CB. We then
have that
ν
(
∆
C′∈C
C′
)
= ∑
C′∈C
ν(C′). (46)
Thus we need to show that for any CB
∣∣∣∣∣ ∑
C′∈C
ν(C′)
∣∣∣∣∣=
∣∣∣∣∣ ∆
C′∈C
C′
∣∣∣∣∣ (mod 2) ∀C ⊆ CB (47)
if and only if
|ν(C)|= |C| (mod 2) ∀C ∈ CB. (48)
Lets first show that eq. (47) implies eq. (48). Equa-
tion (47) states that the equation holds for every subset
C of the elements of the cycle basis C B. In partic-
ular it should hold for the singletons C = {C}, where
C ∈ C B. Note that this directly implies eq. (48). For
the rest of this section we now prove that eq. (48) im-
plies eq. (47). We will do this by induction on the size
of C . This is obviously true if |C | = 1. Lets therefore
assume that the statement is true for |C | ≤ k which we
will show implies that it is also true for |C |= k+1. Lets
assume that C is a subset of CB of size k+ 1 and that
C˜ is an element of C . Lets then consider the left-hand
side of eq. (47)
∣∣∣∣∣ ∑
C′∈C
ν(C′)
∣∣∣∣∣=
∣∣∣∣∣∣ ∑C′∈C \{C˜}ν(C
′)+ν(C˜)
∣∣∣∣∣∣. (49)
We will now make use of the fact that the size of the
symmetric difference of two sets S1 and S2 is |S1∆S2|=
|S1|+ |S2| − 2|S1∩S2|. Expressed in terms of binary
vectors this relation reads
∣∣∣−→S1 +−→S2∣∣∣ = ∣∣∣−→S1∣∣∣+ ∣∣∣−→S2∣∣∣−
2
∣∣∣−→S1 ·−→S2∣∣∣. We therefore have that eq. (49) evaluates to
∣∣∣∣∣∣ ∑C′∈C \{C˜}ν(C
′)+ν(C˜)
∣∣∣∣∣∣=
∣∣∣∣∣∣ ∑C′∈C \{C˜}ν(C
′)
∣∣∣∣∣∣+
∣∣ν(C˜)∣∣− 2
∣∣∣∣∣∣

 ∑
C′∈C \{C˜}
ν(C′)

 ·ν(C˜)
∣∣∣∣∣∣ (50)
The result then follows since when taking (mod 2), the
last term in the above expression vanishes and the two
first evaluate to∣∣∣∣∣∣ ∆C′∈C \{C˜}C
′
∣∣∣∣∣∣+
∣∣C˜∣∣ (51)
where we used the induction hypothesis. By a simi-
lar argument one can see that the expression in eq. (51)
equals (mod 2) ∣∣∣∣∣ ∆
C′∈C
C′
∣∣∣∣∣. (52)
Thus the total time to check property 3 in defini-
tion III.11 is O(|V |5). To see this, note that we need
to check |ν(C)| = |C| (mod 2) for all C ∈ C B, which
contains O(V 2) elements. To compute |ν(C)|, we com-
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pute ν(e), in linear time, for each of the O(V 2) ele-
ments ofC, and add these together, also in linear time.
Additionally to deciding if the graph G is in the class µ , we
also need to compute
∣∣∣ν(G)⊥∣∣∣ to determine k(G). This can
be done by first finding bases for the subspaces E and C. For
E a basis can be found as
{−→{e} : e ∈ E}. As stated above we
can also find a basis for C, i.e. the cycle basis, in O(|V |2)
time. From the bases for E and C we can find a basis for
ν(G) in O(|V |3) time, by Gaussian elimination. The number
of basis vectors we found for ν(G) is then the dimension of
ν(G). From the dimension of ν(G) we can find the dimension
of ν(G)⊥ as
dim(ν(G)⊤) = |V |− dim(ν(G)) (53)
and finally the size of ν(G)⊥ as∣∣∣ν(G)⊥∣∣∣= 2dim(ν(G)⊥). (54)
Thus there exist an algorithm to compute k(G)with running
time O(|V |5). This then implies that computing the number
of Eulerian tours in a 4-regular multi-graph can be reduced in
polynomial time to computing the number of locally equiva-
lent graphs to some circle graph, by using eq. (37), and there-
fore theorem V.1.
VI. CONCLUSION
We have shown that counting the number of graph states
equivalent under single-qubit Clifford operations is #P-
Complete. To do this we have made heavy use of certain con-
cepts in graph theory, mainly developed by Bouchet. As it
turns out these concepts, for example isotropic systems, are
highly relevant for the study of stabilizer and graph states. We
hope that this paper can serve as not only a proof of our main
theorem but also as a reference for those in quantum infor-
mation theory interested in finding use for these graph theory
concepts in their research.
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