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A recent study (Kim & Cho, 2013, The Journal of the Acoustical Society of America) reported that the perception
of a prosodic boundary leads to a shift in a stop-identiﬁcation function in English, so that stops with a relatively
long VOT are accepted as voiced if occurring after a major prosodic boundary. Even Korean learners of English
showed such a shift. This shift would seem to result from compensation for post-boundary lengthening effects (or
domain-initial strengthening) and thereby help to overcome the invariance problem in speech perception. In two
experiments, we ask how this effect comes about. The ﬁrst experiment tested whether a simple adjustment to a
change in overall speaking rate would be sufﬁcient to account for the shift. Results showed that while the global
speaking-rate change modulates phonetic categorization in a similar way as a change in the prosodic boundary
strength, the speaking-rate effect is not sufﬁcient to explain the boundary effect. That is, there was a more robust
shift in a stop identiﬁcation function with localized slowing down of the ﬁnal syllable due to an intonational phrase
(IP) boundary than with global slowing down of speaking rate. The second experiment therefore investigated the
contribution of an F0 cue to the observed perceptual shift and found that the presence or absence of the F0 cue
did not mediate the effect of prosodic boundaries on phonetic categorization. This suggests that a perception shift
in phonetic categorization stems primarily from the listeners’ adjustment to temporal variation, though its source is
different from the speaking rate. The results are considered in terms of two possible accounts: one that takes both
the boundary-induced and the speaking rate-induced effects as listeners’ adjustments to low-level temporal
variation, and the other that separates them by taking the boundary-induced effects to arise with computation of
higher-level prosodic structure, given that the source of the localized slowing down effect is a prosodic boundary.
& 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
Reductionism may be an unavoidable element of the scientiﬁc enterprise. Although a complex whole system is better understood
by examining the characteristics of its parts one at a time, the interactions of those parts are then often unwantedly overlooked. In the
ﬁeld of phonetics, for instance, this practice may be found in a division of labor between segmental and suprasegmental (or prosodic)
levels. As the term ‘supra’ indicates, the suprasegmental elements of speech have been taken to be realized independently of
segmental elements, as described in most textbooks on phonetics (Ladefoged & Johnson, 2014; Reetz & Jongman, 2011; Rietveld &
van Heuven, 1997). Recent years, however, have witnessed a large body of evidence for interactions between the two levels,
illuminating an important aspect of the phonetics-prosody interface (for reviews see Cho, 2011; Fletcher, 2010; Mücke, Grice, & Cho,
2014; Shattuck-Hufnagel & Turk, 1996). It is now well established that segmental realization is intricately conditioned by the prosodic
structure of a given utterance, so that, for example, the actual phonetic form of a phoneme is determined by the prosodic position in
which it occurs (e.g., Cho & Keating, 2009; Cho, 2011; Cho, Lee, & Kim, 2014; Fletcher, 2010; Fougeron & Keating, 1997).
This leads to the question of how listeners can recognize both prosodic boundaries and the intended segment. Two quite different
answers are provided independently by two ﬁelds that do not seem to communicate enough. On the one hand, from the ﬁeld of
prosodic phonology, it has often been assumed that listeners take into account the higher-order prosodic structure when interpretingished by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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speech perception suggests an alternative interpretation in terms of speech-rate normalization arising from low-level auditory
processing (e.g., Newman & Sawusch, 2009; Reinisch & Sjerps, 2013). The present study explores these competing views in order
to understand how much leverage each of these approaches may have and to explore the extent to which these could be further
disentangled.
Prosodically-conditioned variation of speech adds to the invariance problem—that is, how the perception system copes with
variation and extracts underlying linguistic information from the speech signal. This issue can be considered in terms under which
variation-adding inﬂuences in production are mirrored by variation-subtracting processes in perception that allow the listener to arrive
at a context-independent rendition of a given speech category. This perception-production “mirroring” has been well reﬂected in the
way listeners compensate for variation-inducing factors, such as physiological differences in vocal-trace size (Ladefoged &
Broadbent, 1957), coarticulation (Mann, 1980), phonological assimilation (Mitterer & Blomert, 2003), and speech rate (Summerﬁeld,
1981). To provide one example of this mirroring, if a speaker speaks quickly, the listener will assume that an interval of medium duration
is relatively long, while the same interval would be considered relatively short with a slow background speech rate. It is hence natural to
ask whether listeners compensate for prosodic inﬂuences on segmental realization, and, if so, how. In this vein, Kuzla, Ernestus, and
Mitterer (2010) indeed demonstrated that listeners’ compensation for (voicing) assimilation is further modulated by the size of the
prosodic boundary that falls between the assimilated and assimilating segments—i.e., compensation for assimilation is more robust
when the boundary is smaller (e.g., a prosodic word boundary vs. a phrase boundary). This perceptual compensation again mirrors
speech production, as speakers also produce stronger assimilation across smaller boundaries. There are two ways to explain such an
effect, either as a higher-level prosodic effect or as a lower-level temporal effect. According to the ﬁrst possibility, listeners recognize the
prosodic boundary as such, and use the information to ﬁne-tune the compensation for assimilation process. This is generally in line with
the assumption that speech perception is modulated by the prosodic structure that is computed on-line by the listener (e.g., Cho et al.,
2007; Christophe et al., 2004). On the other hand, a lower-level temporal explanation would be that the compensation effect is stronger
because the assimilating segments that straddle a smaller prosodic boundary are shorter and less temporally separated than those that
occur across a larger prosodic boundary. This is plausible, given that shorter and hence more ambiguous segments tend to be more
vulnerable to contextual inﬂuences (Massaro, 1998), and that compensation for assimilation is a graded process that is inﬂuenced by
phonetic detail (Gow, 2003; Mitterer, Csépe, Honbolygo, & Blomert, 2006).
Additional evidence for compensation for prosodic inﬂuences, however, has been provided by Kim and Cho (2013). In a phonetic
categorization experiment, they employed a VOT continuum from /ba/ to /pa/ in English which was presented to the listener in a
carrier phrase, as in Let's hear b/pa again. Crucially, the carrier phrase was recorded with two prosodic renditions: one with an
Intonational phrase (IP) boundary and the other with a prosodic word (Wd) boundary before the test syllable (see Shattuck-Hufnagel
& Turk, 1996 for a review of prosodic boundaries). The critical condition was therefore whether the test syllable was preceded by Let's
hear as a full IP (Let's hear # b/pa again, where the prosodic boundary (‘#’) is an IP boundary) or as a part of an IP (Let's hear #
b/pa
again, ‘#’¼an Word boundary). These two different prosodic boundaries suggest different phrase structures. The word boundary
suggests that again is an adverb modifying hear ([hearV [baN]NP]VP [again]AdvP), while the IP boundary suggests that ba again is part
of the object of the verb hear ([hearV [ba again]NP]VP). Given that the VOTof an aspirated stop in English is likely to be longer after an
IP than after a Word boundary (Cho & Keating, 2009; Pierrehumbert & Talkin, 1992), Kim and Cho (2013) tested whether listeners
would indeed take that into account in phonetic categorization of /b/-/p/—i.e., whether more aspiration (a longer VOT) is required for
/p/ percept after an IP than after a Word boundary. The results showed that participants accepted stimuli with relatively longer VOTs
as /b/s after an IP boundary compared to when the same stimuli were presented after a Wd boundary. That is, participants gave fewer
/p/ responses to the same /ba/-/pa/ continuum in the IP boundary than in the Wd boundary condition, suggesting that listeners indeed
adjusted their phonetic categorization of /b/-/p/ as a function of preceding prosodic contexts.
Kim and Cho (2013) ran the same experiment with two groups of Korean listeners with different levels of English proﬁciency
(beginners vs. advanced learners). A basic ﬁnding was that both groups of Korean learners required more aspiration for /p/, thus
giving more /b/ responses than native English listeners on the same /ba/-/pa/ continuum. This is in line with the fact that Korean
aspirated stops are produced with a longer VOT than English aspirated stops (Abramson & Lisker, 1964; see Cho & Keating, 2001,
2009 for Korean and English data collected in similar ways), suggesting that Korean listeners used their native Korean categories for
the identiﬁcation of English stops. Nevertheless, the Korean listeners seemed to be attuned to the prosodic inﬂuences, even in
English. Like English-speaking listeners, the Korean listeners also showed a shift of their categorization function between the two
prosodic contexts. This shift was similar in size as that of the English listeners, and did not also differ between intermediate and
advanced learners of English. As Kim and Cho (2013) suggest, it appears that the prosodic boundary in Korean and English is
marked by some common (suprasegmental) features, and the Korean learners employ the common prosodic knowledge when
processing English as an L2.
But just as in the case of Kuzla et al. (2010) discussed above, it is not clear whether the shift of phonetic categorization observed
in Kim and Cho (2013) is attributable solely to the perception of the prosodic boundary per se. A closer look at the methods in Kim
and Cho (2013) suggests that there may be a simpler explanation for both the effect of prosodic boundary on speech categorization
and the native-like performance of the Korean listeners with English stimuli. The precursor (i.e., Let's hear) before the test syllable in
the carrier sentence had a duration of 710 ms in the IP boundary condition and a duration of 450 ms in the Wd boundary condition,
showing that the overall speaking rates were different between the two conditions (i.e., it was about 1.6 times faster in the Wd
condition). As reviewed above, listeners tend to accept a relatively long segment as being “short” when the preceding context is
longer. Summerﬁeld (1981), for instance, presented continua from voiced to voiceless stops (similar to Kim and Cho, 2013) after
H. Mitterer et al. / Journal of Phonetics 54 (2016) 68–7970sentences with either a slow or a fast rate. After the slower (i.e., longer) precursor, listeners labeled the stops more often as voiced,
parallel to the ﬁnding of Kim and Cho (2013). Importantly, recent evidence indicates that this is a ‘low-level’ effect, arising as a
consequence of early auditory processing. Newman and Sawusch (2009) reported that speaking rate normalization occurs even
when there is a change in speaker between the precursor and the target syllable (i.e., when the precursor sentence is spoken by one
speaker and the target syllables by another) or a change in speaker's spatial location (i.e., the precursor is heard from one direction
and the target syllable from another). This suggests that speaking rate information is used by listeners at a relatively early processing
stage which precedes adjustments to speaker differences and auditory perceptual grouping. This conclusion is reinforced by
Reinisch and Sjerps (2013), who used a time-sensitive, eye-tracking method to show an early effect of precursor speaking rate on the
perception of a phonological duration contrast (in their case, a Dutch vowel contrast).
Proponents of the auditory account might therefore propose that speaking rate normalization1 would be a more parsimonious
explanation for the results of Kim and Cho (2013), as it would not be necessary to assume that both the speaking rate and the
perception of prosodic boundary directly (and separately) inﬂuence speech categorization. That is, the inﬂuence of the prosodic
boundary may be indirect, via speaking rate normalization. This interpretation also suggests a radical re-interpretation of Kim and
Cho's (2013) results regarding non-native listeners. Kim and Cho suggested that Korean listeners, regardless of their English
proﬁciency levels, may perform relatively well in English because they transfer their knowledge of Korean prosodic structure to
English. If speaking rate normalization is however the driving force and this normalization is a relatively basic low-level auditory
phenomenon that occurs at relatively early processing stages (Newman & Sawusch, 2009; Reinisch & Sjerps, 2013), one does not
have to posit transfer of native-language knowledge to explain the results. That is, one cannot rule out the possibility that Kim and
Cho's results are caused by a low-level general auditory implementation of speech rate effects that comes from the mammalian
auditory system that both English and Korean listeners have in common (see, e.g., Lotto, Kluender, & Holt, 1997; Mann, 1986).
Considering the two alternative views, it becomes necessary for the ﬁeld of speech perception (often carried out by
psychologically informed researchers) and the ﬁeld of prosodic phonology (often carried by linguistically informed researchers) to
communicate with each other and share ﬁndings. It has been remarked recently that psychologists and linguists often seem to
investigate similar issues with a lack of interaction that impedes scientiﬁc progress (Embick & Poeppel, 2014; Wagner & Klassen,
2015). The present study therefore incorporates both phonological and psychological approaches, with the goal to enhance our
understanding of whether the perceptual shift of phonetic categorization as observed in Kim and Cho (2013) should be attributed to
prosodic boundary perception (from the higher-order prosodic structure) or speaking rate normalization (as a low-level effect).
One way to help disentangle the potential confound between speaking rate and prosodic boundary strength is to run an
experiment similar to Kim and Cho's (2013) and to compare the effects of the manipulation of prosodic boundaries with the effects of
the manipulation of speaking rate, analogous to other studies. We did so in our ﬁrst experiment by using a diphone synthesizer to
generate stimuli in which temporal adjustments near a prosodic boundary (i.e., localized slowing down) vs. a change in speaking rate
(i.e., global slowing down) were manipulated independently. Crucially, we created a stimulus in which the prosodic characteristics of
the precursor were typical of a Wd boundary (especially in terms of relative segment duration and pitch) but the overall (total) duration
was lengthened to be matched with that of a stimulus with an IP boundary. Listeners’ performance in this condition (Wd-LONG) is
then compared with that in the original IP boundary condition (IP-FULL). (See below for details.) If the two conditions yield different
shifts in phonetic categorization, one might assume that the mechanism involved in the boundary-induced perceptual modulation is
not the same mechanism as the one responsible for general speaking rate normalization. But if the effects turn out to be
indistinguishable, then it is likely that general low-level speaking normalization underlies the boundary-related perceptual shift.
Before getting into the details of Experiment 1, it is also worth noting that, in keeping with the design of Kim and Cho (2013), we
also used three listener groups: native speakers of English and intermediate and advanced learners of English with Korean as a
native language. (It should be noted, however, that there is no theoretical ground for choosing Korean listeners as L2 listeners since
any L2 learners of English may serve the purpose.) The comparison of native and non-native learners was included again in the
present study because it allowed us to compare the results of the two studies in exactly the same conditions. Furthermore, given that
both the localized and global slowing down effects are assumed to occur across languages, it is useful to understand whether such
universally applicable effects easily permeate into L2 perception, or are constrained by listeners’ level of English proﬁciency. Thus,
although addressing these questions was not the main goal of the present study, the comparison of native and non-native listeners
enriches our understanding of modulation of speech perception as a function of different types of slowing down effects.2. Experiment 1
2.1. Method
2.1.1. Participants
Forty-eight volunteers participated in the study in three groups of 16: native speakers of American English (8 females, 8 males),
advanced Korean learners of English (with TOEIC scores 920–990, average percentile rank¼96th; 10 females, 6 males), and1 Speaking rate normalization may refer to two different types of effects: The effect of the duration of a precursor on the perception of a timing based distinction (e.g., voicing based on
VOT) of a target syllable as explored in the present study, or the inﬂuence of the overall syllable duration on the perception of this distinction in the syllable’s initial stop as previously
explored in studies such as Miller and Volaitis (1989) and Nagao and de Jong (2007). While the perceptual shifting in question of the present study can be in principle tested against both
types of speaking normalization, our discussion here is limited to the ﬁrst type.
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speakers of American English were exchange students or English instructors temporarily residing in Korea, and their age ranged
from 21 to 36 (Mage¼28). All Korean participants were undergraduate or graduate students in their 20s (Mage¼24). Participant
dialects were not controlled. All participants were tested at Hanyang University, Seoul.
2.1.2. Materials
We ﬁrst resynthesized the stimuli of Kim and Cho using the MBROLA diphone synthesizer, which concatenates pre-recorded
diphones, but with full control over the pitch contour. The stimuli were aligned with MBROLIGN and then a resynthesis ﬁle was
generated for both the IP and the Wd boundary context using the pitch contour of the original stimulus. This method generates a ﬁle
that contains segment durations and ten pitch points during each segment, based on the original stimulus. With these parameters, an
MBROLA resynthesis was generated, using the (male) voice “us2”. (Note that the study of Kim and Cho (2013) also made use of a
male US American speaker.)
Additionally, a third stimulus was generated from the Wd Boundary (“Wd-FULL”) stimulus by multiplying the durations by a factor
of 1.6, which leads to an overall duration that is the same as the IP boundary stimulus (i.e., the original IP stimulus was 60% longer
than the Wd stimulus). Fig. 1 shows the duration of the three stimuli and their segments as well as the pitch curve (as estimated from
the resynthesis). As can be seen, the lengthened Wd boundary (“Wd-LONG”) and the IP boundary (“IP-FULL”) stimuli have the same
overall duration, but differ in their durational structure and intonation contour, appropriate for a Wd boundary and an IP boundary,
respectively. When compared to the natural Wd boundary (“Wd-FULL”) stimulus, the IP boundary (“IP-FULL”) stimulus is longer
mainly on the last syllable, in line with the localized temporal expansion before a phrase boundary that has been observed in English
(Byrd, Krivokapić, & Lee, 2006; Cho, Kim, & Kim, 2013; Turk & Shattuck-Hufnagel, 2007) and many other languages including
Korean (e.g., Cho, Lee, & Kim, 2011; Jun, 2005; see Cho, 2015 for a review). As a consequence, the linear expansion of segment
duration of the Wd boundary stimulus generates a pattern in which the ﬁrst syllable is relatively longer than that in the IP boundary
stimulus while the second syllable is relatively shorter. Moreover, as the pitch points are aligned within their segments, we also get
different pitch contours for the two cases (see the small circles in Fig. 1, with a scale indicated on the lowest group of bars, which is
also valid for the other contours). As Fig. 1 shows, the pitch contours have similar ranges (IP: 110–160 Hz; Wd: 115–167 Hz) but the
IP stimulus has, compared to the Wd stimulus, a lower mean (128 Hz vs. 141 Hz) and a smaller standard deviation (14.7 Hz vs.
17.9 Hz), due to its long “low” tail before the boundary. It should be also noted that in the IP boundary condition, the tonal pattern is
clearly consistent with a H*L-L% ToBI tone pattern, as conﬁrmed by two of the authors, who are trained English ToBI transcribers.
To increase the naturalness of the stimuli, the resynthesized stimuli were then given the same intensity contour as the original
stimulus (using a PSOLA lengthened version of the original Wd boundary stimulus for the Wd-LONG case). This was achieved by
ﬁrst giving the stimuli a ﬂat intensity contour and then multiplying them with the intensity contour of the original stimuli.
To generate a VOTcontinuum for the target syllable, the aspiration parts from the original stimuli were again spliced between burst
and voice onset of a resynthesized stimulus. Seven different target syllables were generated with VOTs ranging from 0 to 45 ms in
steps of 7.5 ms (¼seven steps).
2.1.3. Procedure
Participants were seated in front of a computer screen and informed that they would hear sentences spoken by a native speaker
of American English and that their task was to decide whether the speaker had said either “Let's hear ‘ba’ again” or “Let's hear ‘pa’
again”. They were asked to respond by pressing the left or the right button of a response box. The allocation of answers to the left
and the right button was counterbalanced over subjects. In each group, a half of the participants were asked to press the left button
for “ba” and the right button for “pa” and the other half vice versa. Each participant reacted to each of the 21 stimuli ten times after
completing ten training trials. After each 60 trials, participants had the opportunity to take a short break. The experiment was
performed in sound-attenuated booths at the Hanyang Phonetics and Psycholinguistics Lab.
2.2. Results
Fig. 2 shows mean proportions of /b/ responses for each group. Each panel shows three categorization functions over VOT, one
for each context condition. First of all, there is a difference between the IP boundary (IP-FULL) condition (with the largest proportion
of /b/ responses) and the Wd Boundary (Wd-FULL) condition (with the lowest proportion of /b/ responses) for all three groups,
replicating Kim and Cho (2013). Moreover, we also see more /b/ responses overall by the non-native (Korean) listeners, which is also
consistent with Kim and Cho (2013). This reﬂects the fact that Korean aspirated stops are produced with longer VOTs than English
aspirated stops, so that Korean listeners need longer VOTs to categorize a stop as aspirated. Most importantly, the “Wd-LONG”
condition (with a Wd boundary but the same overall duration as the IP boundary) is intermediate between the IP-Full and the Wd-Full
condition. This suggests that while the global speaking rate change has an effect, the localized speaking rate change (due to
prosodic structure) has an effect beyond that of global speaking rate.
To statistically validate these patterns, we ran a linear mixed-effect model with a logistic linking function to account for the
categorical nature of the dependent variable (Jaeger, 2008). As ﬁxed effects, we used VOT (centered at zero), Boundary (IP-FULL,2 TOEIC stands for the Test of English for International Communication, which is a standardized English proﬁciency administered by the Educational Testing Service on receptive
listening and reading proﬁciency).
Fig. 1. Duration of the three precursor stimuli (Let's hear) in Experiment 1 and the respective segment durations. The small circles indicate the pitch contour as estimated after resynthesis
for each stimulus, with a scale indicated on the “WD-Full” stimulus that is valid for all three pitch curves. The “IP-FULL” (IP natural) and the “Wd-FULL” (Wd natural) stimuli were
resynthesized based on the original precursor Let's hear produced with an IP boundary and a Wd boundary, respectively. The “Wd-LONG” stimulus was matched with the “IP-FULL”
stimulus in terms of its overall (total) duration, but with the “Wd-FULL” stimulus in terms of relative durational distribution of segments.
Fig. 2. Proportion of /b/ responses for each of the combination of precursor sentence and VOT, with separate panels for each listener group. The results show that speaking rate has an
inﬂuence with more /b/ responses for the long Wd boundary stimulus (Wd-LONG) than the short one (Wd-FULL). Overall duration, however, is not the only inﬂuence, as there are more /b/
responses in the IP boundary (IP-FULL) condition than in the Wd-LONG condition, despite the identical overall duration of these two conditions.
Table 1
Results from the analysis of Experiment 1, showing similar effects in all three groups. Group differences only arise in the overall proportion of /b/ responses (more both by the advanced
and the intermediate learners than by the native listeners) and a reduction is found in the steepness of the categorization function for the intermediate learners in the word-boundary
condition.
English Native listeners Advanced learners Intermediate learners English Native vs.
B (SE) Z B (SE) Z B (SE) Z Advanced Intermediate
(Intercept) 1.32 (0.5) 2.67nn 0.56 (0.38) 1.47 0.73 (0.29) 2.5n 3.20nn 3.55nnn
VOT 2.0 (0.26) 7.8nnn 2.12 (0.23) 9.39nnn 1.6 (0.18) 9.0nnn 0.69 1.06
Boundary¼Wd-FULL 1.3 (0.25) 5.2nnn 1.42 (0.2) 7.0nnn 1.57 (0.25) 6.3nnn 0.69 1.11
Boundary¼Wd-LONG 0.56 (0.15) 3.7nnn 0.41 (0.19) 2.1n 0.62 (0.18) 3.5nnn 0.73 0.39
VOT: Boundary¼Wd-FULL 0.22 (0.14) 1.6 0.01 (0.13) 0.1 0.22 (0.11) 1.96n 0.82 2.3n
VOT: boundary¼Wd-LONG 0.04 (0.1) 0.4 0.04 (0.16) 0.2 0.01 (0.1) 0.06 0.07 0.48
nSigniﬁcance level¼0.05.
nnSigniﬁcance level¼0.01.
nnnSigniﬁcance level¼0.001.
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intercept. Two sets of analyses were run. In both analysis sets, subject was added as a random factor, and all possible random
slopes were added to the model (Barr, Levy, Scheepers, & Tily, 2013). First, we ran an analysis for each group with VOT and
Boundary and their interaction as ﬁxed factors. We then ran a ﬁnal analysis with a full factorial model using all three ﬁxed factors, in
which the native English listeners were mapped on the intercept. This provides two regression weights that show whether any of the
two groups of non-native (Korean) listeners behave differently than the native listeners. Table 1 shows the outcome of this procedure.
The ﬁrst three columns show the results for the analyses for each group, showing the regression weights for each predictor. The ﬁnal
two columns indicate whether the differences between the native listeners and the non-native (Korean) listeners of two learner groups
are statistically signiﬁcant in the overall analysis.
The ﬁrst row of Table 1 provides the intercept, which is the estimated likelihood of a /b/ response in the IP-Full condition (the level
mapped on the intercept). The results indicate that both groups of Korean listeners (Advanced and Intermediate) give signiﬁcantly
more /b/ responses than the native English listeners. The effect of VOT indicates the steepness of the categorization function, which
is not signiﬁcantly different between groups. All groups also give signiﬁcantly less /b/ responses in both Wd-FULL and Wd-LONG
conditions than in the IP-FULL condition, which is consistent across groups. Crucially, although the precursor Let's hear in the Wd-
LONG condition has the same total duration as in the IP-FULL condition, it still triggers less /b/ responses than in the IP-LONG
condition for all three groups of listeners (i.e., a longer VOT is needed for /p/ responses in the IP-LONG than in the Wd-LONG
condition). Finally, Korean listeners of the intermediate learner group have a shallower categorization function in the Wd-FULL
boundary condition than in the other boundary conditions, and in that respect they also differ from the native English listeners.
2.3. Discussion
In Experiment 1, we have found that the phonetic categorization function for /b/-/p/ is shifted depending on the boundary condition,
in such a way that listeners (regardless of their language background) gave less /b/ responses in the Wd-FULL condition (when the
precursor was relatively shorter) than in both Wd-LONG and IP-FULL conditions (when the precursor was relatively longer). This is
largely consistent with speaking rate normalization effect reported in the literature (Newman & Sawusch, 2009; Summerﬁeld, 1981),
and suggests that the shift of categorization as a function of boundary condition (IP vs. Wd) reported by Kim and Cho (2013) is in part
comparable to the effect that arises with speaking rate normalization. That said, we have also observed a signiﬁcant difference
between the Wd-LONG condition (with global slowing down of speaking rate) and the IP-FULL condition (with boundary-related
slowing down) even though the IP precursor had exactly the same duration as the long Wd boundary precursor—i.e., even more /b/
responses were given in the IP-FULL condition than in the Wd-FULL condition. This implies that prosodic boundary perception may
still contribute to the modulation of phonetic categorization.
As was discussed in the Introduction, however, this interpretation leads to a hard-to-solve question as to whether the observed
effect is indeed attributable to prosodic-boundary perception, or it is merely an augmented speaking rate normalization effect due to
the localized temporal expansion associated with an IP boundary. Studies from the psychologically-oriented literature on speaking
rate normalization actually have argued that local speaking rate has the most leverage in speaking-rate normalization. Summerﬁeld
(1981, Exp. 4), for example, tested the inﬂuence of the different syllables in the precursor phrase “Why are you” and found that the
duration of the ﬁnal syllable “you” carries twice the weight of the combined inﬂuence of the two other syllables (see also Reinisch,
Jesse, & McQueen, 2011). Thus, proponents of the speaking rate normalization account might argue that the difference between the
IP-FULL condition and the Wd-LONG condition (with the same overall duration) may not have come as a consequence of the
perception of a prosodic boundary per se. Instead, it may be explained by the longer duration of the ﬁnal syllable in the IP boundary
condition, which would more strongly inﬂuence low-level auditory processing. From the viewpoint of prosodic phonology, however,
Summerﬁeld's (1981, Exp. 4) ﬁnding is equally consistent with the prosodic boundary perception hypothesis. Given that a local
slowing down is a near-universal feature of prosodic boundaries applicable to both English and Korean (e.g., Cho, 2015), the
perceptual weighting on the duration of the ﬁnal syllable observed by Summerﬁeld (1981) may have stemmed from the heightened
perception of a prosodic boundary before the target syllable due to a lengthening of the ﬁnal syllable.
It would therefore be difﬁcult to determine which of the two has more leverage on speech categorization, especially because the
prosodic boundary perception and speaking rate normalization both involve temporal modiﬁcation of segments. Nevertheless, it may
be informative to test whether the observed perceptual shift associated with an IP boundary has anything to do with the intonational
(F0) cue to the identity of the prosodic boundary—i.e., whether the differences in the intonational (F0) cues to the prosodic boundary
found in the stimuli could lead to different shifting effects. The rationale is as follows. Given that F0 information is an important cue to
prosodic boundary perception (e.g., Kim, Broersma, & Cho, 2012; Kim & Cho, 2009; Ladd & Schepman, 2003; Tyler & Cutler, 2009),
one might expect that the absence of an F0 cue would lead to a less robust prosodic boundary perception. If prosodic boundary
perception indeed directly contributes to the perceptual shift of phonetic category, and if the lack of the F0 cue weakens the boundary
perception, a reduced shifting effect may be observed when the F0 cue is not available to the listener. If this turns out to be the case,
it may lend some support to the boundary-induced perceptual modulation account. It should be noted, however, that the failure to ﬁnd
such an effect (i.e., no difference between stimuli with and without the F0 cue) would not necessarily refute the boundary-induced
perceptual modulation hypothesis because listeners may still be able to compute prosodic structure based on the available temporal
cues. Rather, it would mean that results are still compatible with both the boundary perception account and the speaking
normalization account. In Experiment 2, we explored these possibilities with four conditions: two conditions from Experiment 1 (IP-
FULL and Wd-FULL) and two additional conditions with ﬂat F0 (IP-FLAT and Wd-FLAT).
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3.1. Method
3.1.1. Participants
An additional 48 subjects participated in Experiment 2. As in Experiment 1, they came from three groups: native listeners of
American English (6 females, 10 males), advanced Korean learners of English (with TOEIC scores 920–990, average percentile
rank¼97th; 4 females, 12 males) and intermediate Korean learners of English (TOEIC scores 470–700; average percentile
rank¼49th; 6 females, 10 males). Native speakers of American English were exchange students or English instructors temporarily
residing in Korea, and their age ranged from 16 to 49 (Mage¼30). All Korean participants were undergraduate or graduate students
and their age ranged from 19 to 30 (Mage¼23). Participant dialects were not controlled. (See footnote 1 for an explanation of TOEIC.)3.1.2. Materials and procedure
The target /ba/-/pa/ continuum was the same as in Experiment 1. The precursors for the full-intonation conditions (IP-FULL and
Wd-FULL) were the same as in Experiment 1. Additionally, two precursor stimuli (IP-FLAT and Wd-FLAT) were generated for which
the pitch was set to 127 Hz, the overall mean F0 of the utterance. These new resynthesized versions were also given the same
intensity contour of the original utterances.
The procedure was identical to Experiment 1, except that this experiment had slightly more trials—i.e., 28 stimuli (2 boundary
conditions (IP vs. Wd) 2 F0 conditions (Full vs. Flat) 7 VOT steps) were repeated ten times. (In Experiment 1, 21 stimuli were
repeated 10 times.) The experiment lasted about 20 min.
3.2. Results
Fig. 3 shows the proportions of /b/ responses in all three groups. What is immediately apparent is that there is a clear difference
that arises with prosodic boundary (IP vs. Wd marked by triangles vs. circles) across groups, showing more /b/ responses after an IP
than after a Wd boundary. This effect is generally of the same size, regardless of whether the original F0 contour is present (solid
lines) or ﬂattened (dotted lines). However, the Korean listeners, especially the intermediate learners seem to show a difference due to
F0 conditions, generally giving more /b/ responses to stimuli with the ﬂat F0 contour than with the original (full) F0 contour, especially
in the Wd boundary condition (Wd-FLAT vs. Wd-FULL).
For statistical analysis, we used a linear mixed effect model with Group, VOT, Boundary, and F0 as ﬁxed factors. The binary
variables Boundary and F0 were contrast-coded (Boundary: Wd¼0.5, IP¼0.5; F0: FLAT¼0.5, FULL¼0.5). Subject was added
as a random factor, and all possible random slopes were added to the model (Barr et al., 2013). As in Experiment 1, we ﬁrst ran
models for each group separately and then an overall analysis to see whether the groups differ signiﬁcantly. Table 2 shows the result
of this process.
All three groups show the expected effects of VOT and Boundary, with more /b/ responses with shorter VOTs and at an IP
boundary. Regarding the intercept, which reﬂects the overall proportion of /b/ responses, the Korean listeners of the ‘advanced’
learner group only show a non-signiﬁcant trend for more /b/ responses than the native English listeners. This effect was signiﬁcant in
Experiment 1, in line with the fact that Koreans require more VOT for a /p/ response. Interestingly, however, the ‘intermediate’ Korean
learners do not even show a trend towards a difference with the native English listeners. The intermediate Korean learners instead
show an effect of F0 on the overall number of /b/ responses (more /b/ responses with the ﬂat F0 contour), which differs from the
native listeners’ pattern. The advanced Korean learners show a steeper identiﬁcation function in the IP condition, and in this respect
they differ from the native listeners. Most importantly, we ﬁnd that the effect of Boundary is similar in all three groups (as indicated in
the row for the ‘Bound’ parameter in Table 2 which shows a signiﬁcant main effect of Boundary for each group but no further native
vs. learner group interaction), and is not moderated by the presence or absence of the original F0 contour (as indicated in the row forFig. 3. Proportions of /b/ responses in Experiment 2 for each of the combination of precursor sentence and VOT, with separate panels for each listener group. IP-FULL and Wd-FULL refer
to the conditions when the original F0 contour is maintained, and IP-FLAT and Wd-FLAT when the F0 is ﬂattened. The results show that removing the F0 contour has no effect on English
native speakers. For Korean speakers, there is a general tendency to give more /b/ responses if the F0 contour is ﬂattened, but the size of the boundary effect (IP vs. Wd condition) is
roughly similar with the original F0 contour and a ﬂat F0 contour.
Table 2
Results from the statistical analyses of Experiment 2. Similar effects are found in all three groups. Group differences arise only in three cases: a trend for more /b/ responses by the
advanced Korean learners than by the native English listeners), an effect of F0 only for the intermediate learners, and steeper categorization functions for advanced learners only in the IP
boundary conditions.
English native listeners Advanced learners Intermediate learners English Native vs.
B (SE) Z B (SE) Z B (SE) Z Advanced Intermediate
(Intercept) 1.05 (0.33) 3.15nn 0.24 (0.26) 0.91 0.68 (0.25) 2.71nn 1.67 0.59
VOT 1.65 (0.2) 8.06nnn 1.91 (0.24) 7.94nnn 1.6 (0.15) 10.5nnn 1.13 0.07
Bound 0.91 (0.27) 3.34nnn 1.44 (0.18) 8.08nnn 1.3 (0.14) 9.22nnn 1.89 1.45
F0 0.04 (0.11) 0.39 0.13 (0.11) 1.16 0.41 (0.15) 2.78nn 0.69 2.65nn
VOT:Bound 0.12 (0.1) 1.25 0.42 (0.12) 3.45nnn 0.14 (0.1) 1.48 2.63nn 0.18
VOT:F0 0.18 (0.09) 2.05n 0.1 (0.1) 1.05 0.04 (0.1) 0.47 0.26 1.52
Bound:F0 0.32 (0.23) 1.35 0.18 (0.28) 0.64 0.38 (0.22) 1.71 0.05 0.25
VOT:Bound:F0 0.25 (0.18) 1.39 0.26 (0.2) 1.27 0.1 (0.18) 0.56 1.99n 0.05
nSigniﬁcance level¼0.05.
nnSigniﬁcance level¼0.01.
nnnSigniﬁcance level¼0.001.
H. Mitterer et al. / Journal of Phonetics 54 (2016) 68–79 75the ‘Bound:F0’ parameter in Table 2 which shows no signiﬁcant Boundary by F0 interaction). (Note that the critical parameters for the
question of prosodic modulation of speech perception are the terms Boundary and Boundary by F0.)
3.3. Discussion
This experiment examined the extent to which the presence or absence of the F0 cue to the prosodic boundary inﬂuences
phonetic categorization in an effort to identify what aspect of prosodic boundary information contributes to the modulation of phonetic
categorization. The results suggest that the F0 cue does not moderate the boundary effect when there is a temporal (lengthening)
cue to the prosodic boundary. This therefore does not seem particularly to buttress the argument for the boundary-induced perceptual
modulation hypothesis, leaving the general speaking normalization account still competitive (see General Discussion for further
discussion on this point).
Before we turn to the general discussion of our ﬁndings with respect to the perceptual shift as a function of boundary perception
vs. speaking rate normalization, it is worthwhile to discuss some unexpected group differences that we found in Experiment 2,
although they are tangential to the key research questions of the present study. In Experiment 1, Korean listeners (advanced and
intermediate learners alike) gave more /b/ responses than English listeners, indicating that Korean listeners needed relatively longer
VOTs for the voiceless /p/ percept. In Experiment 2, however, the language effect was not found to be entirely reliable: There was
only a trend effect in the comparison between advanced Korean learners and native English listeners, and the language effect
disappeared in the comparison between intermediate Korean learners and native English listeners. We do not have absolute
explanations as to why the language effect was heavily attenuated in Experiment 2, and in particular why it disappeared completely
with the intermediate learners when the language effect, if it exists, would more likely arise with the intermediate learners rather than
with the advanced learners. We only have a rather speculative explanation to offer which is complicated by a possible language-
speciﬁc use of F0 information between English and Korean.
Even though there is a general tendency in the languages of the world for voiced stops to cause lower F0s in the following vowel
than voiceless stops, the size of this effect varies between languages (Kingston & Diehl, 1994). In fact, it is much larger in Korean
than in English, as the effect is phonologized in the intonational phonology (Jun, 1993, 2005). A recent study by Schertz, Cho, Lotto,
and Warner (2015) indeed showed that Korean listeners use the F0 cue more than English listeners do when processing a non-native
English stop contrast in voicing, implying that Korean listeners rely more heavily on a relatively low F0 (which is a robust cue to the
Korean lenis stop) in identifying English voiced stops.
Our posthoc analyses in fact indicated that the greater number of /b/ responses by the intermediate Korean learners stemmed
primarily from the ﬂat F0 condition, especially in the Wd contexts (Wd-FLAT vs. Wd-FULL) (as can be seen in the rightmost panel of
Fig. 3 where the dotted lines for the ﬂat F0 conditions are “above” the solid lines for the full F0 conditions). In our stimuli, F0 at the
acoustic offset of the precursor was relatively higher in the F0 ﬂat than in the original F0 condition (which had a falling F0 contour).
So, assuming that Korean learners use F0 as a cue to voicing more strongly than English listeners, as has been found in Schertz
et al. (2015), and that the perception of F0 is context-dependent (e.g., Wong & Diehl, 2003), we can explain why Korean listeners,
especially intermediate learners, give more /ba/ responses in the ﬂat F0 conditions: the higher F0 offset in the precursor leads to a
lowering of the perceived F0 at the onset of the critical syllable, which in turn leads to more /ba/ responses in conjunction with lower
F0. This possible perceptual compensation due to the preceding F0 context appears to have contributed to more /b/ responses on
average by the intermediate learners. On the other hand, given that the advanced Korean learners of English showed no such F0-
induced compensation effect, an interim interpretation that may be offered here is that Korean listeners’ reliance on the F0 cue in
processing a non-native English stop contrast becomes attenuated as their level of English proﬁciency becomes more native-like.
With this possibility, however, we are still left with a puzzle: why, overall, more /b/ responses were observed with the advanced
learners (than with the native English listeners), but not with the intermediate learners, especially given that the effect of F0 should
H. Mitterer et al. / Journal of Phonetics 54 (2016) 68–7976lead to even more /b/ responses for the intermediate learners, all else being equal. On the other hand, just because the intermediate
learners gave more /b/ responses in the ﬂat F0 condition than in the original F0 condition does not necessarily mean that the overall
number of /b/ responses by the intermediate learners should be greater than that by the native English listeners. We can only
speculate here that the presence of contrastive F0 information in Experiment 2 (but not in Experiment 1) might have made Korean
learners use this cue somewhat in an unbalanced way, leading to less /b/ responses for the stimuli with the original F0 contours,
which possibly canceled out or outweighed more /b/ responses for the stimuli in the ﬂat F0 condition.4. General discussion
Two experiments were conducted to elucidate the extent to which speech categorization is directly inﬂuenced by the perception of
a prosodic boundary. Previous evidence suggesting such an inﬂuence (Kim & Cho, 2013) is open to alternative interpretations since
prosodic boundary perception was correlated with speaking rate in the preceding context. The present study therefore made an
attempt to explore whether the purported boundary-induced modulation of phonetic categorization may be simply seen as an effect of
speaking rate normalization at a low level of processing. Although it is not an easy task to completely disentangle the perception of
prosodic boundaries and speaking rate normalization, we have made a step further towards understanding prosodically-modulated
speech perception. Most importantly, while both global and local slowing down effects (due to a change in general speaking rate vs.
due to a major prosodic boundary, respectively) do modulate speech perception, their effects are not the same. The current set of
experiments therefore opens up a new way of understanding temporal modulation of speech perception by bridging the gap between
the psychologically-informed ﬁeld in which the effect has previously been attributed to low-level speaking rate normalization and the
linguistically-informed ﬁeld in which the effect is assumed to arise as a consequence of perceiving the higher-order prosodic
structure.
Experiment 1 replicated the basic conditions of Kim and Cho (2013, i.e., Wd boundary or IP boundary before the critical syllable)
along with an additional condition to compare the boundary effect with the speaking rate effect. Stimuli were created by a diphone
synthesizer which allowed for generating a preceding context (the precursor, Let's hear) that had the original temporal structure of
segments and F0 contour associated with a Wd boundary, but its overall duration was elongated to be matched with that of the
precursor with an IP boundary. As was expected (Summerﬁeld, 1981), this longer precursor (in the Wd-LONG condition) led to more
/b/ responses than the shorter Wd boundary precursor (in the Wd-FULL condition). This means that longer VOTs were still perceived
as being relatively “short” after the longer precursor. Importantly, however, the IP boundary stimulus gave rise to an even higher
proportion of /ba/ responses, despite the fact that it had the same overall duration as the lengthened Wd precursor.
These results suggest that although the speaking rate change (between Wd-FULL and Wd-LONG conditions) does modulate
phonetic categorization, a simplistic conception of speaking rate normalization is not sufﬁcient to explain the effect found in
Experiment 1 as well as in Kim and Cho (2013). There remained a difference between the Wd-Long and the IP-full condition, and
such local effects may be interpreted as suggesting that listeners adjust their perception in phonetic categorization based on the
prosodic boundary that they perceive. In an effort to explore the nature of prosodic boundary perception in relation to speaking rate
normalization, a second experiment was carried out. It tested the extent to which the purported boundary-induced modulation of
phonetic categorization is attributable to the temporal structure in the absence of another salient prosodic boundary cue, F0. It was
hypothesized that if the prosodic boundary perception is a direct cause of the modulation of phonetic categorization, the localized
slowing down with no F0 cue would reduce the effect under the assumption that the absence of F0 would weaken the prosodic
boundary perception.
The results of Experiment 2 showed that phonetic categorization was inﬂuenced by the boundary condition (IP vs. Wd) as was
found in Experiment 1, but this effect was not modulated by the presence or absence of the F0 cue. That is, there is no F0 by
Boundary interaction, indicating that the F0 information of the preceding context does not contribute to adjusting listeners’ perception
in speech categorization. (Given that there was no further interaction with Language Group, the lack of F0 by Boundary interaction
was generalizable to both native English listeners and Korean learners.) Given that the F0 information is an important cue to the
prosodic boundary (e.g., Ladd & Schepman, 2003; Tyler & Cutler, 2009; Kim & Cho, 2009; Kim et al., 2012), the failure of F0's
contribution to boundary-induced modulation of phonetic category may not be seen as entirely consistent with the view that speech
perception is directly modulated by computation of prosodic structure (see also Cho et al., 2007 for a related argument). However, the
fact that F0 has no inﬂuence on the perceptual shift of phonetic categorization does not necessarily mean that boundary perception
has no role. It simply fails to strengthen the boundary perception account. The account is still in line with the results because the local
slowing found near the boundary, according to theories of prosodic phonology, results from the boundaries themselves. The
boundary-driven local slowing has been computationally modeled under the rubric of the theory of the pi-gesture advanced by Byrd
and colleagues (e.g., Byrd & Saltzman, 2003). It is therefore likely that the boundary-induced temporal expansion is enough to signal
the presence of a stronger prosodic boundary, even in the absence of the F0 cue, as to be discussed below.
One of the reasons for the lack of F0 contribution may be that, in languages like English, particular F0 patterns in a prosodic
boundary (or boundary tones) are not predictable, so that there is no ﬁxed F0 pattern as an invariant cue to prosodic boundaries in
English. That is, multiple types of F0 cues for boundary tones (e.g., H%, L%, LH% or HL%, where ‘%’ denotes a tone used for
marking an intonational phrase boundary) can be used for the same type of prosodic boundary in English (e.g., Beckman &
Pierrehumbert, 1986; Ladd, 2008; Pierrehumbert, 1980). On the other hand, the durational (localized ﬁnal lengthening) cue is the
most robust and consistent prosodic boundary cue (e.g., Shattuck-Hufnagel & Turk, 1996), and is indeed considered as a universal
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different rhythmic (or durational) patterns (Ramus, Nespor, & Mehler, 1999; White, Mattys, & Wiget, 2012), ﬁnal lengthening seems to
be a cue that surpasses those differences, so that languages from different rhythmic classes are still similar in this respect. Thus it
appears that a durational cue in line with a major prosodic boundary may sufﬁce to mark a boundary, and therefore an additional
(variable) F0 cue, regardless of whether it actually enhances the boundary percept or not, does not seem to contribute to a shift in
phonetic category boundaries. In a recent artiﬁcial language learning study, Kim et al. (2012) found independent evidence for the
primacy of durational cues for listeners of Dutch, which is similar to English in terms of use of boundary tones. Dutch listeners’
learning of new words in an unfamiliar language was facilitated when the words had a localized ﬁnal lengthening cue, but did not get
any better even when a possible F0 cue was superimposed on the ﬁnal lengthening cue.3 After all, an F0 cue (whether it is H%, L%,
LH% or HL%) always co-occurs with phrase ﬁnal lengthening. Therefore, F0 cues appear to be ancillary to the durational cue to a
prosodic boundary, especially in languages like English and Dutch in which there is no ﬁxed F0 cue for a particular prosodic
boundary. It therefore seems to be extremely difﬁcult (if not impossible) to test the unique contribution of F0 to the perception of
prosodic boundary without an accompanied temporal stretch of the segmental string.
It is, however, worth noting that there is still ample evidence for the role of F0 in the perception of prosodic structure. Kim and Cho
(2009) demonstrated that lexical segmentation in Korean is facilitated when there is an F0 cue consistent with a phrase boundary
even in the absence of the preboundary durational cue, and that the performance is no better when the durational cue is added.
Similarly, Welby (2007) showed that an alignment of F0 which is phonologically speciﬁed for an Accentual Phrase in French is an
important prosodic cue that also effectively facilitates lexical segmentation. However, Korean and French are different from English
and Dutch, in that they employ F0 cues more systematically (e.g., both Korean and French demarcate an Accentual Phrase with a
rising F0 at phrase edges). These studies all together suggest that what is important may not be to examine which prosodic cue takes
precedence over another, but to understand their relative roles by considering their universal applicability vs. language-speciﬁc
prosodic phonology.
In summary, our data indicate that researchers interested in two issues that are usually studied separately (speaking rate
normalization and the perception of prosody) may need to take each other's ﬁndings into account. The results of the present study do
suggest that the boundary-induced modulation of phonetic categorization is not the same as the modulation as a function of a ‘global’
change in speaking rate. However, they also indicate that the boundary-induced modulation of phonetic categorization may be
understood as listeners’ adjustment to temporal variation that arises as a consequence of a prosodic boundary. The effect is therefore
comparable to a speaking rate normalization effect as well, to the extent that listeners adjust their phonetic categorization to temporal
variation (either globally as a function of global speaking rate change or locally as a function of boundary). Thus, we are still left with
two possible accounts. On the one hand, a parsimonious account may be to treat both effects as arising with listeners’ adjustment to
temporal variation that occurs at early auditory processing stages, presumably independent of computation of a higher-order prosodic
structure. This account also has an advantage to provide a uniﬁed account for similar behaviors across native (American English)
and non-native (Korean) listeners. However, this account should not be entirely independent of listeners’ parsing of the higher-order
prosodic structure, precisely because a local slowing down is very likely to be modulated by prosodic boundary. Furthermore, as the
computation of prosodic boundaries does inﬂuence speech comprehension at various levels of processing (including lexical and
syntactic processing levels; e.g., Brown, Salverda, Dilley, & Tanenhaus, 2011; Cho et al., 2007; Christophe et al., 2004; Jun, 2010), it
is still reasonable to assume that the boundary-induced modulation of phonetic categorization arises with computation of a higher-
level prosodic structure. Under this account, the similar behaviors of listeners with different language backgrounds are explicable by
the role of ﬁnal lengthening that signals a prosodic boundary across languages. In this context, it is important to note that the role of
speaking rate normalization has recently been questioned (Toscano & McMurray, 2012) and that, especially, the VOT distinctions that
support the perception of voicing may not be that dependent on speaking rate after all (Kessinger & Blumstein, 1997).
To place one account over the other on a ﬁrmer footing, one may suggest that future research is needed. One might test, for
example, the effects of non-temporal prosodic cues to prosodic boundaries that may work orthogonally from speaking rate
normalization on phonetic categorization. Or one might employ cues that are universally applicable to prosodic boundaries across
languages, vs. ones that vary from language to language. (In this regard, it will also be worth extending a study like Experiment 2 of
the present study with listeners of languages in which F0 cues to prosodic boundaries are comparable (e.g., Korean and French may
be such languages) in order to further explore the universality and the language speciﬁcity of the perceptual recalibration due to
higher-level vs. lower-level effects). But, as discussed above, dissociating the role of non-temporal prosodic cues from that of
temporal cues appears to extremely difﬁcult, if not impossible. Alternatively, the effect of a prosodic boundary on a non-temporal,
post-boundary speech cue (e.g., a spectral cue) could be studied. However, research indicates that domain-initial strengthening may
affect temporal aspects more than spectral ones (Clayards, 2015), so that this is a difﬁcult route as well. In summary, the effects of
local speaking rate normalization and boundary perception may not be inseparable, but are integrated into speech perception by
virtue of the interface between low-level auditory processing and parsing of the higher-level prosodic structure, a kind of the3 Our ﬁnding that F0 did not have much leverage is in fact consistent with other studies that have pitted pitch and durational properties against each other in the perception of prosody.
De Ruiter, Mitterer, and Enﬁeld (2006) found that for the projection of a turn ending during interaction, F0 contours had little to contribute in Dutch. Taking away the F0 contour did not
inﬂuence Dutch listener’s ability to project the end of a turn. However, durational properties of the utterance turned out to be effective, as listeners were still surprisingly well able to project
the end of a turn with just the durational patterns intact (compared to a control condition). Similarly, Michelas and D’Imperio (2015) found that parsing decision in French are more strongly
inﬂuenced by durational cues than by F0 cues to prosodic boundaries.
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