ABSTRACT In dictionary learning-based inversion, the dictionary and coefficients are learnt adaptively from the image during the inversion process; this is a shallow approach since one layer of the dictionary is learnt. This is the first work which proposes to adaptively learn multiple layers of dictionaries during inversion. This results in our deep dictionary learning-based inversion formulation. Experiments have been carried out on denoising, super-resolution, and reconstruction. For each problem, our proposed method outperforms the state-of-the-art.
I. INTRODUCTION
MANY problems in imaging can be generalized to a linear inverse problem of the following form.
Here x is the image to be estimated, y is the measurement and n is noise (assumed to be Normally distributed). The operator A defines the problem; for denoising it is simply Identity; for deblurring it is convolution (with the blurring kernel); for super-resolution it is sub-sampling, for inpainting it is a restriction; and for reconstruction it is a projection. Traditionally sparsity / compressed sensing (CS) based techniques have been used for solving such inverse problems [1] - [5] . The basic approach in these studies is to exploit the sparsity of the image in some domain (wavelet, DCT etc.) in order to recover it. Typically (1) is expressed as follows after incorporating transform ( ) domain sparsity,
Here α is the sparse representation of the image in .
Usually l 1 -norm minimization is employed to recover the sparse coefficients,
Once the sparse coefficient is obtained, the image is estimated byx
This (3) is called the sparse synthesis prior formulation, where the sparse coefficients are solved for. Instead, one can directly solve for the image by formulating the inversion as a co-sparse analysis prior formulation. 
The two formulations are the same for orthogonal transforms, but not for tight-frames. Moreover, analysis prior is more generalizable and can accommodate any linear operator -not necessarily orthogonal or tight-frame. Such CS techniques assume that the sparsity basis is known, i.e. wavelet, DCT etc. This stems from literature on image compression; JPEG uses DCT, JPEG2000 uses wavelet. But the natural question that arises is: are such fixed basis the best possible option? The performance of CS is largely determined by the sparsifying capability of the transform; the sparser the representation the better is the outcome [6] , [7] . But one does not know what is the best basis for representing the particular image that needs to be estimated -is it wavelet? is it DCT? or something more sophisticated like curvelet or contourlet? It is a chicken and egg problem, to know the best sparsifying basis one needs access to the image, but that (inversion) is the problem one needs to solve! The limitation of fixed transform paved way for learning based denoising. The most popular and successful techniques are based on adaptive learning of the sparsifying basis. K-SVD [8] , [9] is perhaps the most well known one; it is based on the dictionary learning approach. In dictionary learning, a basis (dictionary) is learnt from the patches of the image it is estimating so that the corresponding coefficients (6) Here Z is formed by stacking z s i as columns and P i x represents the i th patch of image x; this is represented by a dictionary D and sparse coefficients z i . This constitutes the dictionary learning term. The data consistency term remains the same from before. Only the measurements (y) and the operator A are known, the rest (image x, dictionary D and coefficients Z ) are to estimated.
Dictionary learning has been used profusely in solving inverse problems in imaging. In [9] it has been used for denoising. In [10] a it has been used for super-resolution; in [11] for inpainting and in [12] for reconstruction. Dictionary learning also finds plethora of application in supervised tasks in computer vision [13] - [15] and in domain adaptation [16] , [17] ; however these are not the focus of this work and will not be discussed any further.
Another (more recent) technique is based on transform learning [18] - [20] . This is the analysis equivalent of dictionary learning. Dictionary learning is about learning a basis so as to synthesize / generate the data from the learnt coefficients. Transform learning, analyzes the data to generate the coefficients. The formulation is given by - The data consistency term remains the same as before. But in the transform learning term, notice that the learnt transform T operates on the patches P i x to generate sparse coefficients Z .
Transform learning is relatively new and is largely unknown outside the signal processing community. It has been used for image denoising [21] , [22] and reconstruction [23] .
In recent years, deep dictionary learning has shown promise in the field of image analysis [24] - [26] . The basic idea behind this topic is to learn multiple levels of dictionaries from the data. However, it has not been applied for solving inverse problems. This would be the first work to propose deep dictionary learning based solution for inversion. We believe that the same reason that drives deep learning for analysis tasks will improve synthesis tasks like inversion. By going deeper, we will be able to learn more abstract representations which in turn will improve the results.
However, the proposed work will be a major improvement from the aforesaid studies; in [24] - [26] deep dictionary learning was being used for feature extraction. Hence, they could afford to be greedy. Here, there is no scope of greedy learning; all the layers of the dictionary have to be jointly optimized during the image estimation process.
Experimental results have been carried out on a variety of problems -denoising, super-resolution and reconstruction. In each of the problems, we show that our proposed technique excels over the state-of-the-art.
II. LITERATURE REVIEW
The background of the standard techniques for inversion has already been discussed in the previous section. In this section, we will briefly discuss about deep dictionary learning since it is a nascent area. We will also discuss about non-adaptive neural network based inversion techniques that are gaining popularity in recent times.
A. DEEP DICTIONARY LEARNING
Since the concept of deep dictionary learning (DDL) is relatively new, we believe that a brief introduction on this topic will help the readers and make the paper self-contained. Let us reiterate the basic idea of deep dictionary learning. In (shallow) dictionary learning, one level of dictionary is used to represent the signal. In DDL, multiple layers of dictionaries are used to represent the signal.
Formally, in dictionary learning, the training samples (X ) are decomposed into a dictionary (D) and a matrix of coefficients (Z ). This is represented as,
Here the training signals are stacked as columns of X ; the corresponding features are in Z . Usually the learning is expressed as,
We have abused the notation slightly, the l 1 -norm is defined on the vectorized version of Z . Dictionary learning basically factors the matrix into the dictionary matrix and a coefficient matrix. In recent years, following the success of deep learning, several studies have proposed deep matrix factorization [22] , [23] ; here the data is decomposed into multiple layers of dictionaries and one final layer of coefficients. Mathematically this is represented as follows (shown for three layers),
The problem with this formulation is that, there is no activation function between the layers. In the aforesaid studies the non-linearity was introduced during optimization as a non-negativity constraint which is basically a ReLU type activation function.
Deep dictionary learning [24] - [26] accounts for arbitrary activation functions; in general, the formulation is given by,
Usually a non-linear activation function like sigmoid or tanh is used.
The optimal solution for DDL should have been,
However, none of the prior studies [24] - [26] solves it optimally. All of them solve it greedily -one layer at a time. In greedy learning, for the first layer, one substitutes
. Therefore, (12) boils to the following problem,
This is a standard matrix factorization problem. Once the coefficients from the first layer are learnt, it is input to the second layer. Here one substitutes:
This leads to -
Equivalently this can be expressed as,
Since the activation functions are unitary, inverting them is trivial. It is easy to solve (15) via matrix factorization.
For the last layer, we have,
Here the same principle as before has been used to invert the activation function and represent the last layer in the equivalent form.
Since the coefficients in the last layer are supposed to be sparse, one solves -
This concludes the training phase. In testing, the learnt dictionaries are used to generate the test feature. This is expressed as,
Using substitutions like before, this (19) too is solved greedily.
B. NEURAL NETWORK BASED INVERSION
In the recent past, stacked autoencoder based techniques were popular for solving denoising problems [29] - [32] . The input and the output for stacked autoencoders are in the same domain. It has multiple levels of encoders and decoders; diagrammatically shown in Figure 1 . The input to the stacked denoising autoencoder is a corrupted version of the image and at the output is the clean image. During training the autoencoder learns to clean the image. During the operational / testing stage a noisy image is input to the stacked autoencoder and at the output one expects the clean version of it. This idea was extended in [33] to solve reconstruction problems. It is well known in compressed sensing literature that applying the A T on the measurements (y=Ax) generates a noisy version of the signal. This noisy version is input to the stacked autoencoder during training and the clean version is presented at the output.
In recent times CNN based inversion has been gaining popularity. It has been used for solving problems in denoising [34] and deblurring [35] , and super-resolution [36] . Recently it has been used for solving compressively sampled images [37] in the same fashion proposed in [33] . Since ReconNet [37] is the most generic architecture, we discuss it (please see Figure 2 ).
Given the measurement y from (1), ReconNet first maps it back to the image domain by applying the transpose of the measurement operator (A T ); this looks like a corrupted version of the image. This image is then input to a standard CNN having few convolutional and pooling layers. The output of the CNN is the clean image. The ReconNet 'learns' to get rid of the corruptions.
One touted advantage of neural network (autoencoder or CNN) based inversion is that, one does not need to change the training algorithm in any fashion depending on the noise / blurring / projection model. Only the training data needs to be corrupted. However, this is not a particularly elegant approach. Even for one type of noise, different neural networks need to be trained for different amounts of noise / blur / projection; i.e. an autoencoder learnt to denoise Gaussian noise with 0 mean and standard deviation 25 will not be able to clean noise of 0 mean and standard deviation 5. Two different SSDAs need to be learnt. The same applies for other problems. A CNN learnt to denoise motion blur will not be able to remove other kinds of blur. Neural network based inversion techniques are not adaptive.
Blind inversion techniques require no training. One only needs to know the values of few parameters; this can be easily precomputed on a single validation image.
The other problem of neural network based inversion is that it is heavily dependent on training data; it expects the test data to be similar to the training data, i.e. belonging to the same modality. The experiments in the aforesaid papers [29] - [36] have been carried out on natural images. There is no dearth of natural images on the web; therefore making a large training set is feasible. However, natural images are hardly corrupted in practice. It is the scientific imaging modalities, like SAR, satellite, MRI, CT, USG, hyper-spectral etc. that need inversion in reality. VOLUME 6, 2018 FIGURE 2. ReconNet Architecture [37] .
As will be shown later, neural networks trained on natural images give poor performance on such scientific imaging modalities. This is because the structure of natural images is significantly different from these. Hence the learnt models fail to generalize on the unseen modality. Proponents of deep learning would argue that fine-tuning would improve the result. In practice even for fine-tuning a significant volume of data is required. For the said imaging modalities, acquiring such a volume of data is not feasible either.
III. PROPOSED FORMULATION
We are interested in solving the linear inverse problem (1). It is repeated here for convenience.
Here x is the image to be recovered; n is the additive noise (assumed to be Gaussian) and y the measurement.
Solution to (1) based on the shallow (one layer) dictionary learning is well known. Here, we extended it to multiple layers of dictionaries); it is based on the deep dictionary learning paradigm.
In standard (shallow) dictionary learning, each patch (P i x) of the image is expressed as a product of the learnt basis (D) and sparse coefficients (z i )
The entire inversion process consists of ensuring data consistency y − Ax 2 2 and a dictionary learning term
The combined formulation has already been mentioned (6) but is repeated here for convenience.
In this work we extend from single level to multi-level (deep) dictionaries. Therefore instead of (20) , each patch will be represented by multiple layers of dictionaries.
We are showing the derivation for three layers, but the approach we follow is easily extendable to fewer or more layers. As in shallow dictionary learning, we will have a data consistency term y − Ax 2 2 and a deep dictionary learning
Putting the two together, we have the final formulation -
Unlike prior works on deep dictionary learning, we are not at a liberty to solve (22) greedily -it would be a meaningless proposition. We need to solve for all the variables jointly. We resort to the variable splitting augmented Lagrangian approach [38] , [39] .
Our first substitution introduces the proxy variable z 1,i = ϕ (D 2 ϕ (D 3 z i )); this is basically the coefficients after the first layer. With this proxy, the augmented Lagrangian [40] formulation is -
Here Z 1 is formed by stacking the z 1,i 's as columns.
The next substitution is, z 2,i = ϕ (D 3 z i ); this is the coefficients at the second stage of dictionary learning. The corresponding augmented Lagrangian is given by,
Here Z 2 is formed by stacking the z 2,i 's as columns. Similarly Z is formed by stacking the z s i as columns. For more layers, we can continue in a similar fashion. The idea is to substitute the coefficients for the next stage of dictionary learning. But for the current three layer problem (24) is the final form.
Using alternating direction method of multipliers [39] , [40] , (24) can be segregated into the following subproblems.
P1: min
Here X is formed by stacking P i x as columns.
P6: min
Since the activation functions are sigmoid or tanh, and operate element-wise, they are trivial to invert. Such inversion has been used before for stacked autoencoders [42] . We find that the sub-problems P1 to P6 are all simple linear least squares problems having a closed form solution. Only P7 is an l 1 -norm minimization problem that needs to be solved iteratively. But well known existing algorithms like iterative soft thresholding are there to solve it.
This concludes the derivation of the algorithm. It is an iterative algorithm. The variables need to be initialized; this is done randomly. In every iteration, the aforesaid sub-problems are solved to update the variables. The problem is non-convex therefore there is no global convergence guarantee. In practice we stop the iterations when there is no change between two successive iterations of the objective function. Once the algorithm converges, the image is estimated.
Note that in all the substitutions we have used the same multiplicative factor µ. This is because this factor controls the relative importance of each level. Since there is no reason to favor one level over the other, they are kept the same. Moreover, the inputs and the other levels are given equal importance, hence the value of is fixed at unity.
A. COMPLEXITY
Since it is an iterative algorithm, we can only discuss the computational complexity per iteration. Even in one iteration, the exact complexity will be dependent on the number of layers used. Therefore, we can only discuss the order of complexity for the different operations that are carried out in every iteration -these will remain common with the increase or decrease in the number of layers.
From the sub-problems, one can see that there are two kinds of problems that need to be solved. The first is the least squares for every layer till the last layer and the second is the l 1 -norm regularized least square problem for the last layer. For solving the first kind of problem, one uses the Moore-Penrose pseuodinverse. The complexity of this is O(n w ) where w<2.37 and is widely conjectured to be 2.
The l1-minimization problem is iterative in nature. In every iteration of it, one needs a backward and forward projection, therefore its complexity per iteration is O(n 2 ).
IV. EXPERIMENTAL RESULTS

A. DENOISING
The first set of experiments has been carried out on image denoising. We carry out experiments on both natural images and scientific modalities. For natural images, the standard test images -Lena, Barbara, Cameraman and Peppers are used. For scientific modality we show results on magnetic resonance imaging (MRI) (brain) and hyperspectral imaging (Washington DC [32] ).
Our proposed method requires specifying only two parameters, i.e. λ and γ . In the KSVD paper [9] it has been argued that the value of this should be the standard deviation of noise divided by 30. We follow the same empirical formula. For the sparsity parameter, the value of γ is tuned on a separate validation image; we find that when its value is .1, it yields consistently good performance. We have used tanh activation functions for all the experiments.
In the initial experiments we study the effect of number of layers and patch-size on denoising. For the initial study, we only concentrate on natural images since they are available in different resolutions. We take each of the images in 128×128, 256×256 and 512×512 resolution. Gaussian noise is added with standard deviation σ = 25 and mean 0.
For deep dictionary learning the number of nodes in subsequent layers of the encoder is halved from the previous one. Results for Lena and Peppers images are shown in Tables 1 and 2 ; for both the experiments overlapping patches have been taken. Here, and in the rest of the paper the quantitative measure for image quality will be peak signal to noise ratio (PSNR).
We find that for small images, going deep does not help. This is expected; because there are fewer samples which in turn lead to over-fitting. But when the size of the image is larger, the deeper version outperforms the shallow one. This is because for larger images, there are enough samples for deep dictionary learning and hence the deep model does not overfit.
In the next set of experiments, we compare with all the standard and state-of-the-art denoising approaches -dictionary [9] , transform [18] , BM3D, stacked sparse denoising autoencoder (SSDA) [31] and DnCNN [34] ; the first three are adaptive techniques while the last two are not. Note that we do not compare with compressed sensing (CS) based techniques as, it has already been shown in numerous papers that KSVD and transform learning based methods beat CS.
Experiments have been carried out on two noise levels, σ = 10 and σ = 50. The natural images are of size 512×512. The brain MRI image is of size 512×512; it is publicly available from [43] . The WDC mall hyper-spectral image [44] is of size 1152×256×192. We use a 3 layer dictionary learning network for the purpose of denoising since it yields the best result at this resolution.
Experimental results in Tables 3, show that our proposed method consistently yields good results. In inverse problems in imaging a 0.5dB variation in PSNR is considered minor. What we can see is that even when our method does not perform the best, we are within 0.5dB of the very best. But when we are outperforming others, we improve upon the next best by more than 0.5dB.
What is interesting to note is that the non-adaptive neural network based methods -SSDA and DnCNN, yields results at par with the state-of-the-art algorithms only for natural images; but yield results significantly subpar for scientific imaging modalities like MRI and hyper-spectral imaging. This is expected. Since SSDA and DnCNN have been trained on a large volume of natural images, its performance on similar images are good, but fails to generalize on unseen imaging modalities.
For visual evaluation we show results on the brain MRI and the one spectral band (number 50) of the hyperspectral image of WDC in Figure 3 . For the brain, we follow the convention of medical imaging. Instead of showing the denoised image, we show the difference (between denoised and original) image. This helps in visually understanding the denoising artifacts.
We are only showing results for high Gaussian noise in MRI (σ = 50); this is a realistic scenario in very fast MRI acquisition using gradient echo sequences. The results corroborate the numerical metrics. Difference image from our proposed method is almost completely dark, meaning that there are hardly any denoising artifacts. The artifacts are slightly more pronounced in BM3D, Transform learning and KSVD; but are the worst in SSDA.
For the hyperspectral image, we show denoising results for low Gaussian noise (σ = 10); this is a realistic noise level. The conclusions remain the same. KSVD is a bit noisy but maintains detailed edges. The transform learning approach overtly smooths the image. But the worst one is from SSDA and DnCNN. BM3D yields good results; but ours is better.
Note that we have not compared with latest generative adversarial network (GAN) based denoising techniques such as [45] ; this is because they have not been able to surpass results from DnCNN and hence would definitely be worse than ours.
B. SUPER-RESOLUTION
The second problem we address is that of super-resolution. In the recent paper on CNN based super-resolution (SRCNN) [35] , it has already been shown that; SRCNN excels over dictionary learning based methods [46] . Coupled dictionary learning (CDL) [16] has also been used for the same purpose; it also beats [46] . In a very recent work, coupled deep autoencoder (CDA) [47] has been used for image super-resolution. Therefore in this work, we will compare with the state-of-the-art learning based techniques -SRCNN, CDL and CDA. We refrain from discussing the configuration of these methods; the optimal settings are given in their respective papers.
In super-resolution the operator A (used in our method) is a sub-sampling operator. For our proposed method, we show results for 1, 2 and 3 layers. The 1 layer formulation is equivalent to [46] . For this problem we do not have an analytic expression for the parameter λ and γ , but we can learn it from separate validation images; we found the values to be .25 and .1 respectively. As in the previous experiments, we have tuned it to separate validation images not used in testing.
Experiments have been carried out on the same set of popular test images -Lena, Barbara, Cameraman and Peppers. We used 256×256 as low resolution inputs for 4 times magnification and 512×512 as low resolution inputs for 2 times magnification; the 1024×1024 was the ground truth for comparing. The results for different magnification factors from different techniques are shown in Table 4 . As mentioned before, the metric for quantitative assessment is PSNR.
The comparative results are consistent with prior works; the single layer formulation performs worse than CDL, SRCNN and CDA. What we find is that with more layers, our result starts to improve. We get the best results with three layers; we tried four layers but the performance degraded. With three layers, we outperform the state-of-the-art in most cases.
For visual evaluation, the Barbara image is shown in Figure 4 . The visual evaluation is commensurate with the numerical findings.
We have not compared with generative adversarial network (GAN) based techniques. This is because GANs produce photo-realistic versions that are not exact replicas. Hence, even though they 'look' similar, they are not the same. For example, consider two recent papers on this topic [48] , [49] ; thorough reading of these studies show that even though they generate images looking like the original, in terms of actual metrics (like PSNR) the results are far worse (less by 3dB) compared to CNN based methods. This is reason, we have not compared against these in the paper.
C. RECONSTRUCTION
All animal experimental procedures were carried out in compliance with the guidelines of the Canadian Council for Animal Care and were approved by the institutional Animal Care Committee. One female Sprague-Dawley rat was anaesthetized and perfused intracardially with phosphate buffered saline for 3 minutes followed by freshly hydrolysed paraformaldehyde (4%) in 0.1 M sodium phosphate buffer at pH 7.4. The 20 mm spinal cord centred at C5 level was then harvested and post-fixed in the same fixative. MRI experiments were carried out on a 7 T/30 cm bore animal MRI scanner (Bruker, Germany). Single slice multi-echo CPMG sequence was used to acquire fully sampled k-space VOLUME 6, 2018 For Ex Vivo experiments, a rectangular coil 22 × 19 mm was surgically implanted over the lumbar spine (T13/L1) of a female Sprague-Dawley rat as described previously. For MRI experiments, animal was anaesthetized with isofluorine (5% induction, 2% maintenance) mixed with medical air and positioned supine in a specially designed holder. Data was acquired using the same CPMG sequence but with slice thickness of 1.5 mm and in-plane resolution of 117 µm. The slice was positioned at T13/L1 level, and NA=6.
Undersampled K-space data in the phase encode direction was generated for each set of data for different acceleration factors (2, 4 and 8 which corresponds to 128, 64 and 32 phase encoding lines respectively) from the fully sampled K-space. 33% of the read-out lines were placed around the centre, and the rest randomly distributed in the periphery up to the desired number of phase encoding steps for the prescribed acceleration factor.
The benchmark in MRI reconstruction is dictionary learning (DL) [12] and transform learning (TL) [23] . In the aforesaid papers, it has been shown that these techniques improve upon compressed sensing (CS); hence we do not compare with CS here. For MRI reconstruction the ReconNet architecture cannot be used [37] for two reasons. First, ReconNet has not been trained for Fourier projection, it was trained for Bernoulli projections. Second, ReconNet assumes that the entire image is not projected, but a patch of the image is projected (reference to block CS in [37] ); the physics of MRI makes this constraint an impossible one. We have not considered autoencoder based reconstruction [33] either, since in the said work it has been seen that the results are not better than CS based techniques. Rather, we have considered the ADMMNet architecture [50] For our proposed method we evaluate a two-tier and a three-tier architecture. Note that the dictionary based technique is equivalent to our one-tier architecture. The number of basis is reduced by half in each layer. The value of the parameters λ and γ has been tuned on a separate MRI image; the value we used here is .2 and .1 respectively.
The experimental results 8:1 sub-sampling is shown in Figures 5 and 6 . Variable density random sampling [51] has been used. In MRI it is customary to show the reconstructed images as well as the (absolute) difference images (between reconstructed and original). The difference image gives a clear idea regarding the reconstruction artifacts; smaller the artifact (darker the image), better is the reconstruction. We find that our proposed method with three layers yields the best results. We even tried with four layers, but the results deteriorate owing to over-fitting.
In the following table we show the results for Ex Vivo and In Vivo imaging for all the acceleration factors. The standard measured of Signal to Noise Ratio (SNR) is used. We show results from our approach with two and three layers. The results corroborate the qualitative evaluation.
Note that there is a recent paper in GAN based MRI reconstruction [52] . Although an interesting research article, such GAN pseudo images will never be acceptable to the medical imaging community in practice. This is because of two reasons. First, medical images in many cases are quantitative, the pixel values directly correlate with certain tissue parameters. In such a situation, just generating a realistic looking image will not serve the purpose. Second, such generated 'false' images will be highly misleading. GANs are based on training data. Most of the training data will pertain to normal subjects with very few pathological cases. In such a scenario, GANs will learn this prior distribution and tend to falsely generate images that will be normal. Imagine a scenario where a GAN based reconstruction produces a normal image of a person having stage 1 tumor.
D. CONVERGENCE AND COMPLEXITY
The problem is highly non-convex; therefore there is no guarantee of convergence to a global minima. Hence, we can only show the empirical convergence plot. The plot for denoising (for three layer) is shown in Fig. 7 . Note that the plot does not decrease monotonically; but this is a well known phenomenon in variable splitting ADMM based convergence plots.
In section 3, we discussed about the computational complexity. Here, we show some empirical results for run-times for the proposed technique. The results shown here are for the denoising problem (size 512×512). All the experiments were carried on a 64 Bit Windows PC running on intel i7 clocked at 3.1 GHz with 16 GB of RAM. The KSVD, Transform learning, BM3D and the proposed techniques were run on Matlab while SSDA and DnCNN were based on python.
As is expected the inductive neural network based techniques (SSDA and DnCNN) are very fast. The transductive techniques are relatively slower. Among them our method is the slowest.
V. CONCLUSION
This work proposes an adaptive deep learning approach for solving inverse problems in imaging based on dictionary learning. Experiments have been carried out on benchmark inversion problems -denoising, super-resolution and reconstruction. On each of them, our method (in general) outperforms the state-of-the-art shallow (adaptive) techniques and CNN based non-adaptive solutions.
The drawback of our method is that it is considerably slower compared to CS or DL/TL based inversion. Therefore, it cannot be used where reconstruction speed is of essence.
