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ABSTRACT
Automatic interpretation of human actions gained strong interest among researchers in patter recogni-
tion and computer vision because of its wide range of applications, such as in social and home robotics,
elderly people health care, surveillance, among others. In this paper, we propose a method for recog-
nition of human actions by analysis of skeleton poses. The method that we propose is based on novel
trainable feature extractors, which can learn the representation of prototype skeleton examples and can
be employed to recognize skeleton poses of interest. We combine the proposed feature extractors with
an approach for classification of pose sequences based on string kernels. We carried out experiments
on three benchmark data sets (MIVIA-S, MSRSDA and MHAD) and the results that we achieved are
comparable or higher than the ones obtained by other existing methods. A further important contribu-
tion of this work is the MIVIA-S dataset, that we collected and made publicly available.
c© 2019 Elsevier Ltd. All rights reserved.
1. Introduction
Automatic recognition of human actions received large inter-
est in the last years by researchers in computer vision and pat-
tern recognition because of its wide range of applications. For
instance, in intelligent surveillance systems for the detection of
potentially abnormal events of interest, in business intelligence
for the analysis of customer behavior in a market area, or in so-
cial robotics for facilitating interactions between a person and
one or more robots.
In this paper, we focus on the recognition of human actions
seen by a frontal-view for which several survey paper were pub-
lished (Hu et al. (2004),Turaga et al. (2008), Poppe (2010), Ag-
garwal and Ryoo (2011), Chaquet et al. (2013), Vishwakarma
and Agrawal (2013), Lee et al. (2014)). The term actions indi-
cates a class of movements that people can perform. It is im-
portant to distinguish it from gestures and activities. Gestures
mainly involve a single part of the body, such as the head, a
hand or the face. An activity may involve two or more persons
and/or objects and takes place over a longer period of time. Two
persons are fighting is an example of activity. An action is de-
fined as the movement of a part of the human body (for instance,
∗∗Corresponding author:
e-mail: asaggese@unisa.it (Alessia Saggese),
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drinking, which mainly involves the upper part of the body) or
of the whole body (e.g., jumping). An action can be considered
as composed by a sequence of body poses. The concept of pose
is strongly related with the one of skeleton. The skeleton is a
set of rigid segments representing the bones, connected each
other by joints that correspond to limb articulations. A partic-
ular configuration of the skeleton, expressed in terms of spatial
arrangement of joints, can be considered a pose.
The work of Johansson (1973) is a milestone of the research
on skeleton analysis for action recognition. It was demon-
strated that several human actions can be recognized by look-
ing at the position of limb joints only. In the experiments, they
marked the limb joints of a number of subjects with light-point
sources and observers were asked to recognize the actions with-
out any additional information. Human observers were indeed
able to correctly recognize many actions. These experiments
confirmed that the information contained in the skeleton is suf-
ficient in many situations to recognize the poses and the actions
performed by a human subject. Nowadays, there are several
devices and techniques for the automatic and reliable extrac-
tion of skeletons by visual sensors: e.g. the Microsoft Kinect
depth sensor and the MOCAP system. Yao et al. (2011) car-
ried out an extensive experimentation with the aim of evaluat-
ing the discriminant power of different representations based
on skeletons and more traditional low-level appearance fea-
tures extracted from the silhouette of the subjects moving in
2the scene. They concluded that pose-based features outperform
low-level appearance features in many cases, even when skele-
tons are highly noisy.
Existing methods for action recognition based on skeleton
analysis can be divided into two categories: joint-based and
body-part-based approaches.
The methods belonging to the first category consider the
skeleton as a set of points, and the motion is estimated by an-
alyzing the temporal evolution of single joints or small groups
of joints. Chaudhry et al. (2013) constructed a 3-dimensional
hierarchical representation of the actions with skeleton features
(the third dimension is the time) and the dynamics of these fea-
tures are learned using Linear Dynamical Systems (LDSs). In
more details, the skeleton is partitioned in joints and each joint
is separately analyzed in terms of temporal motion. Yang and
Tian (2014) proposed a joint spatio-temporal representation of
the difference in the positions of skeleton joints. In this way,
both redundancy and noise are reduced. Principal Component
Analysis (PCA) was applied to the spatio-temporal joint differ-
ences in order to obtain eigen-joint representations and, succes-
sively, action classification was performed with a Naive-Bayes-
Nearest-Neighbor classifier.
The methods in the second group consider the entire skele-
ton to be composed of body parts, which are a connected set of
rigid segments linking the joints. The movements of body parts
are analyzed together and cast to the movements of the entire
skeleton. Vemulapalli et al. (2014) represented the skeleton in
terms of 3-dimensional geometric relationships between differ-
ent body parts using rotation and translation transformations in
a 3-D space, called Lie space, where dynamic time warping,
Fourier temporal pyramid representation and linear SVM are
employed for classification. Laban movement analysis (LMA)
framework, typically adopted for describing, annotating and in-
terpreting human movement in the field of choreography, was
used to describe the skeleton and its motion by Roudposhti
et al. (2017, 2016). The proposed representation was combined
with a classifier based on Bayesian Programming to perform
action classification.
The existing approaches are mainly based on hand-crafted
features that measure particular properties of the patterns of in-
terest. The sets of features are usually designed by a person that
has knowledge of the particular application domain. Extensions
of already configured systems to recognize other patterns of in-
terest may require the design of extended feature sets, which
are meant to measure important characteristics of the new cat-
egories of patterns as well. Automatic learning of features is a
desirable property of pattern recognition systems, also in cases
where a limited amount of training samples is available.
Recent advances in learning representations of input data
were made by using deep neural networks (DNNs) and convo-
lutional neural networks (CNNs). Although powerful and able
to learn effective data representations, deep and convolutional
networks require very large amount of data to be trained, and
the tuning of millions of parameters. Their high computational
demand makes their implementation in low-power embedded
systems a challenge.
In this paper, we propose a method for the analysis of human
actions based on trainable feature extractors, which are learned
directly from single prototype samples without requiring either
a feature engineering process or a large amount of data to be
effective. We start from the assumption that the action recog-
nition problems can be decomposed into two sub-problems:
a) given a skeleton pose, to extract a reliable representation
b) given two sequences of skeleton poses, to encode them and
compute their similarity.
In a preliminary work on skeleton pose feature extrac-
tors (Saggese et al., 2017), we stated that a pose can be de-
scribed by a particular spatial arrangement of joint positions,
and we propose a trainable pose feature extractor that can be au-
tomatically configured on prototype skeleton patterns of inter-
est. A configuration algorithm models the position of the joints
with respect to a reference point in a given prototype skeleton,
so configuring a new feature extractor. In the training process,
we propose a feature selection procedure to optimize the num-
ber of configured featur extractors. Successively, in the appli-
cation phase, the proposed feature extractor is used to detect
the same skeleton pose used for configuration and also simi-
lar versions of it. The concept of trainable feature extractors
was introduced by Azzopardi and Petkov (2013), that proposed
COSFIRE filters for visual information processing. The main
advantage of trainable feature extractors is their automatic con-
figuration. Trainable feature extractors can be considered as
a technique for representation learning, where the important
characteristics of the patterns of interest are directly learned
from training examples.
We take into account the temporal sequence of skeleton poses
by using a string-based representation, and classify an action by
means of a classifier based on string kernels.
We carried out experiments on three benchmark data sets,
namely the MIVIA-Skeleton (MIVIA-S), MSR Daily Activ-
ity 3D (MSRDA), and the Berkeley Multimodal Human Ac-
tion Database (MHAD) data sets. We recorded and made the
MIVIA-S data set publicly available. The three considered data
sets allow to test the proposed approach with data recorded by
different kinds of acquisition devices, namely a very robust sen-
sor suit (MHAD data set) and a less precise, but non-expensive
depth sensor (MIVIA-S and MSRDA data sets). The perfor-
mance results that we achieved are comparable or higher than
the ones reported in existing published works.
The paper is organized as follows. In Section 2 we present
the proposed trainable feature extractors and how we employ
them for action classification. In Section 3 we present the data
sets that we uses, and report the experimental results that we
achieved together with a comparative analysis with other exist-
ing methods. We provide a discussion in Section 4 and draw
conclusions in Section 5.
2. Method
Our basic idea is that human actions can be represented as
temporal sequences of skeleton poses. We propose a method
for action recognition based on a novel trainable feature extrac-
tor that can be configured to detect any preferred pose of human

















































Fig. 1: Overview of the architecture of the proposed action classification method. In the training phase (dashed lines and boxes) the feature extractors are trained
from prototype skeleton samples S i, and successively their responses are used to construct feature vectors vi for the description of input skeleton poses. The feature
vector are mapped to a finite set of prototype poses (learned during the training phase by means of a k-Means clustering algorithm) for the construction of a pose
sequence representation based on strings. Action classification is finally performed with a classifier base on string kernels.
that the skeleton is provided by an external system, software or
hardware (e.g. a kinect sensor). We designed an action clas-
sification method based on temporal analysis of the responses
of the proposed feature extractors, by employing a string-like
representation of the skeleton movement and a classifier based
on string kernels. In Fig. 1, we show the architectural overview
of the proposed action classification system.
2.1. Skeleton pose feature extractor
The structure of the proposed feature extractor is learned in
an automatic configuration process performed on a training pro-
totype skeleton of interest, rather than fixed in a-priori imple-
mented skeleton models. This step can be considered a kind of
representation learning, where a model of the pattern of interest
is automatically constructed. In the application phase, the fea-
ture extractor achieves high response when applied to the same
skeleton used for the configuration and also to similar skeleton
configurations, accounting for generalization to new patterns.
In the following of the section, we explain in details the config-
uration and application steps of the proposed feature extractor.
2.1.1. Configuration
Let us consider a prototype skeleton Υ = {ζi| i = 1, . . . , nΥ},
with nΥ joints, and a reference point ζr = (xr, yr), which we
choose to be the barycenter of the body. We represent the i-th
joint point with a tuple (ai, ρi, φi, ωi): ai is the joint identifier,
while ρi and φi are the polar coordinates of the position of the
i-th joint with respect to the reference point (xr, yr):
ρi =
√







where the values (xi, yi) indicate the location of the joint in the
image reference system (the top-left corner is the point (0, 0)).
Fig. 2: Examples of skeleton pose feature extractors configured on four skele-
tons that compose the action ‘waving hand’. The (green) shaded areas indicate
tolerance regions for the position of the joints, when the feature extractors are
applied to new skeleton patterns.
The parameter ωi is a weight assigned to the joint as a measure
of its importance in the concerned action. In the configuration
process we include a-priori knowledge about certain actions
and divide the skeleton into two parts, corresponding to the up-
per and lower parts of the body. This allows to increase the
selectivity of the configured feature extractors for actions that
involve only specific parts of the body. In Fig. 2, we show ex-
amples of feature extractors configured on poses of the action
‘waving hand’, which involves only the upper part of the body,
disregarding whether the subject is sitting or standing up. In
such case, the weights ωi of the joints in the lower skeleton are
0, so that they do not contribute to the configuration phase and
to the computation of the skeleton pose feature. This procedure
helps to limit the infra-class variations and to reduce the total
number of configured feature extractors (e.g. a feature extrac-
tor configured on a skeleton of a sat person that waves his hands
will have strong response also on the skeleton of a person that
waves hands while standing up).
42.1.2. Feature extraction
Given an input skeleton S , in the application phase, the value
of a configured feature is computed by combining a score si for
each of its joint points. The score of a joint is a measure of sim-
ilarity of its position with respect to the expected position of the
corresponding joint in the feature extractor model. In practice,
the score value follows the profile of a Gaussian function, and
it is defined as:
si(Υ, S ) = exp
−d(ζi, ιi)2(σ′i)2
 (3)
where ζi ∈ Υ and ιi ∈ S are the i-th joints in the model and
test skeletons, respectively. The function d(ζi, ιi) is the relative
euclidean distance between the position of corresponding joints
of the two skeletons w.r.t. the reference joint point. It indicates
the amount of drift of the i-th joint in the test skeleton w.r.t. its
expected position in the model. The value σ′i is the standard
deviation of a Gaussian weighting function, which determines
the amount of tolerance to the position of the i-th joint with
respect to the position of its corresponding joint in the model
Υ. It is a function of the distance d∗(ζi, ιi) between the position
of the reference point ζr and the one of the joint ιi, computed
along the skeleton segments:
σ′i = σ0 + α · d∗(ζr, ιi) (4)
where σ0 and α are parameters that regulate the amount of
tolerance. More tolerance is given to terminal joints, such as
hands and feet, since they have wider movement capabilities.
In Fig. 3, we show an example of application of one feature ex-
tractor previously configured. The two joints of the arm on the
left of the figure are not in the expected position according to
the feature model. However, their score si is not null, since their
location determined by the distance d(ζi, ιi) (blue lines) is in-
side the tolerance region determined by the Gaussian weighting
function. The use of a Gaussian weighting function accounts
for some tolerance in the relative position of joints, which pro-
vides a certain degree of generalization to similar poses.
We compute the value of the proposed feature extractor by








2.1.3. Tolerance to scale and reflection
In order to achieve robustness w.r.t. scale transformations of
the skeletons, due to varying distance between the subjects and
the video acquisition device, one can manipulate the parameters
in the feature extractor and create a new set Υλ from the original
model Υ, as follows:
Υλ = {(ai, λρi, φi, ωi)|i = 1, . . . , nΥ} (6)
where the parameter λ > 0 is a scale factor.
Furthermore, certain actions are symmetrical with respect to
the vertical axis of the body. For example, waving one hand
Fig. 3: Example of application of a pre-configured feature extractor on a test
skeleton. The (green) shaded circles refer to the tolerance regions around the
joints, while the blue lines indicate the displacement d(ζi, ιi) from the expected
joint position according to the feature model.
can be done with the right or the left arm. In such cases, we can
achieve co-variance w.r.t. reflection of the poses of interest by
modifying the model Υ, so obtaining a new set of tuples Υˆ as
follows:
Υˆ = {(ai, ρi, pi − φi, ωi)| i = 1, . . . , nΥ} (7)
We compute the value of the proposed feature, configured to
be tolerant to scale and reflection transformations, as:
rˆ(S ) = max{rΥ(S ), rΥλ (S ), rΥˆ(S )} (8)
2.2. A bank of feature extractors
We designed an iterative procedure to automatically train a
near-optimal set of M feature extractors, with the aim of re-
ducing the number of features to configure in order to effec-
tively represent the training action sequences. The value M is
a parameter. At each iteration, given an action (a sequence of
poses), we train a feature extractor on the skeleton pose in the
first frame. On the successive frames we compute the response
of the previously trained feature extractors. The frame at which
the responses of all the feature extractors are lower than a given
threshold is used as key-frame for the configuration of a new
feature extractor. We repeat this process on all the training ac-
tions. At the end of an iteration, if the total number of config-
ured feature extractors is higher than M, the selection algorithm
is repeated with an higher σ′i value. This increases the tolerance
of the configured feature extractors to variation of the skeleton
poses, and reduces the number of features needed to represent




(t) · d∗(ζr, ιi)
σ(t)0 = σˆ · σ(t−1)0
α(t) = αˆ · α(t−1)
(9)
where the values in the t-th iteration depend on the ones in the
(t − 1)-th iteration, and the parameters σˆ and αˆ are update fac-
tors. In Fig. 4, we show the selected features that represent the
basic skeleton poses of the action jumping jack.
5Fig. 4: Set of feature extractors selected with the proposed configuration algo-
rithm, that represent the action ‘jumping jack’.
The selection process results in a bank of M feature ex-
tractors. We use the responses rˆi (with i = 1, . . . ,M) of
the configured feature extractors to construct a feature vector
v = [rˆ1, rˆ2, . . . , rˆM] for the description of skeleton poses.
2.3. Action classification
We use the feature vector v in combination with a classifi-
cation system to determine the class of a given pose skeleton,
among N classes of interest. We explore two approaches to
classify a given action, which is composed of a sequence of
skeleton poses. The former is based on majority voting on the
classification of single poses, while the latter exploits a repre-
sentation of the pose sequence as a string and a classification
strategy based on string kernels, as in Brun et al. (2014).
2.3.1. Majority voting
Let us consider an action composed of a sequence of F poses.
For each pose, we compute a feature vector vi, which we use in
combination with a multi-class Support Vector Machine (SVM)
to distinguish between the N classes of interest {c1, c2, . . . , cN}.
We classify a given sequence as belonging to the class that is the
most frequent among the frame-level classifications f ci. The









1 i f f ci = c j0, otherwise (11)
It is important to point out that in the majority voting scheme,
the temporal information about the sequence of skeleton poses
is not taken into account for classification. Indeed, it has the
limitation that similar actions in terms of poses, like stand-up
and sit-down, might generate inter-class confusion.
2.3.2. Sequence classification with string kernels
We encode the sequence of feature vectors associated to an
action into a string of symbols, each of them being a prototype
pose. In order to determine the prototype pose symbols, we
use the k-Means clustering algorithm on the frame-level feature
vector. We consider the similarity of two actions as the simi-
larity between their string representation and compute it with a
string kernel based approach.
From feature vector to symbol: in the classification process
we transform the feature vectors vi into pose symbols according
to a dictionary D (of finite size |D|) which we obtain during
the training phase of the system. In details, we construct the
dictionary of pose symbols by quantization of the feature space
with the K-means clustering algorithm. The dictionary D ={
d1, . . . , d|D|
}
is the set of cluster centroids, which correspond to
the learned pose symbols.
In the application phase, the dictionary D is used to convert
the feature vector vi into the corresponding pose symbol zi, by
associating it to the closest cluster centroid d j:
zi = arg min
j
||vi − d j|| for j ∈ {1, . . . , |D|}. (12)
From action to string: for a given time instant t, the se-
quence of the last L symbols is concatenated so as to obtain the
string Zt:
Zt =< zt−L, ..., zt > (13)
The value L is the average length of the action strings contained
in the training set.
Similarity between strings: we compute the similarity be-
tween two strings in a kernel space. In more details, we ex-
ploited the fast global alignment kernel proposed by Cuturi
(2011), which computes a soft-minimum of all string alignment
scores. In this way, we are able to take into account not only
the best possible alignments, but also the contributions com-
ing from all the possible alignments. As shown by Brun et al.
(2014), this approach allows to deal with strings of different
lengths and time scales.
More formally, given the following two string of length n
and m respectively: X =< x1, ..., xn > and Y =< y1, ..., ym >,
an alignment between X and Y is a pair of increasing integral
vectors (pi1, pi2) of length p < n + m, such that 1 = pi1(1) ≤
... ≤ pi1(p) = n and 1 = pi2(1) ≤ ... ≤ pi2(p) = m, with unary
increments and no simultaneous repetitions. Let A(n,m) be the
set of all possible alignments between X and Y . The global
alignment kernel kGA, which measures the similarity between






k(xpi1(i), ypi2(i), pi1(i), pi2(i)). (14)
The kernel k is a combination of a triangular kernel kt, which
makes the global alignment kernel fast, and a weighted kernel
kw:
k(xi, y j, i, j) =
kt(i, j) · kw(xi, y j)
1 − kt(i, j) · kw(xi, y j) , (15)
where xi and y j represent two generic symbols, while i and j
encode the position of these symbols inside the strings X and
Y , respectively. The triangular kernel kt is defined as follows:
kt(i, j) =
(





where T is the order of the kernel and + refers to the fact that
kt(i, j) = 0 if |i − j| ≥ T . The idea is that if the indices of two
symbols differ by more than T , their kernel value is equal to 0.
The weighted kernel kw, introduced by Brun et al. (2014),
allows to perform a soft assignment by evaluating the distance
6f (xi, yi) between two symbols xi and yi associated to the respec-
tive centroids xi and dyi :
f (xi, yi) = ||di − dyi ||2. (17)
The kernel kw(xi, yi) is computed as follows:





d(xi, yi) + log
(
2 − e− d(xi ,yi )2σ2
)
. (19)
Classification: finally, we employ a k-NN classifier, using




We carried out experiments on three benchmark data sets for
human action recognition, namely the MSR Daily Activity 3D
dataset (MSRDA) (Wang et al., 2012), the Berkeley Multimodal
Human Action Database (MHAD) (Ofli et al., 2013), and the
MIVIA-Skeleton data set (MIVIA-S).
MIVIA-S. We collected and made publicly available for
benchmark purposes the MIVIA-S data set1. It is composed
of 10 actions performed by 10 different subjects (8 males and
2 females). Each subject performs a single action three times,
except for the waving hand action, where we collected two rep-
etitions for each hand, and for the punching action, where sub-
jects were asked to repeat four times the action. The dataset was
acquired using a Kinect depth sensor and contains, for each ac-
tion, the RGB images, the depth images and the skeleton data
(containing 20 joints). In Table 1, we report detailed informa-
tion on the composition of the data set and the average length
of action sequences.
MSRDA. This data set is composed of 16 classes of daily ac-
tions: drink (B1), eat (B2), read book (B3), call cellphone (B4),
write on a paper (B5), use laptop (B6), use vacuum cleaner
(B7), cheer up (B8), sit still (B9), toss paper (B10), play game
(B11), lay down on sofa (B12), walk (B13), play guitar (B14),
stand up (B15), sit down (B16). Each action was performed by
ten different subjects, the first time while sitting and the other
time while standing up, for a total of 320 action sequences. The
data set was recorded with a Kinect sensor and contains highly
noisy samples, i.e. the position of skeleton joints is not always
reliable, which makes the classification problem very challeng-
ing.




Fig. 5: Example of video frames from the (a) MIVIA-S, (c) MSRDA and (e)
MHAD data sets, together with (b,d,f) their corresponding skeleton poses.
ID Action Avg. length #Sequences #Frames
A1 Standing still 4 secs 30 1793
A2 Sitting still 4 secs 30 1603
A3 Waving one hand 5 secs 30 2010
A4 Waving two hands 5 secs 30 1997
A5 Clapping 4 secs 30 1869
A6 Drinking 5 secs 30 2142
A7 Punching 4 secs 30 1896
A8 Walking 5 secs 30 2103
A9 Sit down 4 secs 30 1738
A10 Stand up 4 secs 30 1703
Table 1: Details of the composition of the MIVIA-S data set.
MHAD. This data set contains 11 actions performed by 12 dif-
ferent persons (7 males and 5 females): Jumping in place (C1),
Jumping jacks (C2), Bending - hands up all the way down (C3),
Punching (boxing) (C4), Waving - two hands (C5), Waving -
one hand (right) (C6), Clapping hands (C7), Throwing a ball
(C8), Sit down then stand up (C9), Sit down (C10), Stand up
(C11). Each subject performed 5 repetitions of each action, so
resulting in 660 sequences, corresponding to about 82 minutes
of video data. Differently from the MSRDA data set, the skele-
ton information was acquired with an optical motion capture
system, which records the 3D position of active LED mark-
ers with a frequency of 480 Hz. The subjects were asked to
wear a tight-fitting suit with 43 leds and the authors recorded
7Configuration parameters for the proposed method
Parameter Description MSRDA MHAD MIVIA-S
λ Scale factor {0.75, 1, 1.25} {0.75, 1, 1.25} {0.75, 1, 1.25}
σ0 Regulate the size of the Gaussian weighting function for tolerance of joint positions
10 25 10
α 0.01 0.03 0.01
σˆ0 Update factors for the tolerance function σ′i , used in the iterative feature configuration
and selection process.
0.1 0.1 0.1
αˆ 0.5 0.2 0.2
M Number of configured feature extractors 400 1500 500
|D| Number of clusters for the vector quantization process for dictionary learning 256 64 64
T Order of the triangular kernel used in string comparison 85 125 55
σK Tolerance of Soft Weighted Kernel 1 5 1
Table 2: Configuration parameters of the proposed method for the three considered data sets, which we determined from leave-one-out cross-validation experiments.
the positions of the markers with eight motion-capture cameras
arranged in a circular configuration. The skeleton data available
in this data set is very precise and reliable.
3.2. Performance evaluation
We evaluated the performance results of the proposed
method by computing the recognition rate (RR), error rate (ER)
and miss rate (MR) on the classification of entire action se-
quences. The considered metrics are widely used in the liter-
ature on action recognition. The recognition rate is the ratio
of correctly classified actions on the total number of action se-
quences of a given class. The error rate refers to those actions
that are classified to wrong classes, while the miss rate refers
to actions classified as belonging to the background class and is
computed as MR = 1 − RR − ER.
We carried out leave-one-out cross-validation experiments
on the three considered data sets. For each action, we in turn
used M − 1 sequences to train the proposed classifiers and the
remaining one for testing. In Table 2, we report the configura-
tion parameters of the proposed method that we determined in
the cross-validation experiments.
3.3. Results and comparison
In Table 3, we report the results that we obtained on the
MIVIA-S data set. We achieved a total average recognition rate
of 0.83 using majority voting and of 0.95 using string kernel
classifiers. It is noticeable that employing an approach that
takes into account the temporal sequence of poses increases
the reliability of classification. The classification errors made
when using the action classification approach based on major-
ity voting are related to actions which share similar poses. For
instance, the actions Sit down (A9) and Stand up (A10) con-
tains the same poses, but in inverse sequence. When taking into
account the temporal sequence of skeleton pose features, the
accuracy of classification increases from 0.50 and 0.60 to 0.90
and 0.97 for A9 and A10, respectively. Similar considerations
can be made for the actions Sitting still (A2) and Standing still
(A1), which can be seen as part of the actions Sit down (A9)
and Stand up (A10).
We report the performance results that we achieved on the
MSRDA data set in Table 4. We obtained average recognition
Results on the MIVIA-S data set
Class Majority Voting String Kernel
RR ER RR ER
Standing still (A1) 0.77 0.20 0.83 0.07
Sitting still (A2) 0.60 0.40 0.97 0.03
Waving one hand (A3) 1.00 − 0.95 0.05
Waving two hands (A4) 1.00 − 1.00 −
Clapping (A5) 0.93 0.07 0.93 0.07
Drinking (A6) 0.83 0.17 0.93 0.07
Punching (A7) 1.00 − 1.00 −
Walking (A8) 1.00 − 1.00 −
Sit down (A9) 0.50 0.50 0.90 0.10
Stand up (A10) 0.60 0.40 0.97 0.03
Average 0.83 0.17 0.95 0.05
Table 3: Results achieved by the proposed method for each class in the MIVIA-
S data set.
rate equal to 0.64, error rate equal to 0.34 and miss rate equal to
0.02 when using the classification approach based on majority
voting on frame-level classifications. Classification errors are
mostly made on samples of the following classes: read book
(B3), write a paper (B5), use laptop (B6) and play game (B11).
Similarly to what we observed in the MIVIA-S data set, the
most of errors are attributable to the fact that certain actions
have many skeleton poses in common, resulting in inter-class
confusion when using static skeleton information only. We ob-
served errors also on the classification of the following actions:
sit down (B15), stand up (B16), sit still (B9). In such cases,
the majority voting scheme does not retain information about
the temporal sequence of skeleton poses, which is fundamental
to distinguish these kinds of action. We achieved higher per-
formance results (RR = 0.68) by employing the classification
approach based on string kernel, which takes into account the
information on the sequence of poses. We observed an average
improvement of the recognition rate of 0.4 for the actions B9,
B15 and B16.
Similar observations can be done on the MHAD data set, for
which we report detailed results in Table 5. We achieved aver-
age recognition rate equal to 0.85 and error rate equal to 0.15
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Class Majority Voting String Kernel
RR ER RR ER
Drink (B1) 0.70 0.20 0.90 0.10
Eat (B2) 0.70 0.20 0.30 0.70
Read book (B3) 0.60 0.20 0.50 0.50
Call cellphone(B4) 0.60 0.40 0.30 0.70
Write on paper (B5) 0.10 0.90 0.20 0.80
Use laptop (B6) 0.50 0.50 0.50 0.50
Use vacuum cleaner (B7) 1.00 − 1.00 −
Cheer up (B8) 1.00 − 1.00 −
Sit still (B9) 0.30 0.70 0.70 0.30
Toss paper (B10) 0.60 0.40 0.90 0.10
Play game (B11) 0.50 0.40 0.60 0.40
Lay on sofa (B12) 1.00 − 0.80 0.20
Walk (B13) 1.00 − 0.90 0.10
Play guitar (B14) 0.6 0.40 0.50 0.50
Stand up (B15) 0.6 0.40 1.00 −
Sit down (B16) 0.4 0.6 0.80 0.20
Average 0.64 0.34 0.68 0.32
Table 4: Results achieved by the proposed method for each class in the MSRDA
data set.
Results on the MHAD data set
Class Majority Voting String Kernel
RR ER RR ER
Jumping in place (C1) 0.82 0.05 1.00 −
Jumping jacks (C2) 0.93 0.07 0.95 0.05
Bending (C3) 1.00 − 0.92 0.08
Bozing (C4) 0.97 − 1.00 −
Waving - two hands (C5) 1.00 − 0.95 0.05
Waving - one hand (C6) 1.00 − 0.98 0.02
Clapping hands (C7) 0.93 0.07 0.92 0.08
Throwing a ball (C8) 1.00 − 1.00 −
Sit down and stand up (C9) 0.77 0.23 1.00 −
Sit down (C10) 0.42 0.58 1.00 −
Stand up (C11) 0.49 0.51 1.00 −
Average 0.85 0.14 0.97 0.03
Table 5: Results achieved by the proposed method for each class in the MHAD
data set.
by using majority voting classification on the frame-level deci-
sion. In a similar way to what we observed on the MIVIA-S and
MRSDA data sets, the classification confusions are mostly ob-
tained for the actions Sit down then stand up (C9), Sit down
(C10) and Stand up (C11), that can not be correctly distin-
guished without taking into account the temporal information
on skeleton pose sequences. The use of string kernels solves
the errors on classes C9, C10 and C11, and contributes to an
improvement of the average recognition rate up to 0.97.
We compared the results achieved by the proposed meth-
ods with the ones reported in the literature on the MHAD and
MSRDA benchmark data sets. Experiments on these data sets
MSRDA data set - Result comparision
Method Reference Accuracy
LOP Wang et al. (2012) 0.42
Depth Motion Maps Yang et al. (2012) 0.43
Dynamic Temporal Warping Mu¨ller and Ro¨der (2006) 0.54
3DTSD Koperski et al. (2014) 0.55
Eigen Joints Yang and Tian (2012) 0.58
TSD Koperski et al. (2014) 0.58
TSD+3DTSD Koperski et al. (2014) 0.63
Proposed (majority-voting) - 0.64
TSD+RTD Koperski et al. (2014) 0.65
Joint Position Wang et al. (2012) 0.68
Proposed (string-kernel) - 0.68
Hierarchical Classification Koperski et al. (2014) 0.72
HON4D Oreifej and Liu (2013) 0.80
Actionlet Ensamble Wang et al. (2012) 0.85
Table 6: Comparison of the results achieved by the proposed approach with the
ones achieved by existing methods on the MSRDA data set.
contribute to evaluate and compare the performance results of
the proposed approach used in combination with different data
acquisition devices.
In Table 6, we report the results achieved by existing meth-
ods on the MSRDA data set and compare them with the ones
obtained by the proposed methods based on trainable feature
extractors. A direct comparison of performance is possible with
the approaches that are based on the analysis of the skeleton in-
formation only. The average recognition rate that we achieved
(RR = 0.68) is comparable with the results obtained by the
method proposed by Wang et al. (2012), which are the highest
results achieved by methods that employ only skeleton infor-
mation. Better results on the MSRDA data set are obtained by
methods that take into account other information, such as color
images or depth maps, to improve the classification accuracy.
In Table 7, we report the results that we achieved on the
MHDA data set in comparison with the ones obtained by other
existing methods. The recognition rate that we achieved by ap-
plying the proposed method with string kernel based classifi-
cation (RR = 0.97) is comparable with the one obtained by
state-of-the-art approaches. Is it worth noting that the results
obtained by the classification method based on majority voting
of frame-level decisions are comparable with the ones of many
other methods, also based on deep network classifiers (Foggia
et al., 2014).
The high performance achieved by the proposed approach on
different data sets, also compared with methods based on skele-
ton analysis, are attributable to the trainable characteristic of
the proposed trainable feature extractors. The results reported
in Tables 6 and 7 demonstrate that the proposed features can be
used to recognize different kinds of actions, without requiring
the design of feature sets to specific properties of the patterns
of interest.
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Method Reference Accuracy
Reject Option Carletti et al. (2013) 0.57
Cuboids Dolla´r et al. (2005) 0.66
BOW Foggia et al. (2013) 0.73
HMW Ofli et al. (2014) 0.81
LDSP Ofli et al. (2014) 0.82
HMIJ Ofli et al. (2014) 0.83
Proposed (majority-voting) - 0.85
Deep Learning Foggia et al. (2014) 0.86
HARED Brun et al. (2015) 0.87
SMIJ Ofli et al. (2014) 0.94
Aclets Brun et al. (2016) 0.95
HAcK Brun et al. (2014) 0.97
Proposed (string-kernel) - 0.97
Table 7: Comparison of the results achieved by the proposed approach with the
ones achieved by existing methods on the MHAD data set.
4. Discussion
One of the points of strength of the method that we propose
is the trainability of the skeleton pose feature extractors, which
can be automatically configured directly from prototype sam-
ples. The automatic configuration of feature extractors from
training samples, that is among the main contributions of this
work, can be considered a kind of representation learning. In
the design of traditional pattern recognition systems, a set of
suitable features has to be engineered to describe the salient
characteristics of the data for the problem at hand. This process
often requires extensive knowledge of the application domain
and can be time-consuming. The use of trainable features is
meant to avoid the feature engineering step and to automati-
cally construct a set of suitable features from training data. The
results that we achieved on different data sets show that the pro-
posed trainable feature extractors provide the action recognition
system with flexibility and adaptability to different recording
devices and actions of interest. The concept of trainable fea-
ture extractors was introduced by Azzopardi and Petkov (2013),
that proposed COSFIRE filters for visual pattern recognition.
Successively, COSFIRE filters have been employed in various
applications of visual data processing such as contour detec-
tion (Azzopardi and Petkov, 2012), retinal vessel segmenta-
tion (Azzopardi et al., 2015; Strisciuglio et al., 2015b), curvilin-
ear structure delineation (Strisciuglio et al., 2017; Strisciuglio
and Petkov, 2017), color object recognition (Gecer et al., 2017)
and adapted for audio event detection and classification (Strisci-
uglio et al., 2016b).
Recently, deep learning and convolutional neural networks
(CNNs) raised a great interest in the pattern recognition and
computer vision communities since they are employed for
learning effective representations of the patterns of interest di-
rectly from large amount of training data. Similarly to deep
learning approaches, the proposed trainable feature extractors
can construct suitable representations of the patterns of inter-
est from training samples. The main advantage with respect to
deep learning methodologies lies in the fact that the proposed
trainable pose feature extractors do not required large amount
of data for model training, since only one prototype example is
necessary to train a new feature.
The proposed trainable feature extractors can effectively
learn representations of skeleton poses. However, they carry
one limitation that consists in describing only static informa-
tion: they can be applied to extract features from skeletons in
a given frame, i.e. at a fixed time instant. Hence, as an ex-
tension w.r.t. to our previous work (Saggese et al., 2017), we
employ the proposed feature extractors into an architecture that
takes into account the temporal evolution of pose sequences
in order to increase the reliability and accuracy of classifica-
tion. We represented the action as a sequence of symbols, i.e.
a string, where each pose is a particular symbol, and used an
action classifier based on string kernels. The combination of
effective skeleton pose features and a mechanism for temporal
integration of frame-level decisions provides reliability and al-
lows to distinguish those actions that are composed of similar
poses. Actions like stand up and sit down, which can likely
be confused if analyzed at fixed time instants only, are robustly
distinguished when the time dimension is taken into account. In
principle, the proposed trainable feature extractors can be cou-
pled with any other technique for classification of time series,
such as Hidden Markov Models (Li et al., 2015) or temporal
bag of words (Gui and Yeh, 2014).
A considerable property of the proposed feature extractors is
that they account for tolerance w.r.t. the expected position of
skeleton joints. This contributes to achieve robustness to defor-
mations of the patterns of interest, and provides generalization
capabilities to the proposed pose feature extractors that strongly
responds to the same skeleton pattern used for configuration but
also to modified versions of it.
A key requirement for action recognition systems, especially
in robotics, is real-time response. The computational load of the
proposed features is very low, since it consists of only shifting
and multiplication of joint weighting function and real-time im-
plementation for a the recognition of a reduces set of action was
successfully realized2. However, in order to build a system that
recognizes a larger number of actions, it is required to optimize
the set of learned feature extractors that has to be compact for
efficiency and effective for accuracy. In that respect a feature
selection and optimization technique, like the ones presented
for selection of relevant trainable features for the application at
hand can be applied (Strisciuglio et al., 2015a, 2016a), on top
of the feature set construction algorithms that we proposed in
this work.
5. Summary and conclusion
In summary, the contributions of this work are the follow-
ing: a) novel trainable feature extractors for skeleton pose de-
scription whose structure is determined in an automatic con-
figuration process on a single training skeleton, b) a selection
method to configure a nearly-optimal set of feature extractors,
2A demo video is available at: http://www.mivia.unisa.it/
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c) a method for the recognition of human actions based on string
kernels for the temporal integration of skeleton poses, d) the
MIVIA-S data set of RGB-D videos and corresponding skele-
ton information of human actions recorded with a Kinect sen-
sor, which we made publicly available for benchmark purpose.
The results that we achieved on three benchmark data sets,
namely the MIVIA-S, MSRDA and MHAD data sets (recog-
nition rate equal to 0.95, 0.68 and 0.97, respectively) demon-
strate the effectiveness of the proposed trainable feature extrac-
tors and their temporal integration with string kernels.
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