Modularity is an attribute of a system that can be decomposed into a set of cohesive entities that are loosely coupled. Many cellular networks can be decomposed into functional modules-each functionally separable from the other modules. The protein complexes in physical protein interaction networks are a good example of this, and here we focus on their origins and evolution. We investigate the emergence of protein complexes and physical interactions between proteins by duplication, and review other mechanisms. We dissect the dataset of protein complexes of known three-dimensional structure, and show that roughly 90% of these complexes contain contacts between identical proteins within the same complex. Proteins that are shared across different complexes occur frequently, and they tend to be essential genes more often than members of a single protein complex. We also provide a perspective on the evolutionary mechanisms driving the growth of other modular cellular networks such as transcriptional regulatory and metabolic networks.
INTRODUCTION
Modularity is a widespread concept in computer science, cognitive science (Cohen & Tong 2001) , organization theory (Langlois 2002 ) and other scientific and technological fields. It allows a complex system or task to be broken down into smaller, simpler functions. At the same time, the individual modules can be modified or operated on independently. Thus, changes in one part of a system should not affect other parts.
In biology, the concept of modularity has a long history (see Winther (2001) for a recent review). In comparative anatomy, structural modules representing the parts of an organism, usually at the adult stage, have been discussed since Cuvier & Saint-Hilaire in the late eighteenth century. Concomitantly embryologists were recognizing developmental modules as parts that change over embryonic time. In the 1930s, Needham postulated that development consists of distinct processes that while operating in coordination, can be dissociated into separate elements (Needham 1933) . He proposed that these can evolve separately from each other, thereby laying the foundation for the present-day study of the evolution of development.
During the development of multi-cellular organisms, cells differentiate into separate cell lineages, which make up different developmental modules, such as the endo-, ecto-and mesoderme. Each cell itself can be viewed as a module at a lower level of organization of the organism. These cell 'modules' come in different flavours, as illustrated by the lymphocytes (round green) and dendritic cells (grey) in panel (c) of figure 1.
A few years ago, it was proposed that biological processes within individual cells are modular (Hartwell et al. 1999) . These modules were called 'functional modules'. They are discrete entities whose function are separable from those of other modules, and are composed of many types of molecules whose interactions underlie the function of the module (Hartwell et al. 1999) . The availability of complete genome sequences for more than 200 organisms, as well as a variety of genome-scale datasets of functional genomics and proteomics information has revealed the prevalent modular nature of cellular systems. For example, protein-protein interaction (Rives & Galitski 2003; Spirin & Mirny 2003; Pereira-Leal et al. 2004) , generegulatory (Ihmels et al. 2002; Segal et al. 2003) and metabolic networks (Ravasz et al. 2002) have all been shown to display a modular organization, in which the modules correspond to discrete functional units. This level of modularity within cells is illustrated by the protein complex, signal transduction pathway and metabolic pathway in panel (b) of figure 1. Here, we will be primarily concerned with the origins and evolution of protein complexes as cellular modules.
Modularity is an established notion even at the level of the individual subunits of a protein complex. Proteins are composed of structural domains, which are in most cases autonomous folding units. These modules are the building blocks of proteins, which can be reused and combined in different ways in evolution (Levitt & Chothia 1976; Chothia 1992; Vogel et al. 2005) . The modular organization of protein structure facilitates the combinatorial generation of complexity as well as structural and functional diversity. It has further been claimed that these domains are themselves modular (reviewed in Soding & Lupas (2003) ).
This brief review of the concept of modularity at different scales shows that it is an important principle in biology. Here, we will focus on the intermediate biological scale of cellular networks, with an emphasis on the protein interaction network. We first discuss the definitions of modules in different cellular networks, and the extent to which it is possible to propose objective criteria defining a functional module. We then focus on protein complexes, modules in the proteinprotein interaction networks, to discuss the origins and evolution of modularity in cellular networks. Finally, we turn our attention to how evolution at the module level contributes to the evolution of the network as a whole. (Murzin et al. 1995; Andreeva et al. 2004) . A domain from the same superfamily is also found in the multi-domain protein EF-TU from T. thermophilus [1exm], also shown as a red cartoon. The two other domains belong to the SCOP superfamilies Translation proteins (pink) and EF-TU/eEF-1alpha/eIF2-gamma C-terminal domain (violet). (b) Modularity at the cellular level-most proteins work in a cooperative manner with other proteins and form functional modules.
Here we show three distinct types of functional modules: (i) a protein complex-the B. taurus ATP synthase [1e79]. Here six protein chains (three red and three orange) that all contain the P-loop containing nucleotide triphosphate hydrolase domain (cartoon representation) as well as several other domains, assemble and form a ring; (ii) a signalling pathway-mating response MAPK pathway in yeast (Schwartz & Madhani 2004) ; (iii) a metabolic pathway-mevalonate pathway. (c) The diversity of cellular types is a consequence of the distinct arrangement of modules at lower levels, and cells are themselves modules from which tissues are built, such as the dendritic cells (grey) and lymphocytes (green) shown here (microscopy image courtesy of Milka Sarris).
DEFINING MODULES IN CELLULAR NETWORKS
Cellular networks can be partitioned into functional modules, which accomplish discrete biological functions in isolation from other modules in the networks (Hartwell et al. 1999) . Isolation in this context can signify spatial, chemical and temporal separation. In this section, we will discuss how different ways of partitioning cellular processes relate to the general definition of modularity in terms of isolated functional entities.
In the physical protein interaction network, protein complexes are an obvious example of entities that are spatially and chemically isolated. Stable protein complexes are assemblies of proteins, which form many interactions with each other and therefore are cohesive and strongly connected to each other in the context of the larger protein interaction network. Furthermore, stable protein complexes can frequently be reconstituted in a functional form independently of the rest of the protein interaction network. Thus, they are clearly functional modules.
In stable complexes, protein interfaces are typically large, with buried surface areas frequently larger than 2500 Å 2 , involving long-lived hydrophobic contacts (Janin et al. 1988; Janin & Chothia 1990) . One example is the F1Fo ATP synthase shown in figure 1. However, not all protein complexes are stable-many assemble and disassemble on far shorter time-scales (less than 1 s). These interactions between proteins involve smaller interfaces, burying surface areas typically less than 2000 Å 2 and hydrophilic contacts (Lo Conte et al. 1999; Chakrabarti & Janin 2002) . A recent study on the dynamics of protein interactions during the budding yeast cell cycle revealed many transient complexes, which assemble at specific stages during the cycle (de Lichtenberg et al. 2005) . Well-known examples are dimers between cyclin-dependent kinases and cyclins, the mitotic checkpoint complex (Lew & Burke 2003) and the chromosomal passenger complex (Vagnarelli & Earnshaw 2004) . In these examples, the individual proteins coalesce into transient complexes. Thus, functional modules may be established by strong and weak physical interactions between their components.
Protein complexes, stable and transient, display strong interactions within the complex and weak interactions to components outside the complex. This is analogous to the definition of modularity in the context of evolutionary developmental biology, in which modules should display strong connections within and weak connections outside the module (Winther 2001) . This is perhaps the most well-known characteristic of functional modules, underlying a variety of algorithms for the detection of modules in cellular networks, such as of transcriptional clusters (Brazma & Vilo 2000) .
A related notion is that there should be more connections among the module's components than outside the module. This is the same as stating that a functional module corresponds to a clique in the network (Watts & Strogatz 1998) . This principle has also been successfully used to identify functional modules in cellular networks from a variety of data types, for example from protein-protein interaction data (Bader & Hogue 2003; Rives & Galitski 2003; Spirin & Mirny 2003; Gagneur et al. 2004; King et al. 2004; Pereira-Leal et al. 2004) . In many cases there is an overlap between the two concepts. For example, the F1Fo ATP synthase complex was recovered from a protein-protein interaction network on the basis of there being more connections within the complex than to the outside (Pereira- , but this is also a stable complex with high affinity interactions betweens its subunits (Stock et al. 2000) .
Not all functional modules require physical interactions of all the components at the same point in time. A signal transduction cascade can be seen as an information-processing module involving a succession of interactions, where the separation is accomplished by the specificity of the interactions, rather than that all components co-localize in time and space. One example, shown in panel (b) of figure 1, is the yeast MAPK pathway controlling mating response (Schwartz & Madhani 2004) .
Furthermore, it should be noted that functional modules do not require a physical interaction between components. For example in a metabolic pathway, connections are established by the product of one enzyme being the substrate of the next enzyme in the cascade, independently of any physical interactions between enzymes. An example of such a pathway is shown in panel (b) of figure 1. Hence, in order to define functional modules in cellular networks, we need to consider not only direct physical interactions but also indirect connections such as metabolic interactions, gene regulatory interactions and so forth. Thus, a functional module does not have to be a structure defined in time and in space, like a protein complex, but may also be conceptualized as a process (Schlosser 2004) .
There are many anecdotal examples of protein complexes, metabolic and signalling pathways and sets of co-expressed genes that are conserved in evolution. These functional modules can also be evolutionary modules. The success of methods like phylogenetic profiling at identifying functionally associated genes ) and clusters of genes that appear to be functional modules (Snel et al. 2002; von Mering et al. 2003) suggests that this is a good criterion for modularity at the cellular level. However, it was recently shown that not all types of putative modules display the same degree of evolutionary conservation . Therefore, functional modules are not necessarily evolutionary modules in all cases. We will return to this point later when discussing the evolution of functional modules.
In summary, there are distinct types of functional modules in cellular networks. They are defined by the nature of their components and by the types of interaction established within the module (Hartwell et al. 1999) . From these we can derive a variety of criteria for defining functional modules in cellular networks. Many of these criteria overlap. For example a conserved, stable protein complex displaying many interactions between subunits conforms to three distinct criteria. As a rule of thumb, 'the more criteria a . unit fulfils, the more justified we are in deeming it a module' (Winther 2001) . Any one criterion in Evolution of functional modules J. B. Pereira-Leal and others 509 isolation will fail to encompass all types of functional modules, as each criterion only captures one aspect of cellular organization.
In this text, we focus on protein complexes as modules in the protein interaction network. Their subunits have more connections and/or are more strongly connected to other subunits than to proteins outside the module, and they form individual structures at a given point in space and time. They are frequently evolutionary modules existing in other cells and organisms, and many can be reconstituted in vitro and can be shown to perform the same function outside the native cell. Thus, of all the types of modules discussed above, protein complexes are the most clearly defined functional modules in cellular networks.
THE ORIGINS OF MODULARITY: PHYSICAL PROTEIN INTERACTIONS AND PROTEIN COMPLEXES
Most proteins establish physical interactions with other proteins and many form oligomeric structures (Marianayagam et al. 2004) . These complexes achieve functions that transcend the sum of the isolated subunits, thus illustrating one of the many positive consequences of modularity. Furthermore, complex formation can provide robustness against mutation and chemical attack (Hartwell et al. 1999) , as well as propitiate evolvability, i.e. the organism's ability to generate heritable, selectable phenotypic variation (Kirschner & Gerhart 1998; Hansen 2003) . But how did modularity emerge in evolution? The evolutionary mechanisms driving the emergence of functional modules, and of modularity in cellular networks are poorly understood. In this section, we will discuss the evolutionary mechanisms driving the formation of protein complexes, and attempt to contextualize such mechanisms into the more general questions of the origins of cellular modularity. We will divide the problem into three questions as postulated by Winther (2001) .
First, is modularity in cellular networks an ancestral trait, or was it acquired later, i.e. is a derived character? The genome of Last Universal Common Ancestor (LUCA) is believed to have already coded for the protein complexes that represent the core transcriptional and translational apparatus Makarova et al. 1999) . One example is the RNA polymerase, a protein complex that exists in several forms in all known organisms (figure 2). This and other anecdotal examples suggest that protein complexes were established very early in evolution, which is consistent with modularity as an ancestral trait. Can we generalize this? Analysis of the phylogenetic extent of all yeast proteins showed that essential proteins are the most widely conserved in different branches of the tree of life and therefore the most ancient . At the same time, essential proteins tend to be subunits of protein complexes (table 1), suggesting that protein complexes were formed early in evolution. Thus, although we are limited by the resolution of the methods available to us, protein complexes are frequently conserved in all domains of life. This suggests that modularity is an ancestral feature of biological systems. However, it was shown that evolutionary conservation increases from monomeric proteins to members of transient complexes and finally to components of stable protein complexes (Teichmann 2002) . This general trend suggests that these conservation patterns are linked to the constraints imposed by the protein-protein interfaces rather than being purely a signal of phylogenetic distribution.
The second question is whether modularity in cellular networks emerged as the result of integrating bacteria archaea eukaryota Figure 2 . DNA-directed RNA polymerase in the three major branches of the tree of life. The bacterial RNA polymerase structure is from T. aquaticus [1iw7]. The eukaryotic RNA polymerase is from S. cerevisiae [1i50] . No structure is available for the archaeal RNA polymerase, but its subunit composition is known to be similar to the eukaryotic enzyme (Bell & Jackson 2001) , so it is displayed as a transparent version of the eukaryotic protein complex. The three RNA polymerases exhibit striking structural and functional similarities (Woychik & Reinberg 2001) . Structurally and functionally equivalent protein chains are shown in the same colour. Table 1 . Yeast proteins in complexes. ( p(C) is the probability of a protein to be part of a complex. p(CjE) and p(CjNE) represent the conditional probabilities of a protein being part of a complex given that the protein is essential (E) or nonessential (NE). The datasets of protein complexes in yeast are the manually curated complexes from MIPS database (Mewes et al. 2002) , and the results of two large-scale protein complex purification experiments followed by mass spectrometric identification of proteins: TAP (Gavin et al. 2002) , HMS-PCI (Ho et al. 2002) .) disconnected parts, or whether it is the result of parcellation of an integrated whole. Division of a long gene or a multi-functional protein complex into many separate genes might be favourable in order to limit the function of each gene to one or a few cellular processes, which would limit the effect of damaging mutations. This is also termed differential suppression of pleiotropic effects of genes involved in different cellular processes (Wagner 1995) . At the single protein level we see that both routes are used in evolution-both gene fusion and fission are used to generate new proteins . However, fusion is about four times more prevalent than fission Kummerfeld & Teichmann 2005) . In either case, the individual component proteins often physically interact , which is the basis of the Rosetta stone method for predicting protein-protein interactions (Enright et al. 1999; Marcotte et al. 1999) .
Besides the heteromeric interaction of separate proteins that have evolved by fusion and fission, homomeric complexes are highly abundant. We can only accurately and simultaneously quantify the stoichiometry and type of interaction of proteins in the datasets of protein complexes of known threedimensional structure, which may represent a biased view of the protein universe. As shown in figure 3 , we have dissected the Protein Quaternary Structure (PQS) database (Henrick & Thornton 1998) into purely homomeric, mixed and purely heteromeric complexes. To do so we prepared a non-redundant set of protein complexes by considering complexes as graphs where the nodes are the protein subunits and lines are the contacts between these subunits, as illustrated by the cartoons in figure 3 . Two complexes are considered identical if they have the same number of subunits from the same protein families as well as the same pattern of contacts between subunits. In our non-redundant dataset, we found that about 90% of the complexes contain interactions between identical proteins.
The prevalence of homo-oligomers is undoubtedly due to the advantages conferred by this type of complex: improved stability, allosteric regulation, multivalent binding, control over accessibility and specificity of binding sites as well as increased complexity (Goodsell & Olson 2000; Marianayagam et al. 2004) . This is accomplished at the same time as reducing genome size and introducing increased error control during synthesis (Goodsell & Olson 2000; Marianayagam et al. 2004) . Protein interfaces of homomeric complexes are mainly hydrophobic (Bahadur et al. 2003 (Bahadur et al. , 2004 , making the creation of such structures simple and optimizable. The latter property stems from the fact that in a hydrophobic, homomeric interface, one single mutation towards hydrophobicity is advantageous on both sides of the interface. Furthermore, domain swapping may provide an alternative and/or complementary simple and frequent route for the establishment of homomeric interactions (Liu et al. 1998; Liu & Eisenberg 2002) . In summary, although parcellation of large peptides into interacting subunits of complexes is observed in the generation of hetero-oligomers, it appears that self-interactions lie at the heart of many stable protein complexes. Their establishment is sufficiently easy and advantageous to represent a preferred evolutionary route.
The third and final question is whether modularity is a result of the basic mechanisms of network growth, i.e. the result of self-organization by neutral evolution, or instead is a result of selection shaping the structure of the network (Wagner 1995) . The evolution of cellular networks has been the subject of much recent interest, in particular regarding the origins of characteristics of the architecture of networks such as scale-free topologies and small-world character. A scale-free network displays a power law distribution of node degree, which translates as most nodes establish few connections, whereas a small number of nodes, the hubs, display a very large number of connections. The small-world character, sometimes described as 'six degrees of separation', describes networks with high clustering and short average path-lengths, which is to say that starting from any one node in the network, we can reach any other node in a small number of steps by following the connections in that network (Strogatz 2001; Barabasi & Oltvai 2004) . The scale-free structure of the network conveys robustness ( Jeong et al. 2000) , whereas the speed of perturbation spread and reduced response time are associated with the small-world character. These advantageous traits may be under selection (Fell & Wagner 2000; Guelzim et al. 2002) , but theoretical modelling approaches have revealed that networks with topologies comparable to real world networks can be evolved by simulations based on cycles of network growth using very simple principles. For example, if new nodes added to a network are preferentially attached to the most connected nodes, scale-free networks emerge (Barabasi & Albert 1999) . However, the biological relevance of this model is unclear (Qin et al. 2003; Kunin et al. 2004; . A more biologically reasonable approach considers that networks grow by duplication of nodes, followed by divergence of a node's interactions relative to the interactions of its ancestor (Pastor-Satorras et al. Using theoretical approaches, simulated networks with parameters comparable to those of real-world cellular networks have been obtained. In particular, these networks are characterized by a clustering coefficient that is higher than expected in randomized networks. The clustering coefficient is a parameter that captures the cliquishness, or local clustering of a network (Watts & Strogatz 1998 ). As we saw above, functional modularity can be defined by densely connected sub-graphs, i.e. cliques in the network. A highly clustered network is a network that is rich in these types of modules. Some transcription factor families exemplify this clique formation by evolution through duplication and divergence. A recent case study of several transcription factor families suggests that the duplication of an ancestral homomeric protein underlies the creation of cliques that could be equated with modules in protein interaction networks (Amoutzias et al. 2004 (Amoutzias et al. , 2005 . Thus, at least one type of modularity can be a side effect, a simple consequence of gene duplication. For this type of modularity we do not have to invoke selection as a driving force.
How generic are these conclusions about protein complexes and the protein interaction network to other cellular networks? The genome of the LUCA is believed to include most metabolic pathways of central metabolism, suggesting that metabolic networks, as far as the resolution of our current methods takes us, were modular Makarova et al. 1999) . However, in these networks, duplication is rarely accompanied by conservation of interactions (Teichmann et al. 2001) , suggesting that although modularity is an ancestral character of metabolic networks, it is not achieved by duplication with conservation of interactions. In gene regulatory networks, we find that many of the protein complexes are conserved, namely the polymerases and general transcriptional regulatory complexes (Coulson et al. 2001; Coulson & Ouzounis 2003; Babu et al. 2004) . In many cases, duplication followed by divergence of DNA specificity was used in evolution to expand the repertoires of transcription-associated proteins . In §4, we will discuss functional divergence of protein complexes in more detail.
MECHANISMS OF SPECIALIZATION OF MODULES
Above we discussed protein complexes as an ancestral modular characteristic of protein interaction networks, and the different ways of evolving new protein interactions, including self-interactions in homomeric complexes and gene duplication. Now we ask, once the complexes are established, how do they evolve? In the field of artificial intelligence, theoretical simulations in neural networks have shown that duplication and specialization of entire modules is an effective mode of network growth (Calabretta et al. 1998 (Calabretta et al. , 2000 . In biology duplication, like modularity, is observed at different levels of complexity. For example in genomes, duplication of individual genes is a major mechanism of evolution (Teichmann et al. 1998) , and is most frequently accompanied by functional specialization (Lynch & Conery 2000; Prince & Pickett 2002; Lynch & Katju 2004) .
Above, we mentioned that gene duplication followed by conservation of protein interactions has contributed about 40% of the interactions of the yeast protein interaction network ). In the same work, we investigated whether protein complexes as a whole also duplicate, and the functional consequences of such duplications. We developed an algorithm to detect duplication of modules, which is based on pairwise matching of components of different modules. This algorithm uses structural domain assignments and protein sequence similarity to determine whether two subunits of complexes are homologous. We then analysed three datasets of protein complexes in Saccharomyces cerevisiae, and showed that even with very conservative criteria, we detect between 7 and 20% of duplicated complexes in all three datasets, as shown in figure 4 . In most cases, duplicate complexes share some protein components in addition to duplicated proteins. We term this scenario 'partial duplication' of complexes, while 'complete duplication', in which all subunits are duplicates, are rarer.
We then investigated the functional consequences of these duplications and observed functional specialization in all studied cases. This means that the core catalytic activity or ligand-binding activity of homologous complexes is retained, while the substrate specificity changes. The conservation of the core function appears to be more conserved among duplicate complexes than among families of individual proteins, though this is hard to quantify. The adaptin (AP) complexes shown in figure 4 are a good example of this functional specialization of duplicate complexes: all are adaptor complexes which mediate binding to coat proteins in the context of vesicular trafficking pathways, but each complex acts on distinct sets of vesicles and in separate pathways (Boehm & Bonifacino 2001) . Though our study was limited to yeast, there are anecdotal examples suggesting that duplication of protein complexes is widespread in evolution. Mammals, for example, display an additional duplicate of the AP complexes, AP-4 (Boehm & Bonifacino 2001) .
Duplicated modules across 10 genomes from the three kingdoms of life were also identified by Eisenberg and co-workers (Li et al. 2005) using an approach based on cluster analysis of proteins with similar phylogenetic profiles. This approach does not use prior knowledge of protein complexes, but appears to predict physical interactions rather than any other type of functional association between proteins. All 10 genomes investigated in this study displayed duplicated protein complexes.
In summary, there is clear evidence that protein complexes have evolved by extensive duplication within and across complexes. Incremental evolution by partial duplication is the most common scenario, though some complete duplications of all the components of a complex do exist. After duplication, the functions of complexes diverge in such a way that the core function is conserved while functional specialization is achieved.
How general are these results for other biological interactions? In transcriptional regulatory networks, duplicate transcription factors and target genes frequently inherit regulatory interactions . Although duplication of groups of coregulated genes has not been investigated to our knowledge, it is possible that similar mechanisms may operate in these networks. In metabolic pathways, serial duplication of multiple enzymes is observed rarely, if at all. Duplicate enzymes are distributed across the metabolic network without any coherence, because substrate specificity can change rapidly in evolution (Teichmann et al. 2001) . Therefore, duplication is unlikely to be a mechanism used in evolution to generate novel, specialized metabolic pathways.
NETWORKS OF MODULES IN EVOLUTION
Although modularity confers a degree of isolation to the function accomplished by each module, modules do not exist in isolation. Functional modules exchange matter and information with each other, forming complex networks. Now we consider the evolution of functional modules within these higher-order networks. Do modules delimit mutational change in order to isolate change from the rest of network (Wagner 1996; Wagner 2005) ? Or in contrast do they represent evolutionarily stable units that, once established, maintain their composition and do not evolve. These questions are particularly important in the understanding of the role of modularity in evolvability: does evolution tinker with the connections between modules, or with the modules themselves (Hartwell et al. 1999) ?
In a study of protein interactions in the yeast S. cerevisiae (Han et al. 2004) , highly connected proteins were found to fall into two categories: 'party' and 'date' hubs. The first type of hub binds all its partners simultaneously and these interactions are proposed to be established within a functional module (Han et al. 2004) . In contrast, the date hubs interact with different partners at different times, and are proposed to bridge distinct functional modules (Han et al. 2004) . Thus, these data provide a tool to test evolutionary constraints of proteins within and outside modules. When the nucleotide substitution rates of these types of hubs were studied, it was revealed that even though both date and party hubs accept fewer substitutions over time than other nodes (Fraser 2005) , party hubs are the most evolutionarily constrained of the three categories, with date hubs only slightly more constrained than non-hubs (Fraser 2005) . The party hubs are frequently subunits of protein complexes (Han et al. 2004; Fraser 2005) . Thus, these results are in agreement with Teichmann (2002) , who showed that components of stable protein complexes are more conserved in evolution than those of transient protein complexes. The larger interface sizes in stable compared to transient protein complexes imposes a greater constraint on their sequences, thus resulting in tighter sequence conservation.
The success of phylogenetic profiling to identify functional modules (for example, Date & Marcotte 2003; von Mering et al. 2003) gives further support to the notion of modules as evolutionarily conserved entities. However, it has recently been questioned to what extent a functional (Mewes et al. 2002) TAP: a set of protein complexes identified by high-throughput purification of tagged proteins and mass spectrometry (Gavin et al. 2002) . HMS-PCI: another set of protein complexes identified by large-scale experiments in yeast (Ho et al. 2002) . Circles with error bars represent the random expectation module is also an evolutionary module ). The answer is that it depends on the nature of the module. For example protein complexes are more likely to be evolutionarily conserved than co-expression clusters .
In summary, at least for a subset of functional modules, modularity does seem to play a role in evolvability in the sense that modules such as protein complexes are evolutionarily conserved. This suggests that evolution tinkers with the connections between modules, rather than with the modules themselves (Hartwell et al. 1999) . In fact, signalling pathways can be co-opted in different developmental contexts, suggesting that a functional module can in fact be a reusable unit that can be wired into different contexts. One example is the signalling module containing sonic hedgehog, which is used in both scale and feather development (reviewed in True & Carroll 2002) .
Does this mean that evolution does not tinker with the modules themselves? It must, otherwise it would not be possible to develop modules that are functional. In this respect, the robustness conveyed by the modularity of cellular networks may be an important factor in developing new functionalities, and hence in its evolutionary adaptability.
In fact, robustness was proposed recently to play an important role in evolvability (Wagner 2005 ). The argument is as follows. Robustness implies that most mutations will have little or no phenotypic effect-they are neutral. Thus, these mutations are invisible to selection and cannot be a source of innovation, and hence cannot promote evolvability. However, if these mutations in the robust system do not change its primary function, i.e. the system can perform its function irrespectively of the mutations, then these neutral mutations may be the seed for later functional innovation and allow 'exadaptations'-organismal features that become adaptations long after they arise (Wagner 2005) . At the molecular level this is possible, and some argue that it is indeed common Aharoni et al. 2005) . For example, Tawfik and co-workers recently showed that using laboratory-directed evolution they could optimize the promiscuous activities of enzymes without losing the primary function of the enzyme (Aharoni et al. 2005) .
Not just promiscuous enzymes, but also proteins that are part of two or more complexes are multifunctional. As described above, the same protein can become a member of two complexes if its binding partner(s) duplicate, giving rise to two homologous complexes by partial duplication. If the duplicate complexes are formed in the cell at the same time, different molecules of the shared protein are part of the different complexes. If the duplicate complexes assemble and disassemble in a dynamic manner, the shared protein forms a link between the two modules, connecting them within the protein interaction network.
The shared components of multiple complexes are pleiotropic, which means that mutations in these genes will have manifold effects. We would expect such proteins to be subject to a more intense purifying selection than proteins that are part of only a single complex. In addition, essential proteins tend to be part of protein complexes more frequently than nonessential proteins (table 1), so we would expect proteins that are members of multiple complexes to be even more likely essential. When we calculate the fraction of proteins that are essential for proteins in one or multiple complexes in three different datasets, there is a consistent trend for a larger fraction of the multicomplex proteins to be essential (figure 5). This result confirms the important role of duplication in conferring robustness against mutations on an organism. Thus, duplication of complexes has several outcomes: proteins shared between complexes link the modules in the protein interaction network, duplicate complexes can specialize functionally or evolve new functions by exadaptation, and duplication reduces pleiotropy of proteins that are part of a single complex, while proteins shared across multiple complexes are more likely to be essential.
OUTLOOK
Here, we have addressed the evolution of protein complexes as functional modules from different perspectives. Analysis of complexes of known threedimensional structure suggests that formation of protein complexes by homomeric interactions of the same protein is a major mechanism for complex evolution (figure 3). We showed, in three different datasets of experimentally defined complexes in yeast, that duplication of complexes has occurred for a considerable fraction of these. The duplication events result in functional specialization of the new product, as exemplified by the adaptin complexes in protein trafficking (figure 4). Most of these duplications are partial duplications of complexes, leaving proteins that are shared between multiple complexes. This contributes to the modular network of protein interactions, and reduces pleiotropy of the duplicated proteins. The proteins shared across several complexes thus have an increased tendency to be essential (figure 5). Using the three protein complex datasets in S. cerevisiae we determined the probability that a protein is essential ( p(E)) if it is part of a single complex (white bars) or multiple complexes (black bars).
These insights into the evolution of protein complexes still leave us with challenges in terms of understanding the modular nature of cellular networks. For instance, the duplication of complexes, with shared components across several complexes, raises the question of how modules are connected in time and space, and how to take into account the dynamics of module assembly and disassembly. If the shared proteins are permanently associated with each of the duplicate complexes, then they are represented by different molecules, even if the duplicate complexes exist at the same time in the cell. If the shared proteins are transiently associated with the duplicate complexes, then they can form links between the modules and, in certain cases, could be viewed as forming higher order modules consisting of multiple protein complexes.
This raises the issue of the overlap between the different definitions of functional modules. For instance, a protein complex such as the F1Fo ATP synthase shown in panel (b) of figure 1 is a functional module itself, but is also a member of a metabolic pathway, in this case the mitochondrial electron transfer chain, which is itself a module as illustrated by the first example in panel (b) of figure 1. This shows that cellular organization can be described effectively by a hierarchy of modules.
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