Abstract. We consider the approximation of a convolution of possibly different probability measures by (compound) Poisson distributions and also by related signed measures of higher order. We present new total variation bounds having a better structure than those from the literature. A numerical example illustrates the usefulness of the bounds, and an application in the Poisson process approximation is given. The proofs use arguments from Kerstan (1964) and Roos (1999b) in combination with new smoothness inequalities, which could be of independent interest.
1. Introduction 1.1. Aim of the paper. Nowadays, there are numerous results in the (compound) Poisson approximation of convolutions of probability distributions (cf. Arak and Zaȋtsev, 1986; Barbour et al., 1992) . However, it turned out that the investigation in the multidimensional case is somewhat difficult. Even in the simple case of Poisson approximation of the generalized multinomial distribution, the correct order of approximation is not exactly known. Indeed, to the best of our knowledge, the literature does not contain any lower and upper total variation bounds differing only by an absolute constant factor. The problem here is that not only the number of convolution factors but also the dimension can be arbitrarily large. But there are useful approximation results, see, e.g., Franken (1963) , U. Herrmann (1965b) , Deheuvels and Pfeifer (1988) , Roos (1999b) , Barbour (2005) . In this paper, we show how some bounds from Roos (1999b) can be further substantially improved. We also indicate how these improved bounds in combination with ideas in Roos (2007) can be useful in the compound Poisson approximation.
The paper is organized as follows. In the next three subsections, we explain the notation, comment on the method used, give a review of some results from the literature and discuss the benefits of some result of the present paper. Sections 2 and 3 are devoted to the main results and an application in the Poisson process approximation. In Section 4, we present some auxiliary norm estimates including smoothness inequalities as well as the proofs of the results.
1.2.
Notation. In what follows, let (X, +, A) be a measurable Abelian semigroup with zero element, that is, (X, +) is a commutative semigroup with identity element 0 and A is a σ-algebra of subsets of X such that the mapping X × X ∋ (x, y) → x + y ∈ X from (X × X, A ⊗ A) to (X, A) is measurable. In particular this implies that, for arbitrary y ∈ X, the mapping X ∋ x → x + y ∈ X is measurable as well. The approach used in this paper requires a measure theoretic setting. Random variables are rarely needed or used. Let F (resp. M) be the set of all probability distributions (resp. finite signed measures) on (X, A). Products and powers of finite signed measures in M are defined in the convolution sense, that is, for V, W ∈ M and A ∈ A, we write V W (A) = X V ({y ∈ X | x + y ∈ A}) dW (x).
Empty products and powers of signed measures in M are defined to be δ 0 , where δ x is the Dirac measure at point x ∈ X. Let V = V + − V − denote the Hahn-Jordan decomposition of V ∈ M and let |V | = V + + V − be its total variation measure. The total variation norm of V is defined by V = |V |(X). We note that the total variation distance between two finite signed measures V, W ∈ M is usually defined by d TV (V, W ) = sup A∈A |V (A) − W (A)|. However, this distance is rarely needed or used here, since d TV (V, W ) = 1 2 V − W provided that V (X) = W (X), which in concrete situations is often the case. With the usual operations of real scalar multiplication, addition, together with convolution and the total variation norm, M is a real commutative Banach algebra with unity δ 0 , see for example Section 2 in Liese (1987) . For V ∈ M and a power series g(z) = In particular, CPo(t, F ) := exp(t(F −δ 0 )) is the compound Poisson distribution with parameters t ∈ [0, ∞), F ∈ F . In other words, this is the distribution of the random sum N j=1 X j , where N , X j , (j ∈ N) are independent random variables, N has values in Z + := {0, 1, 2, . . . } and has Poisson distribution Po(t) := exp(t(δ 1 −δ 0 )) = CPo(t, δ 1 ) with mean t, whereas the X-valued X j are identically distributed with distribution F . We denote the counting density of Po(t) by po(·, t) : Z −→ [0, 1], where Z is the set of integers, po(m, t) = e −t t m m! for m ∈ Z + and po(m, t) = 0 otherwise. If F and G are non-negative measures on (X, A) and F is absolutely continuous with respect to G, we write F ≪ G. For a set A, let 1 A (x) = 1 if x ∈ A and 1 A (x) = 0 otherwise. Set 0 = ∅ and n = {1, . . . , n} for n ∈ N = {1, 2, . . . }; further, for n ∈ Z + , set n 0 = {0, . . . , n}. For a finite set J, let |J| be the number of its elements. Always, let 0 0 = 1, 1 0 = ∞ and, for k ∈ Z,
for all i, j ∈ k with i = j} be the set of all permutations on the set k. We use the standard multi-index notation:
1.3. On the method used. In our proofs, we make use of the fact that M is a real commutative Banach algebra with unity. In the (compound) Poisson approximation such an approach has already been used by various authors. For example, Le Cam (1960) , Chen (1975a) , Chen and Roos (1995) , Borisov (2003) considered measures on a general measurable Abelian group. Other authors also used Banach algebra properties under other assumptions, see, for instance, Kerstan (1964) using a complex variable approach, Deheuvels and Pfeifer (1986) using an operator semigroup framework, and Witte (1990) for a unification of these methods.
Our proofs are based on ideas of Kerstan (1964) in combination with arguments given in Roos (1999b) as well as new auxiliary norm estimates. For further papers using Kerstan's method, see H. Herrmann (1965a) , U. Herrmann (1965b) , Kruopis andČekanavičius (2014) , Upadhye and Vellaisamy (2014) , and also some of the references cited therein.
The main idea of Kerstan (1964) was to expand the difference of two univariate distributions in a certain way and to estimate the norm terms involved using the Cauchy integral formula. In Roos (1999b) , the corresponding multidimensional generalization was studied, which made it necessary to slightly modify the expansion. The norm terms have been estimated using the Cauchy-Schwarz inequality without using integrals. In the present paper, we use a different expansion (see formulas ( 4.6) and (4.7) below) and use new norm term estimates using Charlier polynomials and the Cauchy-Schwarz inequality (see Subsection 4.1).
We note that in this paper it suffices to consider measures on a measurable Abelian semigroup with zero element rather than a measurable Abelian group. This makes it possible to use our results in the Poisson point process approximation, see Section 3.
1.4. Review of some known results. Let us consider some important results for discrete distributions on (X, +,
During this subsection, let n ∈ N and, for j ∈ n and r ∈ d,
Here, e r ∈ R d is the unit vector with 1 at position r and 0 otherwise. In what follows, we discuss some bounds in the approximation of the distribution F by G.
) is a so-called Bernoulli convolution and G = Po(λ) is the Poisson distribution with mean λ. In this situation, one of the most remarkable results is the following:
The upper bounds of F − G are due to Barbour and Hall (1984, Theorem 1) , who used Stein's method to improve results of Le Cam (1960, Theorem 2) , Kerstan (1964, formula (1) on page 174) and Chen (1975b, formula (4.23) ). In their Theorem 2, they also showed a comparable lower bound with constant . The lower bound with the better constant was mentioned in Remark 3.2.2 of Barbour et al. (1992) . The estimates in (1.1) depend on the behavior of the so-called magic factor 1 λ (cf. Introduction in Barbour et al. (1992) ) and on the smallness of all p j , j ∈ n, which is reflected by n j=1 p 2 j . It is easily seen that the leading constant 2 in front of θ := 1 λ n j=1 p 2 j , resp. in front of λθ, in the upper bound (1.1) is optimal. However, formula (32) in Roos (1999a) implies that
where C denotes an absolute constant. In particular, this implies that F − G ∼ 2 πe θ as θ → 0 and λ → ∞. Here, ∼ means that the quotient of both sides tends to one. We note that the bound (1.2) is a generalization, resp. refinement, of results of Prohorov (1953, Theorem 2) and Deheuvels and Pfeifer (1986, Theorem 1.2) ; see also Barbour et al. (1992, page 2) . InČekanavičius and Roos (2006, formula (30) ), it was shown that, in the case θ < 1,
which is an improvement of formula (10) in Roos (2001) . The more general Theorem 1, resp. Corollary 1, of the latter paper implies the sharpness of the constant 3 2e . In fact, we have
where the sup is taken over all n ∈ N, p 1 , . . . , p n ∈ [0, 1] such that λ = n j=1 p j > 0 and θ = 1 λ n j=1 p 2 j t (or, alternatively, such that max j∈n p j t).
is a generalized multinomial distribution, which we wish to approximate by a product of Poisson distributions
i.e. G is a multivariate Poisson distribution with mean vector (λ 1 , . . . , λ d ). In this context, there are two papers by Franken (1963) and U. Herrmann (1965b) , which unfortunately have been largely overlooked in subsequent publications. Both papers considered more general convolution factors. Under our assumptions, some of the results are as follows. Franken (1963, formula (1) on page 102) used direct calculations to show a multivariate version of Proposition 1 of Le Cam (1960) . His inequality reads as
and was later rediscovered by McDonald (1980, Theorem 1) using coupling arguments. We note that Franken (1963, formulas (2) and (3) on page 102) also proved two bounds for the point metric; one of these however can, under the present assumptions, be replaced by a bound of a better order, cf. Roos (1998, Theorem 2). U. Herrmann (1965b, formula (0) on page 18) proved a bound containing a magic factor by using the method of Kerstan (1964) : If max j∈n p j 1 4 , then
Consequently, in view of (1.1), we see that, in order to obtain a new bound, which is of the right order in the case d = 1, one could simply take the minimum of the right-hand sides of (1.5) and (1.6). But, as is shown below, it is possible to get bounds having a better structure concerning the minimum term. Indeed, the following interesting bound containing a magic factor was shown by Barbour (1988, Theorem 1) using Stein's method:
where c λ = 1 2 + max{log(2λ), 0}. Unfortunately, the term c λ is logarithmically increasing in λ and therefore the upper bound in (1.7) does not have the correct order in the case d = 1, see (1.1).
An improvement of (1.7) without logarithmic factor was shown in Roos (1999b, Theorem 1) using some modifications in the method of Kerstan (1964) . Let
We note that
The following estimate is valid without any restrictions:
It is clear that (1.11) or (1.12) should be preferred over (1.6), because of the term 
λr , so that the difference in the order is the factor d, if we consider the first entry in the minimum terms in (1.9). On the other hand, for a precise comparison of (1.11) with (1.6), let us assume that max j∈n p j 1 4 and that γ :
, such that the right-hand side of (1.6) is smaller than the trivial bound 2. If we now use the crude estimate 2α 0 g(
, then, since γ 2 9 , (1.11) implies the bound 5 2 γ, which is better than the one in (1.6).
In the present paper, among other results, we show the following further improvement of (1.11) and (1.12).
Theorem 1.1. Let the function g be defined as in (1.8). Write
(1.13)
Without any restrictions, we have
(a) Let us explain the bounds in Theorem 1.1 with the help of random variables. We assume the notation as given above. Furthermore, for j ∈ n, let X j = (X j,1 , . . . , X j,d ) be d-dimensional independent Bernoulli random vectors with P (X j = (0, . . . , 0)) = 1−p j and P (X j = e r ) = p j q j,r for r ∈ d. Let T = (T 1 , . . . , T d ), where T r , (r ∈ d) are independent one-dimensional Poisson Po(λ r ) distributed random variables. Let P Sn and P T denote the distribution of S n = (S n,1 , . . . , S n,d ) = n j=1 X j and T , respectively. Then
(b) The structure of the term β 1 is better than that of β 0 , since we always have β 1 β 0 and there are examples in which β 1 is significantly smaller than β 0 (see Example 2.5). In particular, (1.15) is always better than (1.12). It should be mentioned that, if q 1,r = · · · = q n,r for all r ∈ d, then λ r = q 1,r λ for all r ∈ d and β 1 = min{
Similarly, the structure of α 1 is better than that of α 0 . However, α 1 is not always smaller than or equal to α 0 , since α 1 contains an additional factor 2 in the second entry of the minimum term. (c) In practical applications, (1.14) often leads to smaller values than (1.15).
and absolute constants C ∈ (0, ∞) and c ∈ [0, 1) cannot hold, see the remark after Corollary 1 in Roos (1998) . Consequently, there is no hope of a bound of order β ′ 1 . (e) In view of (1.8), we see that, if j ∈ n and p j is small, then g(2p j ) ≈ 1.
Hence, if α 1 and max j∈n p j are small, then
with c ≈ 2. In (1.15), the factor 15.6 cannot be replaced by a constant smaller than 2, which follows from the remark after (1.1). Relation (1.4) implies that (1.14) cannot generally hold when the factor 1 2 3/2 in the representation of α 1 (see (1.13)) is replaced by a constant smaller than 3 4e . (f) All upper bounds in (1.1), (1.3), (1.5), (1.6), (1.7), (1.11), (1.12), (1.14)
and (1.15) remain valid, if, in the definition of F and G, we generalize U r to U r ∈ F for r ∈ d, which follows from the definition of the total variation norm, see, e.g., Le Cam (1965, page 187) or Michel (1987, page 167) .
The next proposition provides lower bounds in the multi-dimensional case.
In particular,
The second inequality in (1.16) is taken from (1.1). In the case J = d, the first lower bound in (1.16) is the same as the one in Deheuvels and Pfeifer (1988, Remark 2.5), who used a maximal coupling for a proof. The generalization with arbitrary J ⊆ d is shown analogously. However, in order to keep the paper self-contained, we give a further simple proof, which avoids the coupling method, see Section 4.2. The bounds in (1.17) and (1.18) follow from (1.16) with J = d and J = {r} for all r ∈ d, respectively. Consequently, the lower bound in (1.1) still holds in the multi-dimensional case. The bound in (1.18) is a slight improvement of the first inequality in Corollary 1 of Roos (1998) . Let us compare the bounds in (1.15), (1.17) and (1.18).
Remark 1.4. (a) Suppose that, for all r ∈ d, a r , b r ∈ (0, 1] exist, such that a r q j,r b r for all j ∈ n. Then min{
η with η = max r∈d br ar . Here, the bounds in (1.15) and (1.17) differ at most by a constant multiple of 1 η . If q 1,r = · · · = q n,r = a r = b r for all r ∈ d, then η = 1. We note that, in this case, (1.18) is worse than (1.17).
Let us first assume that κ = 1. Then (1.18) implies that F − G Let us now consider the case κ = 0. Then (1.17) and (1.18) imply that
, respectively, whereas (1.15) gives F − G 15.6nc 2 , having a different order as n → ∞ if c is fixed.
Main results
Theorem 2.1. Let d, n ∈ N and ℓ ∈ n 0 . For j ∈ n and r ∈ d, let
For k ∈ n 0 , let
and set G ℓ = ℓ k=0 H k . Let the function g be defined as in (1.8). Write
Remark 2.2. Consider the assumptions of Theorem 2.1. In order to give an alternative formula for G ℓ for the first few ℓ ∈ n 0 , let Γ k = n j=1 V k j for k ∈ N. Then M 0 = δ 0 and, for k ∈ n, Newton's identity (see Bourbaki (1990, A.IV.70 , Lemma 4)) gives
In particular, if n 3,
and consequently
We note that, in Roos (1999b, formulas (10) , (28)), the signed measure
as approximation of F was used. The corresponding total variation bound has a somewhat complicated form and is of worse order than β 2 0 , the definition of which can be found in (1.9). In comparison, our signed measure
is slightly more complicated than (2.2), but gives a total variation bound of order α 2 1 . In the following result, we present approximation bounds without a singularity as in (2.1).
Theorem 2.3. Let the notation of Theorem 2.1 be valid. Let
2 ) k for k ∈ N \ {1}, where D k is defined as in Corollary 4.5 below (see Table 2 ). Let
q j,r min q j,r λ r , 1 . pj for j, r ∈ n. This implies that β 0 = 0.081578 . . . , β 1 = 0.022183 . . . , α 0 = 0.044626 . . . , α 1 = 0.023037 . . . , λ = 9.01 . . . , max j∈n p j = 0.009521 . . . . Here α 0 and β 0 are as in (1.9). Table 1 below shows that, in the approximation of F by G 0 = exp(λ(Q − δ 0 )), the bound in (1.14) is the smallest one. In the approximation of F by the signed measure G ℓ for ℓ ∈ 4, we expect that the accuracy increases as ℓ increases. Indeed, this is reflected in the bounds as well. Furthermore, we see that here (2.1) is better than (2.3). We note that the value of the bound in (1.6) exceeds by far the trivial bound 2, which however depends on the kind of example. The lower bounds in (1.17) and (1.18) give 0.001292 and 1.60 × 10 −7 , respectively.
Without any restrictions, we have
Remark 2.6. Let the notation of Theorems 2.1, 2.3 be valid and assume that there exist pairwise disjoint sets A 1 , . . . , A d ∈ A with U r (X \ A r ) = 0 for all r ∈ d. Let 1 Ar : X −→ X be the indicator function of A r . Then, for j ∈ n, f j := d r=1 λ λr q j,r 1 Ar is a Q-density of Q j , since, for B ∈ A, we have
Furthermore, for c ∈ (0, ∞),
The next result shows that Theorems 2.1 and 2.3 can be generalized using the ideas of Remark 2.6. In fact, the Q j , (j ∈ n) are now general probability measures and the U r for r ∈ d are no longer needed.
For j ∈ n, let f j be a Radon-Nikodým density of Q j with respect to Q, which exists since Q j ≪ Q. For k ∈ n 0 , let
and set G ℓ = ℓ k=0 H k . Let the function g be defined as in (1.8). Set
The following bound is generally valid:
where the constant c ℓ is the same as in Theorem 2.3.
Remark 2.8. (a) Let us explain the bounds of Corollary 2.7 in the case ℓ = 0 with the help of random variables. We assume the notation as in that corollary. Let {0} ∈ A and S n = n j=1 X j be the sum of independent X-valued random variables X 1 , . . . , X n with P (X j = 0) = p j > 0 and
where N, Y m , (m ∈ N) are independent random variables, N is Z + -valued and has Poisson distribution Po(λ), whereas the X-valued Y m are identically distributed with distribution Q. Then we have
(b) For ℓ = 0, (2.4) and (2.5) are refinements of (10) and (11) in Roos (2007) . (c) Let the assumptions of Corollary 2.7 hold. Further suppose that Q j ≪ µ for all j ∈ n, where µ is a σ-finite measure on (X, A). Let f j be a RadonNikodým density of Q j with respect to µ.
for x ∈ { f > 0} and f j (x) = 0 otherwise. This gives the possibility to evaluate α 1 and β 1 by using f j for j ∈ n, f and µ. In fact,
If, for example, (X, +, A) = (R 1 , +, B 1 ), µ = λ 1 is the Lebesgue measure on (R 1 , B 1 ) and Q j is the exponential distribution with λ 1 -density f j (x) = t j e −tj x 1 (0,∞) (x) for x ∈ R, j ∈ n, t j ∈ (0, ∞), then we obtain
and a similar formula for β 1 .
Application in the Poisson point process approximation
Let (S, S) be a measurable space and X = X(S, S) be the set of all point measures of the form µ = i∈I δ xi , where I ⊆ N and x i ∈ S for all i ∈ I. Further, let A = σ((π B | B ∈ S)) be the smallest σ-algebra over X such that all the evaluation maps π B : X −→ Z + ∪{∞} =: Z + , µ → µ(B) for B ∈ S are measurable with respect to the power set 2 Z+ of Z + , see e.g. Reiss (1993) . The mapping s : X × X −→ X, (µ, ν) → µ + ν is measurable with respect to A ⊗ A and A. Indeed, for B ∈ S and k ∈ Z + , we have s
B (C)) ∈ A ⊗ A for all C ⊆ Z + . Consequently, (X, +, A) is a measurable Abelian semigroup, where the zero element is the zero measure 0.
Let n ∈ N be fixed and N j , X j , X j,k , Z j , (j ∈ n, k ∈ N) be independent random variables, where the X j , X j,k are S-valued with distributions P Xj = P X j,k , the Z j are Bernoulli random variables with P (Z j = 1) = 1 − P (Z j = 0) = p j ∈ (0, 1] and the N j are Poisson Po(p j ) distributed. Suppose that, for all j ∈ n, P Xj has a density h j with respect to a σ-finite measure ν on (S, S). Set Q j = P δX j for j ∈ n and let
Nj k=1 δ X j,k with intensity measure Eζ = Eξ = λη with ν-density λ h. Proposition 3.1. Under the assumptions above, we have
where
and g is defined as in (1.8).
Remark 3.2. In the literature, there are two inequalities, which are comparable with those of Proposition 3.1. The simple one is the Le Cam type bound
and is comparable to (1.5). A proof can, for example, be found in Matthes et al. (1978, 1.11 .2 on p. 81). A more interesting bound is given in Theorem 2 of Barbour (1988) , which reads in our notation as
with c λ = 1 2 + max{log(2λ), 0} and
We note that the change of the notation is justified by Reiss (1993, Theorem 1.4.1, p. 29) . In fact, for j ∈ n, Barbour's term δ Yj (· ∩ B) can be replaced with Z j δ Xj where
For a comparison of the bounds in (3.2) and (3.3) with those of Proposition 3.1, we note that h j ϕ j h ν-almost everywhere for all j ∈ n.
(3.4) Now, (3.4) follows from 3.17 in Hoffmann-Jørgensen (1994) . Therefore,
Consequently, if λ is large and the h j for j ∈ n are not too different, then the bounds in (3.1) are preferable to the ones in (3.2) and (3.3).
Further results in the Poisson process approximation can, for example, be found in Barbour et al. (1992, Chapter 10) and Reiss (1993) and in the works cited there.
Proofs

Auxiliary norm estimates.
The proofs of the theorems require some upper bounds of certain norm terms, which measure the smoothness of compound Poisson distributions. In fact, in the simplest case terms like (U −δ 0 ) k exp(λ(U −δ 0 )) have to be considered for U ∈ F and k ∈ N. For some properties of such norm terms, see, e.g., Čekanavičius (1995) , Roos (1999a, Proposition 4), Roos (2001, Lemma 3) , Cekanavičius and Roos (2006, Lemmata 3.4, 3.12 ) and the references cited therein. In the following lemma, we present preliminary norm estimates, which will be used in the proof of Lemma 4.4. A related bound can be found in Roos (2003, Lemma 2) .
denotes the Charlier polynomial of degree j and
x−j+1 j for i ∈ Z + and x ∈ R. Further, the Charlier polynomials are orthogonal with respect to the Poisson distribution (see, e.g., Chihara (1978, formula (1.14) , page 4)), that is
It is easily shown that, for j ∈ Z + and r ∈ d, we have
and similarly
For j ∈ k and r ∈ d, set a j,r = pj,r √ λr . Hence, using the Cauchy-Schwarz inequality, we obtain
The application of (4.2) now gives (s ℓ(1) , . . . , s ℓ(k) ) = m!. However, a more explicit proof is as follows: Since the left-hand side clearly only depends on m, we obtain by using (4.3) that
Using the Cauchy-Schwarz inequality again,
which proves (4.1).
Corollary 4.2. Under the assumptions of Lemma 4.1, we obtain, for k = 1, resp. k = 2, that
We note that (4.4) was shown in Roos (1999b, formula (18) ), whereas (4.5) is a generalization of one part of (19) of that paper. The next lemma is needed in the proof of Lemma 4.4 below.
where equality holds in the case k = 1.
Proof : For ℓ ∈ N, we have
Therefore (ℓ!)
1/ℓ and ((2ℓ − 1)!) 1/ℓ are both increasing in ℓ ∈ N. Hence we may assume that m 2 1 and |m| = k. Using that ℓ! ℓ ℓ−1 for ℓ ∈ N, we get
which implies the assertion.
Lemma 4.4. Let the assumptions of Lemma 4.1 hold and let
We note that c k 8, if k 10.
Proof : We may assume that p j > 0 for all j ∈ k; further, set
In particular, we have
Further, for J 1 , J 2 ⊆ k with J 1 ∩J 2 = ∅, |J 1 | = m 1 , |J 2 | = m 2 , we have m 1 +m 2 k and Lemmata 4.1 and 4.3 imply that
Using that 2 √ xy x + y for x, y ∈ [0, ∞), we obtain, for j ∈ d, c k a j + 2c
|p j,r | min |p j,r | λ r , 4 w j p j , which implies the assertion. Table 2 below.
Remaining proofs.
Proof of the first inequality in Proposition 1.3: Let the notation of Remark 1.2(a) be valid. Then P ( r∈J X j,r = 1) = 1 − P ( r∈J X j,r = 0) = p j for j ∈ n and r∈J λ r = λ. Consequently r∈J S n,r and r∈J T r have the distributions n j=1 (δ 0 + p j (δ 1 − δ 0 )) and Po( λ), respectively, and hence Proof of Theorem 2.3: We need a further bound for H k , (k ∈ n) in terms of β 1 . Lemma 4.6 gives
For k ∈ n \ {1}, Corollary 4.5 and the polynomial theorem imply that and, alternatively,
By the definition of D ′ k for k 10, we know that h 1 (x) < ∞ for x ∈ [0, 1 g(2) ). Further, it is easily seen that h1 (x) h2(x) is increasing in x ∈ [0, 1 g(2) ) with lim x↑1/g (2) h1 (x) h2(x) = ∞. Therefore, for all ℓ ∈ n 0 , there exists a unique x ℓ ∈ (0, ∞) with h 1 (x ℓ ) = h 2 (x ℓ ). If β 1 x ℓ then F − G ℓ h1(β1) β . In particular, x 0 ∈ (0.128316, 0.128317), x 1 ∈ (0.147522, 0.147523), x 2 ∈ (0.189075, 0.189076), x 3 ∈ (0.215065, 0.215066), x 4 ∈ (0.226773, 0.226774), which implies the remaining part of the assertion.
Proof of Corollary 2.7:
The proof follows arguments very similar to those used in the proofs of Theorems 1 and 2 in Roos (2007) , where a comparable result was shown, generalizing (1.11) and (1.12). The idea here is a standard approximation procedure: In the first step, construct a new set of distributions Q 1 , . . . , Q n of the form used in Theorems 2.1 and 2.3, such that all the norms Q j − Q j , (j ∈ n) are small. This also leads to corresponding new (signed) measures F and G ℓ . In the second step, use the properties of the total variation distance to show that F − F
