In this paper we investigate the image of the l-adic representation attached to the Tate module of an abelian variety defined over a number field. We consider simple abelian varieties of type III in the Albert classification. We compute the image of the l-adic and mod l Galois representations and we prove the Mumford-Tate and Lang conjectures for a wide class of simple abelian varieties of type III.
Introduction
Our main objective in this paper is the computation of the images of the Galois representations:
ρ l : G F → GL(T l (A)),
attached to certain abelian varieties of type III according to the Albert classification list (cf. [20, p.201, Theorem 2] ). We also prove the Mumford-Tate and Lang conjectures for these varieties. To be more precise, the main results of this paper concern the following class of abelian varieties:
to get the Hodge conjecture for abelian varieties of type III of class B (cf. [21] ). Note that the proof of Mumford-Tate conjecture and equality of Hodge and Lefschetz groups for abelian varieties of type I and II of class A in [2] gave us the Hodge and Tate conjectures for these abelian varieties. In Section 6 (Theorem 6.29) we estimate the images ρ l (G F ) and ρ l (G F ) where G := [G, G] denote the closure of the commutator subgroup for any profinite group G. This estimation gives the following theorem.
Theorem 6.31. If A is an abelian variety of class B, then for l 0
,
Let κ be the Z-bilinear, non-degenerate, alternating pairing κ : Λ × Λ → Z given by the polarization of A, where Λ is the Riemann lattice such that A(C) = C g /Λ. Let C R (Sp (Λ, κ) ) be the centralizer of R in Sp (Λ, κ) . In the proof of Proposition 6.23 we show that:
In Section 7 we prove the following generalization of the open image theorem of Serre [27] , [29] .
Theorem 7.2. Let A be an abelian variety of class B and let r(l) be the number of primes over l in O E . Then:
is open in C R (GSp (Λ, κ) )(Z l ) for every prime number l,
For other results concerning the images of Galois representations coming from abelian varieties, see also [33] , [34] .
Abelian varieties of type III and their endomorphism algebras
Let A/F be a simple abelian variety of dimension g such that D = EndF (A) ⊗ Z Q = End F (A) ⊗ Z Q and the polarization of A is defined over F. We assume that A/F is an abelian variety over F of type III according to the Albert's classification list. Hence D is a definite quaternion algebra over E with center E, a totally real extension of Q of degree e such that, for every imbedding E ⊂ R,
Observe that in this case [D : E] = 4 so g = 2eh where e = [E : Q] and h is an integer. We take l 0 such that A has good reduction at all primes over l (cf. [30] ) and the algebra D splits over all primes over l and l does not divide the degree of the polarization. Let R D be a maximal order in D. Since R = EndF (A) is an order in D, we observe that R ⊗ Z Z l = R D ⊗ Z Z l for l that does not divide the index [R D : R]. Since R is a finitely generated free Z-module, we check that R ∩ E = O 0 E is an order in O E . To get explicit information about the algebra D we start with a more general framework. Let D be a division algebra with two involutions * 1 and * 2 and the center E.
For each x ∈ D we will denote x * i to be the image of the involution * i acting on x. By Skolem-Noether Theorem [24, p.103] , there is an element a ∈ D such that for each x ∈ D we have:
Because * i • * i = id D , applying * 2 to (2.1), we get (2.2) a * 1 = a
for ∈ E and applying * 1 , we check that 2 = 1. Hence = 1 or = −1 (cf. [20, p.195] ).
Observe that the center of D is invariant under any involution of D. Hence, by (2.1), c * 1 = c * 2 for every c ∈ E. Let E 0 = {c ∈ E; c * 1 = c * 2 = c}. Then E/E 0 is an extension of degree at most 2.
For a simple abelian variety of type III, E = E 0 and E is totally real (cf. [20, p. 194] ). Also in this case = 1 in (2.2) (cf. [20, pp.193-196] ). Hence a ∈ E and * 2 = * 1 . Therefore the division algebra D coming from a simple abelian variety of type III has a unique positive involution * , i.e., the Rosati involution. Moreover the map D → D given by α → α * is an isomorphism of E-algebras so by [24, p. 96, Corollary 7.14 ], the algebra D
gives an element of order 1 or 2 in Br(E). Since D is a noncommutative division algebra, it gives an element of order 2 in Br(E).
By [24, Theorem 32.20] , every central simple E-algebra is cyclic. This shows that D is isomorphic, as an E-algebra, to the division algebra
This isomorphism induces the unique positive involution on D(c, d) which will also be denoted by * . Therefore * must be the natural positive involution
. From now on we identify D with D(c, d). Since D ⊗ E R = H for every imbedding E → R, we observe that c and d are totally negative numbers. Put L = E(α). Let η = a 0 + a 1 α and γ = a 2 + a 3 α. Hence
For an element δ = e + f α ∈ L with e, f ∈ E, putδ = e − f α. The field L splits the algebra D(c, d). Namely we have an isomorphism of L algebras:
From this isomorphism it is clear that
because by definition
where Tr 0 denotes the reduced trace (see [24, pp.112-116] 
induced by * is of the following form:
where B ∈ M 2,2 (L) and
Remark 2.6. It is clear that if we take in the above computations, instead of L = E(α), the field E(β) or E(αβ), then they also split the algebra D by a formula similar to (2.4) , and the involution * will induce on M 2,2 (E(β)) and M 2,2 (E(αβ)) the involution given by formula (2.5).
Note that any maximal commutative subfield of D(c, d) has form E(a 1 α + a 2 β + a 3 αβ) for some a 1 , a 2 , a 3 ∈ E not all equal to zero. If Nr 0 : D(c, d) → E denotes the reduced norm, then, for every η + γβ ∈ D(c, d), we have
For some a 1 , a 2 , a 3 ∈ E not all equal to zero, put α :
Since c < 0 and d < 0, the determinant in (2.9) is zero if and only if the elements α and β are linearly dependent over E. Hence it is possible to find β in such a way that a 1 b 1 c + a 2 b 2 d − a 3 b 3 cd = 0 and the determinant in (2.9) is nonzero. With this choice of β , we see that c := α 2 < 0, d := β 2 < 0 and α β = −β α . We observe that, for any a
), and we can use the field L = E(α ) and the isomorphism (2.4) for this field to split our algebra D(c , d
are negative in any imbedding E → R.
For a given prime number l, throughout the paper, λ will denote an ideal in O E such that λ|l and w will denote an ideal of O L such that w|λ.
Let S be a finite set of primes of Z such that it contains 2 and all prime numbers divisible by primes in the decomposition of c and d. Moreover we assume that S contains the prime numbers divisible by prime ideals of O E that are ramified primes for the algebra D (cf. [24, Theorem 32.1] ). We can also assume that S is big enough so that R S :=
Lemma 2.11. Let l / ∈ S and λ | l. There is a finite set S of prime numbers such that S ⊂ S , and l / ∈ S and there are elements α := a 1 α + a 2 β + a 3 αβ ∈ R S and β
are relatively prime to λ and
) and
which induces the imbedding of O E,S -algebras 
Since t ∈ λ \ λ 2 , it is clear that a i / ∈ λ for some 0 ≤ i ≤ 3. By multiplying the last formula by −c, −d and cd, we get additional three formulas
Based on these four formulas, we put
If a 1 / ∈ λ, then ca 1 / ∈ λ and the equality −ct = (ca 1 )
Thus we can choose α = a 1 α + a 2 β + a 3 αβ to be an appropriate α i , and L equal to corresponding L i for some elements a 1 , a 2 , a 3 ∈ O E,S . Observe that c := α 2 = ca
∈ λ by above constructions. We will construct β :
(2.14)
Because c / ∈ λ, without loss of generality, we can assume that a 1 / ∈ λ. The case a 2 / ∈ λ is done in the same way and ditto the case a 3 / ∈ λ under observation that (αβ) 2 = −cd.
Because c < 0, d < 0, −cd < 0 in every real imbedding E → R, the equation (2.14) shows that α and β are linearly independent over E and α β = −β α .
Consider the following cases.
(1) If a 2 , a 3 ∈ λ , we can take any b 2 ∈ λ and b 3 / ∈ λ, and compute b 1 from (2.14) to find out that b 1 ∈ λ and (2.15) holds.
(2) If a 2 / ∈ λ and a 3 ∈ λ , we can take any b 2 / ∈ λ, and b 3 ∈ λ, and compute b 1 from (2.14) to find out that b 1 ∈ λ and (2.15) also holds. Similarly we treat the case a 2 ∈ λ and a 3 / ∈ λ.
(3) If a 2 / ∈ λ and a 3 / ∈ λ and if c is not a square mod λ , then taking any
we find out that (2.15) holds. Note that, in the case c is a square mod λ we can simply take α = α, β = β and L = E(α) from the very beginning to prove the lemma.
Define S := S ∪ {p; p divisible by primes of O E dividing a 1 , c and d }. Note that with this choice of S we get β ∈ R S . Observe that using formula (2.8) and (2.14),
By formula (2.9) and definition of S , we get equality of free O E,S -modules:
Observe that the elements 1⊗1, α ⊗1, β ⊗1 and α β ⊗1 are mapped correspondingly, via the imbeding (2.12), to elements 1 0 0 1
either, we observe that the matrices e ij ∈ M 2,2 (O λ ) are in the image of the map (2.13), where e ij has the (i, j)−entry equal to 1 and all other entries are 0. Hence (2.13) is an isomorphism of O λ -algebras.
Bilinear forms associated with abelian varieties of type III
Put R l = R⊗Z l and D l = D⊗Q l . The polarization of A gives a Z-bilinear non-degenerate alternating pairing
where Λ is the Riemann lattice such that A(C) = C g /Λ. This pairing, upon tensoring with
derived easily from the Weil pairing. If l does not divide the degree of the polarisation of A, then for any α ∈ R l we get α * ∈ R l (see [19, Chapters 13 and 17] ) where α * is the image of α via the Rosati involution. Hence for any v, w ∈ T l (A), we have
By uniqueness of the form φ l , for each α ∈ R l and for all v 1 , v 2 ∈ T l (A), we have
Let S be the set of primes which contains all the primes described in the hypotheses of Lemma 2.11. We can enlarge S so that it also contains all primes that ramify in E and all primes that divide the polarisation degree of A. Now, for such an S and for any l / ∈ S, we apply Lemma 2.11 to construct the appropriate field L.
The form φ w is non-degenerate if φ l is non-degenerate.
Let e λ be the idempotent corresponding to the decomposition
Definition 3.8. Define a new bilinear form ψ λ as follows.
This gives us the corresponding k λ -bilinear form
and the E λ -bilinear form
By (2.4) and Lemma 2.11, we get the following isomorphisms
which obviously induces isomorphisms
Remark 3.14. We should note that an isomorphism between both sides of (3.13) can be obtained by [24, Corollary 11.6 and Theorem 17.3] for l 0. However these results give an isomorphism which comes from a conjugation by an element of [24, loc. cit.] ). To keep track of the action of the involution * , we prefer to use the isomorphism (3.13).
for any B ∈ R λ (resp. for any B ∈ D λ ).
Proof. By (2.4) and (2.5), for any B ∈ M 2,2 (L), we get B * = J t BJ −1 . Hence the claim follows by (3.12) and (3.13) Observe that, by (2.5) for each B ∈ R λ and for all v 1 , v 2 ∈ T λ (A), we have
Therefore, for each B ∈ M 2,2 (E λ ) and for all v 1 , v 2 ∈ V λ (A), we have
Moreover ψ λ (resp. ψ 0 λ ) is symmetric (resp. antisymmetric) if and only if φ λ (φ λ 0 resp.) is antisymmetric (resp. symmetric).
Proof. We get the first equality as
The remaining claim follows by Definition 3.8 and by the observation that We proceed to investigate some natural Galois actions. From now on, we assume that R = EndF (A) = End F (A). Consider the representations
is the general fiber of G alg l /Z l . This gives natural representations
We define G alg λ to be the Zariski closure of
be the composition of the cyclotomic character with the natural imbedding Z l ⊂ O λ . Let l 0 be such that λ|l be a prime of E which splits in L.
(i) For any σ ∈ G F and all v 1 , v 2 ∈ T λ (A), we have
Proof. 
So the representations of G F on the spaces X and Y (resp. X and Y ) are absolutely irreducible over E λ (resp. over k λ ). Hence, the bilinear form ψ 0 λ (resp. ψ λ ) when restricted to either of the spaces X, Y (resp. spaces X and Y) is non-degenerate or isotropic.
Lemma 3.22. The modules X and Y are orthogonal with respect to ψ λ . Consequently, the modules X and Y (resp. X and Y) are orthogonal with respect to ψ 0 λ (resp. ψ λ ).
Proof. Note that uf = f and u(1 − f ) = −(1 − f ). Hence for every v ∈ X and for every w ∈ Y, we get uv = v and uw = −w. Hence
Hence ψ λ (v, w) = 0 for every v ∈ X and for every w ∈ Y.
Theorem 3.23. Let A be of type III and l 0. Then there is a free O λ -module W λ (A) of rank 2h with the following properties.
(ii) There exists a symmetric, non-degenerate pairing ψ λ :
Pairings (ii), (ii') and (ii") are compatible with the G F -action in the same way as the pairing in Lemma 3.18 (i).
Proof. (i) follows by taking W λ (A) = X . We get (ii) by restricting ψ λ to X . To finish the proof, observe that the form (3.2) is non-degenerate, so ψ l = ψ l ⊗ F l is nondegenerate for any abelian variety with polarization degree prime to l. By [2, Lemma 3.2], the form ψ λ is non-degenerate for all λ, hence the forms ψ 0 λ and ψ λ are simultaneously non-degenerate. Hence (ii') and (ii") follow by (ii), (3.20) and (3.21) and also by Remark 3.17 and Lemma 3.22.
Representations associated with Abelian varieties of type III
Let A/F be an abelian variety of type III. The field of definition F is such that G alg l is a connected algebraic group. Let us put
With this notation, by Theorem 3.23 we have
Let V Φ λ be the space V λ considered over Q l . Then there is the following equality of Q lvector spaces:
The l-adic representation
induces the following representations (note that we use the notation ρ 
Consider the representation ρ Φ λ defined in [2, p. 54]:
By Theorem 3.23 (cf. [2, Remark 5.13]), the group scheme G alg l (resp. G alg λ ) is naturally isomorphic to the Zariski closure in GL V l (resp. GL V λ ) of the image of the representation ρ l of (4.4) (resp. ρ λ of (4.5)). Let G alg Φ λ denote the Zariski closure in GL V Φ λ of the image of the representation ρ Φ λ of (4.6). Let
This implies:
In the remainder of this section, we compute the Lie algebras corresponding to representations we consider. Some results that we proved in [2] for abelian varieties of type I and II work as well for abelian varieties of type III. Since the detailed proofs of these results were given in [2] , we will merely reformulate corresponding results for abelian varieties of type III. For example the proof of Lemma 4.9 (resp. Lemma 4.10) below is essentially the same as the proof of Lemma 5.20 (resp. Lemma 5.22) of [2] . 
We define the subgroups of GL(V λ ) by
Denote by SO (V λ ,ψ λ ) the connected component of the identity in O (V λ ,ψ λ ) . By Lemma 3.18, we see that
. Extending the base field F , if necessary, one can assume that G From now on, in this section we assume that A is an abelian variety of class B. 
The isomorphisms g
imply that simple factors of g ss λ ⊗ E λ Q l are of types A, B, C or D with minuscule weights. Put V λ = V λ ⊗ Q l . We have the decomposition
where E(ω i ), for all 1 ≤ i ≤ r, are the irreducible Lie algebra modules of the highest weight ω i . The modules E(ω i ) correspond to simple Lie algebras g i , which are summands of the image Im g [14, p.72 ]. Since h is odd, the investigation of the tables of minuscule weights and the dimensions of associated representations shows that the tensor product can contain only one factor which is orthogonal and is either of type D n , weight w 1 and dimension 2n or of type A 4k+3 , weight w 2k+2 and dimension 4k+4 2k+2 . Hence V λ is an irreducible g ss λ -module and we get
The following lemma has the proof analogous to that of [2, Lemma 5.35].
Lemma 4.16. There are natural isomorphisms of Q l -algebras.
There is an equality of Lie algebras :
Proof. By use of (4. 
Hence it follows from [2, Lemma 2.23], that
By (4.7) and (4.22), we have a closed immersion of two connected group schemes over 
But this imbedding induces the

Mumford-Tate conjecture for abelian varieties of type III
Choose an imbedding of F into the field of complex numbers C.
to be the singular cohomology group with rational coefficients. Consider the Hodge decomposition
where
Observe that H p,q are invariant subspaces with respect to D = End F (A) ⊗ Q action on V ⊗ Q C. Hence, in particular, H p,q are E-vector spaces. Tensoring (3.1) with Q, we get the Q-bilinear nondegenerate alternating form
Abusing notation sligthly, we will denote by κ the form κ 0 i.e., we have the form:
Define the cocharacter
such that, for any z ∈ C × , the automorphism µ ∞ (z) is the multiplication by z on H MT (A) is a reductive group (see [8] , [11] ). Since by definition
it follows that the group MT (A) is a subgroup of the group of symplectic similitudes GSp (V, κ) and that Before investigating Mumford-Tate group further, let us make two general remarks concerning centralizers of group schemes which we will often use.
Remark 5.4. Let B 1 ⊂ B 2 be two commutative rings with identity. Let Λ be a free, finitely generated B 1 -module such that it is also an R-module for a B 1 -algebra R. Let G be a B 1 -group subscheme of GL Λ . Then C R (G) will denote the centralizer of R in G. The symbol C
• R (G) will denote the connected component of identity in C R (G). Let β : Λ × Λ → B 1 be a bilinear form and let G (Λ,β) ⊂ GL Λ be the subscheme of GL Λ of the isometries with respect to the form β. Then we check that
Remark 5.5. Let L/K be a finite separable field extension. Let V be a finite dimensional vector space and let φ : V × V → L be a nondegenerate bilinear form. Assume that G (V,φ) is a connected algebraic group. Then there is a natural isomorphism
). Let B ⊂ K be a subring of K, integrally closed in K, and let C ⊂ L be the integral closure of B in L. Assume that C is a free B-module which has a basis over B, such that the dual basis with respect to Tr L/K is also in C. let T be a finitely generated free C-module. Let φ : T × T → C be a nondegenerate bilinear form. Assume that G (T,φ) is a connected algebraic group scheme over C. Then there is a natural isomorphism
By [8, Sublemma 4.7] , there is a unique E-bilinear, nondegenerate, alternating pairing φ : V × V → E such that Tr E/Q (φ) = κ. Since the actions of H(A) and L(A) on V commute with the D-structure, and since R E/Q (Sp (V, φ) ) = C E (Sp (V, κ) ), by Remark 5.5, we get
If L/Q is a field extension of Q, we put 
where (G alg l )
• denotes the connected component of the identity. 
By (4.20), (5.9) and (5.12), we have
By (5.6) and Remark 5.5, we have
where κ l = κ ⊗ Q Q l , and κ l is essentially the Weil pairing (cf. [19, diagram on p. 133]). By definitions of the forms φ λ and ψ λ , we have
So by (5.13), (5.14) and (5.15), we have
Hence evaluating left and right ends of the inclusions (5.16) on the Q l -points, we get equality of the both ends with
which is an irreducible algebraic variety over Q l . Then we use [12, Propositions II,2.6 and II,4.10] in order to conclude that the groups H(A) Q l and L(A) Q l as well as the groups over
are connected. Then (5.16) gives the following equalities by use of Remark 5.5:
The equalities (4.20), (5.17) and [3, p.702, Corollary 1] give
The theorem follows by (5.10) and (5.18).
Corollary 5.19. If A is an abelian variety of class B, then
Proof. By (5.6) and (5.17) we get equality of Lie algebras
of connected group schemes. Hence (5.20) follows by (5.6) and [13, Theorem p.87].
Conjecture 5.21 ( Lang ). Let A be an abelian variety over a number field F. Then for l 0 the group ρ l (G F ) contains the group of all homotheties in GL T l (A) (Z l ). Consider again the bilinear form φ : V × V → E. We have:
Put V σ (A) = V ⊗ E,σ C and let φ σ be the form
Since A is of type III, there are isomorphisms
Define the bilinear form
Lemma 5.25. If A is simple abelian variety of type III, then for each σ :
(ii) the restriction of ψ σ to W σ (A) gives a nondegenerate, symmetric pairing
Proof. The idea of the proof is the same as that of Theorem 3.23. Namely, using some arguments that we used in the proof of Proposition 3.18, we can prove as follows.
Let t, u, f, e ∈ M 2,2 (C) be the matrices defined in Section 3. Define W σ (A) := fV σ (A). We get the proof by repeating the argument of Lemma 3.22.
Corollary 5.26. If A is an abelian variety of class B, then
Proof. With use of Lemma 5.25 and the argument similar to the proof of formula (5.17), we obtain
Hence (5.27) follows by (5.20).
6 Images of the Galois representations ρ l and ρ l In this section we explicitly compute the images of the l-adic representations induced by the action of the absolute Galois group on the Tate module of abelian varieties of type III .
By Theorem 3.23 (i) the representation ρ λ induces naturally the representation (denoted in the same way)
Moreover, by Theorem 3.23 (ii), we have
By (6.1) there is a closed immersion
which implies
Since l is unramified in E, there is a natural isomorphism 
. Hence, by reducing mod l in (6.3), we get
Because extracting derived subgroup commutes with base change (see [2, Remark 6.8] ), and because (G alg l ) (resp. (G(l) alg ) are connected, by (6.2) (resp. by (6.4)) we get
Proposition 6.8. Let A/F be an abelian variety of class B. Then for all l 0, we have the equalitiy of ranks of group schemes over F l (6.9) rank (G(l)
Proof. Using (6.7) and Theorem 4.19 we apply [2, Lemma 6.1] to finish the proof in the same way as that of [2, Theorem 6.6].
Theorem 6.10. Let A/F be an abelian variety of class B. Then for all l 0, we have the equality of group schemes
Proof. Projecting onto the λ-component in (6.7), we obtain the representation
This gives the representation
By (3.21) we have the natural isomorphism (6.14)
for any field extension L/k λ . Hence, by (6.13), (6.14) and the Schur's Lemma, it follows that
. Hence by (6.13)
Since both groups (G(l) alg ) and
, ψ λ ) ) are reductive, the proof is finished in the same way as that of [1, Lemma 3.4] .
Remark 6.15. Let G denote the universal cover for a semisimple group scheme G. The existence of the universal cover for a semisimple group scheme over a field was proven by Chevalley [7] (cf. [31] ). In general, the existance of the universal cover for a semisimple group scheme over a base scheme S follows from [9, Exposé XXV] . The universal cover is compatible with the base change. ψ λ ) ). Consider the following, short exact sequences of group schemes:
The sequences (6.17) and (6.18) are obtained by base change from the sequence (6.16).
Evaluating the exact sequence (6.16) on O λ -points (resp. (6.18) on k λ -points), we get
Evaluating the exact sequence (6.17) on E λ -points we get 
Lemma 6.22. (Integral Gram-Schmidt) Let (R, m R ) be a local integral domain with char R = 2. Let k := R/m R be the residue field. Let T be a free finitely generated R-module and let T := T ⊗ R k. Consider a symmetric bilinear form
Then the map
is surjective.
Proof. The proof is an analogue of Gram-Schmidt algorithm.
Let G := [G, G] denote the closure of the commutator subgroup for any profinite group G.
Proposition 6.23. Let A/F be an abelian variety of class B. Then for l 0, the equalities
hold.
Proof. Observe that
by (6.20) . On the other hand
by (6.18) . Hence it proves (6.25). Consider the group scheme G := C R (Sp (Λ, κ) ) over Spec Z. Take a natural number N big enough so that, for l ≥ N, the condition l 0 holds. Let
The scheme G N is semisimple. By [9, Exposé XXII, Proposition 4.3.4], the scheme G N is semisimple. Remark 5.4 and the universality of the fiber product give
By definition of the forms ψ λ , φ λ we have 
Hence by Remark 5.5, we get
(6.27) Isomorphisms (6.26) and (6.27) give
Because the universal cover is unique and commutes with base change, we get
Consider the commutative diagram
, where π l := λ|l π λ , π l := λ|l π λ and r l := λ|l r λ for the natural reduction maps r λ . Note that r l (π
Indeed, using 
Theorem 6.29. Let A/F be an abelian variety of class B. Then for l 0, there are inclusions
where ρ l is the representation ρ l mod l.
Proof. By (6.5) and (6.11), we have 
Since Spin This proves (6.31). From (6.6) we know that the group ρ l (G
is a closed subgroup of λ|l SO (T λ ,ψ λ ) (O λ ). Consider the diagram (6.28). Since the finite group λ|l Spin (A λ [λ], ψ λ ) (k λ ) is perfect, it follows by (6.25) and (6.31) that
).
On the other hand it follows from (6.16) and (6.19) that
So we get the equality r l (π Proof. The group GSp (Λ, κ) (Z l ) is generated by Sp (Λ, κ) (Z l ) and a subgroup which, in the Frobenius basis of Λ, has the form
The group Z × l Sp (Λ, κ) (Z l ) has index 2 (resp. index 4) in GSp (Λ, κ) (Z l ), for l > 2 (resp. for l = 2). By Hence, U C R (Sp (Λ, κ) )(Z l ) ∩ ρ l (G F ) is open in U C R (Sp (Λ, κ) )(Z l ) and we get that ρ l (G F ) is open in C R (GSp (Λ, κ) )(Z l ). Moreover, by (6.26) and (6.27), we have a natural isomorphism
for l 0. Hence from (6.19), (6.24) and (6.30), it follows that the subgroup ρ l (G F ) is of index dividing 2 r(l) in the group C R (Sp (Λ, κ) )(Z l ). Proof. By Theorem 7.2, the group ρ l (G F ) is open in C R⊗ Z Z l (GSp (T l (A), κ l ) )(Z l ) in the l-adic topology, so ρ l (G F ) has a finite index in the group C R⊗ Z Z l (GSp (T l (A), κ l ) )(Z l ). By the definition of G alg l , we have:
Hence, ρ l (G F ) has a finite index in G alg l (Z l ), and the claim follows since C R⊗ Z Z l (GSp (T l (A), κ l ) )(Z l ) is a profinite group.
