Numerical calculations were carried out to examine the physics of the operation of nanosecond-pulse, single dielectric barrier discharges for high-speed flow control. Conditions were selected to be representative of the stagnation region of a Mach 5 cylinder flow that was the subject of recent experiments. A four-species formulation was employed, including neutrals, ions, electrons, and a representative excited molecular species. The following models were employed to predict particle motion: a drift-di↵usion formulation for the charged particles, a di↵usion equation for the excited molecules, and a five-moment fluid formulation for the neutrals. The Poisson equation was solved for the electric potential. During a 20 kV Gaussian input pulse lasting approximately 120 ns, an average energy density of about 40 J/m 3 was stored in excited molecular states. Quenching reactions released this stored energy within about 10 µs, converting it into translational energy of the neutrals and forming weak shock waves. The maximum neutral gas temperature rise predicted by the model was about 40 K.
I. Introduction
Interest in plasma-based flow control dates to the mid-1950s, when magnetohydrodynamic reentry heat shields were first investigated.
1, 2 Activity in the research area waned in the 1970s, with some work on drag reduction using corona discharges appearing in the 1980s. 3 A resurgence in the field took place in the 1990s, with the introduction of dielectric barrier discharge (DBD) actuators, 4 a revisit of reentry magnetohydrodynamics, 5 and the disclosure of the AJAX hypersonic vehicle concept. 6 In the fifteen years since this resurgence, plasma-based flow control techniques have been a topic of ongoing research, motivated by the possibility of extremely rapid actuation, a low-profile configuration, and the ability to operate in hostile environments.
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In the high-speed regime, plasma-based flow control devices have had the drawbacks of either excessive weight 18 or insu cient control authority. 4 Pulsed discharge devices, based on either arc 19 or glow discharges, 20 seem to be a promising way around these di culties. Nanosecond-scale pulsed glow discharges are e cient generators of both ions and electronically excited molecules because of the extremely high instantaneous reduced electric field. 21 The generation of shock waves by volumetric heat release in pulsed discharges was observed and explained in the 1970s in the context of gas laser technology. 22, 23 Early computations by Aleksandrov et al. 23 assumed that all the power dissipated in the discharge immediately went into heating the neutral gas. Analogous calculations have been carried out recently for two dimensions by Unfer and Boeuf. 24 Popov, 25 however, has emphasized a two-stage heating mechanism in which electronically excited molecular states are generated by electron impact, and then the stored energy is converted to neutral gas heating through quenching reactions.
In recent experiments, 17, 26 control of a Mach 5 cylinder flow was demonstrated using a pulsed surface dielectric barrier discharge. Typical pulse durations were on the order of 100 ns long and 20 kV in amplitude. Phase-locked schlieren images detected the formation of shock waves near the actuator surface. These waves propagated upstream in the shock-layer flow, altering the shape of the bow shock, and increasing the shock stando↵ by up to 25%. Given the close relationship between shock stando↵ and gradients at the stagnation point, 9 this system might be able to alter heat transfer rates at the nose of blunt body flows. Further, the system is promising for general high-speed flow control applications.
We have begun to formulate a high-fidelity physical model of the energy transfer process in the pulsed surface dielectric barrier discharge. (In a companion project, we are exploring the fluid mechanics of the experiment using a gasdynamics code with a phenomenological volumetric energy deposition model. 27 ) In particular, we have developed a simplified model for the transfer in the discharge of electrical energy into excited neutral molecules, and its subsequent relaxation into translational energy of the neutrals.
II. Physical Model
A simplified physical model of a nanosecond-pulse air discharge was devised to represent the storage of discharge energy in excited molecular states, and its subsequent relaxation into translational energy. A four-species formulation was employed, including neutrals, ions, electrons, and excited neutral molecules. The following models were employed to predict particle motion: a drift-di↵usion formulation for the charged particles, a di↵usion equation for the excited molecules, and a five-moment fluid formulation for the neutrals. The Poisson equation was solved for the electric potential. A detailed description of the overall physical model is given below.
For computational e ciency, the calculations were carried out in two stages. The first stage encompassed the period in which an external waveform was applied to the electrodes. For this stage, the full physical model was employed. Shortly after the external potential was turned o↵, electromagnetic e↵ects and charged particle motion became negligible. In this second stage of the problem, we solved only for the neutrals and excited molecules.
A. Governing Equations
The following drift-di↵usion formulation was used for the ions, electrons, and excited molecules:
Here the electric field is E = r , where is the electric potential. The subscripts i, e, x, and n indicate, respectively, the ions, electrons, excited molecules, and neutrals. For each species-s, the number density is n s , the mobility is µ s , the di↵usion coe cient is D s , and the laboratory-frame velocity is v s . The magnitude of the electron flux in the reference frame of the neutrals is given by:
The ionization coe cient is ↵ and the recombination coe cient is . The local rate of energy dissipation in the discharge is:
where the primes indicate that the quantity is evaluated in the reference frame moving with the neutrals. The coe cient ⌘ h represents the fraction of dissipated energy rapidly converted into molecular excitation, the quantity ✏ x is the excitation energy of the excited molecules, and k r is the corresponding relaxation coe cient.
A five-moment, fluid-dynamic model was used for the neutral background gas:
Here m n is the mass per particle, p n = n n k B T n is the pressure, k B is the Boltzmann constant, T n is the temperature,
n /2 is the total energy per unit volume, and n is the adiabatic exponent. The viscous stress and heat flux are as follows:
where µ vn is the viscosity and k n is thermal conductivity. The elastic collision terms 28, 29 for the neutrals are:
where
is the reduced mass and ⌫ sn is the collision rate. The inelastic collision terms for the neutrals are:
The Poisson equation is employed to compute the electric potential:
B. Gas Properties
The properties of the neutral particles were taken to be representative average values corresponding to air: (6) were derived from the mobilities as follows: m sn ⌫ sn = e/µ s . The di↵usion coe cient for the excited neutrals was determined by assuming the following Schmidt number:
77. This is a reasonable estimate for self-di↵usion in a diatomic gas. 31 The corresponding collision rates were
The ionization coe cient was: Torr) 12 exp
Here p ⇤ is in Torr, ↵ in cm 1 , and E in V/cm. The electron-ion dissociative recombination coe cient was = 2 ⇥ 10
/s, where T e = 11600 K.
In order to obtain a lower bound on the neutral gas heating rate, values for the excitation reactions were taken to represent N 2 (A 3 ⌃), an excited species that relaxes relatively slowly. The recombination coe cient was taken to be k r = 5 ⇥ 10 13 cm 3 /s and the excitation energy ✏ x = 6.3 eV. The fraction of energy going into molecular excitation ⌘ h (E/N ) was evaluated using a point Boltzmann equation solution; the results are shown in Fig. 1 .
C. Boundary Conditions
Standard no-slip boundary conditions with a constant temperature wall were employed for the neutral particles. The number density of the excited molecules was set to a small value on the boundaries (1.0 ⇥ 10 8 m 3 ). Standard boundary conditions were employed for the charged particles. First, the conditions at the wall were determined by setting the normal derivative to zero. Then, if the provisional ion flow was away from the boundary, the ion flux was set to zero. The electron number density was determined through a balance between the kinetic flux to the wall and secondary emission. For certain cases, these boundary conditions led to numerical instability at the exposed electrode boundary. When this occurred, the simplified boundary conditions described in Ref. 32 were employed.
For a bare electrode the potential was specified as zero (grounded). An alternative boundary condition was employed for an electrode with a dielectric coating. The dielectric layer was assumed to be su ciently thin that a linear potential profile (uniform electric field E d ) was a good approximation. The electric field inside the dielectric was related to the electric field E at the surface through the relation
is the surface charge density and n is the unit normal vector pointing into the computational domain. The surface charge was determined by integrating @ /@t = j · n for each surface point, using a time-marching scheme analogous to that of the main governing equations.
III. Numerical Methods
The calculations were carried out using the Air Force Research Laboratory code HOPS (Higher Order Plasma Solver). [33] [34] [35] [36] The code includes several physical models and numerical schemes. Here, the physical model consisting of Eqs. (1), (4), and (8) was solved using an implicit, second-order, upwind formulation. All the equations were solved in a nondimensional form that has been described in previous papers.
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Time integration of the conservation equations (1) and (4) was carried out using a second-order implicit scheme, based on a three-point backward di↵erence of the time terms. The formulation is similar to the standard technique of Beam and Warming, 37 but adapted to a multi-fluid formulation with di↵erent models for particle motion.
Approximate factoring and quasi-Newton subiterations were employed. The implicit terms were linearized in the standard 'thin layer' manner. The implicit terms were evaluated with second-order spatial accuracy, yielding a block tridiagonal system of equations for each factor. The species were loosely coupled, limiting the rank of the flux Jacobian matrices to the order of the moment model. Each factor was solved in turn using a standard block tridiagonal solver, and the change in the solution vector of conserved variables was driven to zero by the subiteration procedure at each time step.
For the five-moment model employed for the neutrals, the Roe scheme 38, 39 was employed for the inviscid fluxes. For the one-and two-moment models, a simple upwinding scheme was employed, based on the convection-drift velocity. This is similar to the approach of Surzhikov and Shang. 32 Stability was enforced using the minmod limiter in the MUSCL formalism.
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The Poisson equation (8) was solved at the end of each sub-iteration in the implicit time-marching scheme. An approximately factored implicit scheme was employed, adapted from the approach described by Holst. 41 The formulation of the implicit scheme was analogous to that of the conservation equations, with linearization of the implicit terms, approximate factoring, and an iterative procedure that drives the change in the solution to zero. The spatial derivatives were evaluated using second-order central di↵erences, and the system was solved using the Thomas tridiagonal algorithm.
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IV. Results
Schematics of the Mach 5 cylinder flow experiment 17, 26 are shown in Fig. 2 . Figure 2a shows a diagram of the cylinder model mounted in the wind tunnel, and Figs. 2b-c illustrate the construction of the test article. The hollow cylinder model was made of fused quartz, with a 6 mm outside diameter and a 2 mm thick wall. A thin copper exposed electrode (12 mm ⇥ 1.5 mm) was a xed to the surface of the cylinder, with a second copper electrode mounted inside (a 3 mm diameter tube, 0.35 mm thick and 10 mm long).
A combination of positive and negative polarity pulses to the two electrodes produced a potential difference of around 20 kV, lasting on the order of 100 ns. The e↵ects of the energy release in the resulting discharge were captured using schlieren photography. Selected side-view schlieren images are shown in Fig. 3 . Weak shock waves are seen to form near the edge of the exposed electrode, and propagate upstream in the shock-layer flow on a time scale on the order of microseconds. When they reach the bow shock, they alter its shape, and increase the shock stando↵ by up to 25%.
In the experiments, typical freestream conditions for the neutral gas were a speed of 715 m/s, a pressure of 159.5 Pa, and a temperature of 56 K. Sample calculations are presented here for a one-dimensional discharge under conditions representative of the stagnation region of the cylinder flow experiment. The corresponding stagnation conditions, computed using the Rayleigh supersonic Pitot formula 43 were 4.74 kPa and 310.3 K. For each case in the calculations discussed below, the initial, uniform state of the neutral gas was set to these stagnation values.
The configuration considered here is illustrated in Fig. 4a . The problem is one-dimensional. In the simulations, the right electrode was grounded and the left electrode, which was coated by a thin dielectric layer, was powered with the following input signal:
For the present calculations, we assumed V 0 = 20 kV and ⌧ = 15 ns. The discharge gap was taken to be 10 mm. The initial number density of charged particles was taken to be 10 13 m 3 , the initial number density of excited molecules was 10 11 m 3 , and the initial electric field was zero. The dielectric coating was assumed to be 2 mm thick, with a relative dielectric constant of ✏ r = 3.8, chosen to be representative of fused quartz. The secondary emission coe cient was sem = 0.05.
As mentioned earlier, the calculations were carried out in two phases. The first stage of the calculations encompassed the first 400 ns of the discharge, and employed the full physical model discussed above, Eqs. (1), (4), and (8). Since electromagnetic e↵ects and charged particle motion became negligible after the input pulse died away (⇠ 120 ns), in the second stage of the computations (0.4 µs to 100.4 µs), only the behavior of the neutrals and excited molecules was modeled, Eqs. (1)c and (4). This approach resulted in a substantial savings in computational cost, allowing the time-step to be increased by a factor of about 10 4 . Results obtained in these two stages are illustrated in Fig. 4b . The plot shows the energy density of the excited molecular species, averaged over the discharge gap. The red line indicates the Stage 1 computations with the full model, and the blue line the Stage 2 computations with the reduced model. Close inspection of the figure indicates that the di↵erence in energy deposition rate predicted by the two models at the 400 ns switch-over is extremely small. Figure 5 shows results from a grid resolution study of this problem. Calculations were carried out on uniform grids of 401, 801, and 1601 points. The minimum mesh spacings for the respective cases were 25 µm, 12.5 µm, and 6.25 µm. For each case, the time step was 0.25 ps for the Stage 1 computations, and 5 ns for Stage 2. Figure 5a shows a close-up view of the electron number density distribution near the left electrode at the 60 ns mark (Stage 1) for each of the grids. For this case, the computations appear to be approaching grid convergence for a mesh of 801 points.
Analogous results of the Stage 2 calculations are shown in Fig. 5b . This plot shows the neutral gas velocity profile at 10.4 µs. The wave generated near the left electrode appears to be well-resolved on all the grids, but the corresponding wave on the right appears to diminish with grid refinement. This result is being investigated in ongoing work. The remainder of the discussion will focus on the finest grid case, with 1601 points. Figure 6 presents the properties of the electric circuit as a function of time. The input voltage (blue line) and the corresponding voltage on the dielectric surface (red line) are shown in Fig. 6a . The two potentials di↵er because of charge accumulation on the dielectric surface. The 20 kV negative Gaussian pulse used as an input waveform results in a maximum negative potential on the dielectric surface of about 7 kV at 46 ns, and a positive peak of around 2 kV which appears later at about 73 ns.
The current density j and dissipated power E · j, averaged across the domain, are shown in Fig. 6b . Three major peaks are seen in the plots, at about 46 ns, 54 ns, and 73 ns, and appear to be associated with the maximum of dV s /dt. The average current is initially negative, flowing toward the left electrode, but changes sign at about 62 ns. Afterwards there is significant current flow in the opposite direction. The current and power dissipation approach zero as the input waveform decays.
The accumulation of surface charge on the dielectric plays an important role in limiting the electric field and current in the discharge. The surface charge on the left electrode is shown as a function of time in Fig. 7a , along with the current density at the same location. Current flow toward the electrode (negative values of j) results in accumulation of positive charge on the dielectric. The current at the left boundary changes sign at about 65 ns, and begins draining the accumulated surface charge. For large times, both current and surface change approach zero.
Both the surface charge on the dielectric and the space charge in the electrode sheath act to reduce the electric fields in the discharge gap. Figure 7b illustrates this e↵ect. The blue line indicates the electric field that would be present if perfect neutrality prevailed. This field E = V s /(L + d/✏ r ) reflects the capacitance of the dielectric layer and an empty discharge gap. For comparison, the electric field at a representative location in the plasma (x = 8 mm) is indicated by the red line. Initially, the two curves coincide closely, but after about 45 ns, the plasma field is substantially diminished over the reference field because of unbalanced charge.
The space-time evolution of the electric field is illustrated in Fig. 8 . Figure 8a shows, as a function of time, the fields in the plasma (black line) and at the left boundary (red line) and right boundary (blue line). Figure 8b shows the distribution of the reduced electric field across the domain for selected times. Initially the electric field is fairly uniform. Then a brief, intense, negative peak in the electric field at the left boundary occurs, centered at about 54 ns. The reduced electric field briefly exceeds 10 4 Td (10 17 V·m 2 ) during this phase. (Comparable reduced electric fields were reported in Ref. 44 .) Later, a corresponding positive peak occurs at the right electrode, centered around 70 ns. It is interesting to note the sign change in the plasma field around 61 ns (see Fig. 7b ), and that a period occurs in which the electric field is directed toward the boundary on both sides (dual cathode regime 21 ). The energy storage and subsequent release are examined in detail in Figs. 9-10. Figure 9 shows the net rate of energy deposition, per unit volume, in excited molecular states:
This is the source term in an equation for the internal energy formed by multiplying Eq. (1c) by the excitation energy per molecule ✏ x . Results for the energy deposition phase (Fig. 9a) closely mirror the behavior of the electric field. Peak energy deposition occurs in brief, intense peaks close to the electrodes. Energy release occurs in the same regions, over longer time scales (Fig. 9b) . Figure 10 shows the corresponding averages over the discharge gap as a function of time. Comparing to Fig. 6b , we see that the energy deposition (blue curve) closely tracks the dissipated electric power. The stored energy (red curve) peaks and begins to decline even before the end of the input waveform. Once the input pulse is over, the stored energy undergoes an exponential decay, with most of the energy disappearing within 10 µs.
Profiles through the discharge for di↵erent times in the Stage 1 computations are shown in Fig. 11 . At early stages in the pulse (Fig. 11a, 44 ns) , the cathode sheath begins to form, but the electric field is essentially uniform (linear potential distribution). Even for this low field, excited molecules have been generated over the initial level, in particular in the plasma away from the left electrode sheath. At later times (Fig. 11b-c, 45-46 ns) , rapid change occurs in the left electrode sheath. The electric field becomes much higher there than in the plasma, and substantial ionization and excitation occur. There is a corresponding reduction in the sheath thickness.
After the decay of the input waveform, some additional excitation occurs, particularly near the right electrode, which behaves like a cathode as the ionization generated by the pulse leaks out of the domain. At the end of Stage 1 (Fig. 11d, 400 ns) , we are left with large concentrations of excited molecules near both electrodes, and a negligible electric field.
Selected profiles through the discharge for the Phase 2 calculations are shown in Fig. 12 . Without excitation, the number density rapidly relaxes, and the peaks in the distribution are essentially gone within about 10 µs (Fig. 12a) . The corresponding energy release generates weak shocks (acoustic waves) that travel toward the center of the domain from the vicinity of the electrodes (Figs. 12b-d) . At later stages in the computation (not shown) multiple reflections of these waves occur.
The maximum neutral gas temperature rise is about 40 K, maximum velocities are about 10 m/s, and maximum pressure rise is about 0.2 kPa. It is interesting to note that although energy release continues to occur throughout the computation (note the final temperature distribution), the contribution to gas motion only comes from the portion of energy released faster than the characteristic time for an acoustic wave to traverse domain.
V. Summary and Conclusions
Numerical calculations were carried out to examine the physics of the operation of nanosecond-pulse, single dielectric barrier discharges for high-speed flow control. Conditions were selected to be representative of the stagnation region of a Mach 5 cylinder flow that was the subject of recent experiments.
17, 26 A fourspecies formulation was employed, including neutrals, ions, electrons, and a representative excited molecular species. The following models were employed to predict particle motion: a drift-di↵usion formulation for the charged particles, a di↵usion equation for the excited molecules, and a five-moment fluid formulation for the neutrals. The Poisson equation was solved for the electric potential. During a 20 kV Gaussian input pulse lasting approximately 120 ns, an average energy density of about 40 J/m 3 was stored in excited molecular states. Quenching reactions released this stored energy within about 10 µs, converting it into translational energy of the neutrals and forming weak shock waves. The maximum neutral gas temperature rise predicted by the model was about 40 K.
This work represents a first step towards detailed modeling of the nanosecond-pulse dielectric barrier discharge actuator. Despite the idealizations in the model, the computations predict the same order of magnitude of e↵ect that was observed experimentally. In ongoing work, we are extending the model to include about ten species and carrying out a detailed study of the boundary conditions. The nanosecondpulse dielectric barrier discharge actuators show promise for high-speed flow control, and accurate numerical modeling will contribute the optimization of these devices. 
