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Abstract 
The spectral radius 'T] of the rate matrix of a QBD is known to 
be indicative of the tail behaviour of the steady state probability dis-
tribution. Therefore 'T] is called the caudal characteristic and is used 
as a descriptor of the dynamics of the QBD. In this paper, we show 
that additional information is given by the condition number of the 
spectral radius, 1\;( 'T]), especially in those cases where 1\;( 'T]) is huge. 
1 Introduction 
A Quasi-Birth-and-Death process (QBD) is a (discrete-time or continuous-
time) Markov chain on the two-dimensional state space {(i,j)li ~ O,j = 
1, ... ,M}, where i refers to the level of the process and j is called the phase. 
Since the examples described in this paper are in continuous time, we shall 
only consider continuous-time QBDs in the sequel. 
The generator matrix Q of the homogeneous continuous-time QBD has 
the form 
B Ao 
Az Al Ao 
Q= Az Al Ao 
Az Al 
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The entries of this block-structured matrix are square matrices of size M. 
Their elements indicate the rates at which the process moves to states in the 
next higher level (Ao), to states in the next lower level (A2 ), or to states 
within the same level (Ai). In general, M may either be finite or infinite. 
Neuts [l1J has shown that the stationary probability distribution 7r 
(7ro, 7rl, 7r2, ... ) of a QBD, when it exists, is matrix-geometric: 
'In, (1) 
where the matrix R is the rate matrix; it is obtained as the minimal non-
negative solution of the equation Ao + RAl + R2 A2 = 0 and records the 
expected rate of visits to the level R( n + 1) per unit of the local time of R( n). 
More details can be found in Latouche and Ramaswami [6J. 
We shall make in this paper two crucial assumptions. The first one is 
stated below; it is needed in order to discuss more easily the spectral prop-
erties of the matrix R. 
Assumption 1 The order M of the blocks Ao, Ai and A2 and of the matrix 
R is finite. 0 
The spectral radius, the eigenvalue with maximal absolute value, of the 
rate matrix is an important feature as it is indicative of the tail behavior of 
the stationary distribution; therefore it is also called the caudal characteristic. 
We denote it by '1]. It is known that, under conditions not very restrictive, 
this maximal eigenvalue is real, positive and has algebraic multiplicity one. 
However, when calculating 'I] for the queue described in Section 4.1 with the 
MATLAB routine eig, we found that, depending on the model parameter 
values, the eigenvalue with maximal absolute value sometimes came in com-
plex conjugate pairs. Further investigation reveals that these eigenvalues 
have huge condition numbers, which are in turn related to the dynamics of 
the stochastic process, as we explain in this paper. 
The remainder of this paper is structured as follows. In Section 2, we 
briefly recall the properties and probabilistic interpretation of the caudal 
characteristic. We define its condition number and give the probabilistic 
interpretation in Section 3. Numerical examples are given and explained in 
Section 4. We conclude with some important remarks in Section 5. 
2 The Caudal Characteristic: Probabilistic 
Interpretation and Assumptions 
We now state our second important assumption: 
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Assumption 2 The dominant eigenvalue 7) of R has algebraic multiplicity 
one and all other eigenvalues have absolute value less than ry. 0 
A sufficient condition for this, as proved in Latouche and Taylor [7], is that 
the doubly-infinite QBD with finite blocks and with transition matrix 
(2) 
is irreducible. This condition often holds in practice, but not always, as we 
will see with some of the examples in Section 4. When it is not satisfied, often 
it is possible to verify by inspection that Assumption 2 holds. :t;<'or instance, 
in the two-server example of Section 4.1, the matrix A = Ao + Al + A2 is 
reducible; therefore, the doubly-infinite QBD is reducible. One then sees 
that R is also reducible and can be rearranged in the form 
R = [RIO] , R3 R2 (3) 
where both RI and R2 are irreducible. Depending on the value of the model 
parameters, the maximal eigenvalue may either be found in RI or in R2 or 
in both. Those cases where it is found in both blocks are not considered in 
this paper. 
For an ergodic QBD,.it holds that ry < 1 (Theorem 1.2.1 in Neuts [11]). 
The left and right eigenvectors corresponding to ry, u and v, may be chosen 
to be positive and such that 
ul = uv = 1, 
where 1 is a vector of ones. Then, 
Rk = rykv.u + o(ryk) 
Due to the matrix-geometric property (1), 
1rk = (1rov)7)kU + o(ryk), 
(4) 
as k ---+ 00. (5) 
as k ---+ 00 
and ry is thus the asymptotic rate of decay of the stationary distribution. The 
ratio of the expected time spent at a level £( k + 1) to that spent at £( k) is 
given by 
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It is approximately equal to 'Tj as k ---t 00. It is easy to see that the ratio of 
the expected time spent in the whole of the levels f(k+ 1), f(k+ 2), ... to that 
spent in f(k) is asymptotically (1- 'Tj)-l as k ---t 00 (Neuts [12], Latouche [4], 
Latouche and Ramaswami [6]). 
A value of 'Tj close to 1 indicates that occasional excursions to the levels 
far away from the boundary persist for a long time. If the level represents a 
queue length, a high value of'Tj implies that, if the queue builds up for some 
reason, it will take a long time for the server ( s) to decrease its length. With 
low values of 'Tj, a long queue is rapidly reduced. As such, the information 
provided by the caudal characteristic is complementary to the information 
that is given by the traffic intensity parameter p: whereas p is indicative of 
the fraction of time that the queue spends in high levels, 'Tj determines the 
rate at which the queue recovers from these excursions. 
3 The Condition Number of 'l] 
The condition number of an eigenvalue), of a matrix D, denoted by I\:(),), 
indicates whether or not that eigenvalue is sensitive to perturbations in the 
elements of D. If that eigenvalue has multiplicity one, then its condition 
number is equal to the inverse of the absolute value of the cosine of the 
angle between its left and right eigenvectors (Datta [2]). As we assumed that 
the maximal eigenvalue 'Tj of R has multiplicity one, with a left and right 
eigenvector defined by (4), its condition number is given by 
The probabilistic interpretation of the left eigenvector u corresponding to 'f/ 
is well-known and stated below in Lemma 1. 
Lemma 1 The left eigenvector u corresponding to the maximal eigenvalue 'f/ 
of R, normalized by ul = 1, records the asymptotic conditional distribution 
of the phase, given that the process is in the level f( n), for n ---t 00. 
Proof The marginal distribution of the phase, conditioned on the process 
being in the level f(n), is given by (1inltl1in. Using (5) and the matrix-
geometric property (1), we have that 
r 'Tjn( 1iov)u + o('Tjn) 
n':'~ 'Tjn( 1iOV) ( ul) + o( 'Tjn)' 
u 
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since ul = 1. o 
A value of Ui > Uj thus means that, if the process is in a high level, it is more 
likely to be in phase i than in phase j. 
A probabilistic interpretation can be given for the right eigenvector v of 
T} as well. 
Lemma 2 The right eigenvector v corresponding to the maximal eigenvalue 
T} of R, normalized by uv = 1, is asymptotically proportional to the expected 
rate of visits to the level £(n), per unit of time spent in the level £(0), for 
n -* 00. 
Proof By (5), we find that 
so that 
Vj = lim (Rnl)j. 
Vi n ..... oo (Rnl)i 
But, the quantity (Rkl)i may be interpreted as the expected rate of visits 
to £(k) per unit oftime spent in (0, i) (see [6], Theorems 6.2.1 and 6.4.1 and 
Remark 6.2.8). This proves the lemma. 0 
The condition number of the maximal eigenvalue is large if (11u11211vl b)/Iuvl 
is large. We now have the following theorem. 
Theorem 1 Assume that the maximal eigenvalue 1] of the rate matrix has 
multiplicity 1. Let u and v be its corresponding left and right eigenvectors, 
normalized by ul = 1, uv = 1. The following sets of indices are not empty: 
{i : Vi ::; 1, 1::; i ::; M}, 
{j : Vj 2: r;(T})/VM, 1::; j ::; M}, 
where r;(T}) is the condition number ofT}. Moreover, 
for all j E SB. 
Proof With uv = 1, the condition number of T} is given by 
r;(T}) Ilu11211 v 112' 
< Ilv112' 
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(6) 
(7) 
(8) 
(9) 
since JJUJJI 2': JJUJJ2 and JJUJJI = ul = 1 (recall that u is non-negative). 
Ifvj < K,(fJ)/VMfor allj, then JJVJJ2 < K(fJ), which contradicts (9). This 
proves that SB is not empty. 
If Vi > 1 for all i, then uv > ul = 1, which contradicts our assumption 
that v is normalized by uv = 1. This proves that SA is not empty. 
Finally, we have that 
L UjVj < L UjVj = 1. 
JESB l~j~M 
Since Vj 2': K,(7])/VM for j E SB, this implies that Uj < VM/K,(fJ) for all j 
in SB, which concludes the proof. 0 
Let i and j respectively denote fixed, but arbitrary, phases in SA and SB. 
A large condition number of fJ implies that the ratio Vj/Vi is large and that 
Uj is small. By the probabilistic interpretations of u and v, this means that, 
starting from (0, j), much more time is spent in the level C( n) than starting 
from (0, i), whereas for the same phase j, it is unlikely that the process is 
in the state (n, j). We emphasize that these quantities are relative: the 
expected time spent in a high level C( n) per unit of time spent in (0, i) or 
(O,j) is small for both states, but the former is much smaller than the latter; 
also, all stationary probabilities for the level C( n) are small, but 7r n,j is much 
smaller than other components of 1i"n. 
4 Numerical Examples 
In order to illustrate the probabilistic meaning of the condition number of 
the caudal characteristic, we describe here two simple systems where huge 
condition numbers may be found and we explain the dynamic behaviour of 
those systems. In all cases, the matrix R is calculated with the Logarithmic 
Reduction algorithm (Latouche and Ramaswami [5, 6]); the maximal eigen-
value and its corresponding left and right eigenvectors are obtained by the 
power method (Ralston and Rabinowitz [13], Chapter 10). 
4.1 Queues with Heterogeneous Priorities 
Consider the queueing model in Figure 1. It consists of two classes of jobs 
(class A and class B) each with its own queue and two servers, one for each 
queue. Each server processes its own jobs, except when the queue is empty. 
In that case, it may process jobs of the other type, until new jobs of its 
own type arrive. Jobs in service are not preempted. We assume that the 
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arrival processes are Poisson with parameters AA and AB; service times are 
exponential with parameters /-lA and /-lB. This queue is extensively treated 
in Leemans [8]; details may also be found in Leemans and Dedene [9]. 
Figure 1: Two-class two-server queue with heterogeneous priorities. 
A state in this process is denoted by the tuple (nA' nB, 0:1, 0:2). The level 
of the QBD is the number of class A jobs, the phase is given by the tuple 
(nB' 0:1,0:2)' The number of phases is determined by the parameter ME, 
which defines an upper bound on the number of class B jobs. The matrix R 
has the form (3). Experimentations show that the condition number of the 
maximal eigenvalue varies with the arrival and service time parameters as 
well as with the parameter MB. Five examples are shown in Table 1 and we 
observe fairly different values for K( f/). Before commenting on these numbers, 
we first explain the last two columns of the table. 
AA AB /-lA /-lB MB f/ K(f/) t max tmin 
0.4 0.3 1 1 20 0.3056 4.67E3 2.357 0.660 
0.4 0.3 1 1 60 0.3083 7.33E12 2.381 0.660 
0.4 1.5 1 5 60 0.2494 7.36E3 1.805 0.669 
0.5 0.1 1 1 60 0.2997 1.46E27 2.664 0.682 
0.5 1.5 1 5 60 0.2656 1.86E4 2.664 0.682 
Table 1: Condition numbers in the heterogeneous priority queue. 
In order to analyze conditions which entail huge ratios Vj/Vi, we write Rn 
as follows: 
Rn = AoH1,nTn, 
where H1,n records the probability of reaching £( n) before £(0), starting from 
£(1), and Tn records the expected time spent in the states of £( n), before the 
first visit to £(0), starting from £(n). 
Conditioning on the first passage to £( n - 1) yields 
(10) 
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where (see [6], Chapters 6 and 8) 
(_U)-1 records the expected time spent in £(n) before the first visit to 
£(n-1), 
G records the probability of moving down from £(n) to £(n -1) in a finite 
time, and 
Fn - 1,n records the probability, starting from £( n - 1), of reaching £( n) 
before £(0). 
The limit of Fn - 1,n as n -7 (Xl is H, the minimal non-negative solution of the 
equation Ao + AIH + AzH2 = 0. It is substochastic if the QBD is ergodic 
(Lemma 8.2.1 in [6]). Thus, from (10), 
Tn = (I - GFn_1,nt1( _U)-1 
and 
lim Tn = (I - GHrl( -UrI = T. 
n-+oo 
We now define tmin and tmax respectively as the minimum and maximum row 
sums of T. 
From the last two columns in Table 1, it is observed that the ratio 
tmin/tmax is never very small; therefore, the rows of T are not much dif-
ferent. Also, the matrix Ao = )..AI is a scalar matrix. Thus, in the limit, if 
the entries of Rnl are much different, it must be because at least one row i 
of H1,n is globally much smaller than at least one other row j. This means 
that the QBD is far less likely to actually reach £( n) before a return to £(0) 
if it starts from (0, i) than if it starts from (0, j). Therefore, we may think in 
terms of first passage probabilities instead of expected rates of visits when 
we analyze the behaviour of the QBD. 
In the second and fourth example of Table 1, the entry of v corresponding 
to the phase (60, B, B) turns out to be much higher than other entries of Vj 
in fact the ratio of the largest to the smallest entry of v, which is the entry 
corresponding to the phase (0, A, A), is of the order of 1015 and more. The 
process thus has a relatively larger probability of reaching high levels when 
starting from the phase (60, B, B) in £(0) than when starting from (0, A, A). 
Indeed, the level indicates the queue length of class A; this queue will increase 
more rapidly if two class B jobs occupy the servers. On the other hand, the 
vector u has a very small-nearly zero-entry at position (60, B, B). As soon 
as the first server finishes the class B job, it will start serving the class A 
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queue; therefore, the probability that the process remains in that particular 
phase is quite small. 
From the first two examples in Table 1, it is seen that the condition 
number is directly related to the parameter MB . With both servers being 
occupied by class B jobs, the class A queue will indeed build up and may 
reach high levels. However, as we explained before, as soon as server 1 
has finished serving the class B job, it will start processing class A jobs. 
Therefore, the number of class B jobs at the beginning of the process does 
not by itself raise the condition number. What matters here is the fact that, 
with a maximum of 20 class B jobs at any given time, class A will more 
often have two servers available than with 60 class B jobs being allowed in 
the system. With only one server available, class A has a larger probability 
of reaching high levels than with two servers; this is reflected in the condition 
number. 
For the same reason, the condition number is small if class B jobs have 
a substantially higher service rate than class A jobs, as is seen in rows 3 and 
5 of Table 1. Again, the first server will sooner and more often be available 
for class A. 
Remark: One might define class B to be the level of the process, so that 
the phase is (nA' aI, a2); because of the symmetry of the system, this does 
not change our findings with respect to the condition numbers. 
4.2 The Two-Server Preemptive Priority Queue 
Consider a Markovian two-server queue with two types of jobs, where class 
1 jobs have preemptive priority over class 2 jobs. For details on the matrix-
geometric solution, see e.g. Miller [10] and Kao and Narayanan [3]. One may 
define the high priority class to be on the level of the process. One problem 
with this is that the marginal distribution associated with the phase (the low 
priority class) usually has a very long tail, thus resulting in large matrices so 
as to capture enough of the probability mass on the tail. To circumvent this 
problem, the low priority class may be chosen as the level. Not only is the 
caudal characteristic TJ different, since it now refers to the low priority class, 
but we also find differences in the condition numbers. Notice that, with class 
1 on the level, the matrix A = Ao + Al + A2 is reducible; by inspection, we 
find that R is reducible (it is upper-triangular) and has one unique maximal 
eigenvalue. With class 2 on the level, the matrix (2) is irreducible; therefore 
Assumption 2 holds. Five examples are given in Table 2. The maximal queue 
length of the class on the phase of the process is denoted by J{. 
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level Al A2 PI P2 K 'T/ K(TJ) 
class 1 0.5 0.1 1 1 60 0.25 7.81 
class 1 0.5 0.5 1 5 60 0.25 7.81 
class 2 0.5 0.1 1 1 20 0.1616 6.6E3 
class 2 0.5 0.1 1 1 60 0.1660 3.68E14 
class 2 0.5 0.5 1 5 60 0.4987 1.59E14 
Table 2: Condition numbers in the preemptive priority queue. 
In the first two examples, with the high priority class on the level, the 
condition number of the caudal characteristic is very small. Since class 1 has 
preemptive priority, the phase (the queue length of class 2) does not influence 
the evolution of the queue length of class 1. Therefore, the probability to 
reach high levels does not depend on the phase from which the process starts. 
The entries of v are all equal and the condition number cannot be huge. With 
class 2 on the level, since its queue length is highly dependent on the high 
priority queue, it is more likely that the process will reach high levels if it 
starts from those states in £(0) with a large queue of high priority jobs. At 
the same time, with class 1 having preemptive priority, it is very unlikely 
that the process will remain in those phases of the process. The result is a 
large condition number. Notice that, here, as for the system in Section 4.1, 
the condition number depends on the parameter K. It does, however, not 
depend on the service rate of the low priority class. 
5 Conclusion 
In this paper, we have shown that the information provided by the condition 
number of the caudal characteristic is complementary to the information 
given by the caudal characteristic itself. Whereas the maximal eigenvalue of 
R is indicative of the dynamic behaviour of the process in terms of its levels, 
the condition number describes how this dynamic behaviour may depend on 
the starting phases of the process. 
Of course, the matrix R is calculated only approximately. One might 
argue that the condition number is related to the accuracy with which we 
have calculated the rate matrix R with the Logarithmic Reduction algorithm. 
In order to verify this, we calculated the matrix R using the TELPACK 
software, where R is derived with an invariant subspace approach (Akar and 
Sohraby [1]) and again found that 'T/ is ill-conditioned for the same parameter 
values. 
Another approach allows us to calculate eigenvalues without knowing R 
10 
at all (see Neuts [11], pp. 38-40). To that effect, one considers the matrix 
A(z) = iAo + Z(iAI + I) + z2iA2 for 0 < z < 1, where e > maXi IAlli,i' 
This matrix has a maximal eigenvalue X(z) and r; is the unique solution of 
the equation r; = x(r;) in (0,1). With this approach, we found that r; is an 
ill-conditioned eigenvalue of A( r;) for the same parameter values. This all 
strengthens our conclusion that the condition number of the caudal charac-
teristic is a consequence of the process, not of the possible inaccuracies in 
the calculation of the matrix R. 
Finally, from the numerical examples, it is clear that high condition num-
bers are not induced by the reducibility of the matrix R. In this paper, we 
only considered those cases for which Assumption 2 applies. For the system of 
Section 4.1, r; may have multiplicity greater than one if the model parameter 
values are such that the blocks RI and R2 in the reducible matrix R have the 
same maximal eigenvalue. Also, systems that do not obbey Assumption 2 
because of periodicity in the matrix R may have several eigenvalues with the 
same absolute value. Those cases, where r; is not isolated, still remain to be 
investigated. 
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