Abstract. In this paper we prove that the Mahler measures of the Laurent polynomials
Introduction
The logarithmic Mahler measure of a Laurent polynomial P ∈ C[X ±1 1 , . . . , X . Boyd [4] has made substantial progress in this research area by showing that Mahler measures of a number of families of two-variable polynomials are numerically equal to rational multiples of L ′ (E, 0), where E is the elliptic curve over Q given by the corresponding polynomial. These investigations resulted in a large number of potential conjectured formulas, and this significant discovery has motivated many others to find proofs of these formulas and explanations for this phenomenon. For instance, Rodriguez Villegas rigorously verified that such formulas hold for many tempered polynomials whose corresponding elliptic curves have complex multiplication by some number fields (for a definition of tempered polynomials see [14, §III] ). More recently, Rogers and Zudilin [16] have proved an early conjecture of Deninger [6] that
where E 15 is an elliptic curve of conductor 15. Note that if E is an elliptic curve over Q, then by the celebrated modularity theorem
L(E, s) = L(f, s)
for some newform f of weight 2. Therefore, it is interesting to look for examples of polynomials in more variables whose Mahler measures are related to L-values of higher dimensional varieties or those of modular forms of higher weights corresponding to those polynomials. In the three-variable case, Bertin [2] proved that certain P ∈ C[X ±1 , Y ±1 , Z ±1 ] have Mahler measures of the form
where r ∈ Q and where g is a Hecke newform of weight 3 for Γ 0 (N). The zero locus of P defines a singular K3 surface (having Picard number 20) , and L(g, s) appears as a factor in its L-series. This can be considered as an analogue of the two-variable case, where the modularity theorem for elliptic curves over Q is replaced by the modularity theorem for singular K3 surfaces, originally proved by Livné [12] . Rogers [15] then extended these results by showing that Mahler measures of the polynomials given in [2] can be written as linear combinations of Mahler measures of some other polynomials which are of hypergeometric type. In other words, the latter Mahler measures, of a family of polynomials parametrized by k, are of the form
where r 1 , r 2 ∈ Q and 
Following Rogers' notations, we denote The ultimate goal of this paper is to prove:
The following equalities hold:
24 (τ ) = q + 2q
24 (τ ) = q − 2q 2 + 3q
We see from [8] that f, g, and h defined above are newforms with complex multiplication (CM); i.e., the newforms are the inverse Mellin transforms of Hecke L-series, in
, and S 3 (Γ 0 (16), χ −4 ), respectively. Also, we will see in the next section that g (1) 24 , g (2) 24 ∈ S 3 (Γ 0 (24), χ −24 ) and g 40 ∈ S 3 (Γ 0 (40), χ −40 ). Moreover, they all are newforms of CM type. On the other hand, it follows immediately by [13, 
24 and g (2) 24 cannot be represented by an eta quotient, we can write them as linear combinations of eta quotients which form a basis for S 3 (Γ 0 (24), χ −24 ). However, this fact will not be used to prove (1.7) and (1.10). Applying Proposition 1.3 together with Theorem 1.4 one can easily deduce many formulas similar to (1.1) and (1.2). Corollary 1.13. Let f, g, h, g 48 , g (1) 24 , g (2) 24 , and g 40 be as defined in Theorem 1.4. Then the following formulas hold:
Furthermore, the following hypergeometric transformations are immediate consequences of (1.1), (1.2), and Corollary 1.13: 
G, where G is the Catalan's constant. Therefore, we also obtain new representations of G in terms of 5 F 4 -hypergeometric series.
Proof of The Main Theorem
Throughout this paper, q will be a function of τ ∈ C with Im(τ ) > 0 given by q := q(τ ) = e 2πiτ , and we let
denote the summation over m, n ∈ Z with (m, n) = (0, 0). As usual, we denote
To prove Theorem 1.4 we first prove a more general result stating that f 2 (k), f 3 (k), and f 4 (k), for some values of k, can be expressed as Eisenstein-Kronecker series.
Proposition 2.1. Assume that q ∈ (0, 1), and let
The following lemma gives us some evaluations of s 2 (q), s 3 (q), and s 4 (q) which will be used later in this section.
Lemma 2.2. Let s 2 (q), s 3 (q), and s 4 (q) be as defined in Proposition 2.1. Then
Proof. Let us consider the following two Weber modular functions:
Weber listed a number of special values of these functions in [20, p. 721] , including
(Actually, there are some typographical errors in the original table containing these values, which were corrected later by Brillhart and Morton [5] .) Since ∆(τ ) is a modular form for the full modular group Γ(1), we have immediately that
so the first two equalities in the lemma follow easily. Note also that
Hence
where the last equality follows from the relation
These enable us to evaluate
. Finally, observe that for every m ∈ N
. Using Weber's results above, one can check in a straightforward manner that the evaluations of s 4 (q) in the lemma hold.
Proof of Proposition 2.1. We prove this proposition mainly using the method due to Bertin [3] . Assume that t := Im(τ ) ≥ 1/2. Since q is real, |s 2 (q)| ≥ s 2 (e −π ) = 64 by Lemma 2.2. Analyzing the proof of [15, Thm. 2.3] , one sees that the corresponding |q| = e −2πt is small enough to imply
where
It was also shown in the same theorem that
Substituting (2.4) into (2.3) yields
From now on we let σ 3 (n) = Since q ∈ (0, 1), it follows by taking differentials in (2.5) that
Then we integrate both sides and use the identity
to recover (2.6)
) .
For j = 1, 4 let
It is not hard to see that F j (ξ) is differentiable at ξ = 0. Indeed, for any ξ ∈ − . It is easily seen that Li 3 (q jd+ξ ) is differentiable at ξ = 0 and hence so is F j (ξ). As a consequence, we have from a basic fact in Fourier analysis (cf. [19, Thm. 3.2.1]) that the Fourier series of F j (ξ) converges pointwise to F j (ξ) at ξ = 0; i.e.,
whereF j (n) denote the Fourier coefficients of F j . Following similar computations to those in [3] , one sees thatF
Li 3 (q jd ) and
where we have applied the same tricks from [3] to obtain the last equality. We then use the fact that 2 Re(z) = z +z for any z ∈ C to finish the proof of (i). One can prove (ii) and (iii) in a similar fashion. For we again have from [15, Thm. 2.3] that under the assumption stated in the proposition
Let us prove some crucial lemmas before establishing Theorem 1.4.
Lemma 2.7. If f, g, and h are as defined in Theorem 1.4, then
Proof. We will show (2.10) first. Let K = Q(i), O K = Z[i], Λ = (2) ⊂ O K , and I(Λ) = the group of fractional ideals of O K coprime to Λ. Then we define the Hecke Grössencharacter
for any m, n ∈ Z such that m is odd and n is even, and let
where the sum runs through the integral ideals of O K coprime to Λ and N(a) denotes the norm of the ideal a. It then follows from [13, Thm. 
for some m, n 0 ∈ Z with m odd and n 0 = 2n, then a(p) = 2(m 2 − 4n 2 ). Also, it is clear by the definition of Ψ that a(k) = 0 for every k ∈ N even . Next, we shall examine a(k) explicitly for each k ∈ N odd .
Recall first that since Ψ(τ ) is a Hecke eigenform in
holds for all k, l ∈ N (cf. [10, Ch. 6] ). If k is odd and all prime factors of k are congruent to 1 modulo 4, then it is easily seen by induction that k = m 2 + 4n 2 for some m, n ∈ Z with m odd. Now suppose k is odd and k has a prime factor congruent to 3 modulo 4, say
r j for some primes p i and r j . If
r j is a perfect square, then k is again of the form k = m 2 + 4n 2 with m odd. Otherwise, there exists a prime factor r ≡ 3 (mod 4) of k such that r l k for some odd l. But then it can be shown inductively using (2.11) that a(r l ) = 0, so a(k) vanishes in this case. Note that for any k = m 2 + 4n 2 with m odd
Consequently, we may express Ψ(τ ) as
Computing the first few Fourier coefficients of Ψ(τ ) we see that
On the other hand, we know from [8] that
by Sturm's theorem (cf. [13, Thm. 2.58]). The equalities (2.8) and (2.9) can be established in a similar way. Indeed, we see from [2] and [3] that f (τ ) and g(τ ) are the inverse Mellin transforms of the Hecke L-series with respect to some weight 3 Hecke Grössencharacters defined for the rings
Lemma 2.12. If g 48 and g are as defined in Theorem 1.4, then the following identities hold:
Proof. Let
Note that by the symmetry of the summation we have m,n∈Z m even
Also, it is obvious that for all x, y ∈ Z
Thus it is easy to verify that for all (m, n) ∈ B the following equalities are true:
Then it is obvious that (3k
yields (m, n) ∈ B. Consequently, we have the equality
where · ∪ denotes disjoint union, since the inclusion ⊇ is obvious.
Therefore, we can simplify the last expression of h 1 (τ ) above to obtain . Then (2.13) follows easily since
and the following identity holds [11, Prop. 1.6]:
Then it is easy to see that
Repeating the arguments above and using the fact that for every (m, n) ∈ B m − n = χ −4 (|m − n|(m + 3n)) |m − n|,
we can deduce that
.
We then employ the q-series identity [11, Cor. 1.4]
By (2.9), we see that
so (2.14) follows. 
24 , g (2) 24 and g 40 are as defined in Theorem 1.4 and s ∈ C with Re(s) > 2, then the following identities hold:
Proof. We have immediately from the proof of [3, Thm. 4 .1] that
where φ is the Hecke Grössencharacter given by
for any m, n ∈ Z. Considering the first terms of this Hecke L-series, one sees that its inverse Mellin transform is exactly g
24 (τ ) by Sturm's theorem. Similarly, if we define the Hecke Grössencharacter ψ by
then we obtain the Hecke L-series
whose inverse Mellin transform is g 
and applying the formula
and the inverse Mellin transform of this Hecke L-series equals g 40 (τ ). Since the conductors of the Hecke characters defined above are trivial and the discriminants of Q( √ −6) and Q( √ −10) are −24 and −40, respectively, we have that g N are newforms of weight 3 and level N having CM by χ −N (cf. [17, §1] ).
Lemma 2.19. Let t ∈ C be such that Re(t) > 1. Then the following equalities hold: 
then the following equalities hold:
S(1, 0, 12; t) = 1 + 2 −2t + 2 2−4t ζ(t)L(χ −3 , t) + L(χ 12 , t)L(χ −4 , t), S(1, 0, 18; t) = 1 − 2 · 3 −t + 3 1−2t ζ(t)L(χ −8 , t) + L(χ 24 , t)L(χ −3 , t).
We will exhibit how to prove (2.21) only, since the other identities can be shown similarly. Let Q 1 and Q 2 be the quadratic forms of discriminant −24 given by Q 1 (m, n) = m 2 + 6n 2 , Q 2 (m, n) = 2m 2 + 3n 2 , and for each j ∈ {1, 2} and k ∈ N let R Q j (k) = # (m, n) ∈ Z 2 | Q j (m, n) = k .
By the formulas above, we see that (2.25)
t).
Notice that, for any given l ∈ N, 2m 2 + 3n 2 = 2l is equivalent to m 2 + 6b 2 = l, where n = 2b. This implies that R Q 2 (2l) = R Q 1 (l). Similarly, it can be checked that R Q 2 (3l) = R Q 1 (l) and R Q 2 (6l) = R Q 2 (l). As a result, we have (2.26)
If (k, 6) = 1, then
Hence we find from the well-known formula due to Dirichlet [7, p. 229 It follows that (2.27)
where * denotes the Dirichlet convolution. Then (2.21) can be derived easily using (2.25), (2.26), and (2.27).
We are now in a good position to prove our main theorem. 
