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Various probabilistic models for the random locations of individuals in a region are considered. 
Models for both infinite and finite regions are developed. In the literature, certain marginal 
distributions are used to characterize the numbers of individuals in subregions. Relationships 
between these marginal distributions and our probabilistic models are discussed. 
Stationarity 
independent increments 
compound Poisson/binomial/ 
negative binomial distributions 
1. Introduction and summary 
Trees in a forest, stars in a galaxy and bacteria on a petri dish are a few examples 
wherein there is interest in the spatial distributions of individuals over regions. In 
pursuit of better understanding of these distributions, attempt,,; have been raade to 
use probabilistic a, id statistical tools [1-3, 5-7]. Very little effort ha,~ been made 
to develop coherer, t statistical structures for the location of individuals in a region. 
The main purpose of this paper is to propose such structures in erder to avoid 
inconsistencies that can be found in the literature, to provide a sound probabilistic 
basis for a variety of inference procedures that are used, and to permit the 
development of better and consistent statistical methodology in the area. 
We show that, under certain conditions, the collection of random variables 
representing the numbers of individuals in subsets of a region can be regaa~'ded as
a stochastic process. The models presented have a stationarity property. In Section 
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2 we present simple random models which have, in addition to stationarity, a
property of independent increments. We prove that simple models lead to a com- 
pound Poisson process. In a number of the references cited above, Poisson and 
negative binomial distributions have been used to describe the numbers of 
individuals in subsets of a region. Our formulation shows that these two distributions 
arise as marginal distributions in special cases of simple random models. 
In Section 3 we introduce models that are stationary, but do not necessarily have 
the property of independent increments. We show that a negative binomial distribu- 
tion proposed by [3] to characterize the random behavior f the numbers of 
individuals in subsets of a region is a marginal distribution resulting from two 
different stochastic models that do not have independent increments. Section 4 is 
devoted to the development of several different stochastic models when the region 
under consideration has finite Lebesgue measure. It is shown that the binomial 
distribu'tion suggested by [3] can be derived from all of these models. 
2. Simple random models 
Some basic notation is needed to define spatial stochastic models. Throughout 
the paper, R will denote a Euclidean space, 3~ will be the Lebesgue measure on 
R, X(A) will be the number of individuals in a subset A _~ R, and 27 will represent 
the set of all Borel subsets of R with finite Lebesgue measures. 
Definition 2.1. Individuals are said to be located in R in a simple random way if 
the following conditions hold: 
(i) Stationarity: For every set A ~,~, the distribution of the random variable 
X(A)  depenas only on A (A). 
(ii) Independent increments: If A~, . . . ,  Am (m > 1) represent any m disjoint 
sets in ,~, the random variables X(A ~),.. . ,  X (Am) are independent. 
The objective of this section is to show that, under conditions (i) and (ii), the 
collection, {X(A), A e 2"}, is a stochastic process determined by a positive number 
and a sequence of numbers in [0, 1], summing to unity. 
For any two sets A, ,  A2 in 2~ and nonnegative integers k~, k2, we have clearly 
P[X(A1)= kl, X(A2)= k2]= 
= E P [X(A~nA2)=j ,X(A lnA2)=r ,X(A lnA2)=I ] .  (2.1) 
i+r=k l  
i+l=k:~ 
Now let q be an arbitrary point in R and Yq(t), the number of individuals in a 
sphere centered at q having Lebesgue measure t I> 0, Yq(0)-  0. Then, using (i), (ii), 
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we can write 
P[X(A ~) = k~, X(A2) = k2] = 
= ~" P[Yq(tl)=j]P[Yq(t2)=r]P[Yq(t3)=l], 
j+r=kl 
j+l=k2 
(2.2) 
where tl, t2 and ta are A (A 1 c~ A2), A (A 1 c~,42) and A (,4 ~ c~ A 2) respectively. Without 
difficulty, (2.1) and (2.2) can be extended to any finite number of sets in ,~. The 
general result is stated in the following theorem. 
Theorem 2.1. For individuals located in R in a simple random way, the joint 
distribution of any finite collection of random variables from {X(A), A ~ Z} is 
determined uniquely by a joint distribution of a finite collection of rando~ variables 
from {Yq(t), t >~0}. 
The proof is omitted. It remains to show that, under (i) and (ii), the collection 
{ Yq(t), t >i 0} is a stochastic process determined by a positive number and a probabil- 
ity sequence. 
Conditions (i) and (ii) respectively insure that the process Yq(t) has stationary 
and independent increments. That is, for real numbers 0~ < tl ~< t2 <~" • • ~< t,, (m I> 2), 
the random variables Yq(tl), Yq(t2)- Yq(t l ) , . . . ,  Yq(t~)- Yo(t,,_l) are independent 
and, moreover, Yq(h)- Yq(tt-1) has a distribution depending only on t t - t t - l ,  l = 
1 , . . . ,  m (to = 0). Upon application of a well-known characterization of such pro- 
cesses, it follows (see, for example [4, p. 36]) that Yq(t) is the compound Poisson 
process represented as 
Yq(t) = Z l  + Z2  +" • • + ZN(t),  
where {N(t), t >~0} is a simple Poisson process and {Zi, i i> 1} is a sequence of i.i.d. 
random variables on the positive integers, independent of N(t). If Z , -  1, then 
Yq(t)--N(t), whereas if Z/ has a logarithmic distribution, Yq(t) has a negative 
binomial distribution as is well known. These two marginal distributions of X(A)  
have been frequently used in the literature. 
3. A generalization of the simple random models 
In this section we present two methods of developing a general stationary 
stochastic structure for the random quantities {X(A)}. This is done in two steps. 
Firstly, for m ~> 1, we present he joint distribution of X(A1) , . . .  ,X(Am), where 
A1 , . . . ,  A,, are ar~y m disjoint sets of ,~. We then show that this set of finite 
dimensional distributions determines uniquely the stochastic structure of {X(A)}. 
For this purpose we introduce some notation° Let {M(t), t I>0} be a stochastic 
process on the nonnegative integers, st6chastically increasing in t, that is, M(t)~< 
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M(s) fer O<-t<~s, and {W~, i~  > 1}, a sequence of random variables with positive 
integer values, independent of {M(t)}. We assume that {M(t), t >10} and {W, i t> 1} 
depend on the parameters 01 and 02 respectively, ranging in parameter spaces ~1 
and ~2, where ~2 is a collection of infinite sequences, ~ and ~2 being probability 
spaces with F and G the respective probability measures. 
Definiti,~n 3.1. Let A~, . . . ,  A,, be disjoint sets in ,~ with respective Lebesgue 
measur~:;s h , . . . ,  tin, and let k l , . . . ,  km be nonnegative integers. We define the joint 
distribution of {X(A~), i = 1 , . . . ,  m} as 
[I P: W i = k, dF(01) dG(02). 
i=l i I 
~IX~2 
(3.1) 
P[X(Ai)= k~, i= 1, . . . ,  m]= 
Definition 3.2. With the same notation asabove, we define 
II ] P W/= ki, i = 1 , . . . ,  m dF(01) dG(a2), 
t-i=ri-l+l 
~1x°~2 
where ri = y iq__ 1 M(tq), i=  1 , . . . ,  m, ro = 0. 
(3.2) 
The consistency of the set of joint distributions of finite collections of random 
variables from {X(A), A e Z}, generated by disjoint sets and defined by (3.1) or 
(3.2), follows from the stochastic structure imposed on {M(t), t >10, W~, i >I 1}. The 
stationarity condition (i) is clearly satisfied, since definitions (3.1) and (3.2) vary 
only with the Lebesgue measures of the respective sets. The generalization of (2.1) 
to any finite number of sets in Z, not necessarily disjoint, provides a way to extend 
definitions (3.1) and (3.2) to any such sets. These extensions preserve the required 
consistency and stationarity of {X(A), A ~ ,~}. We have proved the following. 
Theorem 3.1. If tt~e joint distribut;ons of every finite number of random variables in 
{X(A), A e,~} are given by the extensions of (3.1) or (3.2), then {X(A)}, A ~,~} is 
a stationary stochastic process. 
It is important o note that (3.1) and (3.2) yield the same marginal distributions 
for X (A), A ¢ ,~, but they define different processes. Statistical methodologies based 
on the two models may be quite different and this has been ignored in the literature. 
In Section 2, we proved that simple random models depend on a positive number, 
say #, and a probabilistie sequence, say {P~, i t> 1}. Now we show that those models 
are particular cases of the stochastic processes presented by (3.2). To do so, let 
{M(t), t>~0} be a Poisson process with parameter/z, and {W~, i~  > 1} be an i.i.d. 
sequence of random variables given by P(W1 = i)= Pi (i >i 1). In addition we take 
~1 and ~2 to be sets containing only ~ and the sequence {Pi} respectively. Now 
the extension of (3.2) reduces directly to a simple random model. 
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Let us assume that the sequence of discrete random variables {Wi} is degenerate 
at 1, ~1 is [0, oo), ~2 is only the sequence (1, 0, 0 , . . . ) ,  {M(t)} is Poisson, and F is 
given by 
e-aVy '~-1 dy, x > O, 
F(x )  = 
LO, x <-0, a, /3>0.  (3.3) 
Then the marginal distribution of X(A), A ~ $, computed by (3.1) or (3.2), is 
negative binomial with a =a and b = (a/~)A(A). This marginal distribution for 
X(A) was assumed by Eberhardt [3] and by Patil and Stiteler [5]. 
4. Models for finite regions 
In the previous two sections, we presented stochastic models when individuals 
were randomly located in an infinite region. In this section, five different models 
are developed for situations wherein individuals are located in a Borel set R r ~ R 
of finite Lebesgue measure. 
Let -Yr be the set of all Borel sets contained in Rr and X~(A), the number of 
individuals in set A, A ~-Yr. Our objective is to develop a stochastic structure for 
the collection {Xr(A), A ~-Y~}. One way to achieve this objective is to select a 
stochastic process developed in Section 3 for the infinite region R, say {X(A), 
A ~,Y}, and condition it by an event related to the random variable X(Rr). 
Specifically, let A 1, • •.,  A,, be sets in -Y: and let kl, • •. ,  k,, be nonnegative integers. 
We define the desired probability as 
P[Xr(A, )=k, , i=l , . . . ,m]=P[X(A, )=ki ,  i= l ,  . . . .  mlX(Rr)]. (4.1) 
The consistency and stationarity of the process {X:(A), A ~ -Yr} defined in (4.1) are 
self-evident. 
For the four remaining alternative ways of developing a stochastic structure for 
{Xr(A)}, we refer to t~e process {M(t)}, the sequence {Wi}, the sets ~1 and ~2, and 
the probability measures F and G, which were introduced in Section 3. We define 
first the joint distribution of Xr(A1),. . . ,  X~(A,,), where A1 , . . . ,  A,, are disjoint 
sets in ,Yr and m ~> 1, then extend these definitions to any finite collection of sets 
in -Yf. Since the extension technique has been used twice, it is omitted from our 
present discussion. Now let A 1 , . . . ,  A,, be disjoint subsets of Rr, A (R~) = to, A (Ai) = 
t;, i = 1 , . . . ,  m, and let ka,. . . ,  km be nonnegative integers. We define the desired 
probability in the following four ways: 
P[Xr(A,) = k,, i = 1 , . . . ,  m]= 
I f  m (M(t i ) M!r O) 
- nP   w,=kil  
i=1 ] 1 i=1 
~ lx~2 
Wj) dF(O~) riG(02). (4.2) 
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P[Xr(A,) = k,, i= 1, . . . ,  m] = 
II M,) = P W i = k,, i = I,..., m[  E $ dF(O;) dG(O2). 
j=r j_ t+l  /=1 
~ix~2 
P[Xt(Ai) = ki, i = 1 , . . . ,  m]= 
I j ' ' (  ) = l-I P Z= W~ = k, lM(to) dF(01) dG(02). (4.4) 
i= l  i 1 
~1x~2 
P[Xt(A,) = k,, i= 1 , . . . ,  m]= 
= f f  P( ~. W=ki ,  i= l , . . . ,m[M(to , )dF(O, )dG(02) .  (4.5, 
l=r i - t+ l  
~ lx~2 
where to, . . . ,  rm are as in Definition 3.2. 
The stochastic processes determined by (4.2)-(4.5) have been constructed to be 
both consistent and stationary. Definitions (4.2) and (4.3) or (4.4) and (4.5) yield 
identical ma:'ginal distributions for X (A), A ~ ~,  but define different processes. 
If we let M(t) be a Poisson process, {W,}, a sequence of random variables 
degenerate at I, ~ and ~2 singleton sets, then the marginal distribution of X~(A), 
A ~l ,  according to each of the definitions (4.1)-(4.5) is binomial with X(R r) 
corresponding to the number of Bernoulli trials and A (A)/A (R:) corresponding to
the probability of success in a single trial. 
(4.3) 
5. Concluding remarks 
The selection of models for stochastic processes for particular applications and 
the development of pertinent statistical methoclologies have not been addres,,;ed in
this paper. We have demonstrated that models proposed may be used to yield 
marginal distributions assumed in the literature; they may also be used to avoid 
unwarranted assumption~ and inconsistencies that arise. We propose in subsequent 
work to use the general models of this paper to devise improved statistical 
methodologies for problems involving the location of individuals in a habitat, 
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