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Resumen 
 
Los MEMS son sistemas electromecánicos diseñados y manufacturados en la microescala y su 
principal uso es en la mecánica de precisión. Estos pequeños sistemas trabajan como mecanismos 
flexibles, donde su movilidad se debe a la flexibilidad de la estructura en vez de juntas móviles. 
En consecuencia, los MEMS son estructuras monolíticas las cuales no requieren del ensamble de 
partes ni de lubricación. Existen diversos principios físicos para la actuación de los MEMS, entre 
las más destacadas están: la actuación electrostática, piezoeléctrica, magnetoresistiva, aleaciones 
de memoria de forma y actuación térmica. Especialmente, la actuación electrotermomecánica 
(ETM), que es una subdivisión de la actuación térmica, presenta algunas ventajas comparada con 
las otras formas de actuación, entre las cuales está la actuación embebida, grandes fuerzas y 
desplazamientos, alta densidad de trabajo y fácil fabricación. Adicionalmente, los MEMS con 
actuación ETM son susceptibles de diseñarse sistemáticamente mediante el Método de 
Optimización Topológica (MOT). 
 
Para el diseño de MEMS ETM mediante el MOT se deben solucionar tres problemas físicos 
acoplados, uno eléctrico, otro electrotérmico y uno termomecánico considerando el Método de 
los Elementos Finitos (MEF); adicionalmente, el problema de optimización se resuelve 
iterativamente, donde el número de iteraciones va de una valor mínimo típico de 50 iteraciones 
hasta algunos miles. Por lo tanto, la solución de problemas mediante el MOT requiere de grandes 
recursos computacionales.  
 
Con el fin de tratar estos problemas multifísicos que son bastante complejos, en el presente 
trabajo se muestra una metodología para el diseño de MEMS ETM 3D usando el MOT y 
considerando computación paralela en procesadores gráficos programables (GPU) con el objetivo 
de acelerar el proceso de diseño. Las ventajas y desventajas del uso de GPU son medidas en 
términos del tiempo computacional en relación a la versión serial del código implementado en 
CPU. En el MOT se usará el modelo de material SIMP y el problema de optimización será resulto 
mediante el método de Programación Lineal Secuencial (PLS). Ambos códigos, el serial y el 
paralelo, son probados con el diseño de diferentes MEMS ETM. 
 
Palabras clave: MEMS, actuación electrotérmica, Método de Optimización Topológica (MOT), 
Método de los Elementos Finitos (MEF), tridimensional (3D), Computación Paralela, Procesadores 
Gráficos Programables (GPU).  
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Abstract 
 
MEMS (MicroElectroMechanical Systems) are devices designed and manufactured at micro-scale 
and their main application is in precision mechanics. These small systems work as compliant 
devices, where their mobility is due to flexible structure rather than from movable joints. 
Consequently, they are monolithic structures, they have no assembled pieces and by this reason 
do not require lubrication. There are several physical principles for actuating a MEMS: electro-
static, piezo-electric, magnetostrictive, shape memory alloy and thermal actuation. Specifically, 
the electro-thermo-mechanical actuation (ETM) present some advantages compared to others 
actuation forms; for example, embedded actuation, large forces and displacements are achieved, 
high work density and easy micro-fabrication. In addition, ETM MEMS are suitable for obtaining 
a systematic design based on the Topology Optimization Method (TOM). 
 
For designing ETM MEMS by using the TOM, three coupled physical problems, electrical, electro-
thermal and thermo-mechanic problem must be solved sequentially considering the Finite 
Element Method (FEM); moreover, the topology optimization problem is solved iteratively, where 
the iterations number goes from a minimal value, typically 50 iterations, to some thousands of 
iterations. Accordingly, these problems require high computational recourses to be solved. 
 
In order to deal with this complex multiphysics design problem, in the present work, a 
methodology for designing ETM MEMS is shown by using the TOM and considering parallel 
computing on Graphics Processing Units (GPU) with the goal of speed up the overall design 
process. The advantages and disadvantages for using GPU are measured in terms of 
computational time in relation to sequential version of the code without GPU. The SIMP (Solid 
Isotropic Material with Penalization) material model is adopted and the optimization algorithm is 
based on SLP (Sequential Linear Programming). Both numerical codes, sequential and parallel, are 
tested with several examples of ETM MEMS considering different boundary conditions.  
 
Keywords: MEMS, Electrothermal actuation, Topology Optimization Method (TOM), Finite 
Element Method (FEM), tridimensional (3D), parallel computing, Graphics Processing Unit (GPU). 
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 1 INTRODUCCIÓN 
 
Los sistemas microelectromecánicos (MEMS, MicroElectroMechanical Systems) son mecanismos 
a escala micrométrica donde su volumen es inferior a 1 mm3 [1], con longitudes características 
que van desde algunos cientos de micrómetros hasta algunos pocos milímetros [2] que consisten 
tanto de una parte eléctrica como de una mecánica [3]. En la Figura 1.1 a) se presenta una micro-
transmisión y en la Figura 1.1 b) se muestra junto a ésta un ácaro, donde se puede apreciar el 
tamaño de estos mecanismos. Estos sistemas pueden funcionar como sensores o actuadores y 
son aplicados principalmente en mecánica de precisión como el microposicionamiento, ensamble 
y manipulación [4]; por ejemplo, en cámaras fotográficas, lectores de discos duros, micro-pinzas, 
sensores “airbag”, giroscopios, resonadores en celulares, entre muchas otras aplicaciones [4]–[6].  
 
  
a)  b)  
Figura 1.1. MEMS. a) Micro-transmisión y b) patas de un ácaro sobre un MEMS. Tomado de [7]. 
 
En su gran mayoría, los MEMS trabajan como mecanismos flexibles [5], los cuales ganan su 
movilidad gracias a la elasticidad de algunos o todos sus miembros, opuesto a los cuerpos rígidos, 
que ganan su movilidad por medio de pasadores, cojinetes y deslizadores [8],[9]. El hecho de que 
los MEMS puedan ser fabricados como estructuras monolíticas tiene varias ventajas ya que no 
requieren de bujes ni rodamientos en las uniones móviles, donde su manufactura es difícil en la 
microescala [4], y su fabricación es sencilla debido a que no requieren ensamble de partes y por 
ser una única pieza tampoco requiere lubricación [10]; pese a ello, las fallas por fatiga en estos 
mecanismos son frecuentes [6]. En la Figura 1.2 se muestra un mecanismo flexible con su 
respectivo prototipo, donde se puede apreciar que está compuesto de una única parte. 
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    
Figura 1.2. Mecanismo flexible a) diseño y b) modelo físico. Tomado de [8].  
 
En el diseño de mecanismos flexibles, como el mostrado en la Figura 1.2, una fuerza externa 
ocasiona la deformación de la estructura, mientras que para conseguir que los MEMS tipo 
actuadores se muevan, existen más de diez principios físicos diferentes; sin embargo, sólo cinco 
de ellos tienen aplicaciones prácticas [11] y son la actuación electroestática, térmica, 
electromagnética, efecto de memoria de forma (Shape Memory Alloy, SMA) y por el efecto 
piezoeléctrico [1], [4], [11]. La selección de un principio u otro se hace según los siguientes 
criterios [4]: máximo desempeño, mínimos problemas de fabricación, versatilidad del actuador y 
adaptabilidad al algoritmo de optimización topológica, además de otros aspectos como la 
velocidad de respuesta y el consumo de energía. En la Tabla 1.1 se presenta un cuadro resumen 
sobre las diferentes formas de actuación de MEMS y su comportamiento cualitativo frente a 
varios criterios [4]. Todas las formas de actuación tienen ventajas y desventajas; no obstante, la 
escogencia de un principio u otro depende de cada aplicación en particular [11].  
 
Tabla 1.1. Formas de actuación en MEMS según diferentes criterios. Adaptado de [4]. 
 Fuerza 
Desplaza-
miento 
Densidad 
de trabajo 
Fabricación 
Versatilidad 
actuador 
Adaptabilidad 
al MOT 
SMA       
Expansión 
Térmica       
Electro-
magnético       
Electrostático       
Piezo-
eléctrico       
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En cuanto a la actuación térmica se puede decir que es de las mejores cuando se desea obtener 
grandes desplazamientos con pequeñas fuerzas comparadas a las obtenidas con piezoeléctricos 
[11]. Otras ventajas de este tipo de actuación frente a las demás es la posibilidad de usar 
materiales “comunes” como el cobre y el níquel y no “exóticos” como SMA [2]. Una tercera 
ventaja se presenta debido a que la actuación puede estar integrada, es decir, la parte eléctrica y 
mecánica del MEMS está embebida, lo que significa que la actuación es construida dentro del 
mecanismo [12]. En consecuencia, en este trabajo se seleccionó la actuación ETM por sus ventajas 
frente a los otros tipos de actuación.  
 
1.1 MEMS ElectroTermoMecánicos (ETM) 
 
Entre los actuadores térmicos, se encuentran los actuadores térmicos pasivos, activos y con 
múltiples materiales [4]. Los actuadores térmicos pasivos son aquellos que son calentados de 
forma externa como lo ilustra la Figura 1.3 a); mientras que en los actuadores térmicos activos su 
calentamiento es interno, normalmente hacen uso del calentamiento resistivo como el efecto 
Joule (ver Figura 1.3 b)) y los actuadores térmicos con materiales múltiples constan de más de un 
material y su funcionamiento se debe a la diferencia en los coeficientes de expansión térmica 
entre los materiales (ver Figura 1.3 c)).  
 
   
a)  b)  c)  
Figura 1.3. a) Actuador térmico pasivo,  b) actuador térmico activo con calentamiento por el 
efecto Joule y c) actuador multimaterial. Adaptado de [4]. 
 
Un principio de actuación muy usado en MEMS por su versatilidad, controlabilidad y robustez es 
la actuación térmica activa [1], donde uno de estos principios es el efecto Joule, en el cual una 
corriente eléctrica proveniente de la aplicación de una diferencia de potencial eléctrico (voltaje) 
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entre terminales (ver Figura 1.4 a)), es transformada en calor por la resistencia que pone el 
material al flujo de tal corriente (ver Figura 1.4 b)), dicho calor causa tensiones térmicas y éstas a 
su vez producen una deformación en la estructura del mecanismo [1], [9], [13], como se observa 
en la Figura 1.4 c). Por usar tres principios físicos para su funcionamiento (el eléctrico, el térmico 
y el estructural o mecánico), este tipo de actuación multifísica se conoce como actuación 
electrotermomecánica (ETM). 
 
 
Figura 1.4. Actuación ETM. a) Distribución de voltajes. b) Debido al efecto Joule hay un 
incremento en la temperatura y esto provoca c) desplazamientos en la estructura por los 
esfuerzos térmicos inducidos. Adaptado de [9]. 
 
Por otro lado, para el diseño y construcción de MEMS ETM se puede seguir un proceso que consta 
básicamente de cinco pasos [2]: (i) diseño del MEMS; (ii) se predice el comportamiento del MEMS 
mediante análisis numérico (simulación); (iii) construcción del MEMS; (iv) experimentalmente se 
caracteriza el MEMS y (v) se re-evalúa el modelo computacional a partir de los datos 
experimentales. El estudio de cada uno de estos pasos contribuye al mejoramiento de la 
metodología de desarrollo de este tipo de microsistemas [2], y es por ello que en las siguientes 
subsecciones se describen los principales pasos.   
 
1.1.1 Diseño de MEMS ETM 
 
La etapa de diseño se ha abordado tradicionalmente mediante métodos de diseños basados en 
la intuición, en la experiencia y en el ensayo y error [14]. Estos abordajes requieren de diseñar, 
fabricar y caracterizar continuamente las estructuras hasta obtener un resultado satisfactorio, lo 
cual implica gran consumo de tiempo y recursos [2]. Entre los diseños intuitivos más conocidos 
está el actuador bimorfo mostrado en la Figura 1.5 a), compuesto por dos o más materiales con 
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diferente coeficiente de expansión térmica [13], [15], [16]. Este tipo de actuador ha sido 
ampliamente usado en MEMS [17]. Más recientemente se ha aplicado la idea de usar un sólo 
material para obtener el mismo comportamiento que los actuadores bimorfos, usando para ello 
únicamente la geometría de la estructura. En estos actuadores la estructura no es calentada 
uniformemente como en el caso de los sistemas bimorfos clásicos y la deformación es alcanzada 
por la virtud de un calentamiento no uniforme [17]. Un ejemplo de este tipo de actuadores es 
mostrado en la Figura 1.5 b) conocido como actuador pseudolaminar, actuador “U-shape” o 
actuador Guckel [18], el cual usa un sólo material y tiene un comportamiento similar al actuador 
biformo. El principio de funcionamiento del actuador Guckel se basa en que si se le aplica un 
voltaje entre los extremos, habrá una corriente eléctrica igual pasando tanto por el brazo delgado 
como por el brazo grueso, implicando esto que el brazo delgado por tener una menor área 
transversal tiene que soportar una densidad de corriente mayor, ocasionando un mayor 
incremento de la temperatura, y por ende, se expande más que el brazo grueso provocando un 
movimiento similar al actuador bimorfo [19]. Existen otros tipos de actuadores con diseños 
simples e intuitivos como el actuador en forma de “V”, el actuador tipo “cascada” y otros 
actuadores compuestos [20].  
 
  
a)  b)  
Figura 1.5. Diseños intuitivos de MEMS ETM. a) Actuador bimorfo [16]. b) Actuador Guckel [19].  
 
En conclusión, modificando las dimensiones de una estructura es posible obtener la deformación 
necesaria para conseguir el desplazamiento de un punto en una dirección determinada. No 
obstante, estructuras óptimas no tienen un diseño trivial [4], por lo tanto, queda claro que la 
geometría del MEMS es un aspecto crítico que requiere del desarrollo de técnicas de optimización 
para el diseño automático de éstos [21]. Una herramienta poderosa que permite el diseño 
sistemático de MEMS ETM es el Método de Optimización Topológica (MOT) [1], [9], [19], [22]. 
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1.1.2 Modelación de MEMS ETM 
 
El comportamiento de MEMS ETM está gobernado por un problema de valor en la frontera 
electrotermomecánico acoplado y no lineal [13]. La formulación de este problema en los tres 
dominios de energía usando un material isotrópico, se puede resumir en la Tabla 1.2, donde 
primero de debe resolver un problema eléctrico para hallar la distribución de corrientes y voltajes 
en la estructura del MEMS, luego con dicha distribución se puede calcular el incremento de 
temperatura de la estructura debido al efecto joule, para lo cual se realiza el análisis térmico que 
sirve de entrada para realizar el análisis estructural o mecánico en el que se determina los 
desplazamientos nodales causados por la carga térmica. El calentamiento resistivo y la 
dependencia de las propiedades del material con la variación de la temperatura acoplan el 
problema eléctrico, térmico y mecánico, y dicha dependencia hace al problema no lineal [13]. En 
el Anexo B se presenta una descripción detallada del modelamiento de MEMS ETM 3D. 
 
1.1.3 Fabricación y caracterización de MEMS ETM 
 
Los MEMS pueden ser manufacturados por métodos similares a los aplicados para la construcción 
de circuitos integrados [9]. Los procedimientos de fabricación para el caso de micromecanismos 
bidimensionales (2D) están bien desarrollados [23] mientras que para el caso tridimensional (3D) 
continúan los esfuerzos para su desarrollo [24]. Son varios aspectos los que afectan el proceso de 
manufactura de los MEMS, entre los cuales están el tipo de material empleado, la topología 
obtenida con el MOT, la temperatura alcanzada en el procedimiento y aspectos propios del 
proceso de manufactura [4]. Una de las técnicas más usada para la fabricación de MEMS es el 
micromaquinado con láser. Este tipo de maquinado está clasificado dependiendo del objetivo del 
láser. Cuando existe una interacción con la luz del láser, usualmente esta luz promueve un 
proceso químico y con algún material fotoresistente se logra conseguir la forma del MEMS; 
mientras que si se usa la interacción con el calentamiento producido por el láser, son comunes 
diferentes procesos como laser etching (ver Figura 1.6 a)), laser annealing, laser ablation, laser 
CVD (chemical vapour deposition), evaporación y otros [4]. 
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Tabla 1.2. Problema de valor en la frontera de un MEMS ETM. Adaptado de [13].  
Problema eléctrico 
𝑘𝑒𝑣 + 𝐼 = 0  𝑒𝑛 Ω 
 
𝑣 = 𝑣𝑒   𝑒𝑛 Γ𝑒𝐸  
 
−𝑘𝑒𝑣 = 𝐼0 𝑒𝑛 Γ𝑒𝐸  
Donde 𝑘𝑒 es la conductividad eléctrica, 𝑣 es el 
voltaje, 𝐼 es la fuente de corriente interna por 
unidad de volumen, 𝑣𝑒 , 𝐼0 es el voltaje y la 
corriente impuestos en la frontera 
respectivamente, y Γ𝑒𝐸  son las fronteras 
restringidas eléctricamente.  
 
 
Problema térmico 
𝑘𝑡𝑇 + 𝑞?̇? = 0  𝑒𝑛 Ω 
 
𝑞?̇? = −𝑘𝑒𝑣
2 − ℎ(𝑇0 − 𝑇) 
 
𝑇 = 𝑇0 𝑒𝑛 Γ𝑒𝑇  
 
−𝑘𝑡𝑇 = 𝑓𝑇 𝑒𝑛 Γ𝑒𝑇  
Donde 𝑘𝑡 es la conductividad térmica, 𝑇 es la 
temperatura, 𝑞?̇? es la tasa de generación de calor 
por unidad de volumen, 𝑇0 es la temperatura 
impuesta, ℎ es el coeficiente de convección, 𝑓𝑇 es 
un flujo de calor prescrito y Γ𝑒𝑇  son las fronteras 
restringidas térmicamente.  
 
 
Problema mecánico 
𝜎 + 𝐹 = 0  𝑒𝑛 Ω 
 
𝜎 = 𝐸(𝜖 − 𝛼(𝑇 − 𝑇0)  𝑒𝑛 Ω 
 
𝜖 =
1
2
[𝑢𝑥𝑦 + 𝑢𝑦𝑥 + 𝛾𝑥𝑦]  𝑒𝑛 Ω 
 
𝑢 = 𝑢𝑒 𝑒𝑛 Γ𝑒𝑀  
 
𝜎𝑛 = 𝑓𝑀 𝑒𝑛 Γ𝑒𝑀  
Donde 𝜎, 𝜖 y 𝐸 son el esfuerzo, la deformación, y 
el tensor elástico, 𝛼 es el tensor de expansión 
térmica, 𝑢 es el campo de desplazamientos, 𝑢𝑒 
es el desplazamiento deseado de la estructura, 
𝐹 son las fuerzas de volumen y 𝑓𝑀 es la tracción 
superficial.  
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En la etapa de caracterización, mediante la experimentación, se evalúa los distintos diseños y se 
comparan con el comportamiento predicho con técnicas numéricas, retroalimentando de esta 
forma a los algoritmos de diseño [4]. Una de las formas más usuales para la caracterización de 
MEMS es la medición de los desplazamientos y fuerzas de actuación en el punto de salida por 
técnicas de procesamiento de imágenes. La fuerza ejercida por el MEMS se mide de forma 
indirecta, de tal forma que éste actué una pieza con rigidez conocida, midiendo el desplazamiento 
y por la ley de Hooke, se determina la fuerza de actuación. Un arreglo basado en análisis de 
imágenes para la medición de los desplazamientos en MEMS ETM consta de un microscopio, una 
cámara y un computador, como se aprecia en la Figura 1.6 b). La técnica consiste en grabar 
imágenes del actuador tomadas por la cámara a través del microscopio y almacenarlas en el 
computador. Para cada parámetro de entrada en el MEMS, por ejemplo voltaje, es tomada una 
foto, generando una secuencia de fotos, donde el desplazamiento puede ser medido comparando 
un par de imágenes consecutivas y determinado el desplazamiento del punto de interés [4].  
 
 
 
a)  b)  
Figura 1.6. a) Laser etching en la fabricación de MEMS y b) configuración esquemática de los 
equipos para la caracterización de MEMS. Adaptado de [4]. 
 
1.2 Método de Optimización Topológica 
 
Es posible obtener un comportamiento específico en un determinado tipo de MEMS jugando con 
la geometría, por ejemplo, cambiando el ancho y largo de cada una de las partes que lo componen 
[17]. Sin embargo, entre más complejo sea el comportamiento deseado, más complicado se 
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vuelve su diseño, dejando de lado el campo de la intuición y creatividad del diseñador. Justo 
cuando se llega a este punto, es necesario desarrollar técnicas efectivas para obtener MEMS con 
estructuras que cumplan con los requisitos de diseño. Recientemente se desarrolló el Método de 
Optimización Topológica (MOT), que desde su introducción se ha usado en numerosas 
aplicaciones [25], entre las cuales están el diseño de materiales [23], el diseño de mecanismos 
[8], el diseño de MEMS y muchos otros problemas de diseño estructural [5], [26]. Entre las 
ventajas que presenta el MOT se puede mencionar que es una técnica de diseño automática con 
la cual se logra acortar el ciclo de desarrollo de productos, permite el diseño de mecanismos 
óptimos en su desempeño y tiene el potencial de innovar [27].  
 
El MOT es un poderoso método de optimización estructural que combina métodos de solución 
numérica, usualmente el Método de los Elementos Finitos (MEF), con algoritmos de optimización 
[5], donde la idea básica es distribuir uno o varios materiales dentro de un dominio de diseño 
predefinido (dominio de diseño), el cual contiene la geometría y las condiciones de frontera del 
problema, donde una función costo u objetivo es maximizada o minimizada, buscando un 
comportamiento deseado en la estructura diseñada frente a algunos requerimientos formulados 
por el diseñador [5]. El algoritmo del MOT consta básicamente de los pasos que se ilustran en la 
Figura 1.7 y se explican a continuación [4], [5], [11], con otros adicionales si se desea fabricar y 
caracterizar el diseño: 
1. Definición del problema. Se establecen la función objetivo, forma y tamaño del dominio de 
diseño, propiedades del material, restricciones del problema, etc. (ver Figura 1.7 a)). 
2. Inicialización. Se discretiza el dominio de diseño en elementos finitos y se hace una 
distribución uniforme del material por todo el dominio de diseño (ver Figura 1.7 b)).  
3. Análisis del comportamiento de la estructura. Se calcula mediante el MEF en condiciones 
estáticas, dinámicas, etc. (ver Figura 1.7 b)).  
4. Función objetivo. Se evalúa la función objetivo con el fin de verificar si se alcanzó lo propuesto 
con el método de optimización (ver Figura 1.7 c)). 
5. Convergencia. Se verifica si el problema converge bajo algún criterio preestablecido. Sí se 
cumple, termina el proceso, si no, se continúa iterando hasta alcanzarlo (ver Figura 1.7 c)). 
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6. Problema de optimización. Con algoritmos de optimización se resuelve el problema para hacer 
una redistribución óptima del material. Las variables de diseño ahora tienen un valor que 
favorecen el comportamiento de la estructura, las cuales fueron obtenidas con el problema 
de optimización, por ello se evalúa de nuevo con el MEF la estructura para luego calcular la 
función objetivo y determinar la convergencia (ver Figura 1.7 c)). 
7. Resultados y verificación. Una vez alcanzada la convergencia, la topología resultante se 
representa con regiones oscuras (material) y claras (no material), para evaluarla nuevamente 
por el MEF y verificar si se obtuvo lo deseado (ver Figura 1.7 d), e)). 
8. Fabricación. La estructura óptima es fabricada y eventualmente caracterizada para 
determinar las diferencias en comportamiento del modelo de elementos finitos con el modelo 
físico (ver Figura 1.7 f)).  
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Figura 1.7. Diseño de una micropinza ETM usando el MOT. Adaptado de [11]. 
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1.3 Planteamiento del problema de investigación  
 
La importancia que están teniendo los MEMS a nivel mundial por su gran aplicabilidad a nivel 
industrial, ya sea en resonadores de celulares, acelerómetros, sensores de presión, temperatura, 
flujo de masa, velocidad, sonido, composición química, entre muchas otras aplicaciones [28], los 
hacen interesantes para el desarrollo de nuevas metodologías para su diseño. Las muchas 
aplicaciones que tienen este tipo de microactuadores han permitido que su inserción en el 
mercado sea bastante fácil [29]. Con todo, y a pesar de su importancia, la mayoría de las 
organizaciones que desean explorar el potencial de los MEMS y la nanotecnología, tienen ninguno 
o muy pocos recursos internos para el diseño, el prototipado y/o la manufactura, así como poca 
o ninguna experiencia en su personal en el desarrollo de estas tecnologías [28]. Por ello, con un 
mercado tan prometedor y creciente, hacen falta trabajos de investigación que impulsen 
métodos para su diseño y fabricación.  
 
Las técnicas para manufacturar MEMS han alcanzado un alto nivel de madurez y los nuevos 
dispositivos diseñados en esta escala pueden ser construidos de manera sencilla y rápida en 
laboratorios y fundiciones, en contraste con esto, la modelación y, especialmente, el diseño 
sistemático de MEMS, están todavía en desarrollo [14]. Debido precisamente a esta falta de 
métodos sistemáticos para el diseño de MEMS, muchos de estos micromecanismos son diseñados 
usando la intuición, la experticia y el ensayo y error [9], [14], y a pesar de su complejidad, por su 
naturaleza intrínsecamente multifísica y tridimensional, su diseño es todavía una dificultosa tarea 
realizada principalmente a “mano” [27].  
 
Un método prometedor [14] en el que el diseño de MEMS es automático [27] y que ya ha sido 
usado con éxito en varias investigaciones ([1], [9], [11], [14]) es el MOT. Sin embargo, este método 
de optimización, a pesar de tener muchas cualidades, tiene diversos problemas. Uno de los 
grandes problemas en el diseño de MEMS ETM 3D mediante el MOT es que se requieren grandes 
recursos computacionales, ya que éste es una método iterativo que puede ir de decenas a miles 
de iteraciones [4], y por cada iteración, se requiere la solución mediante el MEF de múltiples 
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problemas físicos (el eléctrico, el térmico y el estructural), el uso de miles de variables de diseño 
y la implementación de algoritmos avanzados usando técnicas de programación matemática para 
la solución del problema de optimización [1].  
 
Debido a los problemas antes mencionados, la mayoría de las veces los cálculos computacionales 
de gran envergadura se llevan a cabo en computadores estándar, implicando mucho tiempo de 
ejecución, obtención lenta de resultados y gastos de energía considerable. Lo anterior sirve de 
motivación para el desarrollo y el estudio de métodos paralelos para la solución del MOT [30]. 
Una revisión de la literatura muestra pocos intentos de paralelizar el MOT. La mayoría de los 
trabajos previos en optimización topológica se ha dedicado a los métodos para resolver el 
problema de optimización en sí, lo cual incluye el desarrollo de nuevas formulaciones, el estudio 
de los problemas de existencia y unicidad, tratar con inestabilidades numéricas, entre otros [30]. 
En la última década, sin embargo, se han logrado avances significativos en la comprensión y 
mitigación de estos problemas [30]. Lo anterior hace pensar que es necesario estudiar aspectos 
del MOT que hasta ahora han recibido menos atención, entre ellos se encuentran los problemas 
asociados con los aspectos computacionales de la optimización topológica, más específicamente 
el paralelismo [30]. En consecuencia, en este trabajo se pretende diseñar MEMS ETM 3D 
mediante el MOT usando computación paralela, empleando CPU en combinación con GPU por 
ser una opción novedosa, económica y eficiente [1], [15]. 
 
1.4 Justificación 
 
A pesar de grandes avances teóricos en el campo de optimización topológica y considerando los 
beneficios que la industria puede ganar usando este método en la fase de diseño conceptual, la 
aplicación del MOT a problemas industriales todavía no es generalizada, debido principalmente a 
su alto costo computacional, así, existe la necesidad de encontrar códigos computacionalmente 
eficientes para llevar a cabo la optimización topológica de estructuras complejas con un gran 
número de grados de libertad en un tiempo razonable [31]. Además, en el MOT siempre es 
deseable usar mallas finas con el fin de obtener diseños de alta resolución de tal forma que 
INTRODUCCIÓN 33 
 
minimice el posprocesamiento [5]; sin embargo, este enfoque resulta en un aumento del costo 
computacional [31]. Por último, el tiempo computacional puede aumentar aún más si se aborda 
un problema multifísico, y más todavía si es tridimensional. Esto indica claramente que los 
requerimientos computacionales para el diseño de MEMS ETM 3D son suficientemente altos para 
que éstos sean abordados en computadores de uso general. Una manera de abordar este 
problema es mediante el uso de técnicas de discretización eficaces como el método de los 
elementos de frontera y/o métodos libres de malla; otra forma es que el MOT se beneficie de las 
mejoras en las formulaciones de elementos finitos y de los algoritmos para la solución de los 
sistemas de ecuaciones que aparecen en este método; y por último, otro enfoque consiste en 
aumentar el poder computacional usando computación paralela [31].  
 
Debido a las dificultades antes mencionadas, lo comúnmente usado, tanto en la industria como 
en la academia, es recurrir a supercomputadoras bastante costosas hasta con miles de CPUs tipo 
Cluster y WorkStation [32]. No obstante, el acceso a este tipo de supercomputadores es algo 
restringido por su alto costo, variando desde los US$5.000 hasta más de US$1.000.000 [33]. 
Adicionalmente, estos sistemas de cómputo, basados en procesadores tradicionales, se han visto 
frenados principalmente por tres causas [32]: la primera consiste en la relación cúbica entre la 
frecuencia y la potencia, lo cual ha detenido la carrera por la velocidad (power wall); otra causa 
es la gran diferencia que existe entre la velocidad a la cual los datos son transferidos al procesador 
y la velocidad a la que éste ejecuta las instrucciones (memory wall); y la tercera causa es que las 
posibilidades para que los procesadores continúen aumentando el paralelismo a nivel de 
instrucción IPL (Instruction Level Parallelism) no son prometedoras (IPL wall) [34]. Justo por estas 
tres barreras, la computación de alto rendimiento (High Performance Computing, HPC) se ha 
encaminado hacia la computación híbrida, en donde los CPUs trabajan conjuntamente con una 
serie de nuevas arquitecturas que aprovechan mejor el paralelismo de las aplicaciones [32]. 
 
Existen diversas alternativas para la paralelización del MOT, entre ellas están la paralelización a 
través de arquitecturas tradicionales como los computadores multiprocesadores tipo Cluster y la 
paralelización a través de arquitecturas novedosas como lo son los GPU (Graphic Procesing Unit) 
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y los FPGA (Field Programmable Gate Array). En los últimos años los GPUs se han convertido en 
una tendencia importante en la computación paralela debido a las ventajas en comparación con 
computadores paralelos tradicionales, en términos de rendimiento computacional, consumo de 
energía y costes [35], además los GPUs ofrecen una mejor relación rendimiento/potencia y 
rendimiento/costo que las demás arquitecturas [32]. Otras ventajas del GPU es que durante los 
últimos años, la potencia de cálculo ha aumentado a un ritmo mucho mayor que en los CPUs 
regulares, como se ilustra en la Figura 1.8. En comparación con un CPU típico, el GPU asigna más 
transistores para el procesamiento de datos y menos para el almacenamiento en caché y el 
control de flujo [36]. Por otra parte, una tarjeta de gráficos es un componente estándar del equipo 
de cómputo y es relativamente barato, así un computador normal equipado con un GPU de gama 
alta es potencialmente un “supercomputador” [36]. Además, gracias a las últimas versiones de 
los kits de desarrollo de software de GPU por parte de los vendedores de este tipo de hardware 
(AMD y Nvidia), facilitan la programación de GPU y hacen su potencia de cálculo cada vez más 
accesible para los cálculos generales [36]. Consecuentemente, en el presente trabajo se prefiere 
el uso de GPUs para acelerar el diseño mediante el MOT de MEMS ETM 3D. En el Anexo A se 
presenta los conceptos fundamentales de computación paralela y GPU. 
 
Por último, es necesario destacar que la presente investigación no es una tarea trivial, ya que el 
código desarrollado para correr en un CPU de uno o varios núcleos no puede ser directamente 
exportado a una arquitectura “many-core” como lo son los procesadores GPU, y en la mayoría de 
los casos, el código debe ser completamente modificado o repensado para que éste funcione 
eficientemente [29], [37], [38]. Adicionalmente, la implementación de un programa 
computacional que permita el diseño ágil e interactivo de MEMS ETM, de forma genérica y 
sistemática, es de gran ayuda para todas las personas que trabajan en el área de diseño de 
micromecanismos. También este software o las ideas desarrolladas en esta investigación podrían 
usarse en la solución de otros problemas multifísicos como la simulación de piezoeléctricos y de 
NEMS (Nano-Electro-Mechanical Systems), y se podría también adaptar para acelerar el 
modelado de otro tipo de problemas, por ejemplo fenómenos geológicos, químicos, fluidos, entre 
muchos otros. 
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a)  b)  
Figura 1.8. GPUs Nvidia versus CPUs típicas a través de los años a) Operaciones de punto 
flotante por segundo (GFLOPS) y b) ancho de banda. Tomado de [39]. 
 
1.5 Estado del arte en el diseño de MEMS ETM 3D 
 
Con el fin de identificar la mayoría de investigaciones relacionadas con el presente trabajo, se 
realizó una revisión sistemática de la literatura (RSL) siguiendo la metodología propuesta por 
Kitchenham [40], en la base de datos bibliográfica Scopus. Específicamente, se hizo una 
combinación de palabras clave al presente tema de investigación como se observa en la Figura 
1.9. En dicha figura se observa que no hay algún trabajo que relacione los GPU con el MOT para 
el diseño de MEMS ETM y mucho menos para su diseño tridimensional (3D). Otra observación 
que se puede hacer es que existe un gran número de investigaciones que han acelerado el método 
de los elementos finitos con GPU. Y por último, se puede notar que la mayoría de esfuerzos se 
han centrado en la aceleración de rutinas del algebra lineal mediante GPU, destacándose los 
métodos iterativos para la solución de sistemas lineales de ecuaciones, específicamente, el 
gradiente conjugado. Adicionalmente, se revisó algunos software comerciales de gran trayectoria 
para verificar si es posible la solución de un problema multifísico con el MOT, pero se encontró 
que Ansys® [41], Abaqus® [42] y Comsol® [43], a pesar de que poseen módulos para el análisis de 
MEMS y para el diseño con optimización topológica, no permiten optimizar mediante el MOT 
estructuras sometidas a varios fenómenos físicos como el caso de MEMS ETM.  
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Figura 1.9. Resultados de la RSL propuesta por Kitchenham [40]. Los números entre paréntesis 
representan el total de publicaciones. Consulta realizada el 17/05/2013.  
 
Por otro lado, en relación al diseño de MEMS ETM mediante el MOT, el problema de optimizar 
topológicamente microactuadores flexibles térmicos bajo un campo de temperaturas uniforme 
fue resuelto y probado mediante prototipos a microescala por Jonsmann [4]. Jonsmann et al [4] 
consideraron el diseño, la fabricación y la caracterización de microactuadores electrotérmicos 
diseñados mediante el MOT, y en un trabajo anterior [44] presentaron una metodología similar 
pero para actuadores actuados de forma térmica. Además, en los trabajos realizados por Sigmund 
[1], [14], [22], [45], Yin y Ananthasuresh [15], Mankame y Ananthasuresh [46] y Montealegre et 
al [9] pueden encontrarse varios procedimientos para la optimización topológica de mecanismos 
flexibles actuados electrotérmicamente. La optimización topológica de mecanismos flexibles con 
actuación térmica considerando el efecto transitorio del tiempo ha sido analizado por Li et al [47] 
y Mello et al [48]. Algunos aspectos sobre la fabricación y la caracterización de MEMS ETM fueron 
considerados por [2], [11]y en el trabajo de Luo et al [49] se compararon diferentes materiales 
para la fabricación de MEMS, dejando claro que es mejor los metales como el níquel, sobre 
aquellos que son fabricados en materiales basados en silicio. Por el lado de la modelación de 
MEMS ETM, investigaciones como [13], [50], [51] aparecieron presentando modelos precisos 
para la simulación de estos microsistemas. Con todo, en ningún caso se ha presentado el diseño 
óptimo, mediante el MOT, de MEMS ETM considerando análisis tridimensional.  
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1.5.1 Optimización topológica en computación paralela 
 
Los trabajos previos sobre paralelización del MOT han sido pocos y dispersos [31]. El primer 
trabajo que aborda el problema del MOT en computación paralela fue el realizado Borrvall y 
Petersson [52]. En este trabajo se diseñó mediante el MOT estructuras tridimensionales con 
máxima rigidez y la paralelización fue implementada en computador tipo Cluster (Cray) basado 
en MPI (Message Passing Interface) usando la técnica de descomposición de dominio, la cual 
consiste en dividir el dominio del problema físico en subdominios, de tal forma que a un 
procesador le corresponda exactamente los datos y cálculos de sólo uno de tales subdominios. 
Se puede notar que en este trabajo se hizo énfasis en el solucionador del sistema lineal de 
ecuaciones (solver) presente en el problema de elementos finitos utilizando el gradiente 
conjugado con precondicionador diagonal, aunque también se paralelizo el código del 
optimizador (módulo de optimización). Dichos autores obtuvieron eficiencias entre el 85% y 95% 
en sus implementaciones. Adicionalmente se observó que más del 97% del tiempo de ejecución 
se invirtió en solver.  
 
El siguiente trabajo publicado sobre paralelización del MOT fue el presentado por Vemaganti y 
Lawrence [30] en el cual consideran resolver en computación paralela los problemas de 
optimización topológica basados en el criterio de optimalidad (OC, por sus siglas en inglés) [53]. 
Esta investigación también se basó en la técnica de descomposición del dominio para la 
paralelización del solver y del OC. Para paralelizar el solver se utilizaron tres métodos diferentes: 
el gradiente conjugado precondicionado con una matriz diagonal y mediante la factorización LU 
incompleta (ILU, por sus siglas en inglés) y un tercer método hibrido, el cual combina técnicas de 
métodos directos e iterativos. Este trabajo utilizó mallas bidimensionales uniformes 
(estructuradas) para obtención de estructuras rígidas. Los resultados de esta investigación 
mostraron que resolver el sistema lineal con el gradiente conjugado usando ambos 
precondicionadores, el diagonal y el ILU, tienen eficiencias muy pobres en su implementación en 
paralelo, mientras que el tercer solucionador considerado mostró mayor eficiencia con mitigación 
del mal condicionamiento de la matriz de rigidez.  
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En una publicación posterior, Mahdavi et al [31] usaron la computación paralela junto con la 
técnica de descomposición de dominio, como los estudios anteriores, para maximizar la rigidez 
de estructuras bidimensionales. Aquí se usó mallas estructuradas, donde sólo es necesario 
calcular la matriz de rigidez de un elemento de referencia y ésta es igual para todos los demás 
elementos, además es posible evitar el ensamble de la matriz global, ahorrando en cálculos y 
memoria. Por otro lado, el solver usado fue el gradiente conjugado precondicionado con la matriz 
diagonal en un computador tipo Workstation de memoria compartida (share memory). También 
se paralelizó el cálculo de las sensibilidades, donde cabe anotar que ellos se refieren a paralelizar 
el MEF y las sensibilidades, únicamente paralelizado el solver. Se obtuvo una aceleración máxima 
de 6x usando 32 procesadores para una malla de 160x80 EFs. En dicho estudio también se mostró 
que para mallas pequeñas hay un punto donde el incremento del número de procesadores no 
incrementa la velocidad de cálculo usando paralelismo, teniendo un comportamiento asintótico, 
predicho por la ley de Amdahl.  
 
Finalmente, la investigación más reciente que usa computación paralela para solucionar 
problemas del MOT es la realizada por Aage y Lazarov [54], donde se abordan dos tipos de 
problemas, el uno es un problema de flujo de Stokes [55], [56] con restricciones en el flujo de 
salida (mecánica de fluidos) y el otro es un problema de maximizar la rigidez con restricción en el 
volumen (mecánica de sólidos), ambos usando mallas tridimensionales estructuradas con 
elementos finitos lineales. El código fue paralelizado usando C++ basado en MPI y se centra en el 
solver y en la solución del problema de optimización usando el Método de las Asíntotas Móviles 
(MMA, por sus siglas en inglés) [57]. Para el primer problema se usó el método del mínimo residuo 
(MinRes, por sus siglas en inglés) con el precondicionador FSAI (Factorized Sparse Approximate 
Inverse) [58] para resolver 8 sistemas lineales, uno proveniente del problema de elementos finitos 
(problema de estado), otro de la función objetivo (análisis de sensibilidad por el método adjunto) 
y los otros 6 sistemas aparecen en la solución de los problemas adjuntos relacionados con las 
restricciones. Para el segundo caso, se usó el método del gradiente conjugado precondicionado 
(PCG, pos sus siglas en inglés) con el FSAI como precondicionador para resolver sólo un sistema 
lineal, puesto que este tipo de problemas son autoadjuntos (self-adjoint), lo que quiere decir que 
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para el cálculo de las sensibilidades no se requiere solucionar otro sistema lineal de ecuaciones. 
El primer problema resuelto fue de 3.35 × 106 grados de libertad y 7.5 × 105 variables de diseño 
en un clúster de 18 nodos, cada uno con 2 procesadores AMD Opteron de 4 núcleos a 2.3 GHz y 
16 GB de RAM (18 × 2 × 4 = 144 núcles y 16 × 18 = 288 𝐺𝐵 de memoria) y en el segundo 
problema se solucionaron 14.7 × 106 grados de libertad y 4.8 × 106 variables de diseño en un 
clúster de 25 nodos, cada uno de ellos con 2 procesadores AMD Opteron Quad Core a 2.2 GHz y 
8 GB de memoria (25 × 2 × 4 = 200 núcles y 8 × 18 = 144 𝐺𝐵 de memoria). Los resultados 
demostraron que la implementación presenta una excelente escalabilidad, es decir, la velocidad 
aumenta con el incremento del número de procesadores casi linealmente, hasta que la 
comunicación entre procesadores comienza a ser dominante.  
 
Por otro lado, trabajos previos han incursionado en el uso de GPU como aceleradores del MOT. 
La investigación pionera en este campo fue realizada por Wadbro y Berggren [36] en donde se 
solucionó un problema bidimensional de conducción de calor mediante el MOT haciendo uso del 
OC, el modelo de material SIMP y en el solver se usó el PCG con precondicionador una matriz 
diagonal. Este trabajo usó una malla estructurada y no se ensambla la matriz global de rigidez (o 
matriz global de conductividad). El trabajo muestra que la versión del código implementado en 
GPU es más rápido que un código serial corriendo en un solo CPU a partir de una malla de 56 ×
56(= 3136) EFs y que un código paralelo corriendo en un CPU AMD Opteron 2220 a partir de 
una malla de 224 × 224(= 50176) EFs. El código en GPU mostró que corría veinte veces más 
rápido (20x) que el código serial para el problema más grande y 3 veces más rápido (3x) que la 
versión paralela en CPU. 
 
Otro trabajo que acelera el MOT mediante GPU es presentado por Schmidt y Schulz [29], similar 
a [59], el cual logra resolver problemas del tamaño de 4.65 × 107 incógnitas con aceleración 
hasta de 58 veces más rápido en GPU que en CPU. Dicho trabajo implementa el MOT basado en 
el modelo de material SIMP para la maximización de la rigidez de estructuras 3D. El hecho de 
haber conseguido una aceleración tan alta se debe a que dicha investigación hace uso de 
elementos cúbicos lineales en mallas estructuradas, las cuales permiten explotar muchos 
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beneficios computacionales [60]. Para la solución de la ecuación de estado se usó el método del 
gradiente conjugado con matriz libre (matrix-free), lo que significa que la matriz global de rigidez 
no tiene que ser creada explícitamente, ahorrando todo el alto cómputo del ensamble. Además 
se pudo notar que el solver consume más de 90% del tiempo de cómputo [52].  
 
El tercer y último trabajo, a conocimiento del autor, que ha utilizado GPU en el MOT, ha sido 
realizado por Zegard y Paulino [61] donde se usó GPU en ensamble de elementos finitos, en el 
cálculo de sensibilidades, en el filtro y en la actualización de las variables de diseño, 
consiguiéndose tan solo una aceleración de 1.2x. En el ensamble de la matriz global de rigidez se 
usó una técnica de coloración de grafos (Graph coloring) con el fin de evitar la condición de 
carrera (race condition)1; sin embargo, por ser un problema NP [62] esto no es efectivo para 
mallas con muchos EFs y las matrices de rigidez local son calculadas aprovechando la simetría 
para almacenar únicamente la parte triangular inferior. Dicho trabajo fue realizado con mallas 
bidimensionales no estructuradas y se consiguen aceleraciones importantes evaluando las rutinas 
individuales a excepción de la rutina del solver, siendo este el motivo de no haber conseguido 
mayor aceleración usando GPU, ya que como se ha mencionado antes, más del 90% del tiempo 
de ejecución del MOT en el solver. Adicionalmente dicho trabajo es una primera versión sobre la 
factibilidad de implementar problemas de optimización topológica en GPU.  
 
1.5.2 El Método de los Elementos Finitos (MEF) en GPU 
 
El MEF es una de las rutinas más beneficiadas con la aceleración mediante GPU. Trabajos de 
investigación previos a este han usado GPU para acelerar algunas rutinas del MEF, en particular, 
para acelerar el cálculo y ensamble de las matrices locales [63], o solo el ensamble [64], o solo la 
integración numérica [65]. Adicionalemnte, rutinas tan importantes en el MEF como la solución 
                                                 
 
1 Una condición de carrera es un error en la salida y/o el resultado de un proceso porque dos eventos que no pueden 
tener lugar en el mismo tiempo, entran en una carrera uno contra el otro para influir en el resultado. En el MEF esto 
ocurre típicamente cuando dos matrices locales de rigidez [𝑘𝑒] se están añadiendo al mismo tiempo a las mismas 
posiciones en el sistema global [𝐾] [61]. 
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del sistema lineal de ecuaciones han sido bastante exploradas en GPU, como se puede observar 
en la Figura 1.9, sobre todo utilizando métodos iterativos (por ejemplo, [63], [66]–[74]); además, 
se han acelerado operaciones requeridas por éste como el producto escalar [75], la multiplicación 
matriz-vector [76]–[80] y la solución de sistemas triangulares [81], [82]. También se le ha dado 
bastante atención al formato de almacenamiento de las matrices dispersas para los cálculos en 
GPU [83]–[85]. 
 
1.6 Objetivos 
 
A continuación se presentan los objetivos planteados en el presente trabajo de investigación. 
 
1.6.1 Objetivo General 
 
Diseñar micromecanismos tridimensionales con actuación Electro-Termo-Mecánica (MEMS ETM) 
utilizando el método de optimización topológica y considerando procesadores gráficos 
programables (GPU). 
 
1.6.2 Objetivos Específicos 
  
 Desarrollar un código de Elementos Finitos utilizando elementos tridimensionales que 
permita simular MEMS ETM. 
 Verificar con un software comercial de elementos finitos el código desarrollado para resolver 
el problema electro-termo-mecánico. 
 Implementar computacionalmente el algoritmo de optimización topológica para el diseño de 
MEMS ETM tridimensionales en programación paralela usando GPU. 
 Verificar el desempeño de los MEMS ETM desarrollados mediante un software comercial y/o 
resultados de la literatura. 
 Evaluar el tiempo computacional de las simulaciones utilizando los códigos desarrollados para 
el diseño de MEMS ETM tridimensionales con computación CPU y GPU.  
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1.7 Organización de la tesis  
 
Esta tesis está organizada de la siguiente manera: El capítulo 0 que es justo el que se acaba de 
terminar, contiene los conceptos básicos sobre MEMS. En el capítulo 1 se ahonda en los 
conceptos relacionados con el MOT. En el capítulo 3 se tratan los temas relacionados a la 
implementación del MOT sobre el diseño de MEMS ETM 3D. En el capítulo 0 se presentan los 
resultados obtenidos. En el capítulo 5 se presentan las conclusiones generales de la investigación 
y trabajos futuros. El capítulo 6 contiene las referencias bibliográficas utilizadas en el presente 
trabajo de investigación. Y finalmente, se presentan los anexos. En el Anexo A se abordan algunos 
conceptos clave en computación paralela y más específicamente, en computación con GPU. En el 
Anexo B se realiza la formulación mediante elementos finitos del problema ETM involucrado en 
el diseño de MEMS y en el Anexo C se hace la verificación del código desarrollado comparando 
con los resultados de éste con los presentado por el software comercial de elementos finitos 
Ansys. En el Anexo D se presentan los formatos de almacenamiento más comunes de las matrices 
dispersas y finalmente en el Anexo E se hace un análisis dimensional de las propiedades del níquel 
para pasar de un sistema de unidades a otro. 
 
 
 
 2 MÉTODO DE OPTIMIZACIÓN TOPOLÓGICA 
 
La evolución en ingeniería conduce a la necesidad de metodologías eficientes para diseñar piezas 
y estructuras mecánicas con el fin de ahorrar material y tiempo [86]; y es por ello que en los 
últimos años se ha despertado un creciente interés por métodos que obtienen automáticamente 
estructuras óptimas a partir de condiciones de desempeño especificadas por el diseñador [6]. El 
objetivo con el diseño de dichas estructuras es obtener un comportamiento óptimo frente a 
alguna característica como la rigidez, el peso, desplazamiento, entre otros, y adicionalmente 
obtener comportamientos “extraños” o difíciles de conseguir con diseños intuitivos, como en el 
caso de materiales con la relación de Poisson y coeficiente de expansión térmica negativos [87]. 
Un método relativamente reciente [25] que permite obtener dicho diseños de forma automática, 
es el Método de Optimización Topológica (MOT). El presente capítulo tiene por objetivo 
introducir al lector con los conceptos y la terminología básica usados en el MOT. 
 
2.1 Introducción al diseño óptimo 
 
En muchas ocasiones, es necesario disminuir el peso de una estructura conservando su 
funcionalidad y si es posible aumentándola [87]. Un ejemplo es el diseño de aviones, en donde se 
desea que éste pese lo menos posible con el fin de transportar una mayor carga o que el 
combustible dure por más tiempo, pero a la vez éste debe resistir tormentas, turbulencias y 
aterrizajes fuertes. Para lograr esto, disminuir el peso y a la vez satisfacer varios requerimientos 
estructurales, estéticos, de costo y de manufactura, se usan técnicas de optimización [87]. En la 
optimización de estructuras se trata de alcanzar el mejor comportamiento operacional, 
cumpliendo ciertas restricciones. Aunque las técnicas de optimización se puede aplicar a 
múltiples problemas, el área donde ha encontrado la mayor acogida, es el área de optimización 
estructural, dividida ésta en cuatro categorías principales [87]: optimización de tamaño o 
paramétrica, optimización de material, optimización de forma y optimización topológica. La 
principal diferencia entre estas técnicas de optimización se encuentra en la definición de las 
variables de diseño, las cuales son parámetros que cambian durante el proceso de optimización.  
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2.1.1 Optimización paramétrica  
 
También conocida como optimización de tamaño, tiene como objetivo encontrar las dimensiones 
óptimas de la estructura, como por ejemplo el espesor, la longitud, el radio de redondeo o el área 
de sección transversal, de tal forma que la estructura con esta dimensión tenga un mejor 
comportamiento que con cualquier otra [87]. Un ejemplo típico es donde la variable de diseño es 
la sección transversal de cada elemento estructural de la cercha mostrada en la Figura 2.1 a).  
 
2.1.2 Optimización de material 
 
El objetivo es encontrar una composición de distintos materiales que optimice la estructura, 
combinando adecuadamente, por ejemplo, la orientación y el espesor de las capas individuales 
de distintos materiales como se aprecia en la Figura 2.1 b).  
 
2.1.3 Optimización de forma 
 
Las fronteras del cuerpo son parametrizadas mediante curvas spline o nurbs, es decir, se definen 
las variables de diseño como parámetros que cambian la forma de los contornos y estos se 
optimizan, por lo que en esta técnica de optimización es necesario precisar una forma inicial a los 
contornos [87]. Optimizando dichos contornos la estructura queda con un mejor comportamiento 
frente al diseño inicial. Un ejemplo ilustrativo se muestra en la Figura 2.1 c). 
 
2.1.4 Optimización topológica (OT) 
 
Se busca obtener la topología óptima del cuerpo. La OT combina las técnicas anteriormente 
mencionadas, encontrando no sólo el número óptimo de agujeros en la estructura, sino que 
también la forma óptima de dichos agujeros, además de optimizar el tamaño de los elementos 
que conforman la estructura y sí se consideran diferentes materiales, esta técnica puede hallar la 
distribución óptima de dichos materiales dentro del dominio de diseño [87] (verFigura 2.1 d)).  
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Figura 2.1. Optimización: a) paramétrica; b) de material; c) de forma y d) topológica. El 
problema inicial está en la parte izquierda y su solución óptima a la derecha. Tomado de [87]. 
 
Antes de entrar en detalles de la OT, es necesario definir términos comúnmente usados como el 
dominio de diseño, las variables de diseño, la función objetivo y las restricciones. El dominio de 
diseño representa el volumen en el cual el diseño tomará lugar, teniendo en cuenta algunos 
requisitos tales como la accesibilidad, la manufacturabilidad y otros factores que pueden limitar 
o restringir todo el espacio posible de diseño. Las variables de diseño son parámetros que varían 
en rangos permisibles y expresan el cambio que puede sufrir una estructura para alcanzar los 
objetivos de diseño. La función objetivo es una expresión matemática que cuantifica la 
optimalidad del diseño. Y las restricciones son criterios que el diseño no puede violar [88]. 
 
2.2 El Método Optimización Topológica (MOT) 
 
La optimización topológica es de gran importancia en el diseño de estructuras, ya que la elección 
de la topología apropiada de una estructura en la fase conceptual de diseño es generalmente el 
factor más decisivo para la eficiencia de un producto novedoso [89]. Por otra parte, las técnicas 
tradicionales de optimización como la paramétrica y de forma (ver Figura 2.1) no pueden cambiar 
la topología estructural durante el proceso de solución, por lo que una solución obtenida por uno 
de estos métodos tendrá la misma topología que la del diseño inicial. Por lo tanto, la optimización 
topológica es más valiosa como herramienta de preprocesamiento para la optimización 
paramétrica y de forma [89]. 
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La optimización topológica se puede definir como una aproximación matemática que optimiza la 
distribución del material en un dominio de diseño sometido a cargas, con ciertas condiciones de 
frontera y con restricciones en las variables de diseño [90]. El primer trabajo que sirvió como base 
de la optimización topológica fue el realizado por Michell en 1904 [91], quien estableció las 
condiciones de optimalidad sobre estructuras cargadas. A partir de este trabajo, muchos otros 
han contribuido al área y en especial el realizado por Bendsøe y Kikuchi en 1988, el cual estableció 
por primera vez un procedimiento computacional para la optimización topológica, conocido como 
el Método de Optimización Topológica (MOT) [25]. Este procedimiento consta básicamente de 
dos módulos, el módulo de análisis y el módulo de optimización [87]. El primer módulo se usa 
para calcular la respuesta de la estructura frente al problema físico considerado, donde el MEF es 
la herramienta mayormente usada para dicho cálculo. El módulo de optimización es utilizado para 
calcular (actualizar) el nuevo valor de las variables de diseño que producen una mejora en la 
respuesta del sistema (función objetivo). Cada paso del MOT implica el uso de los dos módulos y 
otras rutinas, y por lo general se requieren muchos pasos antes de lograr un diseño óptimo. 
 
La Figura 2.2 muestra el diagrama de flujo del algoritmo de optimización topológica. El primer 
paso de este método es la definición del dominio de diseño, con las cargas y otras condiciones de 
frontera, además de las propiedades del material a usar. Una vez se tenga el dominio de diseño 
restringido por las condiciones de frontera, se ingresan estos datos como datos de entrada al 
algoritmo de optimización topológica, con los cuales se puede calcular la respuesta mediante el 
MEF de la estructura frente a los fenómenos físicos considerados. Luego de esto, se evalúa la 
función objetivo para verificar la convergencia del método. Si el método converge termina el 
proceso iterativo y se grafica la estructura óptima obtenida, de lo contrario se hace el análisis de 
sensibilidad, que consta básicamente en determinar el cambio en la respuesta estructural por 
pequeños cambios realizados en las variables de diseño. Una vez se haya realizado este análisis, 
es necesario calcular los limites móviles y filtrarlos con el fin de evitar inestabilidades numéricas 
[86], [92] (ver sección 2.5 y 2.6) y luego se procede a resolver el problema de optimización. Por 
último, el nuevo valor de las variables de diseño que mejoran el desempeño de la estructura se 
actualiza. Se repiten los pasos hasta que haya convergencia.  
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Datos de entrada e inicialización
Solución mediante Elementos Finitos
Evaluación de la Función Objetivo
Converge? Presentar ResultadosSi
Cálculo de sensibilidades 
No
Cálculo de los límites móviles
Filtro
Solución del problema de optimización 
(Programación Lineal)
Actualizar las variables de diseño (pseudo-
densidad)  
Figura 2.2. Diagrama de flujo del algoritmo de optimización topológica. Adaptado de [48].  
 
2.3 Clasificación de optimización topológica 
 
Existen dos tipos de optimización topológica dependiendo del tipo de estructura considerada: 
continua o discreta [89]. A continuación un descripción de cada una de ellas.  
 
2.3.1 Optimización topológica de estructuras discretas  
 
Para estructuras inherentemente discretas, la topología óptima consiste en determinar el número 
óptimo, posición y conectividad de miembros estructurales [89]. Esta área de investigación ha 
estado activa desde hace varias décadas y se ha desarrollado en gran parte por Prager y Rozvany 
[89]. Un ejemplo de este tipo de estructura se ilustra en la Figura 2.3, donde se presenta el 
dominio de diseño, la discretización con elementos tipo beam y una estructura óptima. Para 
mayores detalles sobre la optimización topológica de estructuras discretas, el lector es referido 
por ejemplo a los trabajos [5], [93].  
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Figura 2.3. Optimización topológica de estructuras discretas. Adaptado de [94]. 
 
2.3.2 Optimización topológica de estructuras continuas  
 
La forma externa e interna de los agujeros así como su número son optimizados simultáneamente 
en la estructura con respecto a una función objetivo predefinida. En este método se supone que 
la carga se prescribe y que el material estructural se especifica mediante una cantidad dada, 
además el dominio de diseño, 2D o 3D, tiene las condiciones de frontera especificadas. Existen 
diversas investigaciones concernientes con la optimización topológica de estructuras continuas, 
a grandes rasgos, se puede distinguir entre dos tipos de enfoques para su solución [89]: el 
enfoque de material o microestructural y el enfoque geométrico o macroestructural. 
 
 Enfoque microestructural o de material 
 
En este enfoque usualmente se usa una malla constante de elementos finitos para describir la 
geometría y la respuesta de la estructura [89]. Típicamente la malla es uniforme y las variables de 
diseño se asumen constantes por cada EF [89]. La optimización consiste en determinar si cada 
elemento en el medio continuo debería contener material o no, para lo cual se usa la 
pseudodensidad como variable de diseño definida entre 1 (material sólido, regiones oscuras en 
la Figura 2.4 a)) y 0 (vacío, regiones claras en la Figura 2.4 a)). El resultado es una descripción 
aproximada de los bordes externos e internos de la estructura continua que representa la 
topología óptima del diseño. Muchos son los trabajos relacionados con este tema, para una visión 
general se puede consultar por ejemplo el libro de Bendsoe y Sigmund [5]. 
Dominio de diseño 
Vacío 
Sólido 
Soportes 
Cargas 
Variables de diseño 
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 Enfoque macroestructural o geométrica 
 
En este enfoque se considera materiales sólidos isotrópicos en vez de materiales porosos como 
en el caso anterior y la optimización topológicas se realiza en conjunto con la optimización de 
forma [89]. La topología del cuerpo sólido puede cambiar mediante el crecimiento o disminución 
de material o por la inserción de agujeros, lo que significa que la malla de elementos finitos no 
puede estar fija, la cual debe cambiar según el cambio de los contornos del diseño. Este método 
consiste de un proceso iterativo de posicionamiento de nuevos agujeros o “burbujas” en puntos 
específicos en el dominio de la topología. En cada iteración los agujeros y los contornos variables 
del cuerpo son sometidos simultáneamente a un procedimiento de optimización de forma, como 
se observa en la Figura 2.4 b). Para mayores detalles de este método se puede consultar las 
publicaciones realizadas por Eschenauer, por ejemplo [95]. En el presente trabajo se considerará 
la optimización topológica de estructuras continuas con el enfoque microestructural o de 
material. Por lo tanto, a continuación se presentan varios modelos de material, el cual es un 
concepto básico seguido en este enfoque.  
 
Optimización 
Topológica de 
Estructuras Continuas
Aproximación 
microestructural 
o de material
Aproximación 
macroestructural 
o geométrica
Dominio de diseño Dominio de diseño
Diseño topológicoDiseño topológico
a) b)
 
a)  b)  
Figura 2.4. Optimización topológica de estructuras continuas con el enfoque. a) 
microestructural y b) macroestructural. Adaptado de [89]. 
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2.4 Modelos de material  
 
En la aproximación microestructural se introduce como variable de diseño la pseudodensidad que 
puede tomar los valores de 0 y 1, lo cual implica que el problema de optimización topológica sea 
formulado como un problema con variables discretas. Sin embargo, este tipo de problemas sufren 
la falta de existencia de solución (mal condicionado) y la topología resultante es dependiente del 
tamaño de la malla de elementos finitos usada [89]. Luego, con el fin de obtener un problema 
bien condicionado, se requiere una regularización en la formulación del problema, lo que se 
puede lograr incluyendo restricciones en la formulación del problema para la formación de la 
microestructura y/o introduciendo como variable de diseño una variable continua [89].  
 
El modelo de material aborda el problema de optimización topológica relajándolo, de tal forma 
que pone a variar a la pseudodensidad en forma continua entre 0 y 1. En la literatura se pueden 
encontrar una multitud de modelos de material para resolver los problemas de optimización 
topológica [59]. En 1988 Bendsøe y Kikuchi  introdujeron el denominado método de 
homogenización [25]. Un año más tarde, Bendsøe introdujo un método alternativo para la 
solución de problemas de optimización topológica, llamado “ley de potencias” (power law) o SIMP 
(Solid Isotropic Material (Microstructure) with Penalization) [96]. Un enfoque similar fue 
propuesto por Zhou y Rozvany en 1991 [53], y también por Mlejnek en 1992 [97]. A continuación 
se presenta una descripción de los modelos de material más comúnmente usados en optimización 
topológica. 
 
2.4.1 Modelos de material basados en homogenización  
 
Estos modelos microestructurales proveen una regularización del problema de optimización vía 
la relajación (extensión) del espacio de diseño y su periodicidad implica que las propiedades 
mecánicas efectivas de las microestructuras pueden ser determinados a través de 
homogeneización [89]. A continuación se presenta tres variantes del modelo de material basados 
en homogenización.  
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 Microestructura con agujero en la celda 
 
Este modelo ha sido aplicado exitosamente en muchos trabajos, de los cuales se puede decir que 
los pioneros son Bendsøe y Kikuchi [25]. Dicho modelo consta de un material isotrópico con 
agujeros rectangulares, donde la orientación de la celda microscópica 𝜃(𝑥) y su geometría 
definida por 𝜇1(𝑥) y 𝜇2(𝑥) con 0 ≤ 𝜇1, 𝜇2 ≤ 1, son las variables de diseño [89] como se observa 
en la Figura 2.5 a). Cuando 𝜇1(𝑥) = 𝜇2(𝑥) = 1 no habrá material en dicha celda y cuando 
𝜇1(𝑥) = 𝜇2(𝑥) = 0 habrá material en la celda.  
 
 
 
(c)  
Figura 2.5. Microestructuras del problema continuo de optimización topológica, a) 
microestructura con agujero en la celda, b) microestructura 2D por capas y c) microestructura 
3D por capas. Adaptado de [89]. 
 
 Microestructura bidimensional por capas 
 
En este enfoque la microestructura se obtiene por un proceso repetitivo en el cual una nueva 
capa con dirección dada es adicionada a la microestructura. La celda unitaria o microestructura 
está conformada por capas de material (zona oscura) y vacío (zona clara) como se ilustra en la 
Figura 2.5 b). Las variables de diseño son definidos de forma igual que el caso anterior; así la 
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orientación de la celda es 𝜃(𝑥) y su geometría está definida por 𝜇1(𝑥) y 𝜇2(𝑥), variando entre 0 
y 1, donde 𝜇1(𝑥) = 𝜇2(𝑥) = 1 la celda está llena de material y si 𝜇1(𝑥) = 𝜇2(𝑥) = 0 la celda está 
vacía. Esta clase de microestructuras planas por capas son de particular importancia en los 
problemas de optimización topológica de estructuras continuas bidimensionales, porque las 
microestructuras planas con capas ortogonales son óptimas para los casos de problemas de 
diseño de rigidez con carga individuales, mientras que las microestructuras planas con capas no 
ortogonales son óptimas para casos de problemas de diseño de rigidez de múltiples cargas [89].  
 
 Microestructura tridimensional por capas 
 
El primer trabajo que aborda este problema es el publicado por Gibiansky y Cherkaev en 1987 
[98] notando que el tipo de microestructuras optimizadas con este abordaje, sólo son útiles para 
maximizar la rigidez de estructuras elásticas [89]. El método consiste en dividir la celda unitaria 
en tres capas mutuamente ortogonales de dos materiales isotrópicos, elásticos y lineales, como 
se ilustra en la Figura 2.5 c). 
 
2.4.2 Modelo de material SIMP.  
 
Los tres modelos antes descritos se basan en el método de homogenización, y a pesar de ser un 
método útil, éste incrementa el número de variables de diseño utilizadas en el problema de 
optimización y requiere derivar un modelo de dependencia de las propiedades del material con 
respecto a los parámetros geométricos de la celda unitaria [86]. Un modelo diferente, conocido 
como el modelo SIMP es una aproximación simple para relajar el espacio de soluciones posibles 
sin incrementar el número de variables de diseño [99]. Este modelo de material no regulariza el 
problema de optimización topológica, pero lo puede dejar bien condicionado si se usa una 
restricción adicional en la formulación, como por ejemplo, usando una restricción en el perímetro 
de estructuras 2D o en superficies en estructuras 3D o usando filtros [89]. En el modelo de 
material SIMP o también conocido como ley de potencias o el método de las densidades o 
interpolación de material o material artificial [100], las propiedades del material se asumen 
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constantes en cada elemento finito y las variables son las pseudodensidades relativas de los 
elementos, donde las propiedades del material son modeladas o parametrizadas como dicha 
pseudodensidad elevada a alguna potencia y multiplicada por la propiedad del material sólido 
[59] como se muestra en la Ec. 2.1.  
 
𝐴 = 𝜌(𝑥)𝑝𝐴0,   0 ≤ 𝜌(𝑥) ≤ 1  𝑦  𝑝 > 1 Ec. 2.1 
 
Donde 𝐴 es una propiedad interpolada del material, 𝜌 es la pseudodensidad o fracción de 
material, 𝑥 ∈ Ω es la posición en el dominio de diseño, 𝑝 es un factor de penalización para los 
valores intermedios entre [0,1] y 𝐴0 es una propiedad de referencia o base del material sólido 
isotrópico. En la Figura 2.6 se ilustra el uso del factor de penalización en el modelo de material 
SIMP, el cual a medida que aumenta su valor, obliga al problema de optimización a tomar valores 
más cercanos a 𝜌 = 0 (vacío) ó a 𝜌 = 1 (sólido) y como consecuencia se consiguen diseños más 
distintivos evitando las zonas grices. Cuando en el proceso de optimización topológica se 
incrementa gradualmente el valor de 𝑝 de 1 a 4, se le conoce como técnica de continuación [89].  
 
 
Figura 2.6. Propiedades relativas del material (𝐸/𝐸0 ) versus fracción de material (pseudo-
densidad 𝜌) para distintos valores del factor de penalización 𝑝. Tomado de [89].  
 
El modelo SIMP permite obtener buenos resultados en optimización topológica; además, es 
relativamente sencillo de implementar en códigos comerciales de elementos finitos en 
comparación con los métodos de homogenización [100]. Sin embargo, este modelo tiene sus 
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desventajas, entre las cuales cabe mencionar la dependencia de los resultandos con la variación 
de 𝑝 y la malla aplicada, aunque dichos problemas se pueden solucionar al aplicar restricciones 
adicionales al problema de optimización como se mencionó antes, de tal forma que se asegure la 
existencia de la solución del problema de optimización, aplicando, ya sea, una restricción de 
perímetro, una restricción en el gradiente o una técnica de filtrado [31].  
 
Se puede decir del modelo SIMP que es el método de optimización topológica basado en 
elementos finitos más popular [100] y desde su introducción [96], este método ha sido usado en 
multitud de trabajos, en especial se pueden citar aquellos que han trabajado con el diseño de 
MEMS, por ejemplo [1], [4], [9], [11], [14], [45]. Mayores detalles del modelo de material SIMP, 
así como su historia, interpretación, verificación y otros, se pueden consultar en la revisión 
realizada por Rozvany en el 2007 [100]. Finalmente, el modelo de material SIMP será usado en el 
presente trabajo por su simplicidad y otras ventajas frente al método de homogenización como 
se mencionó antes.   
 
2.5 Problemas numéricos en el MOT 
 
En el MOT se presentan algunos problemas propios de su naturaleza discreta o de su carácter 
computacional [6]. Entre los problemas más comúnmente vistos en la optimización topológica de 
estructuras continuas se encuentra la falta de unicidad de la solución, la escala de grises, el tablero 
de ajedrez y la dependencia de la solución con el tamaño de la malla [92]. El problema de la 
dependencia de malla consiste en obtener distintas topologías para diferentes discretizaciones 
del dominio de diseño (Figura 2.7 a)). El problema de la no unicidad de la solución se refiere a la 
obtención de diferentes soluciones cuando la discretización es la misma pero con diferentes 
parámetros del algoritmo, es decir, en cada problema se llega a un óptimo local y no se logra 
alcanzar el global (Figura 2.7 b)). La escala de grises (Figura 2.7 c)) se da cuando se usa el modelo 
SIMP, el cual deja variables interpoladas con valores intermedios, lo que implica que hay regiones 
en la estructura con propiedades del material intermedias. El problema del tablero de ajedrez se 
da cuando se forman regiones con elementos sólidos y vacíos alternadamente (Figura 2.7 d)).  
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a)  b)  c)  d)  
Figura 2.7. Problemas numéricos del MOT a) dependencia de la malla, b) no unicidad de la 
solución, c) escala de grises y d) tablero de ajedrez. Adaptado de [6], [92]. 
 
Una solución para el problema de la dependencia de la malla consiste en incrementar las 
restricciones en la formulación del problema de optimización, como por ejemplo, restringiendo 
el perímetro en estructuras 2D o la superficie en estructuras 3D [101], y otra solución podría ser 
mediante la aplicación de filtros [89] (ver sección 2.6). El problema de la no unicidad de la solución 
se debe a que algunos problemas de optimización topológica, son problemas no convexos, y en 
tal caso el problema tiene diferentes óptimos locales y se puede llegar a uno o a otro dependiendo 
de los parámetros utilizados, donde una manera para solucionar este problema es usar la técnica 
de continuación. El problema de la escala de grises se soluciona usando un factor de penalización 
𝑝 > 1, el cual ocasiona que los valores intermedios de las propiedades del material interpoladas 
por el modelo SIMP, sean prácticamente inexistentes. Se debe tener en cuenta que dicho factor 
no puede crecer indefinidamente, puesto que convierte al problema de optimización en un 
problema discreto con todos los problemas que esto ocasiona. El trabajo de investigación 
presentado por Bendsøe y Sigmund en 1999 [99] estableció que el factor de penalización para 
problemas estructurales debe ser como el presentado en la Ec. 2.2, donde 𝜈 es la relación de 
Poisson.  
 
𝑝 ≥ max {
2
1 − 𝜈
,
4
1 + 𝜈
} Ec. 2.2 
 
Finalmente, el problema del tablero de ajedrez se puede solucionar mediante varias técnicas, 
pero las más usadas son: trabajar con elementos finitos de orden superior [102], usar técnicas de 
56 Diseño óptimo de MEMS ETM utilizando el MOT y GPU 
 
filtrado (por ejemplo [59]) y formular el problema de optimización de forma diferente usando la 
técnica CAMD (Continuous Approximation of Material Distribution), presentada por Matsui y 
Terada en el 2004 [103]. Aumentar el orden de los elementos finitos implica aumentar el número 
de nodos por elemento, lo cual involucra un aumento sustancial en el costo computacional [92]. 
El modelo CAMD consiste en definir como variable de diseño la pseudodensidad en cada nodo 
del elemento finito, en vez de una variable de diseño por cada elemento como en el modelo SIMP, 
lo que implica mayor número de variables de diseño en el problema de optimización y a su vez, 
mayor costo computacional. En cuanto al uso de filtros en el problema de optimización 
topológica, se puede decir que no sólo logra solucionar el problema del tablero de ajedrez, sino 
también la dependencia de malla [92], además de controlar la complejidad de la topología, 
evitando partes muy delgadas que son difíciles de manufacturar o pueden ser causa de falla de la 
estructura [86]. Por las ventajas que exhibe el uso de filtro en vez de las otras técnicas 
mencionadas para enfrentar los problemas numéricos que se presentan en el MOT, en este 
trabajo se usará esta técnica. 
 
2.6 Filtros 
 
El uso de filtros es bastante útil en el MOT puesto que restringe la variación espacial de las 
variables de diseño, el gradiente de la función objetivo o cualquier otra variable que se desee 
filtrar y esto hace que el problema de optimización quede bien condicionado [5]. Además, como 
se dijo antes, evita las inestabilidades numéricas propias del MOT cuando se usa el modelo de 
material SIMP [92]. El filtro tiene que ver con el control de la variación espacial de las variables 
de diseño (gradiente) [86]. El control del gradiente se puede lograr usando técnicas de filtrado 
como los usados en procesamiento de imágenes o restringiendo aún más la formulación del 
problema de optimización (control estricto del gradiente) [86]. La primera opción es 
computacionalmente rápida pero los resultados son imprecisos, en cambio la segunda opción es 
lo contario, precisa ya que permite un mejor control del gradiente de las densidades, pero es 
costosa computacionalmente hablando debido a las restricciones adicionales impuesta en el 
problema de optimización [86]. 
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De forma general, la técnica de filtrado consiste en aplicar un operador matemático a alguna 
variable como la pseudodensidad (variable de diseño), el gradientes de la función objetivo 
(sensibilidades) o cualquier otra variable. Dicho operador previene la rápida variación de la 
variable filtrada, lo cual produce una variación espacial suave de tales variables. Existen diferentes 
tipos de filtros clasificados en dos categorías [86]: filtros de vecindad fija y filtros espaciales. A 
continuación se describe cada una de estas categorías.  
 
2.6.1 Filtros de vecindad fija 
 
Los filtros de vecindad fija son los más simples puesto que sólo tienen en cuenta los elementos 
vecinos que comparten nodos y/o líneas con el elemento central, donde prácticamente la única 
diferencia entre los diferentes filtros de este tipo, es la manera en que es calculado el valor 
promedio del elemento filtrado, y por lo general, se basan en técnicas de manipulación de 
imágenes donde cada elemento corresponde a un pixel. Este tipo de filtro presenta una gran 
desventaja, la cual es que es dependiente de la discretización de elementos finitos, puesto que 
refinando la malla, se reduce el área de influencia del filtro y, por lo tanto, se obtienen topologías 
más complejas (elementos estructurales pequeños) [86]. 
 
2.6.2 Filtros espaciales  
 
Los filtros espaciales solucionan el problema de la dependencia de malla de los filtros de vecindad 
fija; además, controlando el área de influencia del filtro, se controla la complejidad de la topología 
[86]. La dependencia de malla es aliviada con el uso de este tipo de filtros, de tal forma que 
manteniendo la misma área de influencia de éste, al refinar la malla, el número de elementos 
finitos considerados en dicha área aumenta, y en consecuencia, los pequeños refuerzos que 
aparecen en las estructuras diseñadas por el MOT no son más pequeños que el radio de filtro, 
controlando por ende la complejidad de la estructura [86]. La Figura 2.8 ilustra el concepto de 
filtro espacial en una malla bidimensional, donde los elementos vecinos son aquellos que tienen 
sus centros en el área de influencia del filtro. 
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Figura 2.8. Concepto de filtro espacial en una malla bidimensional. Los mismos conceptos son 
aplicados a mallas 3D. Adaptado de [86]. 
 
Con el fin de usar un filtro espacial con cualquier tipo de malla (2D o 3D, estructurada o no), 
Cardoso y Fonseca [86] propusieron dos posibilidades, usando un peso promedio o individual para 
cada vecino. Estos filtros son el denominado AWSF (Average Weight Spatial Filter) presentado en 
la Ec. 2.3 y el denominado IWSF (Individual Weight Spatial Filter) presentado en la Ec. 2.4.  
 
â𝑖 =
𝑎𝑖𝑉𝑖 + ?̅?𝑖 ∑ 𝑎𝑗𝑉𝑗
𝑛𝑣
𝑗=1
𝑉𝑖 + ?̅?𝑖 ∑ 𝑉𝑗
𝑛𝑣
𝑗=1
,             ?̅?𝑖 =∑
𝑅𝑚𝑎𝑥 − 𝑅𝑖𝑗
𝑛𝑣 ∗ 𝑅𝑚𝑎𝑥
𝑛𝑣
𝑗=1
 Ec. 2.3 
â𝑖 =
𝑎𝑖𝑉𝑖 + ∑ 𝑊𝑖𝑗𝑎𝑗𝑉𝑗
𝑛𝑣
𝑗=1
𝑉𝑖 + ∑ 𝑊𝑖𝑗𝑉𝑗
𝑛𝑣
𝑗=1
,             𝑊𝑖𝑗 =∑
𝑅𝑚𝑎𝑥 − 𝑅𝑖𝑗
𝑅𝑚𝑎𝑥
𝑛𝑣
𝑗=1
 Ec. 2.4 
 
Donde 𝑎 es el valor de la variable sin filtro, â es la variable filtrada, 𝑉𝑖 es el volumen del elemento 
𝑖, 𝑊 es un factor de peso, ?̅? es un valor promedio del factor de peso, 𝑅𝑚𝑎𝑥 es el radio de filtro, 
𝑅𝑖𝑗 es la distancia entre el centro del elemento 𝑖 y el centro del elemento 𝑗 y 𝑛𝑣 es el número de 
elementos vecinos.  
 
Otro filtro espacial muy utilizado ([8], [59], [61] y otros tantos) es el que modifica las sensibilidades 
como el presentado en la Ec. 2.5, el cual sirve no solo para evitar el problema de ajedrez, sino 
también la dependencia de malla [92]. Se debe hacer énfasis en que este filtro es puramente 
heurístico, pero produce resultados similares a los resultados de la restricción local del gradiente 
[104], consume pocos recursos de cómputo y es bastante simple de implementar comparado con 
otros enfoques [92]. Cabe señalar que el radio del filtro debe ser escalado a medida que aumenta 
la densidad de malla, de lo contrario, el resultado no será independiente de malla [31].  
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𝜕𝑓
𝜕𝜌𝑘
̂
= 𝜌𝑘
−1 1
∑ ?̂?𝑖
𝑁
𝑖=1
∑?̂?𝑖𝜌𝑖
𝑁
𝑖=1
𝜕𝑓
𝜕𝜌𝑖
 Ec. 2.5 
 
Donde 
𝜕𝑓
𝜕𝜌𝑘
̂
 es el valor de la sensibilidad del elemento 𝑘 filtrada y  
𝜕𝑓
𝜕𝜌𝑖
 es la sensibilidad del 
elemento 𝑖 sin filtrar, 𝜌𝑘 es la variable de diseño del elemento 𝑘,  ?̂?𝑖 = 𝑟𝑚𝑖𝑛 − 𝑑𝑖𝑠𝑡(𝑘, 𝑖), {𝑖 ∈
𝑁 | 𝑑𝑖𝑠𝑡(𝑘, 𝑖) ≤ 𝑟𝑚𝑖𝑛}, 𝑘 = 1,… , 𝑁 es un operador de convolución (factor de peso), 𝑑𝑖𝑠𝑡(𝑘, 𝑖) es 
definido como la distancia entre el centro del elemento 𝑘 y el centro del elemento 𝑖 y ?̂?𝑖 es cero 
fuera de esta área, lo que significa que este factor cae linealmente desde 𝑘 hasta 𝑖, 𝑟𝑚𝑖𝑛 es el 
radio de filtro y 𝑁 es el número de elementos en la malla.  
 
La ventaja del uso de los filtros propuestos por Cardoso y Fonseca [86] es que se pueden aplicar 
a cualquier variable, como la pseudodensidad y el gradiente, pero modificando dichos valores se 
afecta directamente los resultados del MOT, en cambio si se filtra los límites móviles de la 
programación lineal secuencial (PLS), tal y como lo propusieron Cardoso y Fonseca, se asegura 
que el rango de valor posible de las variables de diseño estén relacionadas con los elementos del 
alrededor, lo que implica que las pseudodensidades no difieren mucho de sus vecinos, evitando 
el tablero de ajedrez [86]. Otra de las ventajas que presenta el uso de dichos filtros es que se alivia 
el problema en la programación lineal donde se pierde la simetría debido a la naturaleza propia 
del enfoque PLS [105]. Por lo expuesto anteriormente, en este trabajo se usa el filtro AWSF sobre 
los límites móviles.  
 
 
 3 IMPLEMENTACIÓN NUMÉRICA DEL MOT EN EL DISEÑO DE MEMS ETM 
 
Este capítulo presenta la forma de implementar computacionalmente el Método de Optimización 
Topológica (MOT) aplicada al diseño de micromecanismos electrotermomecánicos 
tridimensionales (MEMS ETM 3D). Primero se describe la formulación del problema de 
optimización en forma continua (sección 3.1). En la sección 0 se hace una descripción de 
diferentes métodos de solución del problema de optimización y en la sección 3.3 se describe el 
método de Programación Lineal Secuencial (PLS) que es el método seleccionado en este trabajo 
para la solución del problema de optimización. En la sección 3.4 se presenta la forma de linealizar 
la función objetivo mediante series de Taylor con el fin de poder resolver el problema de 
optimización como un problema lineal a pesar de no serlo. En la sección 3.5 se presenta el 
problema de optimización en su forma discreta. Luego en la sección 9 se presenta el cálculo de 
las derivadas (sensibilidades) de la función objetivo con respecto a cada una de las variables de 
diseño, requeridas en la linealización del problema de optimización. En la sección 3.6 se describe 
la implementación numérica en Matlab de cada uno de los pasos que requiere el MOT y por 
último en la sección 3.7 se presenta las rutinas paralelizadas en GPU, así como el procedimiento 
para su paralelización.  
 
3.1 Problema de optimización 
 
El problema de optimización en MEMS ETM, consiste en distribuir una cantidad de material dado 
en todo el dominio de diseño (ver Figura 3.1), tal que el desplazamiento de salida deseado 𝑢𝑜𝑢𝑡 
sea maximizado y a la vez, la estructura conserve la suficiente rigidez para actuar sobre la pieza 
de trabajo [1]. Dependiendo de la rigidez de la pieza de trabajo 𝑘𝑤 se obtendrá la topología en el 
MEMS, ya que para valores de 𝑘𝑤 grandes se obtienen MEMS rígidos, diseños que se conocen 
como orientados a la fuerza, mientras que para valores de 𝑘𝑤 pequeños, se obtienen diseños 
orientados al desplazamiento con topologías más flexibles [1], [8]. Además, el dominio de diseño 
puede tener zonas predefinidas; por ejemplo, zonas con agujeros y/u otras zonas que pueden ser 
restringidas a estar completamente llenas de material (sólidas).  
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Figura 3.1. Dominio de diseño general con sus restricciones para un problema de optimización 
ETM. 
 
Teniendo en cuenta lo dicho previamente, el problema de optimización para MEMS ETM 
expresado en términos matemáticos se puede escribir como se presenta en la Ec. 3.1.  
 
𝑚𝑎𝑥
𝜌    𝑓𝑀𝐸𝑀𝑆 = 𝑢𝑜𝑢𝑡  
Ec. 3.1 
Tal que: 
∫ 𝜌𝑑Ω −Ω 𝑉
∗ ≤ 0  
0 ≤ 𝜌 ≤ 1  
𝛻 ∙ (𝑘𝑒𝛻𝑉) = 0  
∇ ∙ ( 𝑘𝑡∇𝑇) + ∇
𝑇𝑉𝑘𝑒∇𝑉 = 0  
∇ ∙ {𝑬(𝝐 − 𝛼(𝑇 − 𝑇0)𝑰)} = 0  
 
Donde 𝑓𝑀𝐸𝑀𝑆 es la función objetivo o costo, la cual debe ser maximizada en el punto 𝑢𝑜𝑢𝑡. Ω es 
el domino de diseño, 𝑉∗ es la restricción sobre el volumen, 𝜌 es la variable de diseño 
(pseudodensidad) que puede variar de 𝜌 = 0 (región sin material) hasta 𝜌 = 1 (región con 
material). Las últimas tres ecuaciones del problema de optimización son las ecuaciones de 
equilibrio del problema ETM en su forma continua [9], [13]. 
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3.2 Técnicas de solución del problema de optimización 
 
El problema de optimización definido en la Ec. 3.1 es un problema no lineal en la función objetivo, 
el cual involucra algunas restricciones lineales y miles de variables de diseño (dependen de la 
discretización realizada), por lo tanto, se requieren de algoritmos eficientes para lograr su 
solución [6]. En la Figura 3.2 se presenta un diagrama con algunas técnicas existentes que se 
pueden aplicar para solucionar dicho problema.   
 
 
Figura 3.2. Métodos de solución del problema de optimización [88]. 
 
Los métodos analíticos generalmente solo permiten la solución de problemas simples de 
optimización, mientras que los métodos numéricos permiten trabajar con problemas generales y 
grandes en términos del número de variables de diseño [88]. La solución del problema de 
optimización con métodos específicos es una opción eficiente desde el punto de vista 
computacional, pero se debe realizar una formulación específica para cada problema, razón por 
la cual es poco versátil y se prefieren los métodos generales de solución [6]. Ahora, si el costo 
computacional de una sola evaluación de la función objetivo, las restricciones y sus derivadas es 
muy grande frente al costo computacional de la operación de optimización, típico caso cuando se 
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usa el MEF para analizar la estructura en términos de cientos de variables de diseño, es necesario 
reducir el número de análisis exactos requeridos para el proceso de diseño, aplicando algoritmos 
basados en aproximaciones [88]. La técnica más simple y popular para este tipo de problemas es 
la programación lineal secuencial (PLS). 
 
3.3 Programación Lineal Secuencial (PLS) 
 
La PLS es una técnica con la cual se resuelve un problema de optimización no lineal mediante 
aproximaciones lineales secuenciales de dicho problema (ver sección 3.4). Considérese el 
problema de optimización presentado en la Ec. 3.2, siendo 𝑓(𝒙) la función objetivo, 𝑔𝑗(𝒙) la 
restricción 𝑗, 𝑛𝑔 el número de restricciones y 𝒙 el vector de variables de diseño. 
 
𝑚𝑖𝑛 𝑓(𝒙)
𝑇𝑎𝑙 𝑞𝑢𝑒 𝑔𝑗(𝒙) ≥ 0,    𝑗 = 1,… , 𝑛𝑔
 Ec. 3.2 
 
La PLS empieza el proceso de solución del problema de optimización con un valor inicial de prueba 
𝒙𝟎 para las variables de diseño, con éste valor se consigue una aproximación lineal de la función 
objetivo y restricciones no lineales mediante la expansión en series de Taylor de grado 1 alrededor 
de dicho punto, como se presenta en la Ec. 3.3. 
 
𝑚𝑖𝑛
𝑓(𝒙𝟎) +∑(𝑥𝑖 − 𝑥0𝑖) (
𝜕𝑓
𝜕𝑥𝑖
)
𝒙𝟎
𝑛
𝑖=1
𝑇𝑎𝑙 𝑞𝑢𝑒
𝑔𝑗(𝒙𝟎) +∑(𝑥𝑖 − 𝑥0𝑖) (
𝜕𝑔𝑗
𝜕𝑥𝑖
)
𝒙𝟎
𝑛
𝑖=1
≥ 0,    𝑗 = 1,… , 𝑛𝑔
𝑥𝑙𝑖 ≤ 𝑥𝑖 ≤ 𝑥𝑢𝑖
 Ec. 3.3 
 
En la PLS se definen restricciones adicionales para las variables de diseño, las cuales reciben el 
nombre de límites móviles, donde se define un límite inferior 𝑥𝑙𝑖 y otro superior 𝑥𝑢𝑖 para cada 
variable de diseño con el fin de restringir el espacio de solución mediante la restricción del cambio 
de dichas variables. Para explicar un poco más la importancia de los límites móviles, considere la 
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Figura 3.3. El problema de optimización se resuelve en el intervalo I = [𝑥𝑖 ,  𝑥𝑖+1], donde 𝑥𝑖 es el 
límite móvil inferior y 𝑥𝑖+1 es el límite móvil superior, encontrándose un punto óptimo 𝑥0 en dicho 
intervalo. Este punto sirve para calcular los próximos límites móviles inferiores y superiores, para 
nuevamente hallar un punto óptimo en el nuevo intervalo. Cada paso se llama ciclo de 
optimización y en cada ciclo se resuelve un problema lineal, razón por la cual este proceso recibe 
el nombre de programación lineal secuencial.  
 
 
Figura 3.3. Límites móviles y punto óptimo en el intervalo para la PLS. 
 
Aunque la PLS es un método genérico y sistemático de resolver un problema de optimización no 
lineal, el método tiene tres problemas principalmente [88]. El primer problema se relaciona con 
el tiempo computacional, el cual se incrementa debido a que el proceso de optimización debe ser 
repetido muchas veces, lo que se justifica si el costo computacional de este proceso es pequeño 
en comparación al requerido por la evaluación de la función objetivo. El segundo problema se 
relaciona con la selección de los límites móviles, ya que una elección inadecuada puede hacer que 
el método no converja. Una regla empírica es como se presenta en la Ec. 3.4 [6], donde se hace 
los límites móviles grandes en regiones de la curva que varían poco con el fin de llegar lo más 
rápido posible al punto óptimo y reducir el tiempo de cómputo (zona A de la Figura 3.3); de lo 
contrario, los límites móviles se reducen para evitar sobrepasar el punto óptimo, lo que implicaría 
una oscilación y falta de convergencia del método (zona B de la Figura 3.3). El tercer problema 
surge cuando el punto inicial no se encuentra dentro del dominio de soluciones. Los combinación 
de estos problemas pueden resultar en una situación donde el problema de optimización 
linealizado genera soluciones no posibles, por ejemplo, violando las restricciones [88].   
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𝑆𝑖     (30%)𝐹2 < 𝐹1 < (60%)𝐹2 →  
𝑥𝑙 = 𝑥𝑛 − (10%)𝑥𝑛
𝑥𝑢 = 𝑥𝑛 + (10%)𝑥𝑛
 
𝑆𝑖     𝐹1 ≤ (30%)𝐹2 →  
𝑥𝑙 = 𝑥𝑛 − (5%)𝑥𝑛
𝑥𝑢 = 𝑥𝑛 + (5%)𝑥𝑛
 
𝑆𝑖     𝐹1 ≥ (60%)𝐹2 →  
𝑥𝑙 = 𝑥𝑛 − (15%)𝑥𝑛
𝑥𝑢 = 𝑥𝑛 + (15%)𝑥𝑛
 
Ec. 3.4 
 
Donde 𝑓𝑛, 𝑓𝑛−1, 𝑓𝑛−2 y 𝑥𝑛, 𝑥𝑛−1, 𝑥𝑛−2 son el valor de la función objetivo y los puntos óptimos en 
la iteración 𝑛, 𝑛 − 1 y 𝑛 − 2, respectivamente y 𝐹1 = 𝑓𝑛 − 𝑓𝑛−1 y 𝐹2 = 𝑓𝑛−1 − 𝑓𝑛−2 [6]. La Ec. 3.4 
se puede explicar como sigue: si la diferencia entre la función objetivo en la iteración 𝑛 y 𝑛 − 1 
(𝐹1) es mayor al 60% de la diferencia entre la función objetivo de la iteración 𝑛 − 1 y 𝑛 − 2 (𝐹2), 
significa que la función objetivo está lejos de un punto óptimo y como consecuencia los límites 
móviles pueden adoptar valores grandes (15% por debajo y por encima del punto crítico de la 
iteración presente 𝑥𝑛 para el límite móvil inferior y superior, respectivamente). De forma similar 
se puede explicar para los casos en que 𝐹1 está entre el 30% y el 60% del valor de 𝐹2 y para cuando 
𝐹1 es menor que el 30% de 𝐹2.  
 
3.4 Linealización del problema de optimización para el diseño de MEMS ETM 
 
Como se dijo antes, la función objetivo planteada en la Ec. 3.1 es no lineal la cual requiere ser 
linealizada para poder resolver el problema de optimización con el método PLS. Aplicando series 
de Taylor de primer grado a la función objetivo multivariable para el diseño de MEMS ETM, se 
obtiene la forma lineal del problema de optimización presentada en la Ec. 3.5. 
 
𝑓𝑀𝐸𝑀𝑆
𝐿 = 𝑓𝑀𝐸𝑀𝑆({𝜌0}) + (𝜌1 − 𝜌01)
𝜕𝑓𝑀𝐸𝑀𝑆
𝜕𝜌1
|
𝜌01
+ (𝜌2 − 𝜌02)
𝜕𝑓𝑀𝐸𝑀𝑆
𝜕𝜌2
|
𝜌02
+⋯+ (𝜌𝑛𝑒𝑙 − 𝜌0𝑛𝑒𝑙)
𝜕𝑓𝑀𝐸𝑀𝑆
𝜕𝜌𝑛𝑒𝑙
|
𝜌0𝑛𝑒𝑙
 Ec. 3.5 
 
Donde 𝜌𝑖 es la pseudodensidad del elemento 𝑖, 𝜌0𝑖 es un valor inicial conocido para la variable de 
diseño con 𝑖 = 1,2, … , 𝑛𝑒𝑙 y 𝑛𝑒𝑙 es el número de elementos finitos utilizado en la discretización. 
Reorganizando los términos de la Ec. 3.5, separando los términos constantes de aquellos que 
dependen del valor que adopte la variable de diseño, se obtiene la Ec. 3.6. 
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𝑓𝑀𝐸𝑀𝑆
𝐿 = 𝑓𝑀𝐸𝑀𝑆({𝜌0}) − 𝜌01
𝜕𝑓𝑀𝐸𝑀𝑆
𝜕𝜌1
|
𝜌01
− 𝜌02
𝜕𝑓𝑀𝐸𝑀𝑆
𝜕𝜌2
|
𝜌02
−⋯− 𝜌0𝑛𝑒𝑙
𝜕𝑓𝑀𝐸𝑀𝑆
𝜕𝜌𝑛𝑒𝑙
|
𝜌0𝑛𝑒𝑙⏟                                                
𝑇é𝑟𝑚𝑖𝑛𝑜𝑠 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒𝑠
+ 𝜌1
𝜕𝑓𝑀𝐸𝑀𝑆
𝜕𝜌1
|
𝜌01
+ 𝜌2
𝜕𝑓𝑀𝐸𝑀𝑆
𝜕𝜌2
|
𝜌02
+⋯+ 𝜌𝑛𝑒𝑙
𝜕𝑓𝑀𝐸𝑀𝑆
𝜕𝜌𝑛𝑒𝑙
|
𝜌0𝑛𝑒𝑙⏟                                    
𝑇é𝑟𝑚𝑖𝑛𝑜𝑠 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠
 
Ec. 3.6 
 
Los términos constantes pueden ser retirados de la función objetivo linealizada, pues estos 
términos no afectan el resultado del proceso de optimización [88], luego la Ec. 3.6 se transforma 
en la Ec. 3.7, que es la función objetivo lineal con respecto a las variables de diseño. Los 
coeficientes que acompañan a las pseudodensidades (𝜕𝑓𝑀𝐸𝑀𝑆
𝜕𝜌𝑖
|
𝜌0𝑖
) no son variables, puesto que son 
la derivada de la función objetivo con respecto a cada variable de diseño (sensibilidad) evaluada 
en el punto inicial {𝜌0}, por lo que son valores escalares conocidos. Estos términos se hallan 
mediante un análisis de sensibilidad presentado en el Anexo C. Respecto a la linealización de las 
restricciones según la Ec. 3.1, la restricción de volumen es lineal y el modelo continuo considerado 
para resolver las ecuaciones de equilibrio del problema electrotermomecánico es también lineal. 
 
𝑓𝑀𝐸𝑀𝑆
𝐿 = 𝜌1
𝜕𝑓𝑀𝐸𝑀𝑆
𝜕𝜌1
|
𝜌01
+ 𝜌2
𝜕𝑓𝑀𝐸𝑀𝑆
𝜕𝜌2
|
𝜌02
+⋯+ 𝜌𝑛𝑒𝑙
𝜕𝑓𝑀𝐸𝑀𝑆
𝜕𝜌𝑛𝑒𝑙
|
𝜌0𝑛𝑒𝑙
 Ec. 3.7 
 
3.5 Discretización del problema de optimización 
 
El dominio de diseño Ω es discretizado en elementos finitos para la solución del problema de 
optimización de forma numérica. De esta forma es necesario discretizar la función objetivo y las 
restricciones. El modelo de material adoptado es el SIMP, donde a cada elemento se le asigna una 
pseudodensidad 𝜌𝑖 que es la variable de diseño del problema de optimización y las propiedades 
del material penalizadas son la conductividad eléctrica 𝑘𝐸, la conductividad térmica 𝑘𝑇 y el 
módulo de Young 𝐸𝑀 como se muestra en la Ec. 3.8 [1], [6], [9], [11]. 
 
𝑘𝐸(𝜌𝑖) = 𝜌𝑖
𝑝𝐸𝑘0𝐸, 𝑘𝑇(𝜌𝑖) = 𝜌𝑖
𝑝𝑇𝑘0𝑇, 𝐸𝑀(𝜌𝑖) = 𝜌𝑖
𝑝𝑀𝐸0𝑀 Ec. 3.8 
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Donde 𝑝𝐸 ,  𝑝𝑇 ,  𝑝𝑀  son los factores de penalización del problema eléctrico, térmico y mecánico, 
respectivamente y 𝑘0𝐸,  𝑘0𝑇,  𝐸0𝑀 son la conductividad eléctrica, la conductividad térmica y el 
módulo de Young, respectivamente del material base. Una vez penalizadas dichas propiedades 
del material, se puede proceder a discretizar las ecuaciones de equilibrio del problema 
electrotermomecánico mediante el MEF. Como se muestra en el Anexo B, las ecuaciones 
diferenciales parciales (EDP) que gobiernan el problema electrotermomecánico para el modelado 
de MEMS, se pueden discretizar mediante el MEF, quedando en su forma matricial como se 
presenta en la Ec. 3.9 sin aplicar las condiciones de frontera. 
 
[𝐾𝐸(𝜌)]{𝑉} = {0}, [𝐾𝑇(𝜌)]{𝑇} = {𝑄(𝑉, 𝜌)}, [𝐾𝑀(𝜌)]{𝑈} = {𝐹(𝑇, 𝜌)} Ec. 3.9 
 
Con 𝐾𝐸(𝜌),  𝐾𝑇(𝜌),  𝐾𝑀(𝜌) siendo respectivamente la matriz global de conductividad eléctrica, 
térmica y de rigidez, {𝑄(𝑉, 𝜌)} es el vector global de carga del problema térmico y {𝐹(𝑇, 𝜌)} es el 
vector global de carga del problema mecánico, todos estos términos son dependientes de 𝜌. Esta 
dependencia se concluye directamente de la Ec. 3.8 donde las propiedades del material son 
dependientes de la pseudodensidad y, por lo tanto, las matrices y vectores deducidos del MEF 
para el problema ETM se transforman como se presentan en la Ec. 3.10 para 𝑖 = 1,2,… , 𝑛𝑒𝑙.  
 
[𝐾𝐸
𝑒(𝜌)] = 𝜌𝑖
𝑝𝐸 ∫ 𝑘0𝐸[𝐵𝐸]
𝑇[𝐵𝐸]
Ωe
𝑑Ω = 𝜌𝑖
𝑝𝐸[𝐾0𝐸
𝑒 ] 
[𝐾𝑇
𝑒(𝜌)] = 𝜌𝑖
𝑝𝑇 ∫ 𝑘0𝑇[𝐵𝑇]
𝑇[𝐵𝑇]
Ωe
𝑑Ω = 𝜌𝑖
𝑝𝑇[𝐾0𝑇
𝑒 ]  
{𝑄𝑒(𝑉, 𝜌)} = 𝜌𝑖
𝑝𝐸 ∫ 𝑘0𝑒[𝑁]
𝑇{𝑉𝑒}𝑇[𝐵𝑇]
𝑇[𝐵𝑇]{𝑉
𝑒}
Ω
𝑑Ω = 𝜌𝑖
𝑝𝐸{𝑄0
𝑒} 
[𝐾𝑀
𝑒 (𝜌)] = 𝜌𝑖
𝑝𝑀 ∫[𝐵𝑀]
𝑇[𝐷][𝐵𝑀]𝑑𝛺
𝛺𝑒
= 𝜌𝑖
𝑝𝑀[𝐾0𝑀
𝑒 ] 
{𝐹𝑒(𝑇, 𝜌)} = 𝜌𝑖
𝑝𝑀 ∫ 𝛼[𝐵𝑀]
𝑇[𝐷]
{
 
 
 
 
1
1
1
0
0
0}
 
 
 
 
([𝑁]𝑇{𝑇} − 𝑇0)𝑑𝛺
𝛺𝑒
= 𝜌𝑖
𝑝𝑀{𝐹0
𝑒} 
Ec. 3.10 
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Debido precisamente a la dependencia de dichas matrices con respecto a las variables de diseño 
y a que en el problema original de optimización topológica estas variables pueden tomar 
cualquier valor en el intervalo [0,1], estas matrices pueden tornarse singulares cuando la 
pseudodensidad de algún elemento sea igual a 0. Para evitar dicho problema, se debe evitar que 
las variables de diseño tomen dicho valor, colocando un valor muy pequeño 𝜌𝑚𝑖𝑛, cercano a 0, 
como por ejemplo 10−3 [1]. 
 
Finalmente, la función objetivo discretizada se puede escribir como 𝑓𝑀𝐸𝑀𝑆 = 𝑢𝑜𝑢𝑡 = {𝐿}
𝑇{𝑈}, 
puesto que se desea maximizar el desplazamiento solo en un punto de la estructura y por 
ello {𝐿}𝑇 es un vector de ceros, con un valor de uno (1) en el grado de libertad que se desea 
maximizar y {𝑈} es el vector de desplazamientos obtenido del MEF. Por otro lado, ya que el 
volumen de la estructura es la sumatoria del producto del volumen de cada elemento 𝑉𝑖 por la 
pseudodensidad 𝜌𝑖 de dicho elemento, la restricción de volumen en forma discreta queda 
∑ 𝜌𝑖𝑉𝑖 ≤ 𝑉
∗𝑛𝑒𝑙
𝑖=1 . Luego, el problema de optimización en su forma discreta se presenta en la Ec. 
3.11 donde 𝜌𝑙𝑖 y 𝜌𝑢𝑖 es el límite móvil inferior y superior, respectivamente. 
 
𝑚𝑎𝑥
𝜌  𝑓𝑀𝐸𝑀𝑆 = 𝑢𝑜𝑢𝑡 = {𝐿}
𝑇{𝑈}  
Ec. 3.11 
Tal que: 
∑ 𝜌𝑖𝑉𝑖 ≤ 𝑉
∗𝑛𝑒𝑙
𝑖=1   
0 < 𝜌𝑚𝑖𝑛 ≤ 𝜌𝑙𝑖 ≤ 𝜌𝑖 ≤ 𝜌𝑢𝑖 ≤ 1,    𝑖 = 1,… , 𝑛𝑒𝑙  
[𝐾𝐸(𝜌)]{𝑉} = {0}  
[𝐾𝑇(𝜌)]{𝑇} = {𝑄(𝑉, 𝜌)}  
[𝐾𝑀(𝜌)]{𝑈} = {𝐹(𝑇, 𝜌)}  
 
3.6 Implementación del MOT en Matlab 
 
El código desarrollado en esta tesis fue implementado en Matlab [106] por ser un software 
“amigable” y por este motivo el tiempo de implementación es menor al invertido con otros 
lenguajes de programación como lo son Fortran y C/C++ [107]. Y aunque Matlab es percibido 
como menos eficiente comparado con lenguajes de programación de alto desempeño como 
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C/C++ y Fortran [60], este software permite la integración con dichos lenguajes (Fortran y C/C++) 
mediante funciones MEX [106], el uso de GPU y CPU multinúcleos mediante el Parallel Computing 
Toolbox (PCT) [106] y en general el uso de rutinas eficientemente implementadas por terceros 
[108], [109]. A continuación se presenta la forma de implementar cada rutina necesaria en el MOT 
en computación serial usando Matlab. 
 
El programa principal que calcula la topología óptima del MEMS ETM 3D usando el MOT da como 
resultado el valor óptimo de las variables de diseño, el valor de la función objetivo así como el 
volumen de la estructura óptima en cada iteración del MOT y el número de iteraciones requeridas 
por este método para lograr su convergencia. Para lograr obtener dichos resultados, al programa 
principal del MOT se le debe ingresar como datos de entrada los datos relacionados con la malla, 
las propiedades del material, condiciones de frontera y los parámetros propios del MOT: máximo 
número de iteraciones y volumen permitido en la estructura, valor inicial de las variables de 
diseño y el radio de filtro. Esta fase del algoritmo es conocida como el preprocesamiento y se 
hace sólo una vez. Luego de esta fase, la rutina del MOT inicializa las variables que usará durante 
todo el proceso iterativo, seguido del lazo iterativo hasta la convergencia o el máximo número de 
iteraciones. En cada una de estas iteraciones el programa llama otras subrutinas como lo son (ver 
Figura 2.2):  
 Subrutina de elementos finitos que calcula el problema electrotermomecánico  
 Subrutina que calcula las sensibilidades de la función objetivo 
 Subrutina que calcula los límites móviles del problema de optimización 
 Subrutina que hace el filtrado de los límites móviles 
 Subrutina que resuelve el problema lineal de optimización  
 Y finalmente, la subrutina que comprueba la convergencia del problema de optimización 
 
Una vez obtenido los resultados del programa principal se realizan tres gráficas: el valor de la 
función objetivo versus el número de iteraciones del MOT, el valor del volumen de la estructura 
optimizada versus el número de iteraciones y finalmente la estructura óptima. La implementación 
de cada subrutina necesaria en el MOT se presenta en las siguientes subsecciones.  
70 Diseño óptimo de MEMS ETM utilizando el MOT y GPU 
 
3.6.1 Obtención de la malla en Matlab 
 
El uso de mallas no estructuradas permite al usuario definir dominios complejos, con la ventaja 
de que en la vida real casi todos los dominios son de este tipo. A pesar de que el código de 
elementos finitos fue diseñado para usar mallas no estructuradas con elementos hexaédricos 
(“brick”) de 8 nodos, en este trabajo, con fines de cambiar el tamaño del dominio de diseño y su 
discretización de forma sencilla sin tener que recurrir a un software especializado de mallado 
cada vez que se quiera hacer un cambio en dicho dominio de diseño, se usará una malla creada 
en Matlab para obtener las topologías de los MEMS. En la Figura 3.4 se muestra una malla 
consistente de 2 × 2 × 2 = 8 elementos con el fin de ilustrar como se hace la numeración de los 
nodos (Figura 3.4a) y los elementos (Figura 3.4b). Cabe anotar que el código desarrollado no 
distingue mallas estructuradas de no estructuradas. 
 
  
a)  b)  
Figura 3.4. Malla creada en Matlab con su numeración en los a) nodos y en los b) elementos.  
 
3.6.2 Implementación del Método de los Elementos Finitos (MEF) 
 
Básicamente, el algoritmo para la solución de problemas mediante el MEF consta de cuatro pasos 
principales. El primer paso es el cálculo de la matriz de rigidez y el vector de carga de cada 
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elemento (locales), seguido por su respectivo ensamble en el sistema global (ver Figura 3.5). Se 
debe notar que para mallas no estructuradas como la presentada en la Figura 3.5 estos dos 
primeros pasos se deben hacer para cada uno de los elementos presentes en dicha malla, 
mientras que para mallas estructuradas, basta con el cálculo de un solo elemento, puesto que los 
demás tienen la misma matriz de rigidez local. El tercer paso se da una vez obtenida la matriz de 
rigidez global y el vector de carga global con la aplicación de las condiciones de frontera sobre 
dichos sistemas. Finalmente se soluciona un sistema lineal de ecuaciones que se obtiene de los 
pasos anteriores, en el cual se hallan las variables de estado del problema considerado. Nótese 
que la anterior descripción es aplicable tanto en el problema eléctrico, térmico como mecánico. 
En las subsecciones que se presentan a continuación se hará una descripción de la 
implementación en Matlab de cada una de estas etapas del MEF. 
 
Figura 3.5. Ejemplo del cálculo y ensamble de la matriz de rigidez y del vector de carga de un 
elemento triangular de tres nodos con un grado de libertad por nodo. 
 
 Cálculo de la matriz de rigidez y el vector de carga del elemento 
 
El cálculo de la matriz de rigidez y el vector de carga de cada elemento implica la integración 
numérica a través de los puntos de integración de Gauss, para lo cual es necesario el cálculo de 
las funciones de forma, sus derivadas, el jacobiano, su determinante y la matriz gradiente [𝐵]. 
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Teniendo en cuenta que las funciones de forma y sus derivadas no cambian entre elementos con 
diferentes posiciones en la malla, pero considerando el mismo tipo de elemento (hexaédrico de 
8 nodos), independientes del problema físico considerado, entonces éstas se calculan sólo una 
vez y se almacenan, pues representan pequeños arreglos que ocupan poco espacio en memoria. 
En el Cuadro 3.1 se presenta el pseudocódigo para el cálculo de la matriz de rigidez y el vector de 
carga del elemento. Para mayores detalles se puede consultar cualquier libro de elementos 
finitos, por ejemplo [110]–[114]. 
 
Cuadro 3.1. Cálculo de la matriz de rigidez y el vector de carga de un elemento finito. 
Cálculo de las funciones de forma 
Cálculo de las derivadas de las funciones de forma con respecto a r,s,t 
for i=1:Puntos de integración 
    Calcular el Jacobiano 
    Calcular el determinante del Jacobiano y su inversa 
    Calcular las derivadas de las funciones de forma con respecto a x,y,z 
    Calcular la matriz gradiente B 
    Calcular la matriz de rigidez 
    Calcular el vector de carga 
end 
 
 Ensamble de la matriz de rigidez y el vector de carga del elemento en el sistema global 
 
En el MEF, una matriz densa [𝑘𝑒] de dimensión 𝑒𝑑𝑜𝑓 × 𝑒𝑑𝑜𝑓, siendo 𝑒𝑑𝑜𝑓los grados de libertad 
locales, es calculada para cada elemento. A pesar de que los elementos vecinos comparten nodos, 
la contribución individual de cada elemento necesita ser ensamblada (“sumada”) en una matriz 
global [𝐾]. Durante el ensamble, cada matriz local [𝑘𝑒] es adicionada a la matriz global [𝐾] en 
una posición de fila y columna determinada por los grados de libertad del elemento [115] (ver 
Figura 3.5). De forma similar, el vector de carga local {𝑓𝑒} es ensamblado en un vector de carga 
global {𝐹}. Este proceso de ensamble acopla la contribución de los elementos. A pesar de que la 
matriz local es densa, la matriz global es dispersa (sparse, ver Anexo E). El camino más corto e 
intuitivo para ensamblar las matrices locales [𝑘𝑒] dentro del sistema global [𝐾] y el vector local 
{𝑓𝑒} en el vector global [𝐹] para un problema de elementos finitos es el presentado en el 
pseudocódigo del Cuadro 3.2 usando la sintaxis de Matlab. 
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Cuadro 3.2. Montaje intuitivo de la matriz de rigidez y del vector de carga locales en los 
sistemas globales. 
% dof: grados de libertad (GDL) total del sistema  
% nel: número total de elementos finitos 
% edof: GDL del elemento  
K = sparse(dof, dof); 
F = zeros(dof,1); 
for i=1:nel 
    Determinar edof 
    Cálculo de la matriz de rigidez local ke y del vector de carga local fe 
    K(edof, edof) = K(edof, edof) + ke; 
    F(edof) = F(edof) + fe; 
end 
 
En el pseudocódigo del Cuadro 3.2, la matriz [𝐾] se inicializa con todas las entradas iguales a cero. 
Durante el lazo para el ensamble de la matriz local [𝑘𝑒] en [𝐾], el patrón tipo sparse de la matriz 
global [𝐾] (posición de las entradas diferentes de cero) está cambiando por cada iteración. La 
estructura interna que mantiene las entradas y los índices de la matriz [𝐾], necesita ser realojada 
y actualizada para cada elemento. En la práctica, el código anterior gasta mucho más tiempo en 
el ensamble que en el cálculo de las matrices del elemento [116]. Una posible solución al 
problema anterior puede ser calcular y guardar todas las matrices del elemento [𝑘𝑒] primero con 
sus respectivos grados de libertad (triplet format – ver Anexo E) y luego hacer el ensamblaje en 
una sola llamada a la función sparse de Matlab como se ilustra en el pseudocódigo del Cuadro 
3.3. Nótese que el ensamblaje de {𝑓𝑒} en [𝐹] no cambia con respecto al Cuadro 3.2 por ser un 
vector lleno (no sparse) no sufre los problemas de realojamiento de las estructuras tipo sparse. 
 
Cuadro 3.3. Montaje eficiente de la matriz de rigidez y del vector de carga locales en los 
sistemas globales 
ke_all = zeros(edof*edof,nel); 
F = zeros(dof,1); 
for i=1:nel         
    Cálculo de la matriz de rigidez local ke y del vector de carga local fe 
    Ke_all(:,i)=  ke(:); 
    F(edof) = F(edof) + fe_all(:,i);  % Ensamble del vector de carga 
end 
Cálculo de los GDL (Ki, Kj) de cada elemento  % Ki, Kj: índices de las filas y columnas de ke_all 
K = sparse(Ki,Kj,ke_all); 
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En esta aproximación todas las matrices locales son almacenadas en la matriz [𝑘𝑒𝑎𝑙𝑙]. Luego, los 
índices que indican las filas y columnas para las entradas de [𝐾] deben ser calculados y 
almacenados también. Este método de representar una matriz tipo “sparse” es llamado “triplet 
format” [116]: para cada componente de la matriz, la información correspondiente a la 
fila/columna es guardada explícitamente. Se puede notar que como existen elementos que 
comparten nodos, entonces hay parejas de índices que se repiten, pero con información diferente 
de la matriz local del elemento. Usando la función sparse de Matlab las entradas de la matriz que 
poseen iguales índices, son sumadas. Esta nueva aproximación es más rápida que la presentada 
en el Cuadro 3.2. La principal desventaja es que todas las matrices locales deben ser almacenadas 
antes del ensamble; así los requerimientos en memoria se incrementan por la necesidad de 
almacenar los índices de las filas y columnas. Si el ensamble de la matriz global es seguida de la 
factorización Cholesky, la cual demanda altos requerimientos en memoria, el arreglo (𝐾𝑖 , 𝐾𝑗,
𝐾𝑎𝑙𝑙) puede restringir el tamaño del problema resuelto [116]. 
 
Una opción para aliviar un poco los problemas de memoria, es usar la función sparse2 [117] la 
cual es más eficiente que la función sparse estándar de Matlab. El procedimiento para el 
ensamblaje de la matriz global es el mismo al presentado en el Cuadro 3.3 con algunas diferencias 
que resultan en una mejora significativa del tiempo de ejecución y de manejo de memoria. Con 
sparse2 los coeficientes 𝐾𝑖 , 𝐾𝑗 del formato triplet se puede trabajar como datos tipo “single” o 
“integer”, en vez de datos tipo “double” como lo hace la función sparse de Matlab, ocupando 4 
bytes de memoria por índice almacenado y no 8 bytes como lo hace la función estándar de 
Matlab. Esto reduce los requerimientos de memoria por cada elemento diferente de cero (NNZ, 
non zero entry) en el sistema global [𝐾] de 24 bytes (8+8+8, la función sparse de Matlab sólo 
admite como argumento los datos 𝐾𝑖 , 𝐾𝑗 , 𝐾𝑎𝑙𝑙 de tipo double) a 16 bytes (4+4+8, 𝐾𝑖 , 𝐾𝑗 , 𝐾𝑎𝑙𝑙). 
Adicionalmente, usando los índices 𝐾𝑖 , 𝐾𝑗 como datos tipo “integer” se incrementa la velocidad 
de cálculo al tener que “leerse” menor volumen de información. 
 
La función sparse2 aún se puede mejorar si no se tienen que calcular los coeficientes 𝐾𝑖 , 𝐾𝑗, lo 
cual se logra usando la función sparse_create [115], cuyo objetivo principal es la creación de 
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matrices dispersas obtenidas del MEF. Dicha función no requiere de la creación de grados de 
libertad para cada EF, sólo requiere del cálculo de [𝑘𝑒𝑎𝑙𝑙] y conocer la matriz de conectividad. 
Adicionalmente, la función sparse_create posee otras ventajas como el hecho de poder obtener 
sólo la parte triangular inferior simétrica de la matriz de rigidez, permitiendo almacenar sólo un 
poco más de la mitad del total de elementos NNZ, ahorrando memoria e incrementando la 
velocidad de cálculo por esta misma razón. El pseudocódigo para el ensamblaje de la matriz de 
rigidez y el vector de carga de cada elemento en los sistemas globales usando la función 
sparse_create, se presenta en el Cuadro 3.4. En este trabajo se utilizó este abordaje para la 
creación de las matrices de rigidez del MEF provenientes del problema eléctrico, térmico y 
mecánico.  
 
Cuadro 3.4. Montaje rápido y eficiente de la matriz de rigidez y del vector de carga locales en 
los sistemas globales. 
% Conectividad: arreglo con los nodos de cada elemento 
ke_all = zeros(edof*edof,nel); 
F = zeros(dof,1);  
Cálculo de la matriz de rigidez ke de todos los elementos y almacenarlas en ke_all  
Cálculo del vector de carga fe de todos los elementos y almacenarlos en fe_all 
for i=1:nel         
    F(edof) = F(edof) + fe_all(:,i);  % Ensamble del vector de carga 
end 
K = sparse_create(conectividad, ke_all); 
 
 Aplicación de las condiciones de frontera  
 
En esta sección se considera la aplicación de condiciones de frontera (CF) tipo Dirichlet [108], es 
decir, algunos valores del vector {𝑥}, del sistema [𝐾]{𝑥} = {𝐹}, resultante del problema de 
elementos finitos, están prescritos en la frontera (están explícitamente definidos). Se asume que 
el grado de libertad (GDL) 𝑘 es un GDL que se encuentra en la frontera y que la variable 𝑥 en ese 
GDL es igual a una constante 𝐶, tal como lo expresa la Ec. 3.12. 
 
𝑥(𝑘) = 𝐶 Ec. 3.12 
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Entonces para aplicar las CF, la 𝑘 − é𝑠𝑖𝑚𝑎 fila de la matriz [𝐾] debe ser modificada como sigue 
para que se cumpla la Ec. 3.12: 
 
𝐾(𝑘, 𝑖) = 0,   𝑝𝑎𝑟𝑎       𝑖 = 1: 𝑛      𝑦     𝑖 ≠ 𝑘, 𝐾(𝑘, 𝑘) = 1 Ec. 3.13 
 
Donde 𝑛 es el número de filas/columnas de la matriz global de rigidez [𝐾]; en otras palabras, la 
componente diagonal de la 𝑘 − é𝑠𝑖𝑚𝑎 fila se hace igual a 1 y las demás entradas de esa misma 
fila se hacen iguales a 0. El vector {𝐹} en la fila 𝑘 − é𝑠𝑖𝑚𝑎 debe ser igual a 𝐶, es decir, 𝐹(𝑘) = 𝐶, 
lo que transforma la 𝑘 − é𝑠𝑖𝑚𝑎 ecuación en una ecuación trivial, tal como se ve a continuación: 
 
𝐾(𝑘, 𝑘)𝑥(𝑘) = 𝐹(𝑘), →      1 ∗ 𝑥(𝑘) = 𝐶 
 
Obsérvese que después de esta modificación el sistema [𝐾]{𝑥} = {𝐹} deja de ser simétrico (antes 
de aplicar las CF, la matriz [𝐾] es simétrica definida positiva –SDP-). Pero la simetría se puede 
recuperar haciendo que la 𝑘 − é𝑠𝑖𝑚𝑎 columna de la matriz [𝐾] sea cero (0). Esto implica que la 
variable conocida 𝑥(𝑘) sea eliminada de todas las ecuaciones, modificando el lado derecho del 
sistema de ecuaciones como se presenta en la Ec. 3.14. La matriz de rigidez nuevamente se 
modifica de la manera como se presenta en la Ec. 3.14; en otras palabras, las componentes de la 
fila y columna 𝑘 de la matriz global [𝐾] se deben volver cero a excepción de su entrada en la 
diagonal principal que debe tener un valor unitario.  
 
{𝐹(𝑖)} = {𝐹(𝑖)} − [𝐾(𝑖, 𝑘)] ∗ {𝑥(𝑘)},     𝑝𝑎𝑟𝑎       𝑖 = 1: 𝑛      𝑦     𝑖 ≠ 𝑘 
𝐾(𝑖, 𝑘) = 0,   𝑝𝑎𝑟𝑎       𝑖 = 1: 𝑛      𝑦     𝑖 ≠ 𝑘 
Ec. 3.14 
 
Ahora, entes de conocer cómo sería la implementación de las condiciones de frontera en Matlab 
es necesario tener las siguientes consideraciones [118]:  
 Acceder a una columna de la matriz [𝐾] es simple por estar almacenada en el formato CSC 
que es el formato que usa Matlab [119] (ver Anexo E). En la sintaxis de Matlab, acceder a una 
columna es equivalente a {𝑐} = 𝐾(: , 𝑗) donde 𝑗 es un escalar. Esta operación tiene una 
complejidad de 𝑂(|𝑐|) que es óptima, mientras que acceder a una fila de la matriz dispersa 
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[𝐾] en este formato (CSC) es mucho más complicado desde el punto de vista computacional. 
En la sintaxis de Matlab, acceder a una fila es {𝑐} = 𝐾(𝑖, : ) siendo 𝑖 es un escalar. Para realizar 
esta operación, Matlab debe examinar cada columna de [𝐾] buscando el índice 𝑖, lo que hace 
costosa esta operación en comparación con el acceso a columnas. La mejor opción para 
acceder a una fila de [𝐾] es transponer dicha matriz y acceder a la columna que corresponde 
a la fila deseada 
 Modificar la estructura de una matriz dispersa no es una tarea trivial. Borrar o adicionar 
entradas de la matriz [𝐾] es de una complejidad de 𝑂(|𝐾|), puesto que este tipo de operación 
significa reacomodar nuevamente todos los índices y valores de los elementos NNZ. 
 Transponer una matriz dispersa ([𝐴] = [𝐾𝑇]) puede verse como un método para convertir el 
formato CSC al formato CSR (ver Anexo E). Si el resultado de transponer la matriz [𝐾] es 
interpretado como una matriz almacenada en el formato CSR, entonces [𝐴] es igual a [𝐾], 
sólo que en un formato de almacenamiento diferente.  
 
Para una implementación eficiente de este tipo de condiciones de frontera se usa el algoritmo 
propuesto en [108] y se muestra en el pseudocódigo del Cuadro 3.5 con la notación de Matlab, 
donde en vez de modificar la matriz [𝐾] como se presenta en la Ec. 3.13 y la Ec. 3.14, se puede 
eliminar las ecuaciones triviales, luego se resuelve un problema reducido únicamente para los 
GDL no restringidos ([K(Free_ind, Free_ind)]*{U(Free_ind)}={F(Free_ind)}). Se denotan los GDL no 
restringidos como Free_ind, los GDL que están restringidos por las condiciones de frontera tipo 
Dirichlet como Bc_ind, cuyo valor en la frontera se denota por Bc_val y el número de GDL totales 
(restringidos y no restringidos) como tdof. En el pseudocódigo del Cuadro 3.5 se puede hacer 
otras modificaciones, como la consideración de que la matriz [𝐾] es simétrica. 
 
Cuadro 3.5. Aplicación de condiciones de frontera tipo Dirichlet. 
Free_ind = 1:tdof; 
Free_ind(BC_ind) = []; 
F = F - K(:,Bc_ind)* Bc_val; 
U = zeros(tdof,1); 
U(Bc_ind) = Bc_val; 
K = K(Free_ind, Free_ind); 
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 Solución del sistema lineal de ecuaciones 
 
La solución aproximada por medio del MEF de las ecuaciones diferenciales parciales (EDP) del 
problema eléctrico, térmico y mecánico en el diseño de MEMS ETM 3D se presenta en la Ec. 3.15. 
Donde [𝐾] es una matriz cuadrada, simétrica y definida positiva de tamaño 𝑛 × 𝑛 (𝑛 es el número 
de GDL del sistema global), {𝑥} es el vector solución de tamaño 𝑛 que puede ser voltaje (problema 
eléctrico), temperatura (problema térmico) o desplazamientos (problema mecánico), y {𝐹} es el 
vector del lado derecho o vector de carga, también de tamaño 𝑛.  
 
[𝐾]{𝑥} = {𝐹} Ec. 3.15 
 
Para obtener la solución de la Ec. 3.15 básicamente existen dos tipos de métodos, los métodos 
directos y los métodos iterativos. Si bien los métodos directos son frecuentemente más confiables 
que los iterativos, ellos usualmente tienen grandes requerimientos de memoria y no son buenos 
para su implementación en computación paralela; por el contrario, los métodos iterativos son 
más factibles de paralelizar y en consecuencia pueden ser usados para resolver grandes sistemas 
de ecuaciones [120]. Cabe anotar que la solución de grandes sistemas de ecuaciones es un “cuello 
de botella” en el MOT. En el diseño de MEMS ETM 3D se requiere la solución de seis sistemas de 
ecuaciones por cada iteración, tres sistemas procedentes del problema electrotermomecánico de 
elementos finitos y otros tres sistemas que aparecen en el cálculo de las sensibilidades, razón por 
la cual es de suma importancia resolver de forma eficiente dichos sistemas.  
 
o Solución con métodos directos 
 
En años recientes se han desarrollado diferentes métodos para la solución directa de grandes 
sistemas de ecuaciones con matrices dispersas [121]. Estos métodos son importantes debido a su 
generalidad y robustez; en particular, los métodos directos son muy efectivos para solucionar 
sistemas de ecuaciones con múltiples vectores al lado derecho puesto que la factorización, que 
es la operación más costosa computacionalmente, sólo se realiza una vez [121]. Para resolver 
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problemas muy grandes con métodos directos es necesario trabajar “out-of-core”. Este método 
consiste en almacenar la matriz [𝐾] y/o su factorización en archivos, reduciendo 
considerablemente la memoria requerida. El problema de este método es que la factorización y 
solución es mucho más lenta por los costos de lectura y escritura en disco [121].  
 
Los métodos directos solucionan la Ec. 3.15 con una secuencia finita de operaciones, y en 
ausencia de errores de aproximación, ellos entregan una solución exacta [120]. Estos métodos 
tienen diferentes fases que dependen del algoritmo utilizado, pero una subdivisión general es la 
siguiente [121]: 
a) Una fase para ordenar la estructura de la matriz dispersa 
b) Una fase de análisis que determina una secuencia óptima de pivoteo para reducir los 
requerimientos de memoria y las operaciones de punto flotante. 
c) Una fase de factorización que usa el paso anterior. 
d) Una fase de solución de los sistemas triangulares resultante del paso anterior. 
Por lo general, la factorización es la fase que más consume tiempo, mientras que la fase de 
solución es la más rápida [121]. A continuación se presenta de forma general algunos métodos 
para la solución directa del sistema de ecuaciones lineales.  
 
Uno de los métodos directos para la solución de la Ec. 3.15 es calcular de forma directa la inversa 
de [𝐾] y resolver el sistema de la siguiente manera:  
 
{𝑥} = [𝐾−1]{𝐹} Ec. 3.16 
 
Sin embargo, este abordaje no es práctico puesto que la matriz [𝐾] es dispersa mientras que su 
inversa [𝐾−1] en densa (todas sus entradas son diferentes de cero), lo que implica grandes 
requerimientos de memoria, limitando el tamaño del problema resuelto [115]. Por ejemplo, para 
un sistema con un millón de GDL se requeriría (1 × 106)2 × 8 𝑏𝑦𝑡𝑒𝑠 = 8 𝑇𝐵 (Terabytes) de 
memoria para poder almacenar dicha matriz. No obstante, existen otros métodos que abordan 
este problema de forma eficiente. El método más básico es la factorización LU, una variante de la 
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eliminación gaussiana, donde la matriz [𝐾] se descompone en una matriz triangular inferior [𝐿] y 
otra superior [𝑈] de tal forma que [𝐾] = [𝐿][𝑈]. Con este tipo de factorización, la Ec. 3.15 se 
puede resolver como [115]: 
 
[𝐿][𝑈]{𝑥} = {𝐹} Ec. 3.17 
 
Como los factores [𝐿] y [𝑈] son sistemas triangulares, la Ec. 3.17 se puede resolver fácilmente 
con sustitución hacia adelante y hacia atrás respectivamente. Usando la notación de Matlab, la 
solución de la Ec. 3.17 sería expresada como {𝑥} = [𝑈]\([𝐿]\{𝐹}), donde el operador backslash 
(\) denota sustitución hacia adelante y hacia atrás.  
 
A pesar de que la solución de la Ec. 3.15 por el método presentado en la Ec. 3.17 es mucho más 
eficiente que el presentado en la Ec. 3.16, para el caso del MEF, donde usualmente las matrices 
[𝐾] que resultan son simétricas definidas positivas (SDP), existe otra factorización conocida como 
factorización de Cholesky donde [𝐾] se puede  expresar como [𝐾] = [𝐿][𝐿𝑇], quedando la Ec. 
3.15 como se muestra en la Ec. 3.18. Calculando únicamente el factor [𝐿] se reduce a casi la mitad 
el número de operaciones y memoria requerida para la solución del sistema de ecuaciones [115]. 
 
[𝐿][𝐿𝑇]{𝑥} = {𝐹} Ec. 3.18 
 
La Ec. 3.18 se resuelve, en la notación de Matlab, como {𝑥} = [𝐿𝑇]\([𝐿]\{𝑥}); sin embargo, existe 
un par de funciones muy eficientes para la solución de sistemas triangulares con matrices 
dispersas implementadas en SuiteSparse [117]: cs_ltsolve y cs_lsolve. Con este par de funciones 
se puede resolver la Ec. 3.18 sin tener que transponer la matriz [𝐿] directamente.  
 
Un aspecto importante de los métodos directos es que son muy efectivos para resolver sistemas 
lineales con varios vectores al lado derecho ({𝐹}), pues la matriz [𝐾] sólo se factoriza una vez, 
como se mencionó antes. En el caso de diseño de MEMS ETM este hecho es bastante beneficioso, 
ya que las matrices de los sistemas lineales de ecuaciones que aparecen en el MEF, son las mismas 
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que se usan en el análisis de sensibilidad. Lo anterior implica que la matriz de rigidez se factoriza 
en el MEF con la función chol de Matlab o lchol de SuiteSparse y ésta se almacena para resolver 
el problema adjunto en el cálculo de las sensibilidades, para lo cual sólo habría que resolver dos 
sistemas triangulares como en la Ec. 3.18, evitando los altos requerimientos de cómputo y 
memoria de la factorización.  
 
Finalmente, se puede concluir que los métodos directos son los más efectivos para la solución de 
sistemas lineales de ecuaciones relativamente pequeños, típicamente para mallas 
bidimensionales con un número de EFs inferior a 10.000 [31], ya que para sistemas muy grandes 
no son adecuados por el “fill-in” que ocurre en la factorización [118]. El “fill-in” se refiere a que 
posiciones en la matriz original que eran cero, en la matriz de factorización ya no lo son, 
requiriendo más memoria para almacenar dicha matriz y, adicionalmente, las operaciones de 
punto flotante se incrementan.  
 
o Solución con métodos iterativos 
 
Los métodos iterativos son frecuentemente la única opción para solucionar sistemas de 
ecuaciones no lineales, sin embargo, estos métodos son comúnmente usados para la solución de 
grandes sistemas de ecuaciones lineales (del orden de millones de filas/columnas), donde los 
métodos directos son demasiados costosos computacionalmente debido a la alta demanda de 
memoria, limitando el tamaño del problema considerado [122]. Lo anterior se debe a que los 
métodos iterativos son más eficientes desde el punto de vista de uso de memoria. Estos métodos 
se clasifican en estacionarios y no estacionarios. Para una mayor descripción de algunos de ellos 
se puede consultar la referencia [123]. Actualmente, los métodos iterativos más populares 
pertenecen a la familia del subespacio de Krylov, donde el método de los gradientes conjugados 
(GC) es el más usado para la solución de sistemas lineales con matrices SDP, como los resultantes 
con el MEF [120]. A continuación se presenta una descripción del método del gradiente conjugado 
(MGC) y el método del gradiente conjugado precondicionado (MGCP).  
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 Método del gradiente conjugado 
 
El Método del Gradiente Conjugado (MGC) es el método iterativo más prominente para resolver 
grandes sistemas lineales de ecuaciones con matrices dispersas SDP [124]. Básicamente, el MGC 
consiste en resolver el sistema lineal de ecuaciones [𝐾]{𝑥} = {𝐹} iterativamente (ver el Cuadro 
3.6), donde por cada iteración se debe actualizar al vector {𝑥}𝑖 (aproximación a {𝑥}), teniendo en 
cuenta su valor anterior {𝑥}𝑖−1, la dirección de búsqueda {𝑝}𝑖 y el escalar 𝛼𝑖 como se muestra en 
la Ec. 3.19 
 
{𝑥}𝑖 = {𝑥}𝑖−1 + 𝛼𝑖{𝑝}𝑖  Ec. 3.19 
 
De la misma forma, el residuo {𝑟}𝑖, que indica cuán lejos se está del valor correcto de {𝐹} es 
actualizado como se muestra en la Ec. 3.20 [124]. 
 
{𝑟}𝑖 = {𝐹} − [𝐾]{𝑥}𝑖 
{𝑟}𝑖 = {𝑟}𝑖−1 − 𝛼𝑖{𝑞}𝑖 ,   𝑠𝑖𝑒𝑛𝑑𝑜 {𝑞}𝑖 = [𝐾]{𝑝}𝑖 
Ec. 3.20 
 
El vector con la dirección de búsqueda {𝑝}𝑖 también es actualizado a cada iteración como se 
muestra en la Ec. 3.21, usando el residuo [124]. Donde los escalares 𝛼 y 𝛽 están dados por la Ec. 
3.22 [124].  
 
{𝑝}𝑖 = {𝑟}𝑖 + 𝛽𝑖−1{𝑝}𝑖−1 Ec. 3.21 
 
𝛼𝑖 =
{𝑟𝑇}𝑖−1{𝑟}𝑖−1
{𝑝𝑇}𝑖{𝑞}𝑖
, 𝛽(𝑖+1) =
{𝑟𝑇}𝑖{𝑟}𝑖
{𝑟𝑇}𝑖−1{𝑟}𝑖−1
 Ec. 3.22 
 
El pseudo-código para el MGC se presenta en el Cuadro 3.6 donde [𝐾], {𝐹}, {𝑥}0, 𝑖𝑚𝑎𝑥 y 𝜖 son 
ingresados como datos conocidos y son, respectivamente, la matriz dispersa SDP, el vector del 
lado derecho o vector de carga, valor inicial del vector solución, máximo número de iteraciones 
permitidas y la tolerancia para el error. El MGC involucra una multiplicación entre matriz-vector, 
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tres operaciones de actualización de vectores y dos productos escalares entre vectores por cada 
iteración. La operación que domina el tiempo de ejecución durante cada iteración del MGC es la 
multiplicación de la matriz [𝐾] por el vector {𝑝} que requiere de 𝒪(𝑁𝑁𝑍) operaciones, la cual se 
le debe prestar suficiente atención para una implementación eficiente del método. 
 
Cuadro 3.6. Método de los gradientes conjugados para la solución de sistema [𝑲]{𝒙} = {𝑭} 
𝑖 = 0 
{𝑟}0 = {𝐹} − [𝐾]{𝑥}0 
{𝑝}0 = {𝑟}0 
𝛿𝑛𝑒𝑤 = {𝑟
𝑇}0{𝑟}0 
𝛿𝑜 = 𝛿𝑛𝑒𝑤  
Mientras 𝑖 < 𝑖𝑚𝑎𝑥 y 𝛿𝑛𝑒𝑤 > 𝜖
2𝛿0 hacer 
{𝑞}𝑖 = [𝐾]{𝑝}𝑖 
𝛼𝑖 =
𝛿𝑛𝑒𝑤
{𝑝𝑇}𝑖{𝑞}𝑖
 
{𝑥}𝑖+1 = {𝑥}𝑖 + 𝛼𝑖{𝑝}𝑖 
{𝑟}𝑖+1 = {𝑟}𝑖 − 𝛼𝑖{𝑞}𝑖 
𝛿𝑜𝑙𝑑 = 𝛿𝑛𝑒𝑤 
𝛿𝑛𝑒𝑤 = {𝑟
𝑇}𝑖+1{𝑟}𝑖+1 
𝛽𝑖 =
𝛿𝑛𝑒𝑤
𝛿𝑜𝑙𝑑
 
{𝑝}𝑖+1 = {𝑟}𝑖+1 + 𝛽𝑖{𝑝}𝑖 
𝑖 = 𝑖 + 1 
fin 
 
 Valor inicial del vector solución en el MGC 
 
Si se tiene un valor estimado para {𝑥}, se debe usar como valor el inicial {𝑥}0, de lo contrario 
comúnmente se adopta {𝑥}0 = {0} [124]. En el MOT este valor inicial tiene grandes repercusiones 
en el número de iteraciones requeridas para que el MGC converja así como en el tiempo de 
cómputo, puesto que al requerir mayor número de iteraciones, mayor tiempo de ejecución es 
necesario, lo cual se debe a que, a medida que el problema de optimización empieza a converger, 
la matriz de rigidez [𝐾] se torna mal condicionada y por ello, un mayor número de iteraciones es 
requerido para la solución del sistema [𝐾]{𝑥} = {𝐹} si se usa como valor inicial {𝑥}0 = {0} en el 
MGC [30]. Una opción para reducir el número de iteraciones requeridas por el MGC, a medida 
que avanzan las iteraciones en el MOT, es usar como punto de partida el valor obtenido en la 
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iteración anterior del proceso de optimización [31] . Cuando se usa este método como punto de 
partida, en vez de un vector de ceros en MGC, el proceso de solución se acelera 
considerablemente, siendo la razón principal el hecho de que la topología de la estructura sólo 
cambia un poco entre dos iteraciones consecutivas, puesto que la nueva solución es una 
perturbación de la solución anterior [31].  
 
 Criterios de convergencia en el MGC 
 
Cuando el MGC se está acercando a la solución, el residuo {𝑟} (Ec. 3.20) empieza a ser cero y en 
la Ec. 3.22 habría una división por cero, por lo que habría que parar inmediatamente; pero, la 
única forma de que el residuo sea cero, es alcanzar la solución exacta. Sin embargo, alcanzar dicha 
solución podría requerir demasiadas iteraciones y por efectos prácticos se desea parar antes. Un 
criterio normalmente usado es parar cuando el residuo está por debajo de un valor de tolerancia. 
Normalmente, el valor de tolerancia puede ser una pequeña fracción del valor inicial de la norma 
del residuo, tal como se muestra en la Ec. 3.23. 
 
‖{𝑟}𝑖‖ < 𝜖‖{𝑟}0‖ Ec. 3.23 
 
 Método del gradiente conjugado precondicionado (MGCP) 
 
Es importante notar que los métodos iterativos de solución por lo regular convergen lentamente 
o no convergen en sistemas mal condicionados [124]. Específicamente en el MOT, a medida que 
el problema de optimización empieza a converger, la matriz de rigidez global [𝐾] proveniente del 
problema de elementos finitos, se torna mal condicionada debido a la alta heterogeneidad en la 
distribución de material que resulta cuando la pseudodensidad de los elementos está cercana a 
0 (cero) o a 1 (uno) [30]. Este mal condicionamiento en la matriz hace que los métodos iterativos 
sean ineficientes y una forma de mitigar este problema es utilizar un precondicionador [30]. 
Precondicionar un sistema lineal de ecuaciones es una técnica para mejorar el número de 
condición de una matriz, transformando el sistema lineal de ecuaciones original en uno que tenga 
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igual solución, pero que es más fácil de resolver por el método iterativo [125]. Esta técnica 
además mejora la convergencia del método [120]. A pesar de que el precondicionador en el 
método iterativo incurre en costos computacionales extras (primero, en su obtención y, segundo, 
al aplicarlo por cada iteración), existe una controversia entre estos gastos y la velocidad que se 
gana en la convergencia, puesto que por lo regular, un sistema precondicionado requiere de 
menos iteraciones que uno que no use dicho precondicionador [124].  
 
El primer paso para precondicionar un sistema es encontrar una matriz precondicionadora [𝑀], 
que puede ser definida de diferentes formas, pero debe satisfacer unos requisitos mínimos. 
Desde un punto de vista práctico, el requisito principal es que el sistema [𝑀]{𝑥} = {𝐹} sea fácil 
de resolver, esto se debe a que en los métodos iterativos dicho sistema debe ser resuelto en cada 
iteración [120]. Otros requisitos son que [𝑀] debe ser parecida a [𝐾] en algún sentido, que no 
sea singular y que [𝑀−1] sea una buena aproximación de [𝐾−1] [125]. Suponiendo que [𝑀] es 
una matriz SDP que aproxima a la matriz [𝐾] del sistema [𝐾]{𝑥} = {𝐹}, luego dicho sistema puede 
ser resuelto indirectamente como se presenta en la Ec. 3.24 [124]. 
 
[𝑀−1][𝐴]{𝑥} = [𝑀−1]{𝑏} Ec. 3.24 
 
El problema que aparece en la Ec. 3.24 es que la matriz resultante de la multiplicación [𝑀−1][𝐾] 
no es una matriz simétrica ni definida, a pesar de que [𝑀−1] y [𝐾] lo sean, por lo cual no se puede 
resolver dicho sistema por el MGC. Sin embargo, dicha dificultad se puede enfrentar teniendo en 
cuenta que para cada matriz [𝑀] SDP, existe una matriz [𝐿] que tiene la propiedad de que [𝑀] =
[𝐿][𝐿𝑇], la cual puede ser obtenida por la factorización de Cholesky. Luego, el método más simple 
para preservar la simetría es convertir la Ec. 3.24 en la Ec. 3.25. 
 
[𝐿−1][𝐾][𝐿−𝑇]([𝐿𝑇]{𝑥}) = [𝐿−1]{𝐹} → [𝐸]{𝑥′} = {𝐹′} 
 
𝑑𝑜𝑛𝑑𝑒   [𝐸] = [𝐿−1][𝐴][𝐿−𝑇], {𝑥′} = [𝐿𝑇]{𝑥},   𝑦   {𝐹′} = [𝐿−1]{𝐹}  
Ec. 3.25 
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Como [𝑀] es SDP y [𝐸] también lo es, luego el MGC puede ser utilizado. Solo dos operaciones 
más deben ser adicionadas al MGC para obtener el Método del Gradiente Conjugado 
Precondicionado (MGCP): resolver el sistema {𝑝}0 = [𝑀
−1]{𝑟}0 y {𝑠}𝑖 = [𝑀
−1]{𝑟}𝑖 [123]. El 
pseudo-código para el MGCP se presenta en Cuadro 3.7 donde [𝐾], [𝑀], {𝐹}, {𝑥}0, 𝑖𝑚𝑎𝑥  y  𝜖 
son ingresados como datos conocidos y son, respectivamente, la matriz dispersa SDP, el 
precondicionador, el vector de carga, valor inicial del vector solución, máximo número de 
iteraciones permitidas y la tolerancia para el error. 
 
Cuadro 3.7. MGC precondicionado para la solución de sistema [𝑲]{𝒙} = {𝑭} 
𝑖 = 0 
{𝑟}0 = {𝐹} − [𝐾]{𝑥}0 
{𝑝}0 = [𝑀
−1]{𝑟}0 
𝛿𝑛𝑒𝑤 = {𝑟
𝑇}0{𝑝}0 
𝛿𝑜 = 𝛿𝑛𝑒𝑤  
Mientras 𝑖 < 𝑖𝑚𝑎𝑥 y 𝛿𝑛𝑒𝑤 > 𝜖
2𝛿0 hacer 
{𝑞}𝑖 = [𝐾]{𝑝}𝑖 
𝛼𝑖 =
𝛿𝑛𝑒𝑤
{𝑝𝑇}𝑖{𝑞}𝑖
 
{𝑥}𝑖+1 = {𝑥}𝑖 + 𝛼𝑖{𝑝}𝑖 
{𝑟}𝑖+1 = {𝑟}𝑖 − 𝛼𝑖{𝑞}𝑖 
{𝑠}𝑖 = [𝑀
−1]{𝑟}𝑖+1 
𝛿𝑜𝑙𝑑 = 𝛿𝑛𝑒𝑤 
𝛿𝑛𝑒𝑤 = {𝑟
𝑇}𝑖+1{𝑠}𝑖 
𝛽𝑖 =
𝛿𝑛𝑒𝑤
𝛿𝑜𝑙𝑑
 
{𝑝}𝑖+1 = {𝑠}𝑖 + 𝛽𝑖{𝑝}𝑖 
𝑖 = 𝑖 + 1 
fin 
 
 Precondicionadores  
 
Una importante consideración sobre los precondicionadores es el costo involucrado en su 
creación, que debe ser a lo más, el costo para solucionar un sistema lineal con su matriz 
factorizada o igual que el de una o varias iteraciones del MGCP. El costo de obtención del 
precondicionador puede ser amortizado si éste es usado para resolver varios sistemas lineales de 
ecuaciones o el método iterativo toma muchas iteraciones [123].  
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El precondicionador perfecto es [𝑀] = [𝐾], donde el número de condición de [𝑀−1][𝐾] es uno, 
y por ello la solución con el MGCP tomaría sólo una iteración. Sin embargo, para usar este 
precondicionador es necesario resolver el sistema [𝑀]{𝑥} = {𝐹}, lo cual implica resolver el 
sistema original, resultando poco útil. El precondicionador más simple es el llamado 
precondicionador diagonal o precondicionador de Jacobi, el cual es tomar a [𝑀] como la diagonal 
principal de [𝐾]. La inversión de una matriz diagonal es trivial, pero puede resultar un 
precondicionador mediocre [124]. Un precondicionador más elaborado es la factorización 
incompleta de Cholesky, donde la matriz [𝐾] es factorizada en forma aproximada como [𝐾] ≈
[?̂?][?̂?𝑇], donde un sistema [𝐾]{𝑥} = {𝐹} puede ser resuelto de forma aproximado por 
[?̂?][?̂?𝑇]{𝑥} ≈ {𝐹}, en el que no se necesita una inversión, sino que el sistema se resuelve 
fácilmente a través de una sustitución hacia adelante ([?̂?]{?̂?} = {𝑏}) y otra hacia atrás ([?̂?𝑇]{𝑥} =
{?̂?}). [𝐿][𝐿𝑇], siendo [𝐿] una matriz triangular inferior y por ser una factorización incompleta, no 
se permite el “fill-in”; es decir, los elementos diferentes de cero (NNZ) en [𝐿] tienen las mismas 
posiciones que en [𝐾], desechando las entradas que ocupan otras posiciones. 
Desafortunadamente este tipo de precondicionador no siempre es estable [124]. Para una 
descripción de la implementación de este precondicionador, además de otro tipo de 
precondicionadores, se pueden consultar las referencias [123], [126].  
 
3.6.3 Implementación de las sensibilidades 
 
En el cálculo de las sensibilidades, gran parte de los datos requeridos provienen del MEF, tales 
como los voltajes, temperaturas y desplazamientos nodales con sus respectivas matrices de 
rigidez (ver Anexo C), motivo por el cual en vez de calcular nuevamente dichos datos, se prefiere 
almacenarlos en memoria. Una vez ingresen estos datos, la rutina que calcula las sensibilidades 
se encarga de obtener los vectores adjuntos de la Ec. 9.15 utilizando las mismas técnicas para la 
solución de sistemas lineales de ecuaciones vistos en la sección anterior, notando que los 
términos 
𝜕{𝐹}
𝜕{𝑇}
 y 
𝜕{𝑄}
𝜕{𝑉}
 son matrices dispersas de tamaño 3𝑛 × 𝑛 y 𝑛 × 𝑛, respectivamente. Ya 
calculados los vectores adjuntos, se procede al cálculo de los términos de la Ec. 9.14 para 𝑖 =
1,2,… , 𝑛𝑒𝑙. El pseudocódigo para el cálculo de las sensibilidades se presenta en el Cuadro 3.8. 
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Cuadro 3.8. Algoritmo para el cálculo de las sensibilidades 
Calcular 𝜆𝑀 y aplicarle las condiciones de frontera(CF) al vector resultante 
Calcular 𝜆𝑇 y aplicarle las CF al vector resultante 
Calcular 𝜆𝐸 y aplicarle las CF al vector resultante 
Para i = 1 : nel 
     Calcular 
𝑑[𝐾𝐸]
𝑑𝜌𝑖
 y multiplicarlo por {𝑉} y 𝜆𝐸 (Ec. 9.14) para obtener la sensibilidad eléctrica 
     Calcular 
𝜕{𝑄}
𝜕𝜌𝑖
 y 
𝑑[𝐾𝑇]
𝑑𝜌𝑖
 y multiplicarlo por {𝑇} y 𝜆𝑇 (Ec. 9.14) para obtener la sensibilidad térmica 
     Calcular 
𝜕{𝐹}
𝜕𝜌𝑖
 y 
𝑑[𝐾𝑀]
𝑑𝜌𝑖
 y multiplicarlo por {𝑈} y 𝜆𝑀 (Ec. 9.14) para obtener la sensibilidad 
mecánica 
     Derivada de la función objetivo = sensibilidad eléctrica + sensibilidad térmica + sensibilidad 
mecánica 
fin 
 
3.6.4 Implementación de los límites móviles  
 
Los límites móviles son una rutina simple que sigue la regla heurística presentada en la Ec. 3.4. El 
único cuidado que se debe tener es no sobrepasar el límite superior que es 1 y el límite inferior 
 𝜌𝑚𝑖𝑛. Conservando las variables de diseño dentro de este intervalo se evita inestabilidades 
numéricas y se asegura la convergencia del método. En el Cuadro 3.9 se presenta el algoritmo 
para el cálculo de los límites móviles siguiendo las reglas presentadas en la Ec. 3.4. 
 
Cuadro 3.9. Algoritmo para el cálculo de los límites móviles  
Ingresar el valor de las variable de diseño {𝜌} 
Determinar 𝐹1 y 𝐹2 (Ec. 3.4) 
Si 𝐹1 ≤ 0.3𝐹2 
   Paso = 0.05{𝜌} 
O si 𝐹1 ≥ 0.6𝐹2 
   Paso = 0.15{𝜌} 
Sino  
   Paso = 0.10{𝜌} 
Límite móvil inferior = {𝜌} - paso 
Límite móvil superior = {𝜌} + paso 
Para 𝑖 = 1: 𝑛𝑒𝑙 
    Revisar que límite móvil inferior sea ≥ 𝜌𝑚𝑖𝑛 
    Revisar que límite móvil superior sea ≤ 1 
Fin  
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3.6.5 Implementación del filtro espacial 
 
El filtro implementado con el fin de reducir las inestabilidades numéricas propias del MOT es el 
filtro propuesto por Fonseca y Cardoso [86] presentado en la sección 2.6.2. Cabe recordar que la 
rutina para el cálculo de los límites móviles requiere de recursos computacionalmente altos, ya 
que se necesita recorrer todos los elementos finitos de la malla en busca de cuales son aquellos 
que están dentro del radio de filtro. Esto se hace por cada variable que se desea filtrar. Como el 
filtro espacial de Fonseca y Cardoso se aplica sobre los límites móviles, tanto los inferiores como 
los superiores, y como éstos son los límites para cada variable de diseño, en total se tienen 𝑛𝑒𝑙 
(número de EFs en la malla) límites móviles inferiores y limites móviles superiores; es decir, se 
requiere buscar en la malla 𝑛𝑒𝑙 veces los elementos que están en el radio de filtro. Si la malla es 
de más de 100.000 elementos, esta rutina consume bastante tiempo. El pseudocódigo para la 
implementación de dichos filtros se presenta en el Cuadro 3.10.  
 
Cuadro 3.10. Pseudo-código del filtro espacial Fonseca-Cardoso  
Para 𝑖 = 1: 𝑛𝑒𝑙 
    Buscar los vecinos del elemento 𝑖 en toda la malla que estén dentro del radio de filtro 
    Calcular el límite móvil inferior de la variable de diseño 𝜌𝑖  
    Calcular el límite móvil superior de la variable de diseño 𝜌𝑖  
    Revisar que límite móvil inferior sea ≥ 𝜌𝑚𝑖𝑛 
    Revisar que límite móvil superior sea ≤ 1 
Fin  
 
3.6.6 Solución del problema lineal de optimización 
 
En cada iteración del MOT se resuelve un problema lineal de optimización (sección 3.3). Para la 
solución de este problema lineal se usa la función de Matlab linprog, la cual resuelve problemas 
lineales de programación matemática con alguno de los algoritmos siguientes: “interior-point”, 
“active-set” y “simplex”. El primero de los algoritmos es el más recomendado para problemas 
grandes como el que se presenta en el diseño de MEMS ETM 3D. Para mayores detalles de su 
implementación en Matlab se puede consultar [127]. Esta rutina se trabaja como una caja negra 
en la presente investigación, dejando como un trabajo futuro su estudio y posible paralelización.  
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3.7 Implementación de MOT en procesadores gráficos programables (GPU) 
 
El programa computacional desarrollado para el diseño de MEMS ETM 3D tiene varias etapas 
como se mostró antes, cada etapa tiene un costo computacional diferente, algunos de ellos 
consumen gran parte del tiempo total, mientras que otros son más sencillos o simplemente se 
computan sólo una vez en todo el proceso iterativo del MOT. Lo anterior sugiere que a pesar de 
que los GPU son aceleradores de cálculos computacionales, para algunas partes de código que 
son naturalmente secuenciales o que la carga computacional es leve, la mejor opción es usar CPU 
[128]. Adicionalmente, trabajos previos han mostrado que cuando se corre todo el cálculo del 
MOT en GPU para evitar las costosas transacciones de memorias de GPU a CPU y viceversa, se 
gana muy poco en aceleración (1.2X) y se prefiere un código híbrido (CPU+GPU) [61]. Otro aspecto 
a resaltar es que la solución de los sistemas lineales de ecuaciones toma más del 90% del total del 
tiempo invertido en el algoritmo del MOT y las transferencias entre memorias y el resto de 
funciones sólo toman el restante 10% [61]. Sin embargo, pruebas iniciales realizadas en este 
trabajo han mostrado que en el MOT más del 90% del tiempo es invertido en la solución del 
problema electrotermomecánico con elementos finitos, y más del 80% de este tiempo es el 
requerido para el cálculo de las matrices y vectores de cada elemento y su ensamble en la matriz 
global. Lo anterior sugiere que se debe analizar cada etapa del MOT con el fin de identificar cuales 
rutinas son factibles de paralelizar y ser implementadas en GPU.    
 
En la sección anterior se mostró cómo implementar el MOT en Matlab usando las librerías que 
éste trae por defecto y otras librerías suministradas por terceros. El objetivo de esta sección es 
usar GPU como co-procesador (o acelerador) en los fragmentos de código de mayor intensidad 
de cálculo, con el fin de alcanzar una implementación eficiente en términos de costo 
computacional y de consumo de memoria. A pesar del hecho de que los problemas de 
optimización son computacionalmente intensivos, muy pocas investigaciones se han publicado 
referentes al desarrollo y uso de métodos para su solución con computación paralela [30] como 
se mostró antes. De la revisión bibliográfica se evidencia que más del 90% del tiempo de cómputo 
es invertido en la solución del sistema lineal y en el cálculo de las sensibilidades [31]. Teniendo 
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en cuenta este hecho, en el presente trabajo se da especial atención a la rutina del gradiente 
conjugado y la del cálculo de sensibilidades. A continuación se presenta una discusión de las 
rutinas que fueron implementadas en paralelo usando GPU. 
 
3.7.1 Implementación del MEF en GPU 
 
En la sección 3.6.2 se mostró que la rutina de elementos finitos posee varias etapas. Diferentes 
investigaciones han implementado de forma eficiente cada etapa en GPU como se mostró en la 
sección 1.5.2. A continuación se presenta las etapas del MEF implementadas en GPU. 
 
Las fases del cálculo de matrices y vectores locales y su posterior ensamble en el sistema global 
es una porción del código que forma un “cuello de botella” significante, ya que es difícil de 
optimizar en arquitecturas paralelas y por ello se han desarrollado varias implementaciones [107]. 
En códigos secuenciales, el ensamble de los sistemas globales [𝐾] y {𝐹} no tienen mayor 
dificultad, mientras que en los códigos paralelos sí se presentan algunas dificultades (esto es, 
usando técnicas similares a la presentada en el Cuadro 3.2). La principal dificultad es la conocida 
en inglés como “race condition”. Este problema ocurre cuando un algoritmo es dependiente de 
una secuencia; por ejemplo, cuando se intenta realizar dos o más operaciones al mismo tiempo, 
pero realmente la operación debe realizarse en orden o en secuencia para obtener el resultado 
correcto [61]. 
 
Existen diferentes aproximaciones para calcular y ensamblar la matriz de rigidez y el vector de 
carga del elemento paralelamente. La mayoría de aproximaciones se pueden clasificar en dos 
grupos: la aproximación nodal y la aproximación por elemento [61]. En la aproximación nodal, 
cada thread ejecuta en paralelo la matriz local de rigidez para todos los elementos que comparten 
un nodo en específico. Una vez es calculada dicha matriz para el nodo, el valor puede ser 
ensamblado sin problemas en la matriz global de rigidez. El problema con este abordaje es el 
sobre cómputo; es decir, cada matriz de rigidez local del elemento es calculada tantas veces como 
nodos tenga el elemento. En la aproximación por elemento, no se calcula varias veces la misma 
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información como en el caso anterior; sin embargo, se debe tener mucho cuidado a la hora de 
ensamblar las matrices locales dentro del sistema global, puesto que la información de los 
elementos que comparten nodos son sumadas en el sistema global y haciendo esto 
paralelamente se presenta el problema de “race condition”. Para arreglar dicho problema, un 
procedimiento basado en técnicas de coloración de grafos ha sido utilizado en la literatura, 
además de operaciones atómicas [64], las cuales son bastante costosas computacionalmente.  
 
La investigación realizada por Komatitsch et al [64] implementa los dos abordaje antes 
presentados para el ensamble de la matriz global. Dos conclusiones fueron obtenidas: la primera, 
es preferible hacer el ensamble de elementos de bajo orden (lineales) usando un thread por cada 
elemento diferente de cero (NNZ), manteniendo los valores intermedios en la memoria 
compartida del GPU. La segunda conclusión es que cuando los elementos son de segundo orden 
o superior, es preferible el abordaje de usar un thread por cada elemento, guardando las matrices 
locales en la memoria global del GPU. Esto se hace sobre todo por el número de puntos de 
integración; es decir, cuando el elemento tiene muchos puntos de integración es preferible el 
segundo abordaje y, como en el caso 3D, aunque el elemento finito sea lineal, los puntos de 
integración son 8, para el caso del elemento hexaédrico de 8 nodos. Para el presente estudio se 
implementa el segundo abordaje. Adicionalmente, la función sparse_create usada para el 
ensamble requiere que las matrices locales se hayan calculado previamente. Ahora, con el fin de 
lograr máxima eficiencia de dicha función y máximo de paralelismo, en las siguientes secciones 
se presenta la metodología seguida en este trabajo. 
 
 Cálculo y ensamble de la matriz de rigidez y el vector de carga 
 
Para mallas no estructuradas, el tiempo computacional es dominado por el cálculo de las matrices 
y vectores locales [129]. Esto es de esperarse ya que se debe llamar a la rutina que calcula estas 
matrices y vectores locales tantas veces como elementos finitos hallan en la malla y, aunque la 
rutina involucra solo algunos cálculos entre matrices pequeñas, cuando la malla es muy fina, esta 
rutina es llamada tantas veces que se convierte en la etapa más lenta de elementos finitos, incluso 
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más lenta que la solución del sistema de ecuaciones lineales. Afortunadamente el pseudocódigo 
presentado en el Cuadro 3.4 puede ser calculado de forma paralela haciendo algunas 
modificaciones. El mayor tiempo lo consume el cálculo de [𝑘𝑒] y {𝑓𝑒} y no su ensamble; por lo 
tanto, éstos se pueden calcular paralelamente y almacenarlos para su posterior ensamble. En el 
Cuadro 3.11 se presenta el pseudocódigo para el cálculo de matrices y vectores locales 
paralelamente en GPU y su posterior ensamble en CPU. Hay que notar que la matriz de rigidez 
local es una matriz simétrica llena (full) y, gracias a esta simetría, no es necesario ni calcular ni 
almacenar todas sus componentes, si no sólo la parte triangular inferior. Lo anterior ahorra en 
términos de almacenamiento en memoria y, a su vez, en el tiempo de cómputo, ya que solo se 
tiene que calcular y almacenar casi la mitad de los términos matriciales. Cada matriz y vector local 
es calculado por un thread y almacenado en la memoria global del GPU.  
 
Cuadro 3.11. Cálculo en paralelo de las matrices y vectores locales y su posterior ensamble. 
Transferir variables en memoria de CPU a memoria de GPU 
Crear un número de threads igual a nel     
Calcular paralelamente ke y fe y almacenarlos en ke_all y fe_all 
Transferir variables en memoria de GPU a memoria de CPU 
% Ensamble del vector de carga global 
F = zeros(dof,1); 
for i=1:nel     
    F(edof) = F(edof) + fe_all(:,i); 
end 
% Ensamble de la matriz global de rigidez  
K = sparse_create(conectividad, ke_all); 
 
 Solución del sistema lineal de ecuaciones 
 
Como se mostró en la sección 3.6.2, el método del gradiente conjugado precondicionado (MGCP) 
se prefiere sobre los métodos directos, por su poco uso de memoria en problemas de gran escala 
y, sobre el método del gradiente conjugado sin precondicionar (MGC), por requerir menos 
iteraciones para su convergencia. Para la implementación del MGCP en GPU se usa las librerías 
CUBLAS [130] y CUSPARSE [131]. CUBLAS es una implementación de las rutinas básicas de algebra 
lineal escritas en CUDA, optimizadas para correr en GPU de Nvidia. CUSPARSE es una librería que 
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contienen un conjunto de rutinas básicas del algebra lineal pero en matrices dispersas. Ambas 
librerías han sido implementas en la tecnología de Nvidia CUDA y han sido diseñadas para ser 
llamadas desde programas escritos en C/C++ y, por tal motivo, se debe hacer uso de la interfaz 
de Matlab mexFunction para poder acoplar estos dos lenguajes de programación [106]. 
Retomando el algoritmo presentado en el Cuadro 3.7, en el Cuadro 3.12 se presenta el algoritmo 
usado para la solución de sistemas lineales de la forma [𝐾]{𝑥} = {𝐹}, escribiendo al frente de 
cada operación la rutina CUBLAS/CUSPARSE que es utilizada. En dicho algoritmo se supone que 
todas las matrices y vectores que se usan en los cálculos están en la memoria global del GPU y 
que el resultado también se encuentra en dicha memoria. Para mayores detalles de la 
implementación, así como de las rutinas utilizadas se puede consultar los manuales de dichas 
librerías [130], [131] y el reporte presentado por Naumov [120].   
 
Cuadro 3.12. MGCP usando CUBLAS y CUSPARSE para la solución de sistema [𝑲]{𝒙} = {𝑭} 
𝑖 = 0  
{𝑟}0 = {𝐹} − [𝐾]{𝑥}0  cusparseDcsrmv({𝐾𝑥} = [𝐾]{𝑥}0) y cublasDaxpy {𝑟}0 = {𝐹} − {𝐾𝑥} 
{𝑝}0 = [𝑀
−1]{𝑟}0  cusparseDcsrsv_solve 
𝛿𝑛𝑒𝑤 = {𝑟
𝑇}0{𝑝}0  cublasDdot 
𝛿𝑜 = 𝛿𝑛𝑒𝑤    cublasDcopy 
Mientras 𝑖 < 𝑖𝑚𝑎𝑥 y 𝛿𝑛𝑒𝑤 > 𝜖
2𝛿0 hacer 
     {𝑞}𝑖 = [𝐾]{𝑝}𝑖  cusparseDcsrmv 
     𝛼𝑖 =
𝛿𝑛𝑒𝑤
{𝑝𝑇}𝑖{𝑞}𝑖
  cublasDdot 
     {𝑥}𝑖+1 = {𝑥}𝑖 + 𝛼𝑖{𝑝}𝑖  cublasDaxpy 
     {𝑟}𝑖+1 = {𝑟}𝑖 − 𝛼𝑖{𝑞}𝑖  cublasDaxpy 
     {𝑠}𝑖 = [𝑀
−1]{𝑟}𝑖+1  cusparseDcsrsv_solve 
     𝛿𝑜𝑙𝑑 = 𝛿𝑛𝑒𝑤  cublasDcopy 
     𝛿𝑛𝑒𝑤 = {𝑟
𝑇}𝑖+1{𝑠}𝑖  cublasDdot 
     𝛽𝑖 =
𝛿𝑛𝑒𝑤
𝛿𝑜𝑙𝑑
  
     {𝑝}𝑖+1 = {𝑠}𝑖 + 𝛽𝑖{𝑝}𝑖  cublasDaxpy 
     𝑖 = 𝑖 + 1  
fin 
 
3.7.2 Cálculo de las sensibilidades del MOT en GPU 
 
En el análisis de sensibilidad, primero se debe resolver tres sistemas lineales de ecuaciones para 
determinar los vectores adjuntos (Ec. 9.15). Una vez realizada la solución de los sistemas lineales, 
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es necesario resolver la derivada de la función objetivo para cada variable de diseño (igual en 
número al número de EFs). El cálculo de dichas sensibilidades se ha hecho tradicionalmente de 
forma secuencial, primero para una variable de diseño, luego para otra y así sucesivamente. Por 
cada paso, es necesario calcular tres matrices dispersas 
𝑑[𝐾𝐸]
𝑑𝜌𝑖
, 
𝑑[𝐾𝑇]
𝑑𝜌𝑖
 y 
𝑑[𝐾𝑀]
𝑑𝜌𝑖
 y la multiplicación de 
dichas matrices por los vectores {𝑉}, {𝑇} y {𝑈}, respectivamente (Ec. 9.14). Una vez realizado este 
cálculo, se requiere de una resta entre los vectores resultantes con los vectores 
𝜕{𝑄}
𝜕𝜌𝑖
 y 
𝜕{𝐹}
𝜕𝜌𝑖
, ambos 
tipo sparse. Para finalizar, se debe realizar un producto escalar entre los vectores resultantes de 
la resta con los vectores adjuntos 𝜆𝐸, 𝜆𝑇 y 𝜆𝑀 y sumarse el resultado para encontrar la sensibilidad 
del elementos 𝑖.  
 
De la descripción anterior se evidencia que no hay dependencia para calcular la sensibilidad 𝑖 ó 
𝑖 + 1 ó 𝑖 − 1, lo que significa que la sensibilidad de todos los elementos se pueden calcular 
simultáneamente. Adicional a este paralelismo identificado en el cálculo de sensibilidades, se 
puede observar que existen operaciones internas como la multiplicación entre matriz-vector, 
suma y multiplicación entre vectores, que se pueden paralelizar; sin embargo, este procedimiento 
requiere de llamar kernels desde otros kernels, lo cual no es válido para las GPUs basadas en 
arquitecturas Testa y Fermi, si no en la arquitectura Kepler, que sólo están disponibles en las más 
modernas GPUs. En el Cuadro 3.13 se presenta el pseudocódigo para la implementación de las 
sensibilidades haciendo uso del GPU. En este caso como se deben resolver tres sistemas lineales, 
se debe usar la rutina del MGCP presentada en el Cuadro 3.12. En dichos sistemas se usa un vector 
del lado derecho que utiliza las matrices dispersas 
𝜕{𝐹}
𝜕{𝑇}
 y 
𝜕{𝑄}
𝜕{𝑉}
 (Ec. 9.14). Para el cálculo de estas 
matrices se realiza un procedimiento similar al presentado en el Cuadro 3.4, con la diferencia de 
que se usa la función sparse2, puesto que  
𝜕{𝐹}
𝜕{𝑇}
 y 
𝜕{𝑄}
𝜕{𝑉}
 no son simétricas ni cuadradas y la función 
sparse_create sólo sirve para obtener matrices dispersas provenientes del MEF.  
 
En el cálculo de 
𝑑[𝐾𝐸]
𝑑𝜌𝑖
 que es una matriz dispersa que depende de [𝐾𝐸] (matriz llena 8 × 8) 
correspondiente al elemento 𝑖, se almacena sólo su parte triangular inferior gracias a su simetría 
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(en la sintaxis de Matlab es [𝐾𝐸]𝑖𝑛𝑓 = 𝑡𝑟𝑖𝑙([𝐾𝐸])). Como el objetivo es ahorrar memoria, 
entonces los ceros de la matriz [𝐾𝐸]𝑖𝑛𝑓 no se almacena y para ello se convierte dicha matriz en 
un vector. El siguiente diagrama ilustra gráficamente el proceso de convertir una matriz simétrica 
3 × 3 en un vector que guarda solo su parte inferior de dicha matriz.  
 
[𝐴] = [
𝑎11 𝑎12 𝑎13
𝑎21 𝑎22 𝑎23
𝑎31 𝑎32 𝑎33
]
𝑆𝑖𝑚𝑒𝑡𝑟í𝑎
→      [𝐴] = [
𝑎11 𝑎21 𝑎31
𝑎21 𝑎22 𝑎32
𝑎31 𝑎32 𝑎33
]
𝑡𝑟𝑖𝑙([𝐴])
→     [𝐴]𝑖𝑛𝑓 = [
𝑎11 0 0
𝑎21 𝑎22 0
𝑎31 𝑎32 𝑎33
]
𝑀𝑎𝑡2𝑣𝑒𝑐
→     
{
 
 
 
 
𝑎11
𝑎21
𝑎31
𝑎22
𝑎32
𝑎33}
 
 
 
 
 
 
Ahora el vector que almacena la parte triangular inferior de [𝐾𝐸] debe ser ensamblado en la 
matriz dispersa 
𝑑[𝐾𝐸]
𝑑𝜌𝑖
 de tamaño 𝑛 × 𝑛 siendo 𝑛 el número de GDL del sistema. Para hacer esto se 
usará el formato COO. Luego de esto es necesario hacer la multiplicación entre la matriz dispersa 
y el vector de voltajes. De forma similar se hace con la sensibilidad del problema térmico y 
mecánico y se suman dichos términos para obtener la sensibilidad de la función objetivo.  
 
Cuadro 3.13. Implementación de las sensibilidades en GPU 
Calcular 
𝜕{𝑄}
𝜕{𝑉}
 y  
𝜕{𝐹}
𝜕{𝑇}
 
Calcular {𝜆𝑀} y aplicar las condiciones de frontera (Cuadro 3.12) 
Calcular {𝜆𝑇} y aplicar las condiciones de frontera (Cuadro 3.12) 
Calcular {𝜆𝐸} y aplicar las condiciones de frontera (Cuadro 3.12) 
Ejecutar kernel con nel threads  
     Crear la matriz dispersa 
𝑑[𝐾𝐸]
𝑑𝜌𝑖
  
     Sensibilidad eléctrica = {𝜆𝐸}
𝑑[𝐾𝐸]
𝑑𝜌𝑖
{𝑉} 
     Crear la matriz dispersa 
𝑑[𝐾𝑇]
𝑑𝜌𝑖
 y el vector 
𝜕{𝑄}
𝜕𝜌𝑖
 
     Sensibilidad térmica = {𝜆𝑇} (
𝜕{𝑄}
𝜕𝜌𝑖
−
𝑑[𝐾𝑇]
𝑑𝜌𝑖
{𝑇}) 
     Crear la matriz dispersa 
𝑑[𝐾𝑀]
𝑑𝜌𝑖
 y el vector 
𝜕{𝐹}
𝜕𝜌𝑖
 
     Sensibilidad mecánica = {𝜆𝑀} (
𝜕{𝐹}
𝜕𝜌𝑖
−
𝑑[𝐾𝑀]
𝑑𝜌𝑖
{𝑈}) 
     
𝑑𝑓𝑀𝐸𝑀𝑆
𝑑𝜌𝑖
 = Sensibilidad eléctrica + Sensibilidad térmica + Sensibilidad mecánica 
fin 
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3.7.3 Cálculo del filtro en GPU 
 
En la implementación del filtro en GPU, cada thread debe buscar en todos los EFs de la malla por 
aquellos que son vecinos del elemento filtrado y aplicar la Ec. 2.3. Lo anterior se debe hacer por 
cada iteración del MOT. En el Cuadro 3.14 se presenta el pseudocódigo de esta implementación 
que se denomina enfoque 1.  
 
Cuadro 3.14. Implementación del filtro en GPU (enfoque 1) 
Ingresar radio de filtro (Rmax), coordenadas del centro de los elementos (Centers), volumen 
de cada EF (Ve), límite móvil inferior sin filtrar (LMi), límite móvil superior sin filtrar (LMs) 
Ejecutar kernel con nel threads  
     Buscar los vecinos del elemento filtrado 𝑖 en toda la malla para calcular 
?̅?𝑖 , ∑ 𝑉𝑗
𝑛𝑣
𝑗=1 , ∑ 𝑎𝑗𝑉𝑗
𝑛𝑣
𝑗=1  (Ec. 2.3) 
     Calcular LMi_filtrado y LMs_filtrado con la Ec. 2.3 
Fin 
 
Cuando el número de EFs a filtrar es muy grande (≥216.000), incluso la versión paralela del filtro 
presentada en el Cuadro 3.14 toma un tiempo de ejecución significativo (ver sección 4.5.3), y 
teniendo en cuenta que éste debe ser ejecutado en cada iteración del MOT, es pertinente tratar 
de disminuir aún más dicho tiempo de cómputo. Una opción viable es calcular por una sola vez, 
antes de empezar las iteraciones del MOT, la lista de elementos que están en el área de influencia 
del filtro de cada EF filtrado [61], de tal forma que al calcular el filtro en cada iteración del MOT, 
éste sólo recurra a dicha lista y no tenga que buscar por sus vecinos en toda la malla. En este 
enfoque (enfoque 2) se sigue una estrategia similar a la usada por Zegard y Paulino [61] para la 
construcción de la lista de elementos que están dentro del radio de cobertura del filtro, con la 
diferencia de que la construcción de dicha lista se realizó en GPU y no en CPU debido al alto costo 
computacional para mallas densas 3D. La idea es computar sólo una vez esta rutina y usar la 
información resultante tantas veces como iteraciones requiera el MOT para converger. Dicha lista 
se construye en un vector de tamaño dinámico (no es posible conocer a priori su longitud, pues 
como es una malla no estructurada, no se sabe cuántos elementos vecinos va a tener un 
determinado elemento), de tal forma que para el primer elemento se busque en toda la malla 
por sus vecinos, los cuales son almacenados en la lista y se crea otro vector adicional de tamaño 
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𝑛𝑒𝑙 + 1 que indica el número de vecinos de cada elemento. Este procedimiento se ilustra en el 
pseudocódigo del Cuadro 3.15. En la implementación paralela en GPU, se crea un kernel que 
consiste en que cada thread verifica sí un elemento está en el radio de filtro mediante el cálculo 
de la distancia entre elementos, lo que significa que se deben crear 𝑛𝑒𝑙 threads y que el kernel 
debe ser ejecutado nel veces.  
 
Cuadro 3.15. Implementación del filtro en GPU (enfoque 2) 
Ingresar datos (Cuadro 3.14) 
For i=1:nel 
     Ejecutar kernel con nel threads  
          Buscar los vecinos del elemento i y almacenarlos en vector de tamaño dinámico 
          Formar el vector que indica cuantos vecinos tiene el elemento i 
      Fin 
end 
Ejecutar kernel con nel threads  
     Calcular LMi_filtrado y LMs_filtrado con la Ec. 2.3 conociendo los vecinos de cada EF 
Fin 
 
Según resultados obtenidos (sección 4.5.3), se observa que la creación de la lista para el filtro es 
ideal, pero no con la estrategia utilizada antes, por lo cual se plantea una nueva, la cual es 
denominada enfoque 3 y el pseudocódigo se presenta en el Cuadro 3.16. La nueva estrategia es 
que cada thread busque por todos los EFs de la malla los vecinos del EF filtrado y los almacene en 
una matriz, guardando en la columna 𝑖 de dicha matriz, los vecinos del elemento 𝑖. Esto aumenta 
la carga de cada thread, pero como se hace de forma paralela para todos los EFs de la malla, se 
disminuye el tiempo de cómputo apreciablemente con respecto a los dos enfoques anteriores. 
 
Cuadro 3.16. Implementación del filtro en GPU (enfoque 3) 
Ingresar datos (Cuadro 3.14) 
Ejecutar kernel con nel threads  
     Buscar los vecinos de cada elemento  
Fin 
Ejecutar kernel con nel threads  
     Calcular LMi_filtrado y LMs_filtrado con la Ec. 2.3 conociendo los vecinos de cada EF 
Fin 
 
 4 RESULTADOS 
 
En este capítulo se presenta los micromecanismos electrotermomecánicos tridimensionales 
(MEMS ETM 3D) diseñados mediante el Método de Optimización Topológica (MOT). En la primera 
parte se considerará el diseño de MEMS ETM típicos con códigos básicos, es decir, sin utilización 
de filtros y se evaluará su desempeño mediante un software comercial de elementos finitos con 
el fin de verificar su comportamiento según el diseño planteado en el MOT. A continuación se 
presenta un estudio de la influencia que tiene algunos parámetros del MOT en las topologías 
resultantes. Luego se analiza el solver utilizado para la solución de los sistemas de ecuaciones 
lineales presentes en los tres problemas de elementos finitos y en los tres problemas adjuntos. 
En la sección siguiente se hace un análisis del desempeño de los códigos implementados en GPU 
y en CPU. Finalmente, se presentará resultados tridimensionales de las topologías de los MEMS 
diseñados mediante el MOT.   
 
4.1 Resultados preliminares 
 
En esta sección se presentan algunos ejemplos de problemas de optimización topológica (OT) 
típicos como lo son los inversores, los actuadores directos y las pinzas. Por razones de 
manufactura [6], los MEMS diseñados tendrán las propiedades del níquel, específicamente, se 
usará las propiedades del níquel puro [132] como se presenta en la Tabla 4.1. En el Anexo F se 
presenta estas propiedades en otras unidades útiles en el diseño de MEMS.  
 
Tabla 4.1. Propiedades del níquel puro. Tomado de [132]. 
Propiedad del material Valor 
Conductividad eléctrica (1/Ohm-m) 1/64 
Conductividad térmica (W/m*K) 60.7 
Coeficiente de expansión térmica (1/K) 131 × 10−7 
Temperatura de referencia (K) 300 
Módulo de elasticidad (Pa) 207 × 109 
Relación de Poisson 0.31 
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En la Tabla 4.2 se presenta los parámetros usados en el MOT para el diseño de los tres tipos de 
MEMS mencionados antes. Cabe anotar que en estos resultados preliminares no se considera 
ningún tipo de filtro, se usan las rutinas implementadas en GPU, a excepción del solver de los 
sistemas lineales y para su solución se usa la factorización de Cholesky. Se considera además un 
dominio de diseño básicamente bidimensional, es decir, la profundidad es pequeña en 
comparación con las otras dos dimensiones y se usa sólo un elemento finito en dicha dimensión 
para su discretización. Adicionalmente, no se considera el uso de simetría en los dos primeros 
micromecanismos a pesar de poseerla y tampoco se restringe a tener obligatoriamente material 
en algunas partes del MEMS. 
 
Tabla 4.2. Parámetros del MOT 
Parámetro Valor 
Factor de penalización del problema eléctrico (𝑝𝐸) 2 
Factor de penalización del problema térmico (𝑝𝑇) 2 
Factor de penalización del problema mecánico (𝑝𝑀) 3 
Volumen máximo permitido 0.3|Ω| 
Valor inicial de las variables de diseño 0.3 
Rigidez de la pieza actuada (N/m) 1000 
Máximo de iteraciones 500 
𝜌𝑚𝑖𝑛  10
−3 
 
4.1.1 Diseño básico de un MEMS Inversor 
 
En la Figura 4.1 a) se presenta el dominio de diseño para el mecanismo denominado inversor, el 
cual se conoce con este nombre porque el desplazamiento de salida es opuesto a la dirección 
positiva del eje 𝑥. Las condiciones de frontera son: una diferencia de potencial entre las 
terminales equivalente a 0.2 voltios, en las mismas terminales donde es aplicado el voltaje se 
considera que la temperatura es de 300 K y los desplazamientos en las tres direcciones en estas 
zonas son restringidos, es decir, están anclados. Adicionalmente, el dominio de diseño fue 
discretizado usando elementos hexaédricos de 8 nodos (8-node brick element) con una densidad 
de 80 elementos en el eje 𝑥 y 𝑧 (ver figura Figura 4.1 b)). En el eje 𝑦 se usa un solo elemento, 
como se mencionó antes. En total, la discretización consta de 6.400 elementos finitos (EFs).  
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a)  b)  
Figura 4.1. a) Geometría del dominio de diseño para un MEMS inversor (dimensiones en mm) y 
b) discretización del dominio de diseño con EFs hexaédricos de 8 nodos.   
 
En la Figura 4.2 se presenta el resultado obtenido para el inversor con dominio de diseño 
presentado en la Figura 4.1. En la Figura 4.2 a) se presenta una vista isométrica del inversor y en 
la Figura 4.2 b) se muestra una vista bidimensional del mismo. Se puede notar que se usaron 500 
iteraciones del MOT, sin embargo, la función objetivo no presenta mayores ganancias después de 
la iteración 160 (ver Figura 4.2 c)); además, la restricción del volumen ya había alcanzado su 
convergencia alrededor de la iteración 90 (ver Figura 4.2 d)). No obstante, se puede observar que 
el máximo cambio en las variables de diseño (ver Figura 4.2 e), es oscilante durante todo el 
proceso de optimización. La norma máxima de las variables de diseño es definida como el máximo 
cambio en las variables de diseño de una iteración a otra en el MOT y se cumple la convergencia 
cuando este valor esté por debajo de un valor típico, por ejemplo 10−3 (Ec. 4.1). Usando como 
criterio de parada para el MOT el presentado en la Ec. 4.1, la convergencia debería estar alrededor 
de la iteración 130 (ver Figura 4.2 e)); sin embargo, usando una tolerancia de 10−3, no se alcanza 
la convergencia, lo cual deja claro que este criterio no es adecuado en el presente trabajo. Por 
otro lado, sí se usa como criterio de parada del MOT la gráfica de restricción del volumen (Figura 
4.2 d)), se lograría la convergencia alrededor de la iteración 90, pero en este punto la función 
objetivo aún puede ser maximizada (ver Figura 4.2 c)).  
 
‖{𝜌}𝑖 − {𝜌}𝑖−1‖∞ ≤ 10
−3 Ec. 4.1 
102 Diseño óptimo de MEMS ETM utilizando el MOT y GPU 
 
     
a)  b)  c)  d)  e)  
Figura 4.2. Topología óptima de un MEMS inversor. a) Vista isométrica del MEMS, b) vista 2D 
del MEMS, c) comportamiento de la función objetivo, d) restricción de volumen y e) máximo 
cambio en las variables de diseño a través de las iteraciones del MOT. 
 
La mejor opción para evaluar la convergencia del MOT parece ser la evaluación de la función 
objetivo. Una buena opción para detener el MOT (según experiencia del autor), asegurando que 
la función objetivo converja y, teniendo en cuenta que ésta empieza a oscilar en algún punto, es 
usar el valor medio de la función objetivo de las últimas tres iteraciones como se muestra en la 
Ec. 4.2. El criterio de la Ec. 4.2 fue el usado para obtener la topología de la Figura 4.3 a), con 𝑡𝑜𝑙 ≤
10−3, obteniéndose una topología bien definida y con pocas iteraciones y en la Figura 4.3 b) se 
presenta la curva de convergencia de la función objetivo. 
 
𝐶𝑜𝑛𝑣 = |
?̅? − 𝐹𝑖
?̅?
| ≤ 𝑡𝑜𝑙, 𝑐𝑜𝑛  ?̅? =
𝐹𝑖 + 𝐹𝑖−1 + 𝐹𝑖−2
3
 Ec. 4.2 
 
  
a)  b)  
Figura 4.3. a) Topología de un MEMS inversor parando en la iteración 126 y b) función objetivo. 
 
Ahora, es necesario verificar que la topología obtenida en la Figura 4.3 si cumpla con los requisitos 
de diseño. Para ello se usó el software comercial de elementos finitos Ansys. Con el fin de evitar 
que la estructura quede desconectada, se exporta a Ansys los elementos cuya variable de diseño 
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tengan un valor superior a 0.1. En la Figura 4.4 a) se presentan los desplazamientos nodales, 
observándose que debido al problema de conexión de elementos en un solo nodo, la solución en 
estas regiones generan no linealidad con grandes desplazamientos, impidiendo que la topología 
tenga el comportamiento diseñado por el MOT. En la Figura 4.4 b) se presenta la distribución 
nodal de temperatura, presentándose 1600 K en algunas zonas, lo que significa que la 
temperatura alcanzada al aplicar 0.2 V es grande y se debería considerar el cambio de las 
propiedades del material con la temperatura, proponiéndose como trabajos futuros el tener en 
cuenta este aspecto, además del hecho de tener en cuenta la convección que puede disminuir la 
máxima temperatura alcanzada. En la Figura 4.4 c) se presenta la distribución nodal de voltajes. 
 
   
a)  b)  c)  
Figura 4.4. Resultados obtenidos en Ansys sobre el MEMS inversor diseñado mediante el MOT. 
a) Desplazamientos, b) temperaturas y c) voltajes nodales, respectivamente. 
 
4.1.2 Diseño básico de un MEMS actuador directo 
 
En la Figura 4.5 a) se presenta el dominio de diseño para el mecanismo denominado actuador 
directo, donde el desplazamiento de salida tiene la misma dirección positiva que el eje 𝑥. La 
discretización mediante EFs y las condiciones de frontera son similares a las usadas para el MEMS 
inversor (sección 4.1.1). El resultado obtenido se presenta en la Figura 4.5 b) aplicando el criterio 
de paro para el MOT presentado en la Ec. 4.2 usando 𝑡𝑜𝑙 = 10−5. Se puede observar en la Figura 
4.5 c) que a pesar de que la función objetivo es oscilante, el criterio de parada funcionó bien y se 
obtuvo una estructura sin escala de grises, aunque con elementos unidos por un solo nodo. Al 
igual que para el inversor, la topología del actuador fue exportada a Ansys para verificar su 
comportamiento. En este caso, por la alta definición de la estructura, se usaron sólo los elementos 
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con pseudodensidad mayores a 0.99 y además se hizo un posprocesamiento básico, colocando 
elementos donde existían uniones en un solo nodo para evitar problemas numéricos. Los 
resultados de desplazamientos, temperaturas y voltajes nodales se presentan en la Figura 4.6. Se 
puede apreciar que el MEMS cumple con el objetivo de diseño, al aplicar un voltaje de 0.2 V, la 
estructura debe accionar una pieza de trabajo en la dirección positiva del eje 𝑥. 
 
    
a)  b)  c)  d)  
Figura 4.5. a) Dominio de diseño (mm) y topología óptima de un MEMS actuador directo. b) 
Vista isométrica del MEMS, c) vista 2D del MEMS y d) función objetivo. 
 
   
a)  b)  c)  
Figura 4.6. Resultados obtenidos en Ansys para el MEMS actuador diseñado mediante el MOT. 
a) Desplazamientos, b) temperaturas y c) voltajes nodales, respectivamente. 
 
4.1.3 Diseño básico de un MEMS tipo pinza 
 
En la Figura 4.7 a) se presenta el dominio de diseño para el MEMS ETM tipo pinza normalmente 
abierta; así, al aplicar un voltaje, la pinza debe abrirse un poco más y sujetar la pieza de trabajo, 
la cual se mantendrá sujeta hasta que un nuevo voltaje sea aplicado. La discretización con EFs y 
las condiciones de frontera son similares a las usadas en los dos casos anteriores (sección 4.1.1 y 
sección 4.1.2). Para el diseño mediante el MOT de la pinza, se pueden usar dos tipos de mallas: 
la primera opción es mallar completamente el dominio de diseño considerando que no existe la 
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abertura y luego se hace la variable de diseño de cada elemento perteneciente a dicha abertura 
cero (ver Figura 4.7 b)); y la segunda opción es hacer la geometría con la abertura y solo mallar 
dicho dominio como se ilustra en Figura 4.7 c). En este trabajo se prefiere el primer caso, además 
de considerar simetría para el diseño de la pinza. En la Figura 4.8 se observa el resultado del MOT 
utilizando el criterio de parada presentado en la Ec. 4.2 con 𝑡𝑜𝑙 = 10−4. En la Figura 4.9 se 
presenta los resultados obtenidos con Ansys para los desplazamientos, temperaturas y voltajes 
nodales, donde se consideraros todos los elementos con pseudodensidad por encima de 0.01. Se 
observa que en la topología de la pinza no se pudo verificar si cumple o no con el requisito de 
diseño impuesto en el MOT (aplicar un voltaje para abrir la pinza), puesto que los elementos con 
conexión en un solo nodo presentan los mayores desplazamientos, impidiendo que se transmitan 
al punto deseado. Con el uso del filtro se espera solucionar este problema.  
 
   
a)  b)  c)  
Figura 4.7. a) Dominio de diseño para un MEMS tipo pinza (dimensiones en mm), b) malla con 
elementos de pseudodensidad cero y c) malla del dominio de diseño con abertura. 
 
   
a)  b)  c)  
Figura 4.8. Topología óptima de un MEMS tipo pinza. a) Vista isométrica del MEMS, b) vista 2D 
del MEMS y c) función objetivo. 
0
0.2
0.4
0.6
0.8
1
0
0.050.1
0
0.2
0.4
0.6
0.8
1
x (mm)
z
 (
m
m
)
y (mm)
0
0.2
0.4
0.6
0.8
1
0
0.050.1
0
0.2
0.4
0.6
0.8
1
x (mm)
z
 (
m
m
)
y (mm)
0 20 40 60 80 100 120 140 160 180
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045
Convergencia de la Función Objetivo
N
o
 de Iteraciones
u
o
u
t 
(m
m
)
𝜌 = 0 
106 Diseño óptimo de MEMS ETM utilizando el MOT y GPU 
 
   
a)  b)  c)  
Figura 4.9. Resultados obtenidos en Ansys para el MEMS tipo pinza diseñado mediante el MOT. 
a) Desplazamientos, b) temperaturas y c) voltajes nodales, respectivamente. 
 
4.2 Uso de filtro en el MOT 
 
En la sección anterior se presentó el diseño de MEMS ETM 3D mediante el MOT; sin embargo, se 
pudo notar que las topologías obtenidas presentan el problema del tablero de ajedrez (conexión 
de elementos en un solo nodo). Como se dijo en la sección 2.5, existen diversas técnicas para 
evitar dicho problema. En este trabajo se seleccionó el uso de filtro, en especial el filtro AWSF 
propuesto por Cardoso y Fonseca [86]. Para efectos de comparación, los tres problemas 
abordados en la sección 4.1 se considerarán nuevamente en esta sección, conservando las 
mismas propiedades del material (Tabla 4.1), parámetros para el MOT (Tabla 4.2) y discretización 
del dominio de diseño (Figura 4.1, Figura 4.5 y Figura 4.7), pero con la diferencia de que se 
solucionan usando el filtro AWSF, con un tamaño de filtro de 𝑅𝑚𝑎𝑥 = 0.025 𝑚𝑚 con el fin de 
obtener una influencia del filtro únicamente con los elementos vecinos que comparten lados, en 
este caso, con la discretización utilizada, equivale a 4 elementos.  
 
En la Figura 4.10 se presenta el resultado obtenido con el MOT usando el filtro AWSF al diseñar 
un MEMS tipo inversor, actuador y pinza, respectivamente. Se puede observar que las topologías 
cambian con respecto a las obtenidas sin filtro (Figura 4.3, Figura 4.5. y Figura 4.8) y además se 
observa una tendencia a la disminución del tablero de ajedrez, pero aparece más escala de grises 
(elementos con pseudodensidad intermedia). Para detener el MOT se usó el criterio presentado 
en la Ec. 4.2 con 𝑡𝑜𝑙 = 10−3, notando que en los tres casos la función objetivo convergió.  
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a)  b)  c)  
Figura 4.10. Topologías óptimas de MEMS usando un radio de filtro de 𝑅𝑚𝑎𝑥 = 0.025 𝑚𝑚.  
a) Inversor, b) actuador y c) pinza. 
 
4.2.1 Variación del radio de filtro 
 
Como se pudo notar en la Figura 4.10, el enfoque del MOT usando filtro no está exento de 
problemas. No se debe usar un valor muy pequeño para el radio de filtro, pero tampoco uno muy 
grande, pues en el primer caso se puede regresar al problema del tablero de ajedrez y en el 
segundo caso se incrementa la escala de grises [6]. Entonces, con el fin de observar la influencia 
del tamaño del volumen de cobertura del filtro en la topología obtenida con el MOT, en la esta 
sección se propone estudiar la variación del radio del filtro y su efecto en las topologías 
resultantes. Se estudia el tamaño de tres filtros: 𝑅𝑚𝑎𝑥 = 0.0125 𝑚𝑚, equivalente a tener a 4 
elementos como vecinos del elemento filtrado, según la malla actual considerada (Figura 4.11 a)); 
𝑅𝑚𝑎𝑥 = 0.025 𝑚𝑚 (12 EFs vecinos, Figura 4.11 b)); y 𝑅𝑚𝑎𝑥 = 0.0375 𝑚𝑚 (28 EFs vecinos, Figura 
4.11 c)). En la Figura 4.12 se presenta el resultado del MOT usando el filtro AWSF con diferentes 
tamaños del radio aplicado al diseño de MEMS tipo inversor, actuador y pinza, respectivamente. 
Para dichos diseños se usó los mismos parámetros y material considerados en la sección 4.1, a 
excepción de que se consideró la técnica de filtrado. 
 
   
a)  b)  c)  
Figura 4.11. Número de EFS vecinos del elemento filtrado. a) 4 EFs para 𝑅𝑚𝑎𝑥 = 0.0125 𝑚𝑚, b) 
12 EFs para 𝑅𝑚𝑎𝑥 = 0.025 𝑚𝑚 y c) 28 EFs para 𝑅𝑚𝑎𝑥 = 0.0375 𝑚𝑚. 
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a)  b)  c)  
 
 
 
 
 
 
d)  e)  f)  
 
 
 
 
 
 
g)  h)  i)  
Figura 4.12. Topología óptima de un MEMS tipo a), b) c) inversor, d), e), f) actuador directo y g), 
h), i) pinza, usando un radio de filtro de 𝑅𝑚𝑎𝑥 = 0.0125 𝑚𝑚 (1ª columna), 𝑅𝑚𝑎𝑥 = 0.025 𝑚𝑚 
(2ª columna) y 𝑅𝑚𝑎𝑥 = 0.0375 𝑚𝑚 (3ª columna). 
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Se puede observar en la Figura 4.12 que cuando el radio de filtro es grande (𝑅𝑚𝑎𝑥 = 0.0375 𝑚𝑚), 
la topología presenta bastante escala de grises. Por otro lado, cuando se usa un filtro pequeño 
(𝑅𝑚𝑎𝑥 = 0.0125 𝑚𝑚), el tablero de ajedrez no desaparece totalmente y existen miembros 
estructurales pequeños, aunque la escala de grises es menor. Y cuando se usa un radio de filtro 
de tamaño intermedio (𝑅𝑚𝑎𝑥 = 0.025 𝑚𝑚), los miembros estructurales no son tan pequeños 
como cuando se usa un radio pequeño y la escala de grises no es tan marcada como cuando se 
usa un radio grande. Por las ventajas presentadas, se prefiere usar en el MOT un radio de filtro 
intermedio. Se observa además que sólo en algunos casos la función objetivo converge usando la 
Ec. 4.2 con 𝑡𝑜𝑙 = 10−4, a pesar de que dicha función no mejora a partir de cierto número de 
iteraciones. Lo anterior sugiere que se debe implementar un criterio de convergencia mucho más 
efectivo, el cual sea capaz de detener el MOT cuando este esté oscilando alrededor de un valor, 
evitando de esta forma iteraciones costosas que no llevan a mejores resultados. 
 
Debido a la inefectividad de los criterios de convergencia como se ha mencionó antes, con base 
a la Figura 4.12 se prefiere detener el MOT en cierto número de iteraciones dependiendo del 
MEMS diseñado. En la Figura 4.13 se presentan las topologías obtenidas a diferente número de 
iteraciones del MOT para el inversor, el actuador y la pinza, usando un radio de filtro de 𝑅𝑚𝑎𝑥 =
0.025 𝑚𝑚 desactivando el criterio de convergencia de a Ec. 4.2. Se observa que para el inversor 
sólo son necesarias 200 iteraciones, pues la topología prácticamente no cambia usando 300 
iteraciones más, lo cual se esperaba al observar la de curva de la función objetivo presentada en 
la Figura 4.12 b). Para el actuador que converge desde la iteración 25 (Figura 4.12 e)), con 50 
iteraciones del MOT es suficiente para alcanzar el objetivo de diseño y asegurar que el método 
de optimización converja. Con respecto a la pinza se observa que la topología es cambiante 
dependiendo del número de iteraciones del MOT realizadas; sin embargo, observando la Figura 
4.12 h) y la Figura 4.13 c) se nota que se consigue una topología adecuada con un valor aceptable 
para la función objetivo usando tan solo 100 iteraciones MOT. En conclusión, de aquí en adelante 
se desactiva el criterio de convergencia y se usan 200, 50 y 100 iteraciones del MOT para el diseño 
de MEMS tipo inversor, actuador y pinza, respectivamente.  
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50 iteraciones 100 iteraciones 200 iteraciones 500 iteraciones 
    
a)  
    
b)  
    
c)  
Figura 4.13. Topologías óptimas para el MEMS tipo a) inversor, b) actuador y c) pinza, usando 50 
(1ª columna), 100 (2ª columna), 200 (3ª columna) y 500 (4ª columna) iteraciones del MOT.  
 
4.2.2 Reducción de la escala de grises 
 
El filtro espacial AWSF, como se pudo observar en la sección anterior, reduce el tablero de ajedrez 
de las topologías obtenidas mediante el MOT y además permite obtener topologías menos 
complejas; no obstante, aumenta la formación de escala de grises [6]. La escala de grises es un 
problema del MOT en el cual quedan elementos con propiedades del material intermedias debido 
a que la pseudodensidad en dicho elemento es un valor medio de las pseudodensidades de los 
elementos vecinos. Cuando la escala de grises es muy alta, la topología puede tornase confusa, 
pues no se sabe con seguridad cuales son los elementos sin material y con material, 
comprometiendo la interpretación del diseño. Una opción para disminuir la escala de grises es 
desconectar el filtro algunas iteraciones antes de que el MOT converja [6], de tal forma que el 
tránsito entre material y no material en el dominio de diseño sea más brusco debido al uso de los 
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factores de penalización y consiguiéndose diseños bien definidos (Black & White design). En la 
Figura 4.14 se presenta los resultados de usar el MOT en el diseño del inversor, el actuador y la 
pinza con un radio de filtro de 𝑅𝑚𝑎𝑥 = 0.025 𝑚𝑚 desconectando el filtro a 0, 10 y 20 iteraciones, 
respectivamente. Se observa que la escala de grises tiende a desaparecer cuando se desconecta 
el filtro, aunque si el número de iteraciones del MOT que permanece desconectado el filtro es 
muy alto, el tablero de ajedrez tiende a reaparecer. Cuando se desconecta el filtro por 10 
iteraciones la escala de grises es moderada, la topología es fácil de interpretar y desaparece el 
tablero de ajedrez y por ende se prefiere esta configuración.  
 
   
a)  b)  c)  
   
d)  e)  f)  
   
g)  h)  i)  
Figura 4.14. Topología óptima de un MEMS tipo a) inversor b) actuador directo y c) pinza 
usando un radio de filtro de 𝑅𝑚𝑎𝑥 = 0.025 𝑚𝑚 desconectándolo por 0 (primera columna), 10 
(segunda columna) y 20 (tercera columna) iteraciones en el MOT.  
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Otra opción que podría disminuir la escala de grises es considerar valores menores a los 
considerados en la Tabla 4.2 para 𝜌𝑚𝑖𝑛. En la Figura 4.15 se presenta la variación de 𝜌𝑚𝑖𝑛 aplicado 
al diseño del inversor, aunque como se observa, este valor no tiene relevancia en la topología 
obtenida, puesto que los valores de las propiedades del material penalizadas con el modelo de 
material SIMP siempre se mantienen en valores pequeños como se ilustra en la Tabla 4.3 usando 
𝑝𝐸 = 2, 𝑝𝑇 = 2, 𝑝𝑀 = 3, 𝑐𝑣0 =
1
64
, 𝑐𝑡0 = 60.7 × 10
3 y 𝐸0 = 207 × 10
6. 
 
   
a)  b)  c)  
Figura 4.15. Topología óptima de un MEMS tipo inversor usando un radio de filtro de 𝑅𝑚𝑎𝑥 =
0.025 𝑚𝑚 sin desconexión usando a) 𝜌𝑚𝑖𝑛 = 10
−3, b) 𝜌𝑚𝑖𝑛 = 10
−4 y c) 𝜌𝑚𝑖𝑛 = 10
−5.  
 
Tabla 4.3. Influencia del valor de 𝜌𝑚𝑖𝑛 en las propiedades del material interpoladas con el 
modelo de material SIMP. 
𝝆𝒎𝒊𝒏 𝒄𝒗 = 𝝆
𝒑𝑬𝒄𝒗𝟎 𝒄𝒕 = 𝝆
𝒑𝑻𝒄𝒕𝟎 𝑬 = 𝝆
𝒑𝑴𝑬𝟎 
10−3 1.5625e-08 0.0607 0.2070 
10−4 1.5625e-10 6.0700e-04 2.0700e-04 
10−5 1.5625e-12 6.0700e-06 2.0700e-07 
 
El factor de penalización es el principal factor del MOT que evita que la pseudodensidad tenga 
valores intermedios y por ende, que la escala de grises en la topología aparezca. La magnitud de 
este parámetro debe ser apropiada, puesto que para valores pequeños (naturaleza continua) 
aparece la escala de grises y para valores altos (naturaleza discreta) se presentan problemas de 
convergencia y tablero de ajedrez [133]. Sigmund [1] establece los valores mínimos para estos 
factores. El factor de penalización elástico (𝑝𝑀) está dado en función de la relación de Poisson. 
Para el níquel, donde 𝜇 = 0.31, entonces 𝑝𝑀 ≥ 3. En cuanto a los factores de penalidad eléctrico 
(𝑝𝐸) y térmico (𝑝𝑇) se debe tener en cuenta la condición de Hashin-Shtrikman donde 𝑝𝐸 ≥ 2 y 
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𝑝𝑇 ≥ 2. Sin embargo, en el trabajo realizado por Salas [133] se presenta una metodología para el 
cálculo de los penalizadores para problemas multifísicos, los cuales dependen del problema 
considerado y la fracción de volumen usada en el MOT. En este trabajo se usan aquellos factores 
derivados para el problema estacionario sin considerar convección.  
 
En la Figura 4.16 se presenta los resultados de variar los factores de penalización según Salas 
[133]. En las topologías se usó el filtro espacial AWSF con un radio de filtro de 𝑅𝑚𝑎𝑥 = 0.025 𝑚𝑚 
con desconexión en las ultimas 10 iteraciones del MOT, las propiedades del material usadas son 
las de la Tabla 4.1, los parámetros del MOT de la Tabla 4.2 y la discretización usada es de 80x1x80 
EFs. Se puede observar que dependiendo de la combinación de factores de penalización, se 
pueden obtener problemas como: zonas desconectadas, escala de grises, complejidad del diseño 
y oscilaciones de la función objetivo. Haciendo un balance de dichos problemas y observando 
cualitativamente la topología y función objetivo, se puede decir que la mejor combinación de 
factores de penalización es 𝑝𝐸 = 2, 𝑝𝑇 = 2 y 𝑝𝑀 = 3 (Figura 4.16 a)), los cuales serán usados de 
aquí en adelante, aunque la topología obtenida de la Figura 4.16 c) es interesante, presenta 
elementos estructurales desconectados.  
 
 
 
 
 
 
 
 
 
a)  b)  c)  d)  
Figura 4.16. Topología óptima y función objetivo en el diseño mediante el MOT de una pinza 
usando a) 𝑝𝐸 = 2, 𝑝𝑇 = 2, 𝑝𝑀 = 3, b) 𝑝𝐸 = 1, 𝑝𝑇 = 2, 𝑝𝑀 = 5, c) 𝑝𝐸 = 4, 𝑝𝑇 = 4, 𝑝𝑀 = 1 y d) 
𝑝𝐸 = 5, 𝑝𝑇 = 5, 𝑝𝑀 = 4. 
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4.3 Análisis de factores influyentes en la topología 
 
El MOT posee muchos factores los cuales hay que definir, ya sea con resultados de investigaciones 
previas o haciendo un estudio. Como se verá en esta sección, cada valor de cada parámetro 
produce un diseño diferente, por lo tanto, la importancia de comprender las variaciones en las 
topologías por la variaciones en los parámetros, lo cual ayuda a obtener mejores diseños con el 
MOT. En esta sección se presenta un estudio de los parámetros más influyentes en las topologías 
obtenidas mediante el MOT, aunque no se usan técnicas estadísticas para ello, lo cual podría ser 
un trabajo futuro interesante. Para el estudio de los parámetros del MOT, se considera la pinza 
con dominio de diseño presentada en la Figura 4.7. Adicionalmente, las propiedades del material 
(Tabla 4.1) y los parámetros del MOT (Tabla 4.2) son usados como se definieron en la sección 4.1, 
haciendo claridad de que éstos últimos no se conservan cuando alguno de ellos varía para 
estudiar su efecto en el MOT. En todos los casos se usa el filtro AWSF con un radio de filtro de 
𝑅𝑚𝑎𝑥 = 0.025 𝑚𝑚 con desconexión de éste en las últimas 10 iteraciones.  
 
4.3.1 Influencia de la discretización del dominio de diseño 
 
En esta sección se estudia el efecto de la discretización del dominio de diseño en las topologías 
obtenidas mediante el MOT. Se consideraron tres mallas, una con 900 (30x1x30) EFs, otra con 
2500 (50x1x50) EFS y la última con 6400 (80x1x80) EFs hexaédricos de 8 nodos. En la Figura 4.17 
a) se muestran los resultados al usar dichas mallas sin utilizar filtro. Se observa que la topología 
cambia a medida que se aumenta el número de EFs usados en la discretización, quedando con 
elementos estructurales más pequeños entre más EFs se usen, además de que parece más 
evidente el tablero de ajedrez. Una de las opciones para que el MOT sea independiente de la 
malla es el uso de filtro [86]. Para verificar este efecto, en la Figura 4.17 b) se presentan las 
mismas discretizaciones consideradas antes, pero esta vez considerando un radio de filtro igual a 
𝑅𝑚𝑎𝑥 = 0.025 𝑚𝑚. Como se observa en esta figura, efectivamente el filtro juega un rol muy 
importante en el MOT, pues las topologías obtenidas son muy similares, a excepción de que con 
una mayor discretización, los contornos de la topología quedan mejor definidos.  
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30x1x30 50x1x50 80x1x80 
   
a)  
   
b)  
Figura 4.17. Topología óptima de una pinza a) sin usar filtro y b) usando filtro para diferentes 
discretizaciones: 30x1x30 (1ª columna), 50x1x50 (2ª columna) y 80x1x80 (3ª columna).  
 
4.3.2 Influencia de la rigidez de la pieza de trabajo 
 
La rigidez de la pieza actuada (𝑘𝑠) influye directamente en la flexibilidad de la topología del MEMS 
ETM diseñado mediante el MOT. Para piezas de trabajo con rigidez suave, sólo es necesario una 
pequeña fuerza para deformarla, mientras que para piezas de trabajo con alta rigidez, es 
necesario grandes fuerzas para conseguir su deformación, y por ello es que se pueden obtener 
diseños orientados al desplazamiento o a la fuerza dependiendo de la rigidez de la pieza de 
trabajo considerada [1]. Con el fin de verificar la influencia de la rigidez de la pieza de trabajo 
sobre la topología del MEMS, en esta sección se presenta una variación de dicha rigidez 
considerando las propiedades del níquel (Tabla 4.1), los parámetros del MOT de la Tabla 4.2. Se 
usa una discretización del dominio de diseño de 80x1x80 EFs y un radio de filtro de 𝑅𝑚𝑎𝑥 =
0.025 𝑚𝑚 con desconexión en las últimas 10 iteraciones. En la Figura 4.18 se presenta los 
resultados conseguidos con el MOT para el diseño de una micropinza ETM variando la rigidez de 
la pieza de trabajo. 
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a)  b)  c)  d)  
Figura 4.18. Topologías óptimas en el diseño mediante el MOT de una micropinza para a) 𝑘𝑠 =
0, b) 𝑘𝑠 = 10
2, c) 𝑘𝑠 = 10
3 y d) 𝑘𝑠 = 10
4.  
 
Se observa en la Figura 4.18 que cuando la rigidez es nula, la topología presenta mucha escala de 
grises y elementos estructurales poco definidos. A medida que la rigidez aumenta, la escala de 
grises disminuye y los elementos estructurales quedan mejor definidos (black & white design). 
Otra observación tiene que ver con el valor alcanzado por la función objetivo, que como era de 
esperarse, el valor alcanzado por ésta disminuye entre más grande sea la rigidez de la pieza 
actuada, lo cual resulta lógico por lo dicho anteriormente, existen unos actuadores orientados a 
la fuerza y otros al desplazamiento. Debido a la estructura simple conseguida con 𝑘𝑠 = 10
4, en 
las siguientes secciones se trabaja con este valor. 
 
4.3.3 Influencia de la fracción de volumen 
 
En la formulación del MOT se considera una restricción de volumen, a pesar de que el costo de 
material en los MEMS es poco, ya que por su pequeño tamaño, éstos requieren una mínima 
cantidad, además, la cantidad de material removida de un MEMS, que puede ser del orden de 
fracciones de milímetros cúbicos, es insignificante. Sin embargo, la restricción de volumen tiene 
múltiples beneficios, entre los cuales están [1]: asegura que el diseño final sea una estructura 
óptima con zonas blancas y negras bien definidas que hacen un uso eficiente del material 
disponible; evita la aparición de zonas de material aisladas, las cuales impiden el crecimiento de 
las partes estructurales que realmente aportan al diseño óptimo; disminuye la aparición de 
grandes regiones con escala de grises; y por último, sin la restricción de volumen se pierde el 
objetivo del SIMP, el cual es hacer “antieconómico” las pseudodensidades intermedias.  
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Debido a la importancia que tiene la restricción de volumen en el diseño óptimo mediante el 
MOT, en esta sección se consideran diferentes valores para el máximo volumen permitido en la 
estructura. Se considera el 10%, 20%, 30%, 50% y 80% del volumen total del dominio de diseño 
como restricción de volumen para el diseño de una micropinza, y los resultados se presentan en 
la Figura 4.19. Se observa que la restricción de volumen siempre permanece activa en el problema 
de optimización cuando la fracción de volumen disponible es de 10%, 20%, 30% y 50%, lo que 
indica que nada del material sobra como en el caso en que la fracción de volumen es del 80%. 
Otra observación es que con el uso de poco material las topologías resultantes están compuesta 
de miembros delgados y por lo general rectos, parecidas a estructuras discretas conformadas por 
elementos tipo barra; mientras que cuando se usa una fracción de volumen alta, las topologías 
tienden a estar compuestas por formas curvadas, lo cual hace más difícil su manufactura [6]. 
 
 
 
 
 
 
 
 
 
 
 
a)  b)  c)  d)  e)  
Figura 4.19. Diseño óptimo de una micropinza usando el a) 10%, b) 20%, c) 30%, e) 50% y f) 80% 
del volumen total del dominio de diseño. 
 
El mejor valor para la fracción de volumen, según se presenta en la Figura 4.19 es cuando se usa 
un valor entre 20% y 50%, pues con 10% los elementos estructurales que componen la topología 
son muy delgados (o grises) pudiendo ocasionar problemas con respecto a los esfuerzos y por 
ende, afectando la durabilidad de MEMS; y en cuanto a la fracción de volumen del 80%, parece 
no ser necesario tanto material como lo indican las curvas de restricción de volumen. Una buena 
opción para la fracción de volumen es trabajar con un valor intermedio, es decir, con 30% del 
volumen total del dominio de diseño. 
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4.3.4 Influencia del valor inicial de las variable de diseño 
 
El MOT por ser una técnica iterativa requiere de un valor inicial para las variables de diseño y a 
partir de dicho valor empieza su proceso de optimización. Por otro lado, el diseño de MEMS ETM 
mediante el MOT es un problema no convexo [86], lo que implica que puede tener varios máximos 
y mínimos locales [99], y por lo tanto, este método puede converger a diferentes óptimos 
dependiendo del punto inicial considerado [6]. En la Figura 4.20 se presenta el resultado del MOT 
al diseñar una micropinza ETM 3D (vista 2D), usando las propiedades del material de la Tabla 4.1 
y parámetros del MOT de la Tabla 4.2, a excepción del valor inicial de las variable de diseño. Se 
observa que el MOT produce diferentes resultados con diferentes puntos iniciales de las variables 
de diseño, aunque las variaciones son pequeñas. Cuando se usa 𝜌0 = 0.3, que es un valor basado 
en la fracción de volumen usada en el MOT, una buena topología es obtenida.  
 
    
a)  b)  c)  d)  
Figura 4.20. Topologías óptimas de una micropinza usando diferentes valores iniciales en las 
variables de diseño. a) 𝜌0 = 0.1, b) 𝜌0 = 0.3, c) 𝜌0 = 0.9 y d) 𝜌0 = 𝑎𝑙𝑒𝑎𝑡𝑜𝑟𝑖𝑜.  
 
4.3.5 Influencia de las condiciones de frontera 
 
Por último, en esta sección se analizará el efecto de las condiciones de frontera sobre las 
topologías obtenidas mediante el MOT, y a pesar de que otros factores como lo son las 
propiedades del material, las dimensiones del dominio de diseño y el tipo de elemento finito 
influyen en los resultados del MOT, en este trabajo no se considera su efecto dejándolo como un 
trabajo futuro.  
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En la Figura 4.21 se muestran las diferentes topologías obtenidas mediante el MOT y la 
distribución de temperatura en éstas al variar el voltaje aplicado entre las terminales. Se observa 
que las topologías son prácticamente las mismas, solo que la temperatura máxima alcanzada es 
diferente. Cuando se aplica Δ𝑉 = 0.5 𝑉 se alcanzan hasta 8000 K (Figura 4.21 c)), la cual es 
inadmisible puesto que a esta temperatura el material ya no está en estado sólido. La alta 
temperatura conseguida en las topologías es debida, en gran parte, a la falta de convección, 
además de que como se mencionó antes, los MEMS ETM requieren de pequeños voltajes para su 
funcionamiento [11]. Otra observación es que si se usa un voltaje pequeño (𝛥𝑉 = 0.01 𝑉), la 
temperatura en la estructura es muy pequeña, aumentando tan sólo 3 K (Figura 4.21 a)), lo cual 
es muy poco para alcanzar un desplazamiento significativo en la pieza de trabajo. Por otro lado, 
si se usa un voltaje alto (máximo Δ𝑉 = 0.2 𝑉 para evitar que se funda el material), la temperatura 
alcanzada es muy alta, sobrepasando incluso los 1600 K (Figura 4.21 b)); sin embargo, para 
trabajar en este rango de temperaturas, se debe considerar que las propiedades del material 
cambian con la temperatura para hacer un modelamiento preciso. No obstante, con el fin de 
trabajar en la zona lineal, donde las propiedades del material no cambian con la temperatura, 
máximo se puede llegar a 500 K [13].  
 
   
a)  b)  c)  
Figura 4.21. Topologías óptimas con su distribución de temperatura de una micropinza diseñada 
mediante el MOT aplicando diferentes voltajes. a) 𝛥𝑉 = 0.01 𝑉, b) Δ𝑉 = 0.2 𝑉 y c) Δ𝑉 = 0.5 𝑉.  
 
En conclusión, se debe trabajar en un valor del voltaje entre 0.01 V y 0.2 V. La Figura 4.22 presenta 
las temperaturas nodales en la topología óptima aplicando voltajes de 0.05 𝑉 y 0.08 𝑉. Cuando 
se usa un voltaje de 𝛥𝑉 = 0.05 𝑉, la temperatura sigue siendo baja (inferior a 380 K), lo que 
implica que el desplazamiento de salida es también pequeño. Aumentado el voltaje a 0.08 𝑉 se 
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llega a un máximo de 500 K en algunos puntos de la estructura, lo cual es el límite para trabajar 
en la linealidad, es por ello que este será el voltaje aplicado de aquí en adelante al MEF como 
condición de frontera eléctrica.  
 
  
a)  b)  
Figura 4.22. Distribución de temperaturas nodales en la topología óptima obtenida mediante el 
MOT de una micropinza aplicando diferentes voltajes. a) 𝛥𝑉 = 0.05 𝑉 y b) Δ𝑉 = 0.08 𝑉. 
 
En la Figura 4.23 se muestra la influencia de las condiciones de frontera térmicas. En el presente 
trabajo sólo se consideraron aquellas en que la temperatura es prescrita en alguna superficie del 
dominio de diseño del MEMS. Como se mostró en la Figura 4.7, en la zona donde se aplica la 
diferencia de potencial, se restringe también mecánicamente el MEMS, suponiendo que en estos 
contactos está fijo a otra estructura, y debido precisamente a esto, se supone que la estructura 
que contiene al MEMS es mucho mayor que éste, y por lo tanto, no alcanza a calentarlo y por ello, 
esta estructura de soporte siempre se mantendrá a temperatura ambiente. Entonces, 
suponiendo que la temperatura ambiente varía, en la Figura 4.23 se muestra lo que le pasa a la 
topología con la mencionada variación. En dicha figura sólo se observan pequeños cambios en la 
topología, los cuales serían mucho mayores si se considera convección, pues la temperatura 
ambiente entra de forma directa a la ecuación que modela dicho fenómeno. Por lo tanto, se sigue 
trabajando con 𝑇𝑎𝑚𝑏 = 300 𝐾. 
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a)  b)  c)  d)  
Figura 4.23. Topologías óptimas de una micropinza usando diferentes temperaturas 
ambientales. a) 𝑇𝑎𝑚𝑏 = 0 𝐾, b) 𝑇𝑎𝑚𝑏 = 150 𝐾, c) 𝑇𝑎𝑚𝑏 = 300 𝐾 y d) 𝑇𝑎𝑚𝑏 = 500 𝐾.  
 
Ahora se considera la influencia de las condiciones de frontera mecánicas. En este caso 
únicamente se varía el tamaño del área restringida. En la Figura 4.24 se presentan los resultados 
de restringir el MEMS en zonas con diferente tamaño y como se puede observar, las topologías 
cambian notoriamente. Cuando se restringe solo una línea de nodos se obtiene una buena 
topología, aunque cuando se usan varias líneas restringidas el diseño puede ser más flexible, 
puesto que éste puede tener material o no en una mayor zona, dejando al algoritmo usar lo que 
considere mejor, por lo tanto se prefiere restringir la mayor área.  
 
 
 
 
 
 
 
a)  b)  c)  
Figura 4.24. Topologías óptimas de una micropinza usando diferentes tamaños de las zonas de 
restricción mecánicas. a), d) 1 línea de nodos, b), e) 5 líneas de nodos c), f) 20 líneas de nodos. 
Zona restringida 
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Por otro lado resulta importante en el MOT que donde se aplican las condiciones de frontera allí 
la topología tenga material, puesto que si hay una condición de frontera en dicha zona es porque 
hay contacto con otra estructura u otro medio. Sin embargo, como se pudo notar en las topologías 
obtenidas antes, no se restringió el diseño a que tenga material en dichas zonas, pero el MOT 
respeto las condiciones de frontera y siempre colocó material donde éstas estaban, aunque no 
necesariamente tiene que colocar material en toda el área restringida, es posible que solo 
coloque en una fracción de ésta, y aun así el diseño no viola ninguna restricción. Como se mostró 
en la Figura 4.7 b), en el diseño de MEMS ETM se puede obligar a dejar ciertos elementos vacíos 
y/o llenos de material. En la Figura 4.25 a) se muestra el diseño no restringido por la condición 
de material y en la Figura 4.25 b) si se obliga a tener material donde están aplicadas las 
condiciones de frontera y en el punto de contacto con la pieza de trabajo. Se observa que las 
diferencias son pocas, aunque en el segundo caso aparece una zona con tablero de ajedrez muy 
marcada, por lo tanto se prefiere la primera.  
 
  
a)  b)  
Figura 4.25. Topología óptima en el diseño mediante el MOT de una micropinza. a) Sin obligar y 
b) obligando a tener material en las zonas con condiciones de frontera. 
 
4.3.6 Verificación de las topologías  
 
Una vez obtenidos los factores adecuados para el MOT como se presentó antes, con dichos 
parámetros se obtiene la topología del inversor, el actuador y la pinza (Figura 4.26). En la Tabla 
4.4 se presentan los parámetros seleccionados antes. Cabe anotar que el inversor se diseñó 
considerando una rigidez de la pieza de trabajo igual a 103 N/m, puesto que en este tipo de MEMS 
la alta rigidez de la pieza de trabajo no permite un diseño adecuado.  
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Tabla 4.4. Parámetros del MOT actualizados 
Parámetro Valor 
Factor de penalización del problema eléctrico (𝑝𝐸) 2 
Factor de penalización del problema térmico (𝑝𝑇) 2 
Factor de penalización del problema mecánico (𝑝𝑀) 3 
Volumen máximo permitido 0.3|Ω| 
Valor inicial de las variables de diseño 0.3 
Rigidez de la pieza actuada (N/m) 104 
Máximo de iteraciones (inversor, actuador y pinza)  200, 50, 100 
𝜌𝑚𝑖𝑛  10
−3 
Máximo voltaje aplicado (V) 0.08 
𝑇𝑎𝑚𝑏 (K) 300 
Radio de filtro (proporcional a la malla, mm) 0.025 
Propiedades del material Tabla 4.1/Tabla 12.1 
 
   
a)  b)  c)  
Figura 4.26. Topologías óptimas de a) un inversor, b) un actuador y c) una pinza usando los 
parámetros más adecuados encontrados en las secciones previas. 
 
Las topologías obtenidas en la Figura 4.26 se simulan con Ansys para verificar su comportamiento. 
Con el fin de evitar lo más que se pueda los problemas propios del MOT que se presentaron en 
las topologías anteriores (escala de grises y conexión de elementos por un nodo), en el inversor 
se consideran los elementos cuya variable de diseño tenga un valor superior a 0.5, en el actuador 
que sea superior a 0.1 y en la pinza que sea superior a 0.3. Este valor es bastante importante, 
puesto que experimentos realizados por el autor mostraron que considerando otros valores para 
las variables de diseño pueden hacer que el diseño no cumpla con el objetivo impuesto en el MOT. 
En la Figura 4.27 se presentan resultados obtenidos con Ansys. Se observa que todos los diseños 
cumplen con el objetivo de diseño y que el máximo desplazamiento se presenta en el punto que 
el MOT maximiza, lo cual comprueba la potencia del MOT.  
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a)  b)  c)  
Figura 4.27. Desplazamientos nodales en la estructura deformada obtenidos con Ansys del a) 
inversor (𝜌 ≥ 0.5), b) actuador (𝜌 ≥ 0.1) y c) pinza (𝜌 ≥ 0.3). 
 
4.4 Solución mediante métodos iterativos de los sistemas lineales presentes en el MOT 
 
En la sección 4.1 se resolvió mediante el MOT tres tipos de MEMS, un inversor, un actuador y una 
pinza. No obstante, los seis sistemas de ecuaciones lineales presentes en el MOT, tres al resolver 
el problema electro-termo-mecánico de elementos finitos y otros tres resultantes al resolver las 
sensibilidades por el método adjunto, fueron resueltos por métodos directos (ver sección 3.6.2). 
En esta sección se considera el uso del gradiente conjugado (MGC) y el gradiente conjugado 
precondicionado con la matriz diagonal (JCG) y con la factorización incompleta de Cholesky 
(ICPCG).  
 
Para verificar la efectividad de los solver iterativos, en esta sección se diseñó mediante el MOT el 
actuador con dominio de diseño presentado en la Figura 4.5, propiedades del material de la Tabla 
4.1 y parámetros del MOT de la Tabla 4.2. Las topologías obtenidas con el MGC, JCG y el ICPCG, 
se presentan en la Figura 4.28 a), b) y c), así como la función objetivo en la Figura 4.28 d), e) y f), 
respectivamente. Se observa que las topologías son diferentes entre sí, aunque el único cambio 
fue el solver de los sistemas lineales de ecuaciones. El peor caso se presenta al solucionar los 
sistemas lineales con el JCG, seguido por el MGC, mientras que al usar el método ICPCG, se 
obtiene un buen resultado, el cual difiere del presentado en la Figura 4.5. porque en este caso se 
usa 𝑡𝑜𝑙 = 10−4 en la Ec. 4.2. Las discrepancias entre los resultados de la Figura 4.28 se debe al 
solver, el cual no converge para algunos casos como se presenta en la Figura 4.29 y debe ser 
detenido por el máximo de iteraciones permitidas (50.000).  
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a)  b)  c)  
   
d)  e)  f)  
Figura 4.28. Topologías y función objetivo de un MEMS actuador diseñado mediante el MOT 
usando solver iterativo, a), d) MGC, b), e) JCG y c), f) ICPCG, respectivamente.  
 
En la Figura 4.29 a) y d) se muestra el número de iteraciones requeridas por el MGC en cada 
iteración del MOT para el caso de solución de sistemas lineales en el MEF y en las sensibilidades, 
respectivamente, tanto para el problema eléctrico, térmico y mecánico. De forma similar, la 
Figura 4.29 b) y e) muestra los resultados cuando se usa el JCG y la Figura 4.29 c) y f) cuando se 
usa el ICPCG. Se observa que el sistema lineal en el problema mecánico, tanto en el MEF como en 
las sensibilidades, es el más complejo de resolver puesto que requiere de más iteraciones en 
comparación con los otros dos problemas (eléctrico y térmico); tanto así que para los casos en 
que se usó el MGC y el JCG, el problema mecánico no converge con la tolerancia impuesta (𝑡𝑜𝑙 =
10−9). Justo esto es el motivo por el cual en la Figura 4.28 a) y b) no se consiguen resultados 
buenos. En cambio, cuando se usa la factorización incompleta de Cholesky, siempre se alcanza la 
convergencia y debido a esto, se obtuvo una buena topología. Una posible solución para disminuir 
el número de iteraciones requeridas por el gradiente conjugado, según lo sugieren varios trabajos 
previos ([31], [52]), es usar como punto inicial del solver (initial guess), la solución obtenida con 
anterioridad. En la Figura 4.30 se presentan los resultados al solucionar los sistemas lineales con 
el MGC, el JCG y el ICPCG usando la técnica anterior, utilizando en la primera iteración del MOT 
como punto inicial del gradiente conjugado el vector de ceros. 
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a)  b)  c)  
   
d)  e)  f)  
Figura 4.29. Número de iteraciones del solver lineal por cada iteración del MOT en el MEF y en 
las sensibilidades, a) y d) MGC, b) y e) JCG y c) y f) ICPCG, respectivamente. 
 
Se observa en la Figura 4.30 (a, b, c) que las topologías mejoran con respecto a las obtenidas en 
la Figura 4.28, presentándose bien definida y con poca escala de grises. En cuanto a la función 
objetivo (ver Figura 4.30 (d, e, f)), se observa que se mejora su comportamiento con respecto a 
las presentadas antes (ver Figura 4.28 (d, e)), a excepción de la Figura 4.28 f), puesto que no 
aparecen oscilaciones y su convergencia se alcanza más rápido. En cuanto al número de 
iteraciones del gradiente conjugado en el MEF (Figura 4.30 (g, h, i)) y en las sensibilidades (Figura 
4.30 (j, k, l)), no cambian significativamente. Aunque el problema mecánico, tanto en el MEF 
como en las sensibilidades solucionado con el MGC y JCG, sigue sin converger. Adicionalmente se 
observa que el número de iteraciones del ICPCG por cada iteración del MOT, en la Figura 4.30 (i, 
l)), aumentan y tienden a oscilar más que en el caso de la Figura 4.29 c) y f).  
Debido a que la técnica anterior tiende a mejorar los resultados obtenidos con el MGC y el JCG, 
pero no es tan evidente con el ICPCG, en la Figura 4.31 se hace una comparación de la función 
objetivo, la restricción de volumen y el número de iteraciones del ICPCG con punto inicial un 
vector de ceros (denotado como “ICPCG”) y la solución anterior del sistema lineal (denotado 
como “ICPCG con pto inicial”) en el diseño del actuador. 
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Figura 4.30. Actuador diseñado mediante el MOT. (a-c) Topología óptima, (d-f) función objetivo, 
(g-i) número de iteraciones del gradiente conjugado por cada iteración del MOT en el MEF y (j-l) 
en las sensibilidades usando el MGC (1ª columna), el JCG (2ª columna) y el ICPCG (3ª columna).  
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        
    
        
Figura 4.31. Comparación entre el “ICPCG” y el “ICPCG con pto inicial” en el diseño de un 
microactuador. a) Función objetivo, b) restricción de volumen y el método ICPCG en el MEF y 
sensibilidades aplicado al problema c), d) eléctrico, e), f) térmico y g), h) mecánico.  
 
De la Figura 4.31 a) se aprecia que la función objetivo en la técnica “ICPCG con pto inicial” es 
oscilante y además de que con este método se requiere más iteraciones para alcanzar el mismo 
valor. En cuanto a la restricción de volumen (Figura 4.31 b)) se nota que se cumple más rápido 
cuando se usa el “ICPCG”. En cuanto al número de iteraciones del ICPCG por cada iteración del 
MOT, se observa que para el caso eléctrico el “ICPCG” en el MEF consume menos iteraciones, 
pero en la sensibilidad requiere de más iteraciones que el “ICPCG con pto inicial”; en el caso 
térmico “ICPCG” siempre requirió de más iteraciones que el “ICPCG con pto inicial”; y por último, 
para el caso mecánico, se observa que el “ICPCG con pto inicial” requirió sólo un poco menos de 
iteraciones que el “ICPCG”. Según la Figura 4.31 no es determinante en el gradiente conjugado el 
uso de la solución conseguida previamente como punto inicial, puesto que en algunos casos 
disminuye el número de iteraciones, pero en otros casos los aumenta. En este trabajo se optó por 
usar como punto inicial del solver el vector de ceros, pues evita almacenar un vector que el caso 
mecánico puede ser significativo en memoria y además parece disminuir el número de 
iteraciones. También se observó que la función objetivo puede ser más suave y por ello requerir 
de menos iteraciones para converger, ahorrando costosas iteraciones del MOT. 
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Finamente, se puede concluir que el MGC es un método simple de solución de sistemas lineales 
de ecuaciones, el cual es factible de paralelizar relativamente fácil, ya que sólo requiere de 
paralelizar tres operaciones fundamentales, la cuales son el producto escalar (dot), la 
multiplicación de matriz dispersa por vector (SpMV) y la actualización de vectores (axpy). No 
obstante, este método requiere de muchas iteraciones para resolver el sistema lineal, incluso en 
algunos caso no converge; además, es necesario proveerle a dicho método un buen punto inicial 
(initial guess) para obtener topologías mejor definidas y usar menos iteraciones en el MOT. 
Similares conclusiones se pueden decir del JCG: sencillo y fácil de paralelizar, pero requiere de 
muchas iteraciones para alcanzar su convergencia. Finalmente, el ICPCG es más robusto y por tal 
motivo, el número de iteraciones necesarias para alcanzar la convergencia es menor en 
comparación con los dos métodos anteriores; sin embargo, este método requiere de la solución 
de dos sistemas lineales triangulares adicionales al método MGC, y el nivel de paralelismo de 
dicho método depende altamente de la forma de las matrices dispersas usadas. Adicionalmente, 
usando como punto inicial para el ICPCG la solución de un sistema anterior, no se consiguen 
grandes mejoras incluso, tiende a aumentar el número de iteraciones del MOT. 
 
4.5 GPU versus CPU en el MOT 
 
En esta sección, cada subrutina del MOT implementada en computación paralela usando GPU es 
comparada con su homóloga, pero serial en CPU. La comparación se hace sólo con el tiempo 
computacional requerido por cada rutina y la aceleración es calculada como una relación entre 
estos tiempos como se indica en la sección 7.2.1. Para el procesamiento en GPU se usa una tarjeta 
de video Nvidia Quadro 4000 con 2 GB de memoria, la cual tiene un Compute Capability igual a 
2.0, lo que indica que es un GPU basado en la arquitectura Fermi. Para los cálculos en CPU se usó 
un procesador Intel Xeon E5-2620 de 2.0 GHz con seis núcleos en un sistema operativo Windows 
7 Profesional de 64 bits con 8 GB de RAM, haciendo claridad de que en la implementación serial 
sólo se usó un núcleo de dicho procesador.  
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4.5.1 Comparación entre las técnica de ensamble 
 
En este trabajo el cálculo de las matrices y vectores locales o del elemento resultantes del MEF 
son calculados en GPU, pero su ensamble en los sistemas globales respectivos, se hace en CPU, 
pues este proceso consta de código que en gran parte es serial y se propone como un trabajo 
futuro su implementación en computación paralela, más específicamente en GPU. Por otro lado, 
la técnica de implementar códigos híbridos, es decir, parte en CPU y parte en GPU, puede traer 
beneficios considerables comparados con aquellos implementados en una única arquitectura.  
 
En esta sección se presentan los tiempos computacionales requeridos por cada técnica de 
ensamble expuesta en la sección 3.6.2. Debido a que en el diseño de MEMS ETM 3D mediante el 
MOT se tiene un problema eléctrico, uno térmico y otro mecánico, los cuales poseen diferentes 
matrices de rigidez, la cual depende entre otras cosas del número de grados de libertad por nodo, 
lo que hace que la estructura de la matriz dispersa sea muy diferente una de otra. El tiempo 
computacional medido fue el promedio de 5 mediciones y se tiene la siguiente convención:  
 sparse iiMF: implementación ineficiente de la función sparse de Matlab (Cuadro 3.2) 
 sparse ie: implementación eficiente de la función sparse de Matlab (Cuadro 3.3) 
 sparse2: uso de la función sparse2 en una implementación eficiente (Cuadro 3.3 con la 
función sparse2 en vez de la función sparse de Matlab) 
 sparse_create: uso de la función sparse_create sin simetría (Cuadro 3.4) 
 sparse_create simétrica: uso de la función sparse_create con simetría (Cuadro 3.4: sólo se 
ensambla la parte triangular inferior simétrica de la matriz de elementos finitos) 
 
En la Figura 4.32, Figura 4.33 y Figura 4.34 se presenta el tiempo computacional requerido por 
cada técnica de ensamble según el número de elementos finitos para el problema eléctrico, 
térmico y mecánico, respectivamente. Aunque los tiempos de cómputo son diferentes entre estas 
gráficas, se puede evidenciar que el método “sparse iiMF” siempre es el que consume más 
tiempo, por tal motivo no se usó para mallas con más de 64.000 EFS en los tres casos. Luego, el 
método “sparse ie” es el segundo método que consume mayor tiempo computacional y se debe 
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a que los índices de las filas y columnas deben ser ingresados como datos tipo double, lo cual 
aumenta el uso de memoria y como consecuencia las operaciones de lectura y escritura se hacen 
más lentas. Esta función deja de ser ejecutada para mallas con más de 512.000 EFs en el MEF 
eléctrico y térmico y 64.000 EFs en el MEF mecánico, puesto que no alcanza la RAM disponible 
para el cálculo con dicha función para mallas más densas. Se nota que en algunos casos el método 
“sparse2” es levemente más eficiente que el método “sparse_create” cuando este último debe 
calcular la matriz completa, aunque el método “sparse2” requiere de mayor memoria y por ello 
no se usó para mallas con más 1.728.000 EFs en el MEF eléctrico y térmico y 64.000 EFs en el MEF 
mecánico, puesto que requería más memoria de la disponible en el sistema (8 GB). Y finalmente, 
el método más eficiente es el “sparse_create simétrica” que además de ahorrar casi la mitad de 
memoria al almacenar sólo la parte triangular inferior de las matrices dispersas simétricas, a lo 
más consume 3 segundos para crear dicha matriz de 3.375.000 elementos finitos en el caso 
eléctrico y térmico, y menos de 5 segundos para realizar el ensamble de 512.000 EF en el caso 
mecánico.  
 
 
Figura 4.32. Tiempo computacional requerido por diferentes técnicas de ensamble de la matriz 
global de conductividad eléctrica (matriz de rigidez) en el MEF eléctrico para diferentes 
discretizaciones de la malla.  
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Figura 4.33. Tiempo computacional requerido por diferentes técnicas de ensamble de la matriz 
global de conductividad térmica (matriz de rigidez) en el MEF térmico para diferentes 
discretizaciones de la malla. 
 
 
Figura 4.34. Tiempo computacional requerido por diferentes técnicas de ensamble de la matriz 
global de rigidez en el MEF mecánico para diferentes discretizaciones de la malla. 
 
En conclusion, el método “sparse_create simétrica” a pesar de ser calculado en CPU, es muy 
eficiente en términos de tiempo computacional requerido y en manejo de memoria. Lo anterior 
indica que es mucho mejor calcular los coeficientes de la matriz dispersa en el GPU y el ensamble 
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en el CPU, notando que este enfoque es muy bueno, ya que en GPU sólo es necesario calcular los 
coeficientes de la matriz dispersa, puesto que las índices que indican filas y columnas de dichos 
coeficientes los calcula la función sparse_create, lo que implica que la memoria del GPU puede 
ser usada para calcular mayor número de EFs.  
 
4.5.2 Cálculo de las matrices y vectores locales 
 
Como se dijo antes, las matrices y vectores locales del elemento se calculan en GPU y su ensamble 
se realiza en el CPU. Esto se debe a que calcular cada matriz local requiere de la integración de 
Gauss, lo cual puede ser sencillo para pocos elementos, pero si son muchos elementos y además 
tridimensionales, en donde el número de puntos de integración aumenta, por experimentos 
realizados por el autor, esta rutina es un verdadero cuello de botella. Gracias a que el ensamble 
se realiza mediante la función sparse_create, no es necesario calcular y almacenar los índices de 
las filas y columnas en el GPU y se aprovecha la simetría de las matrices de elementos finitos para 
calcular y almacenar únicamente la parte triangula inferior. Lo anterior se traduce en que con la 
poca capacidad de la memoria del GPU (2 GB), con este abordaje se pueda calcular mallas tan 
finas de hasta 3.375.000 elementos finitos para los problemas de un grado de libertar por nodo 
(eléctrico y térmico) y de 512.000 elementos finitos para el problema mecánico que involucra 3 
grados de libertad por nodo.  
 
En la Figura 4.35 se presenta el tiempo computacional requerido para el cálculo de las matrices y 
vectores locales del problema de elementos finitos eléctrico, considerando distintos tamaños de 
malla, así como la aceleración conseguida con la implementación en GPU. En dicha figura se 
observa que el tiempo de ejecución en GPU es inferior al requerido por el código serial ejecutado 
en CPU. Nótese que la escala es logarítmica, y para el caso más grande, 3.375.000 EFs, la 
diferencia entre el tiempo de cómputo en CPU y GPU esta del orden de 500 segundos. Esto es 
una mejoría en el código buena, puesto que en el MOT el problema eléctrico es necesario 
resolverlo por cada iteración y con una ganancia de 500 segundos por iteración, nada más 
teniendo en cuenta el problema eléctrico, y si el MOT requiere de 100 iteraciones, entonces son 
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casi 14 horas de ejecución que se pueden ahorrar. Por otro lado, se puede notar que la aceleración 
máxima conseguida es de 94 para una malla de 1.728.000 EFS, y para mallas más densas que esta, 
la aceleración disminuye tendiendo a un valor de 84, lo que se puede explicar por la gran cantidad 
de datos que debe transferirse desde la memoria del GPU a la memoria del CPU.  
 
 
Figura 4.35. Tiempo computacional requerido para el cálculo de las matrices y vectores locales 
del elemento en el MEF eléctrico y aceleración conseguida con GPU para diferentes 
discretizaciones de la malla.  
 
En la Figura 4.36 se presentan los resultados para el MEF térmico, donde se puede notar que la 
implementación en GPU siempre es mejor que su contraparte serial en CPU y para el mayor 
problema abordado, limitado por la memoria del GPU, de 3.375.000 EFs, se obtiene una 
diferencia de más de 850 segundos. Este ahorro en tiempo tiene las mismas implicaciones que las 
dichas en el caso eléctrico, notando que el ahorro en tiempo es acumulativo, y como 
consecuencia de ello se puede decir que para una malla de 3.375.000 EFs, se ha ahorrado hasta 
el momento alrededor de 1.350 segundos por iteración del MOT. En cuanto a la aceleración 
conseguida con la implementación en GPU, se observa un fenómeno similar al MEF eléctrico, la 
máxima aceleración (154) se consigue para la malla de 1.728.000 EFS, y luego decae a un valor de 
153 para las mallas siguientes.  
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Figura 4.36. Tiempo computacional requerido para el cálculo de las matrices y vectores locales 
del elemento en el MEF térmico y aceleración conseguida con GPU para diferentes 
discretizaciones de la malla.  
 
En la Figura 4.37 se presenta los resultados de GPU comparados con los de CPU aplicados al 
cálculo de matrices y vectores locales en el problema mecánico, que por tener tres grados de 
libertad por nodo, dichas matrices son mayores y por tal motivo es necesario realizar más cálculos 
y almacenar mayor cantidad de datos en memoria, lo que implica que los problemas considerados 
están limitados y la mayor malla soportada fue de 512.000 EFs.  
 
 
Figura 4.37. Tiempo computacional requerido para el cálculo de las matrices y vectores locales 
del elemento en el MEF mecánico y aceleración conseguida con GPU para diferentes 
discretizaciones de la malla. 
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Finalmente, se puede concluir que la implementación en GPU siempre estuvo con tiempos 
inferiores a la implementación serial en CPU, lo cual es un gran resultado, pues los ahorros en 
tiempos de ejecución son significativos y más si se consideran problemas con muchos elementos 
finitos. También cabe mencionar que el ahorro en tiempo conseguido con GPU es para una sola 
iteración del MOT, lo que significa que en muchas iteraciones del MOT, que es lo común, haya 
grandes disminuciones del tiempo total de ejecución.   
 
4.5.3 Filtros en CPU vs GPU 
 
En la Figura 4.38 se compara el tiempo de ejecución del filtro AWSF implementado en GPU con 
el enfoque 1 (ver sección 3.7.3) con su contraparte serial en CPU. En dicha figura se muestra el 
tiempo de cómputo para tres tamaños de filtro: uno equivalente a tener 26 EFs como vecinos del 
elemento filtrado, identificado como filtro 1x; el otro equivale a tener 124 EFs como vecinos del 
elemento filtrado, identificado como filtro 2x; y el tercer tamaño de filtro equivale a tener 342 
EFs como vecinos del elemento filtrado, identificado como filtro 3x. Se varió el tamaño del filtro 
con el fin de identificar sí este parámetro tiene influencia en el tiempo computacional, aunque 
como se observa en la Figura 4.38, este no es el caso, lo cual se debe a la implementación 
realizada tanto en CPU como en GPU.  
 
 
Figura 4.38. Tiempo computacional requerido para el cálculo del filtro usando el enfoque 1 para 
diferentes discretizaciones de la malla.  
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De la Figura 4.38 se observa también que la implementación en GPU supera en gran medida a la 
versión serial, ya que para filtrar 216.000 EFs sólo se necesitó de 15 segundos en la versión 
paralela, mientras que la versión serial consumió 3.500 segundos, implicando una diferencia de 
más de 3.000 segundos, lo cual es una disminución del tiempo de ejecución bastante importante, 
pues el filtro es una subrutina que debe ser calculada en cada iteración del MOT. No se comparó 
para mallas superiores a los 216.000 EFs, ya que el consumo de tiempo computacional por la 
versión serial es muy alta (>3.500 seg.), y como se pudo observar, para mallas de menor tamaño 
se consiguen diferencias grandes, lo cual crece a medida que aumenta la densidad de la malla.  
 
En la Figura 4.39 se muestra la aceleración alcanzada por el uso de GPU para diferentes tamaños 
de malla y filtro considerados en la Figura 4.38. Una observación es que con la implementación 
en GPU siempre consume menos tiempo que la versión serial, y la diferencia entre los tiempos de 
ejecución para grandes cantidades de elementos finitos puede parecer grande, pero la relación 
entre dichos tiempos (speedup) llega a estabilizarse para cierta cantidad de elementos como se 
observa en la Figura 4.39, que a pesar de que en la Figura 4.38 la diferencia en tiempo de 
ejecución crece de forma exponencial, la aceleración es asintótica.  
 
 
Figura 4.39. Aceleración conseguida mediante la implementación de los filtros en GPU usando el 
enfoque 1, frente a su versión serial en CPU para diferentes discretizaciones de la malla.  
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En la Figura 4.40 se muestra el tiempo computacional requerido por la versión serial y la versión 
paralela en GPU para la creación de la lista y el cálculo del filtro usando dicha lista en CPU y GPU 
con el enfoque 2 (ver sección 3.7.3), así como las aceleraciones conseguidas por la versión 
paralela sobre la versión serial para los diferentes tamaños de malla. 
 
  
a)  b)  
Figura 4.40. Tiempo computacional y aceleración para el cálculo de la lista de filtro y el filtro 
usando el enfoque 2 para diferentes discretizaciones de la malla. 
 
De la Figura 4.40 se observa que en la versión paralela para la creación de la lista de vecinos existe 
un tiempo moderado de cómputo hasta mallas de 64.000 EFs, de ahí en adelante el costo 
computacional es muy alto. Por otro lado, la versión serial del cálculo de la lista de vecinos se 
computó sólo hasta 27.000 EFs, puesto que el tiempo de ejecución es muy alto para mallas más 
densas. En cuanto al cálculo del filtro con la lista creada, incluso la versión serial consume poco 
tiempo para su cálculo, aunque la versión en paralelo, casi para todos los casos, superó esta 
versión serial.  
 
En la Figura 4.41 se compara el tiempo de cómputo para el cálculo de la lista de vecinos para el 
filtro, así como la aceleración conseguida usando el enfoque 3 frente al enfoque 2. Se aprecia de 
la Figura 4.41 que con el enfoque 3 se consiguen buenos resultados, pues la disminución en 
tiempo de ejecución es apreciable. 
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Finalmente, se puede concluir que la disminución en el tiempo de ejecución del filtro usando la 
lista de vecinos y el cálculo en GPU es grande, pues para mallas de 216.000 EFS, se pasa de gastar 
más de 3.500 segundos en la versión serial, a usar sólo algunas fracciones de segundo en la versión 
paralela y el mayor impacto se consigue al usar dicho filtro en el MOT, puesto que por cada 
iteración, sólo en el filtro se estaría ahorrando aproximadamente una hora. 
 
 
Figura 4.41. Tiempo computacional y aceleración en GPU de los dos enfoques usados para la 
creación de la lista de vecinos usadas en el filtro. 
 
4.5.4 Sensibilidades en GPU 
 
Para el cálculo de la sensibilidad existen varias subrutinas y entre ellas se implementaron aquellas 
que ofrecían mejores posibilidades para ser paralelizadas en GPU. Básicamente, en el cálculo de 
sensibilidades se debe ensamblar dos tipos de matrices dispersas en GPU, diferentes a las de 
elementos finitos y una vez realizado dicho cálculo se debe computar la sensibilidad de cada 
elemento como se presentó en sección 3.7.2. Además, para el cálculo de los vectores adjuntos se 
deben resolver tres sistemas lineales de ecuaciones. No obstante, en esta sección se analizará el 
tiempo de cómputo y las aceleraciones de todas las subrutinas a excepción de la solución del 
sistema lineal que se considerará en la sección 4.5.5.  
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 Cálculo de la deriva global 
𝑑𝑄
𝑑𝑉
 
 
En la Figura 4.42 se presenta el tiempo computacional invertido para el cálculo de la matriz 
dispersa resultante de la derivada 
𝑑𝑄
𝑑𝑉
 en CPU y en GPU, así como la aceleración conseguida con 
GPU. En el tiempo de cómputo se incluye la transferencia de datos entre memorias, el cálculo de 
los elementos locales y su ensamble mediante la función sparse2, pues es más eficiente que la 
matriz sparse de Matlab y como no es una matriz de elementos finitos no se puede usar la función 
sparse_create. Como se puede observar de la Figura 4.42, la implementación en GPU es muy 
buena, pues se obtienen aceleraciones por encima de 600 veces más rápida que la versión serial 
para el problema de 512.000 EFs, lo que se traduce a grandes ahorros en tiempos de ejecución.  
 
Figura 4.42. Tiempo computacional requerido para el cálculo de la matriz dispersa resultante de 
la derivada 𝑑𝑄/𝑑𝑉 y aceleración conseguida mediante la implementación en GPU frente a su 
versión serial en CPU para diferentes discretizaciones de la malla. 
 
En la Figura 4.42 no se usaron más EFs porque con el enfoque empleado para el cálculo de la 
matriz dispersa en GPU, es necesario almacenar los subíndices que indican la fila y la columna y 
además los valores de cada entrada de dicha matriz, lo cual requiere de mucha memoria y con la 
disponible (2GB) no se pudo usar para mallas de más de 1.000.000 EFs. Sin embargo, la limitante 
de memoria en GPU se puede solucionar dividiendo el trabajo en varias partes, de tal forma que 
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se calcule la primera parte en el GPU y los resultados se almacenen en la memoria del CPU, que 
normalmente es mayor, y así sucesivamente hasta completar todas las partes, teniendo en cuenta 
la nueva limitante que será la memoria de CPU (8 GB).  
 
 Cálculo de la derivada global 
𝑑𝐹
𝑑𝑇
 
 
Otra matriz dispersa aparece al calcular la derivada global 
𝑑𝐹
𝑑𝑇
 en el análisis de sensibilidad, para la 
cual se usan las mismas estrategias presentadas en la sección anterior. Los resultados del tiempo 
de ejecución empleados para dicho cálculo se presentan en la Figura 4.43, así como la aceleración 
conseguida por la implementación en GPU para diferentes discretizaciones.  
 
Figura 4.43. Tiempo computacional requerido para el cálculo de la matriz dispersa resultante de 
𝑑𝐹/𝑑𝑄 y aceleración conseguida con GPU para diferentes discretizaciones de la malla.  
 
Nuevamente se comprueba como se indica en la Figura 4.43 que la implementación en GPU 
disminuye los tiempos de cálculo considerablemente y se alcanzan aceleraciones de hasta 280. 
Debido a que en el cálculo de la derivada 
𝑑𝐹
𝑑𝑄
 se requiere de más coeficientes de la matriz dispersa 
y por lo tanto mayor consumo de memoria, lo que implica que se ve frenado en un número de 
elementos finitos considerado inferior al anterior problema (<512.000 EFs). Sin embargo, se 
puede emplear la estrategia antes mencionada: partir el problema en varios subproblemas. 
108
193
220
279
233
0
50
100
150
200
250
300
1,0E-04
1,0E-03
1,0E-02
1,0E-01
1,0E+00
1,0E+01
1,0E+02
1,0E+03
1,0E+04
1000 8000 64000 216000 512000
sp
ee
d
u
p
Ti
e
m
p
o
 (
se
g.
)
No. de elementos finitos
Cálculo de la matriz dispersa dFdT
CPU serial GPU GPU Speedup
142 Diseño óptimo de MEMS ETM utilizando el MOT y GPU 
 
 Calculo de la derivada 
𝑑𝑈𝑜𝑢𝑡
𝑑𝜌
 
 
Para el cálculo de la derivada 
𝑑𝑈𝑜𝑢𝑡
𝑑𝜌𝑖
 es necesario recorrer todos los elementos finitos y realizar 
multiplicación de matrices y suma de vectores. Por ello se seleccionó para paralelizar, porque el 
cálculo de la derivada en 𝑖 no afecta el de 𝑖 + 1, lo que indica que se le puede asignar a cada 
thread una derivada, lo cual reduciría considerablemente el número de lazos de iteración que se 
necesitaría en la versión serial. En la Figura 4.44 se presenta el tiempo de cómputo y la aceleración 
conseguida con GPU para el cálculo de la derivada 
𝑑𝑈𝑜𝑢𝑡
𝑑𝜌𝑖
.  
 
Figura 4.44. Tiempo computacional requerido para el cálculo de la derivada 𝑑𝑈𝑜𝑢𝑡/𝑑𝜌 y 
aceleración conseguida con GPU para diferentes discretizaciones de la malla.  
 
Se observa en la Figura 4.44 que la implementación en GPU produce aceleraciones “grandísimas”, 
del orden de 8700 para el problema de 216.000 EFs. No se realizó para mallas más densas por el 
largo tiempo de ejecución del código serial, mientras que en el código en paralelo, el GPU tomó 
a lo más medio segundo para el cálculo de la derivada 𝑑𝑈𝑜𝑢𝑡/𝑑𝜌 con la malla más densa. La gran 
diferencia entre ambos códigos es que en la versión serial se debe recorrer, elemento por 
elemento, calculando tres matrices dispersas, multiplicándolas por vectores y sumándole otro 
vector, y luego un producto escalar entre vectores; en cambio en GPU, cada thread hace esta 
labor de forma simultánea, lo que permite una considerable disminución del tiempo de ejecución.  
28
440
6.528 8.793
1,0E+00
1,0E+01
1,0E+02
1,0E+03
1,0E+04
1,0E-02
1,0E-01
1,0E+00
1,0E+01
1,0E+02
1,0E+03
1,0E+04
1000 8000 64000 216000
Sp
ee
d
u
p
Ti
em
p
o
 (
se
g.
)
No. de elementos finitos
Cálculo de la derivada dU/dρ
CPU serial GPU GPU Speedup
RESULTADOS 143 
 
 Cálculo de sensibilidad sin considerar el solver  
 
En esta sección se juntan todos los kernels desarrollados antes que tienen relación con el cálculo 
de la sensibilidad; sin embargo, no se consideró el solver, el cual se analiza de forma 
independiente por ser clave en todo el proceso de diseño mediante el MOT. En la Figura 4.45 se 
muestra el tiempo de cómputo y la aceleración conseguida con GPU al calcular las sensibilidades 
del problema ETM, respectivamente.  
 
 
Figura 4.45. Tiempo computacional requerido para el cálculo de la sensibilidad del problema de 
MEMS ETM 3D y aceleración conseguida mediante la implementación en GPU para diferentes 
discretizaciones de la malla.  
 
En la Figura 4.45 se observa que la implementación en GPU supera por mucho a la 
implementación serial cuando se usan todos los kernels desarrollados para ser ejecutados en 
GPU, sin considerar el solver que es un cuello de botella. Se observa además que la máxima 
aceleración conseguida (842) es excelente, a pesar de que en el código existe transferencia de 
memoria del GPU al CPU y viceversa varias veces y de que el código desarrollado en GPU no ha 
sido optimizado, lo cual se deja como un trabajo futuro.  
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4.5.5 Comparacion del solver en CPU versus GPU 
 
El solver del sistema lineal de ecuaciones considerado es el gradiente conjugado precondicionado 
con la factorización incompleta de Cholesky (ICPCG) por ser la mejor opción como se indicó en la 
sección 4.4. En esta sección se considera el estudio del solver aplicado al problema eléctrico, 
térmico y mecánico del MEF, pero se omite la comparación de este solver aplicado a la solución 
de los vectores adjuntos que aparecen en el cálculo de la sensibilidad, ya que éstos utilizan la 
misma matriz de rigidez del problema de elementos finitos, sólo que con otro vector del lado 
derecho, por lo que se espera que los tiempos de ejecución sean similares y, en consecuencia, la 
aceleración conseguida con GPU también lo sea.  
 
En la comparación del tiempo de ejecución entre los códigos desarrollados en CPU y GPU se tuvo 
en cuenta la transferencia entre memorias, pero no el cálculo del precondicionador (factorización 
de Cholesky incompleta con cero fill-in, IC0). El precondicionador fue calculado con la función 
ichol de Matlab, y ésta fue configurada de tal forma que sólo use la parte triangular inferior de la 
matriz de elementos finitos [𝐾], y con el fin de mejorar la convergencia, se usó la factorización 
incompleta modificada (MIC, modified incomplete Cholesky factorization). A pesar de que las 
matrices obtenidas del MEF son SDP, la factorización IC0 no siempre existe y por lo tanto es 
necesario modificar la diagonal principal de la matriz precondicionadora [𝑀] de tal forma que 
quede diagonalmente dominante, cuya factorización de Cholesky incompleta siempre existe 
[106].  
 
En la Tabla 4.5 se presenta el tiempo de cómputo, el número de iteraciones y el error relativo 
alcanzado en la solución de los tres problemas de elementos finitos cuando se usa GPU o CPU 
para varios tamaños de la matriz [𝐾], medidos por el número de filas y columnas que equivale al 
número de grados de libertad (DOFs) resueltos. En el sistema lineal se usó como vector del lado 
derecho a {𝐹} = [𝐾]{𝑒}, donde {𝑒} = {1,… ,1}𝑇 y el vector inicial (initial guess) fue el vector de 
ceros, similar al trabajo de Naumov [120]. El criterio de parada del método ICPCG es el máximo 
número de iteraciones (5000) o el error relativo 
‖{𝑟}𝑖‖
‖{𝑟}0‖
< 10−8. 
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Tabla 4.5. Tiempo de cómputo del ICPCG implementado en CPU y GPU aplicado a la solución de 
los sistemas lineales presentes en el MEF. 
P
ro
b
le
m
a Tamaño 
Factorización 
IC0 
CPU GPU 
GPU 
Speedup 
Fila/ 
Columna 
(DOFs) 
Tiempo (seg.) # It 
Error 
relativo ×
𝟏𝟎−𝟗 
Tiempo 
(seg.) 
# It 
Error 
relativo ×
𝟏𝟎−𝟗 
Tiempo 
(seg.) 
M
EF
 E
lé
ct
ri
co
 
1331 0,0017 33 4,6092 0,0073 32 7,3797 0,0747 0,10 
9261 0,0068 68 9,0048 0,0981 70 7,3385 0,2932 0,33 
29791 0,0254 107 9,1504 0,4327 108 7,5586 0,6370 0,68 
68921 0,0653 159 9,1659 1,9833 158 9,1023 1,9078 1,04 
132651 0,1248 212 9,5274 4,4335 210 9,9882 3,3938 1,31 
226981 0,2151 275 9,4574 9,7645 269 9,7425 6,6317 1,47 
531441 0,5028 409 8,3865 34,6092 393 9,5684 19,7209 1,75 
1030301 0,9484 562 9,7539 91,9630 543 9,8827 48,9380 1,88 
1771561 1,6147 716 9,9948 202,8447 692 9,3438 106,6149 1,90 
M
EF
 T
ér
m
ic
o
 
1331 0,0013 32 5,0137 0,0069 32 5,0492 0,0727 0,09 
9261 0,0057 66 8,9754 0,0816 65 9,2748 0,2610 0,31 
29791 0,0231 110 7,8651 0,4690 108 8,0088 0,6865 0,68 
68921 0,0539 151 9,6814 1,4620 150 9,0436 1,5542 0,94 
132651 0,1230 197 8,5425 4,1496 196 7,9564 3,2945 1,26 
226981 0,2075 264 9,1296 9,3905 260 9,8454 6,5882 1,43 
531441 0,5028 392 9,8852 32,9834 386 9,4435 19,4605 1,69 
1030301 0,9440 543 9,8854 89,9152 524 9,5974 48,3949 1,86 
M
EF
 M
ec
á
n
ic
o
 3993 0,0131 175 8,9260 0,1945 175 8,9193 0,7955 0,24 
27783 0,1050 347 8,8805 3,0836 347 8,8439 3,4830 0,89 
89373 0,4282 535 9,3062 16,2643 535 9,3413 9,5877 1,70 
206763 0,9107 717 9,6455 64,8120 717 9,3965 26,0771 2,49 
397953 1,7912 891 9,3006 156,2707 890 9,8696 55,6501 2,81 
680943 3,0080 1074 9,5894 324,7584 1073 9,8907 104,8351 3,10 
 
En la Figura 4.46 se presenta el tiempo de cómputo y la aceleración conseguida con GPU al usar 
el ICPCG aplicado a la solución del sistema lineal de ecuaciones presentes en el MEF eléctrico. Se 
observa en la Figura 4.46 que sólo a partir de 64.000 EFs (68.921 DOFs), la implementación serial 
y la paralela tienen aproximadamente el mismo tiempo de ejecución. Para mallas inferiores a 
64.000 EFs resulta más efectivo el uso del CPU para la solución del MEF eléctrico. Como se puede 
observar, la máxima aceleración es cercana a 2, que es para el problema de 1.728.000 de EFs 
(1.771.561 DOFs), lo cual es considerable, pues se reduce a la mitad el tiempo de ejecución. No 
se resolvió problemas de mayor tamaño debido a la limitación de la memoria del GPU.  
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Figura 4.46. Tiempo computacional requerido en la solución de diferentes tamaños del sistema 
lineal de ecuaciones del MEF eléctrico mediante el método ICPCG y aceleración conseguida con 
la implementación en GPU.  
 
En la Figura 4.47 se presenta el tiempo de cómputo y aceleración para el ICPCG aplicado a la 
solución del sistema lineal que aparece en el problema del MEF térmico. En dicha figura se 
observa que, de forma similar al problema eléctrico, a partir de los 64.000 EFs (68.921 DOFs) los 
tiempos de ejecución del solver en GPU y CPU son aproximadamente iguales. La máxima 
aceleración alcanzada por la implementación en GPU se logra al considerar un millón de EFs 
(1.030.301 DOFs) y su valor es de 1.86.  
 
En la Figura 4.48 se presenta el resultado de implementar GPU en el ICPCG aplicado al problema 
del MEF mecánico. Se observa que la equivalencia en tiempo consumido por el solver en CPU y 
GPU, empieza a partir de una malla de 8000 EFs (27.783 DOF). Se nota que la máxima aceleración 
conseguida es de 3.10 para una malla de 216.000 EFS (680.943 DOFs). La memoria del GPU no 
alcanza para mallas con más elementos. A diferencia del caso eléctrico y térmico, la 
implementación en GPU y CPU consumen el mismo tiempo para mallas más pequeñas y además 
se consigue una aceleración máxima superior a los dos casos anteriores, lo cual se debe a que el 
problema mecánico es más complejo (3 DOFs/nodo vs 1 DOFs/nodo) y la implementación en GPU 
resulta más beneficiosa que para el problema del MEF eléctrico y térmico.  
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Figura 4.47. Tiempo computacional requerido en la solución de diferentes tamaños del sistema 
lineal de ecuaciones del MEF térmico mediante el método ICPCG y aceleración conseguida con 
la implementación en GPU. 
 
 
Figura 4.48. Tiempo computacional requerido para la solución del sistema lineal de ecuaciones 
del MEF mecánico mediante el método ICPCG y aceleración conseguida con la implementación 
en GPU para diferentes discretizaciones de la malla. 
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4.6 MEMS ETM 3D 
 
Finalmente, en esta sección se presenta los diseños tridimensiconales de los MEMS ETM 
presentados en las secciones anteriores. En la Tabla 4.4 se presentan los parámetros utilizados 
para el diseño de los MEMS mediante el MOT. En la Figura 4.49 se muestran los dominios de 
diseño tridimensionales para cada tipo de MEMS.  
 
  
 
a)  b)  c)  
Figura 4.49. Dominio de diseño tridimensional para MEMS ETM tipo a) actuador directo, b) 
inversor y c) pinza (dimensiones en mm). 
 
En la Figura 4.50 se presentan los resultados obtenidos con el MOT al diseñar un MEMS ETM 3D 
tipo actuador directo, usando una malla de 40x40x40 EFs, utilizando filtro y sin usarlo, así como 
la topología resultante al considerar todos los EFs cuya variable de diseño fuera mayor o igual que 
0.03. En la Figura 4.51 se comprueba el desempeño del MEMS tipo actuador mediante el software 
comercial de elementos finitos Ansys, y se puede observar que efectivamente el micromecanismo 
cumple con el objetivo de diseño, un desplazamiento positivo en la dirección de eje 𝑥 al aplicar 
una diferencia de potencial eléctrico de 0.08 V en la terminales. La temperatura máxima 
alcanzada fue de 509 K, lo cual implica que el modelamiento lineal de las propiedades del material 
está entre los límites recomendados [13]. Adicionalmente, se puede notar que el mayor 
desplazamiento conseguido en la estructura se presenta en la región cercana al punto que el MOT 
optimizó.  
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Figura 4.50. Resultados del MOT en el diseño de un MEMS ETM 3D tipo actuador. 
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a)  
 
b)  
 
c)  
 
d)  
Figura 4.51. Resultados en Ansys. a) Topología importada y desplazamientos totales en la vista 
isométrica, b) vista 1, c) vista 2 y d) vista 3. 
 
En la Figura 4.52 se presentan los resultados obtenidos con el MOT al diseñar un MEMS ETM 3D 
tipo inversor, usando una malla de 40x40x40 EFs, así como la simulación en Ansys de la topología 
resultante al considerar todos los EFs cuya pseudodensidad fuera mayor o igual que 0.1. Se 
observa que el diseño es mucho más complejo que el actuador 3D y aunque la Figura 4.52 b) 
muestra un diseño similar al obtenido antes (sección 4.1.1), el desplazamiento en el punto 
deseado es prácticamente cero. Se realizó otro ensayo con el fin de verificar el desempeño 
aumentando el voltaje aplicado y se observó que la topología si se desplaza en el sentido negativo 
del eje 𝑥 cumpliendo con el objetivo de diseño. Se le atribuye el bajo desempeño de este MEMS 
al hecho de usar una malla tan gruesa, pero con la implementación realizada, el gran limitante es 
la memoria del GPU (2 GB) que es pequeña comparada con la memoria del CPU (8 GB). Se propone 
como un trabajo futuro implementar la técnica de descomposición de dominio con el fin de 
abordar problemas de mayor tamaño.  
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a)  
   
b) Vista 1 c) Vista 2 d) Vista 3 
   
e) Vista 1 f) Vista 2 g) Vista 3 
Figura 4.52. Resultados del MOT y del MEF (Ansys) para el inversor: a) topología óptima y 
desplazamiento total considerando 𝜌 ≥ 0.1, b), c), d) vistas 2D de la topología sin 
posprocesamiento y e), f), g) vistas 2D de la topología importada a Ansys mostrando el 
desplazamiento nodal.  
 
Por último, en la Figura 4.53 se presentan los resultados del MOT y del MEF para la pinza. Se 
observa que aunque bastante complejo de interpretar el diseño, éste cumple con el objetivo de 
diseño: al aplicar un voltaje, la pinza debe abrirse en la dirección 𝑧. 
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a)  
   
b) Vista 1 c) Vista 2 d) Vista 3 
   
e) Vista 1 f) Vista 2 g) Vista 3 
Figura 4.53. Resultados del MOT y del MEF (Ansys) para la pinza: a) topología óptima y 
desplazamiento total considerando 𝜌 ≥ 0.1, b), c), d) vistas 2D de la topología sin 
posprocesamiento y e), f), g) vistas 2D de la topología importada a Ansys mostrando el 
desplazamiento nodal.  
 
 
Vista 3 
Vista 2 
Vista 2 
Vista 1 
Vista 1 
Vista 3 
 5 CONCLUSIONES Y TRABAJOS FUTUROS 
 
5.1 Conclusiones  
 
A pesar del hecho de que los problemas de optimización son muy intensivos 
computacionalmente, muy pocos trabajos han sido publicados en la literatura sobre el desarrollo 
y uso de métodos de computación paralela para resolverlos [30]. Adicionalmente se puede notar 
varias cosas sobre las investigaciones previamente citadas:  
 
 Existe diversa literatura que aborda el diseño de MEMS ETM mediante el MOT teniendo en 
cuenta diferentes consideraciones; sin embargo, se puede decir que con la investigación de 
Sigmund ([1], [45]) fue introducida una herramienta para el diseño sistemático de 
micromecanismos planos actuados electrotérmicamente basados en el enfoque continuo de 
optimización topológica y con Ananthasuresh [46] fue introducido el enfoque discreto. Otro 
de los elementos a rescatar es que, con el mejor conocimiento del autor, no se ha abordado 
el problema de diseñar MEMS ETM tridimensionales.  
 La mayoría de esfuerzos realizados en pro a la paralelización del MOT han sido enfocados a 
resolver problemas de máxima rigidez en estructuras continuas lineales. 
 Casi todas las investigaciones paralelizan el solucionador del sistema lineal de ecuaciones 
(solver) resultantes del MEF y con eso concluyen que paralelizan en MOT, y en cierta manera, 
paralelizando solo esta rutina, parece mejorar los tiempos de computo del MOT bastante, 
puesto que dichos trabajos reportan que el solver consume más del 90% del tiempo de 
ejecución (runtime).  
 El método mayormente usado en la literatura para la solución de sistemas de ecuaciones 
lineales que aparecen en el MOT al solucionar el MEF, son los métodos iterativos y entre ellos, 
se destaca el gradiente conjugado precondicionado con matrices diagonales (JCG) por su alto 
grado de paralelización y relativamente fácil implementación.  
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 El problema de maximizar la rigidez es un problema lineal bastante simple, pues se requiere 
pocas iteraciones para alcanzar la convergencia, además es un problema auto-adjunto (self-
adjoint), lo que significa que no se tiene que solucionar más que una vez, por cada iteración 
del MOT, el sistema lineal de ecuaciones, haciéndolo todavía más sencillo 
computacionalmente hablando.  
 En los problemas estructurales se puede aprovechar la simetría del problema con el fin de 
disminuir el costo computacional; sin embargo, en problemas multifísicos como el caso de 
MEMS ETM, dicha ventaja no se puede usar, obligando a trabajar con todo el dominio y 
aumentado el costo computacional en su diseño mediante el MOT.  
 Computadores bastante costosos tipo cluster y workstation son usados para la paralelización 
del MOT en arquitecturas tradicionales, haciendo inviable su aplicación masiva. 
 La implementación del MOT sobre GPU está limitada a problemas estructurales con mallas 
bidimensionales o mallas 3D únicamente estructuradas.  
 Los trabajos sobre el MOT en GPU, debido a las limitaciones de la época de este hardware, los 
cálculos fueron realizados con datos tipo “single”, siendo necesario nuevas investigaciones 
que usen los más moderno GPUs con todas sus nuevas capacidades. 
 El uso básico del MOT, es decir, sin utilizar filtro, es una técnica que permite dar una primera 
buena idea de la topología optima del MEMS; sin embargo, pueden aparecer escala de grises 
y tablero de ajedrez, por lo que se necesitaría de la interpretación del diseñador para poderla 
usar como concepto en la etapa de diseño.  
 El uso del filtro disminuye la aparición de zonas con tablero de ajedrez, puesto que éste 
suaviza la variable de diseño y toma en cuenta los valores que tengan sus vecinos, aunque por 
este motivo hace que aparezca mayor escala de grises.  
 El uso del filtro espacial implementado en este trabajo (AWSF), produce topologías 
independiente de la malla, aunque es radio de filtro se deba escalar para tener el mismo 
número de elementos dentro del radio de influencia del filtro.  
 El radio de filtro controla la complejidad de la topología, aunque la escala de grises tiende a 
aparecer, aún más cuando el radio es grande.  
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 Cada factor que usa el MOT tiene influencia directa sobre la topología obtenida y por ello la 
importancia de un estudio de dichos factores con el fin de identificar la combinación de estos 
que produzcan los mejores resultados.  
 A pesar de que el método del gradiente conjugado no precondicionado y precondicionado 
con la matriz diagonal son sencillos de implementar en computación paralela, éstos método 
no son efectivos, al menos para solucionar los dos sistemas lineales que involucraban la matriz 
de rigidez del problema mecánico de MEMS ETM 3D, ya que no converge aun utilizando 
50.000 iteraciones, lo cual implica que así sean paralelizados, la cantidad de iteraciones 
necesarias para converger los hacen inviables. 
 El método del gradiente conjugado precondicionado con la factorización incompleta de 
Cholesky resulta efectivo para resolver los seis sistemas lineales de ecuaciones presentes en 
el diseño de MEMS ETM mediante el MOT, pues la solución converge y se requieren de 
máximo 5000 iteraciones, aunque la paralelización resulta un poco más compleja y es 
dependiente de la estructura de la matriz dispersa considerada. 
 Cada una de las subrutinas implementadas en GPU resultó, para la mayoría de mallas 
consideradas, más rápida que la versión serial, a excepción del gradiente conjugado 
precondicionado, que sólo es más eficiente en GPU a partir de 64.000 elementos para el 
problema eléctrico y térmico y a partir de 8.000 elementos para el problema mecánico.  
 
5.2 Trabajos futuros 
 
 Incrementar la complejidad del diseño de MEMS ETM 3D mediante el MOT considerando la 
no linealidad del material teniendo en cuenta los cambios de las propiedades de éste, frente 
a grandes cambios en la temperatura.  
 Debido a que la transferencia de calor por convección es muy complicada de estimar y simular 
en cualquier tipo de estructura [4], en especial las diseñadas por el MOT, y aún más en 
estructuras tridimensionales, en el presente trabajo no se considerará convección ni flujos 
externos de calor entrantes, dejando como trabajos futuros el hecho de considerar 
convección en estructuras 3D diseñadas mediante el MOT 
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 Estudiar a mayor profundidad el filtro y proponer unos más avanzados como el filtro de 
proyección y verificar su comportamiento en estructuras 3D, en especial al diseño de MEMS 
ETM. 
 Estudiar el efecto de otros factores que influyen en los resultados del MOT, tales como las 
propiedades del material, las dimensiones del dominio de diseño y el tipo de elemento.  
 Usar técnicas estadísticas para determinar la influencia de los parámetros más importantes 
en el MOT y con ello establecer criterios para su selección. Con esto se podrá sistematizar 
mejor los diseños mediante el MOT y se dejarían de lado algunas técnicas heurísticas para 
usar técnicas científicas.  
 Implementar un criterio de convergencia mucho más efectivo, el cual sea capaz de identificar 
cuando el MOT esté oscilando alrededor de un valor y no se consiga mejorar la función 
objetivo, evitando de esta forma, iteraciones costosas del MOT que no producen mejores 
resultados. 
 Implementar en el código para el diseño de MEMS ETM 3D la técnica de continuación con el 
fin de evitar la dependencia de los resultados del MOT con respecto al valor inicial de las 
variables de diseño.  
 Implementar en computación paralela el ensamble de los vectores y matrices locales del 
elemento en los sistemas globales, teniendo en cuenta que los primeros ya fueron calculados 
pero necesitar ubicarse en las posiciones globales.  
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 7 Anexo A - Computación paralela y GPU 
Los computadores han tenido un tremendo desarrollo desde su introducción, aumentando su capacidad 
y velocidad de cálculo siguiendo la ley de Moore2 que predice un crecimiento exponencial en la velocidad 
de procesamiento. Sin embargo, con el uso de CPU (Central Processing Unit) se llegó al punto en que el 
consumo de energía y la generación y disipación del calor pusieron límite al incremento de la velocidad 
del reloj del procesador (frecuencia) [128]. Una solución a dicho problema fue la creación de procesadores 
multinúcleos para incrementar la velocidad de procesamiento, aumentando el paralelismo ofrecido por 
éstos, manteniendo baja la frecuencia de los mismos. Simultáneamente al avance tecnológico dado en los 
CPUs multinúcleos, se desarrollaron otros procesadores de alto nivel de paralelismo, llamados 
procesadores gráficos programables o unidades de procesamiento gráfico (GPU, Graphics Processing 
Unit), capaces de correr aplicaciones científicas e ingenieriles.  
 
Los GPU son hardware que se instala en los computadores de forma independiente y generalmente están 
conectados por un puerto PCIe (Peripheral Component Interconnect Express) que permite la ejecución 
asíncrona, lo que significa que el CPU y el GPU pueden realizar cómputos simultáneos diferentes. El puerto 
PCIe es usado para transferir datos y comandos desde y hacia el GPU. Adicionalmente, el GPU posee su 
propia memoria física (RAM), que tiene significativamente más ancho de banda que la memoria del CPU 
[135]. Los GPUs fueron creados principalmente para tareas de gráficos en computador, tales como la 
creación de geometrías y sus transformaciones, el mapeado de texturas, la producción de luces, 
coloración, interpolación, rasterización, entre otras operaciones relacionadas con la manipulación de 
imágenes [122]. Sin embargo, hoy en día los GPUs son usados como un procesador de propósito general 
(GPGPU, General-Purpose Computing on GPU) para acelerar códigos computacionales en procesamiento 
de imágenes, simulaciones físicas, minas de datos, algebra lineal, etc [134] y han demostrado un 
desempeño excepcional con mejoras en la eficiencia energética, puesto que el consumo de energía es 
típicamente proporcional al cubo de la frecuencia [136] y los GPU manejan frecuencias inferiores a las que 
se manejan en los CPUs.  
 
Además de lo mencionado antes, otras diferencias básicas entre CPU y GPU es que el CPU es un procesador 
multinúcleo (multi-core) de propósito general con muchas y alto nivel de instrucciones, mientras que el 
GPU es un procesador de muchos núcleos (many-core) de un conjunto de instrucciones pequeñas pero 
muy rápidas (hardware especializado) [61] como se observa en la Figura 7.1. Se puede observar en dicha 
figura que las arquitecturas many-core sacrifican el desempeño secuencial de cada núcleo para aumentar 
el rendimiento en paralelo de todo el procesador, dando como resultado un procesador con muchos y 
muy simples unidades de procesamiento [107]; en cambio, las arquitecturas multi-core sacrifican el 
rendimiento computacional paralelo de todo el procesador para aumentar el rendimiento de los núcleos 
individuales, lo que conlleva a un diseño que consiste en unos pocos núcleos altamente complejos [107]. 
En consecuencia, cada procesador está diseñado para hacer tareas diferentes, así, los códigos secuenciales 
pueden ser ejecutados en el CPU, mientras que las partes numéricamente más intensas y con alto nivel de 
paralelismo pueden ser ejecutados en el GPU [128]. 
                                                 
 
2 Los diseñadores de chips están incrementando las capacidades de procesamiento construyendo Chips con múltiples núcleos de 
procesamiento. El número de núcleos que pueden ser acomodados en un chip está incrementando con una velocidad predicha 
por la ley de Moore, donde ésta tiene una nueva interpretación: el número de núcleos en un chip se doblan cada 18 meses [134].  
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A finales del 2006 [39] la empresa Nvidia introdujo una arquitectura llamada CUDA (Compute Unified 
Device Architecture) que permite a los programadores usar GPUs para aplicaciones computacionales con 
paralelismo masivo de forma fácil [128]. Antes de que surgiera dicha arquitectura al mercado, la 
programación de estos procesadores era considerada una técnica muy compleja [137]. Luego del 
desarrollo de CUDA, otras aplicaciones similares fueron también desarrolladas como OpenCL [138] y CTM 
[139] para la programación de GPU de marcas diferentes a Nvidia. En la siguientes subsecciones se 
presentan algunos conceptos claves en computación, con énfasis en computación paralela.  
 
 
a)  b)  
Figura 7.1. Arquitectura de un procesador a) CPU y b) GPU. Tomado de [61]. 
 
7.1 Tipos de paralelismo  
 
Históricamente, la computación paralela ha sido considerada como lo más alto de la computación, siendo 
usada para modelar problemas de alta dificultad en ciencia e ingeniería que se presentan en la vida real 
como la predicción del clima, terremotos, sismos, en genética, en mecánica, en astronomía, entre muchos 
otros campos [140]. Algunas de las razones por las cuales se justifica el uso de computación paralela es el 
ahorro en tiempo y/o dinero, puesto que en teoría, entre más recursos se inviertan en una tarea, ésta 
tomará menor tiempo para completarse, con un ahorro potencial en costos y la posibilidad de resolver 
problemas de gran envergadura o muy complejos, que de otra forma son imprácticos o imposibles de 
solucionar [140]. La computación paralela es una evolución de la computación serial. En computación 
serial un problema es dividido en un número finito de instrucciones y cada instrucción es ejecutada una 
tras otra en un solo CPU (ver Figura 7.2 a)). Computación paralela es, en el sentido más simple, el uso de 
múltiples recursos computacionales para resolver un problema, el cual puede ser dividido en un número 
finito de partes y éstas pueden ser ejecutadas simultáneamente en diferentes procesadores (ver Figura 
7.2 b)).  
 
  
a)  b)  
Figura 7.2. Modelo de computación a) serial y b) paralela. Adaptado de [140]. 
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Existen diversas clasificaciones de paralelismo. Una de las clasificaciones más ampliamente usadas es 
llamada taxonomía de Flynn. Esta clasificación distingue dos dimensiones independientes: instrucciones 
(instruction) y datos (data); y éstas dimensiones a su vez pueden tener uno de los siguientes estados: 
individual o único (single) y múltiple (multiple). En la Figura 7.3 se presenta la matriz que define las cuatro 
posibles combinaciones de acuerdo con la taxonomía de Flynn.  
  
SISD: Single Instruction, Single Data 
(única instrucción, únicos datos) 
SIMD: Single Instruction, Multiple Data 
(única instrucción, múltiples datos) 
MISD: Multiple Instruction, Single Data 
(múltiples instrucciones, únicos datos) 
MIMD: Multiple Instruction, Multiple Data 
(múltiples instrucciones, múltiples datos) 
Figura 7.3. Matriz de taxonomía de Flynn. Adaptado de [140]. 
 
7.1.1 Única instrucción, únicos datos (SISD) 
 
Este tipo de computadores es el más antiguo y común de todos, las características básicas son: se usa un 
computador serial, solo una instrucción es ejecutada en el CPU y solo un dato es usado en la ejecución. La 
Figura 7.4 a) muestra un ejemplo de cómo este tipo de computadores ejecuta las tareas.  
 
  
a) Computadores tipo SISD b) Computadores tipo SIMD 
  
c) Computadores tipo MISD d) Computadores tipo MIMD 
Figura 7.4. Tipos de paralelismo según de taxonomía de Flynn. Adaptado de [140]. 
 
7.1.2 Única instrucción, múltiples datos (SIMD)  
 
Es un tipo de computador paralelo donde sus características básicas son: todas las unidades de 
procesamiento ejecutan la misma instrucción y cada procesador opera en elementos distintos de los datos. 
Es adecuado para problemas especializados caracterizados por el alto grado de regularidad y son comunes 
en computadores modernos como por ejemplo aquellos con GPU [140]. En la Figura 7.4 b) se ilustra este 
tipo de computadores.  
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7.1.3 Múltiples instrucciones, únicos datos (MISD) 
 
En este tipo de computadores, múltiples unidades de procesamiento ejecutan solo un tipo de datos. Cada 
procesador opera en los datos independientemente vía instrucciones independientes, sin embargo solo 
un poco de este tipo de computadores han existido [140]. En la Figura 7.4 c) se muestra un ejemplo de 
este tipo de computadores.  
 
7.1.4 Múltiples instrucciones, múltiples datos (MIMD) 
 
Corresponde a los más modernos computadores y sus características son: cada procesador puede ejecutar 
una instrucción diferente y cada procesador puede trabajar con datos diferentes. Por ejemplo 
computadores tipo cluster y "grids", computadores multiprocesadores y/o multinúcleos [140]. En la Figura 
7.4 d) se ilustra un computador de este tipo. 
 
7.2 Terminología básica 
 
Adicional a los términos definidos anteriormente, existen otros términos que son comúnmente usados en 
computación y más específicamente en computación paralela, puesto que son indicadores que miden el 
desempeño de programas ejecutados con múltiples recursos computacionales.  
 
7.2.1 Aceleración (speedup) 
 
Este término puede ser usando cuando un código ha sido paralelizado. Es uno de los indicadores más 
simples y más ampliamente usados para medir el rendimiento o desempeño de un programa desarrollado 
en computación paralela, y se define como [52]: 
 
𝑆𝑝𝑒𝑒𝑑𝑢𝑝 =
𝑇𝑖𝑒𝑚𝑝𝑜 𝑑𝑒 𝑒𝑗𝑒𝑐𝑢𝑐𝑖ó𝑛 𝑑𝑒𝑙 𝑐ó𝑑𝑖𝑔𝑜 𝑠𝑒𝑟𝑖𝑎𝑙
𝑇𝑖𝑒𝑚𝑝𝑜 𝑑𝑒 𝑒𝑗𝑒𝑐𝑢𝑐𝑖ó𝑛 𝑑𝑒𝑙 𝑐ó𝑑𝑖𝑔𝑜 𝑝𝑎𝑟𝑎𝑙𝑒𝑙𝑜
=
𝑇𝑠
𝑇𝑝
 Ec. 7.1 
 
7.2.2 Escalabilidad  
 
Se refiere a la habilidad de sistemas paralelos (hardware y/o software) de demostrar un incremento en la 
aceleración proporcional con la adición de más procesadores. En otras palabras, un software es escalable 
si al incrementar los procesadores donde se ejecuta, el rendimiento crece proporcionalmente. Por el 
contrario, una aplicación no es escalable si su rendimiento no "escala" o crece con el incremento del 
número de procesadores. 
 
7.2.3 Ley de Amdahl 
 
Realmente no es una ley, sino una aproximación que modela la aceleración ideal que puede ocurrir cuando 
un programa serial es modificado para correr en paralelo [135]. Esta ley establece que la aceleración 
(speedup) potencial de un programa está definida por la fracción del código que puede ser paralelizada (P) 
como se ilustra en la Ec. 7.2. Se pueden notar varios aspectos: si 𝑃 = 0, es decir, nada del código puede 
ser paralelizado, entonces 𝑆𝑝𝑒𝑒𝑑𝑢𝑝 = 1, en otras palabras, el código no sufre aceleración cuando se usan 
varios recursos varios procesadores. Si 𝑃 = 1, entonces todo el código es factible de ser paralelizado y 
como consecuencia 𝑆𝑝𝑒𝑒𝑑𝑢𝑝 = ∞, al menos en teoría. Si el 50% del código puede ser paralelizado, es 
decir, 𝑃 = 0.5, entonces 𝑆𝑝𝑒𝑒𝑑𝑢𝑝 = 2, lo cual significa que el código puede correr dos veces más rápido 
que la versión serial del mismo. 
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𝑆𝑝𝑒𝑒𝑑𝑢𝑝 =
1
1 − 𝑃
 Ec. 7.2 
 
La misma ley de Amdahl, pero teniendo en cuenta el número de procesadores usados en la paralelización, 
se puede describir como: la aceleración esperada por un código paralelo sobre uno serial cuando se usan 
𝑛 procesadores está dictada por la fracción del programa que puede ser paralelizado (𝑃) y la fracción de 
éste que no puede ser paralelizada (1 − 𝑃) [135]. Esta relación se presenta en la Ec. 7.3. 
 
𝑆𝑝𝑒𝑒𝑑𝑢𝑝(𝑛) =
1
(1 − 𝑃) + 𝑃/𝑛
 Ec. 7.3 
 
Se pueden notar para la Ec. 7.3 que si 𝑃 = 0, el 𝑆𝑝𝑒𝑒𝑑𝑢𝑝 = 1 al igual que en la Ec. 7.2; es decir, el código 
no sufre aceleración. Si 𝑃 = 1, entonces el 𝑆𝑝𝑒𝑒𝑑𝑢𝑝 = 𝑛, lo que significa que la aceleración alcanzada al 
paralizar dicho código es linealmente proporcional al número de procesadores usados y no infinita como 
en la Ec. 7.2. Sin embargo, se puede notar que la escalabilidad, según la Ec. 7.3 tiene límites como se ilustra 
en la Figura 7.5. Según se puede apreciar de la Figura 7.5, por muchos procesadores que se usen para 
ejecutar cierto código, éste no puede correr más rápido que cierto límite que depende de la fracción de 
código que se puede paralelizar.  
 
 
Figura 7.5. Límites para la escalabilidad según la ley de Amdahl. 
 
7.2.4 Eficiencia paralela 
 
Normalizando la Ec. 7.1 por el número de procesadores usados en el código desarrollado en paralelo, se 
puede obtener la eficiencia paralela E, definida como se presenta en la Ec. 7.4 [52]. La eficiencia E según 
la Ec. 7.4 decrece al aumentar el número de procesadores n. Sin embargo, hay que observar que la 
eficiencia se puede mantener incrementando n y también aumentando el trabajo realizado por éstos [52]. 
 
𝐸 =
𝑇𝑠
𝑛 ∗ 𝑇𝑝
 Ec. 7.4 
 
7.2.5 Notación O grande (BIG-O)  
 
La notación O grande es un camino conveniente para la descripción de cómo el tamaño de un problema 
puede afectar el consumo de recursos computacionales (memoria y/o procesador) usado en un algoritmo. 
Algunas tasas de crecimiento más comunes son [135]: 
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 O(1): Esto significa que el algoritmo siempre consume el mismo tiempo, independiente del tamaño 
del conjunto de datos de entrada.  
 O(N): El consumo de recursos computacionales por este tipo de algoritmos crece linealmente con el 
tamaño de los datos de entrada.  
 O(N2): El desempeño del algoritmo es directamente proporcional al cuadrado del tamaño de los datos 
de entrada. 
 
Para una discusión más completa sobre la notación O grande, se pueden consultar textos sobre análisis de 
algoritmos, por ejemplo Introduction to Algorithms por Cormen et al [141].  
 
7.3 Modelos de programación paralela 
 
Existen varios modelos de programación paralela de uso común: Shared Memory, Threads, Message 
Passing, Data Parallel [140]. En el modelo de programación Share Memory, las tareas comparten un mismo 
espacio en memoria, en las cuales se puede leer y escribir desincronizadamente, donde un ejemplo común 
son los computadores multiprocesadores y/o multinúcleos. En el modelo de programación paralela por 
threads, un solo proceso puede tener múltiples y concurrentes rutas de ejecución, es decir, el trabajo de 
un thread puede ser descrito como una subrutina del programa principal, donde cualquier thread puede 
ejecutar cualquier subrutina al mismo tiempo que lo hacen otros threads. En el modelo Message Passing 
múltiples tareas pueden residir en la misma máquina física y/o en un número arbitrario de máquinas y las 
tareas intercambian datos a través de comunicaciones enviando y recibiendo mensajes. En el modelo Data 
Parallel la mayoría del trabajo se enfoca en realizar operaciones sobre un conjunto de datos, es decir, un 
conjunto de tareas trabajan colectivamente en un mismo conjunto de datos; sin embargo, cada tarea 
trabaja en una partición de dichos datos y dichas tareas realizan el mismo tipo de operación sobre las 
diferentes particiones.  
 
7.4 Modelo de programación en CUDA 
 
Sólo hay una marca de procesadores GPU que soportan CUDA que es Nvidia y aunque existen proyectos 
como Ocelot [142] y Swan [143] en donde el código desarrollado en CUDA puede ser ejecutado en otro 
tipo de procesadores, lo óptimo es usar CUDA en GPUs Nvidia. CUDA es una extensión del lenguaje de 
programación C, el cual es usado para programar en GPU de una forma sencilla, además existen wrappers 
para Python, Fortran, Java y Matlab [134]. El modelo de programación CUDA requiere ser ejecutado en un 
dispositivo como coprocesador independiente del CPU, además de que el tipo de memoria también es 
diferente tanto para el CPU como para el GPU, conocidas como host memory y device memory, 
respectivamente, lo cual permite no solo paralelismo en datos, sino también paralelismo en tareas. Para 
entender como es la programación en GPU por medio de CUDA es preciso definir los términos más 
comúnmente usados en esta plataforma y es por ello que a continuación se presentan los conceptos 
básicos sobre el modelo de programación en CUDA.  
 
7.4.1 Host y device 
 
Al procesador CPU se le conoce como host, mientras que al procesador GPU se le conoce como device. Un 
GPU se constituye de un conjunto de unidades de procesamiento llamados Streaming Multiprocessors 
(SM), y éstos a su vez se componen de Streaming Processors (SP) como se muestra en la Figura 7.6. Cada 
SM es independiente responsable de programar sus recursos internos para realizar el trabajo de los 
threads de cada bloque de threads (ver secciones 7.4.3 y 7.4.4), lo cual resulta en una interacción 
desacoplada que es altamente paralela [135].  
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Figura 7.6. GPU con 8 SM y cada SM con 32 SP. 
 
7.4.2 Kernel 
 
Los programas desarrollados en CUDA utilizan kernels, los cuales son subrutinas llamadas desde el CPU y 
que son ejecutadas en el GPU. Un kernel es definido mediante la declaración __global__, y puede ser 
ejecutado N veces en paralelo cuando se usan N threads. Los kernels son asíncronos, lo que significa que 
cuando el CPU llama dicha función, éste no espera los resultados, es decir, no espera que el kernel termine 
su tarea y por lo tanto, el CPU continúa ejecutando el código, lo cual permite, como se dijo antes, 
paralelismo a nivel de datos y de tareas [135] como se muestra en la Figura 7.7, la cual ilustra el hecho de 
que varios kernels pueden ser ejecutados simultáneamente y adicional a esto, el CPU también puede estar 
trabajando en otras tareas. Dicha colaboración entre ambos procesadores se conoce como computación 
hibrida o heterogénea [34], [144].  
 
GPU
CPU Tarea 1
Tarea 2 Tarea 3
Tarea 4 Tarea 6
Tarea 5
Tarea 7
 
Figura 7.7. Paralelismo de tareas entre CPU y GPU. El paralelismo a nivel de datos se puede lograr 
internamente en cada tarea. 
 
7.4.3 Threads  
 
La unidad básica de trabajo en un GPU es el thread. Cada thread actúa como si éste tuviera su propio 
procesador con un registro e identidad separada, corriendo en un ambiente de memoria compartida 
(share memory). El hardware define el número de threads que se pueden ejecutar concurrentemente. Un 
kernel puede usar muchos threads para realizar el trabajo, lo cual se conoce como SIMT (Single Instruction, 
Multiple Threads). En CUDA cada thread tiene un ID (número de identidad) que es accesible dentro de un 
kernel a través una variable integrada llamada threadIdx, el cual es un vector de 1, 2 o 3 componentes que 
define el índice del thread [39].  
 
7.4.4 Thread block 
 
En CUDA los threads son agrupados en bloques llamados thread blocks. Existe un número máximo de 
threads que se pueden agrupar en un bloque, puesto que éstos residen en el mismo SM y deben compartir 
los recursos de ese núcleo. En los GPUs actuales, un thread block puede contener hasta 1024 threads, que 
depende del Compute Capability (ver sección 7.4.7). Cada bloque puede ser identificado, de forma similar 
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a los threads, por la variable incorporada en CUDA llamada blockIdx. También los bloques de threads son 
de una, dos y tres dimensiones y forman una malla (grid). En la Figura 7.8 se ilustra un sencillo arreglo de 
bloques de threads bidimensional, así como los threads ocupados en cada bloque. Así recapitulando, se 
puede resumir que los threads están agrupados en bloques y estos bloques están agrupados en una malla, 
en consecuencia, el número de threads que se ejecutarán en un kernel es igual al número de threads en 
un bloque por el número de bloques en la malla.   
 
 
Figura 7.8. Arreglo bidimensional de thread blocks conteniendo threads 2D. Tomado de [145]. 
 
Un kernel puede ser ejecutado por múltiples bloques de threads de igual tamaño. Los bloques de threads 
son ejecutados independientemente en un kernel, éstos se ejecutan en cualquier orden en paralelo o en 
serie. Esta independencia permite a los bloques de threads ser programados en cualquier orden 
dependiendo del número de multiprocesadores (SM) del GPU como se ilustra en la Figura 7.9, lo cual 
permite al programador escribir códigos que son escalables con el número de núcleos de dicho procesador 
[39], es decir, un GPU con mayor número de multiprocesadores (SM) ejecuta automáticamente un 
programa en menor tiempo que en un GPU con menos SMs.  
 
 
Figura 7.9. Escalabilidad en GPUs Nvidia. Adaptado de [39]. 
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7.4.5 Warps 
 
Los threads son organizados en warps. Un warp es definido por un grupo de 32 threads consecutivos y 
este grupo ejecuta una instrucción común concurrentemente [135]. Cuando a un SM se le asignan más de 
un thread block, éste lo divide en warps y se encarga de crear, administrar, programar y ejecutar threads 
en dichos grupos (warps). La forma en que el SM divide un bloque de threads en warps siempre es el 
mismo, cada warp contiene threads con ID consecutivo y creciente, lo que implica que el primer warp 
contiene el thread 0 hasta el thread 31 [39].  
 
7.4.6 Tipos de memoria en CUDA 
 
La memoria en un GPU está organizada en diferentes niveles: memoria global, local, constante, de textura, 
compartida y de registro [135]. Cada threads en CUDA puede acceder a los datos almacenados en 
diferentes espacios en memoria como se ilustra en la Tabla 7.1. Cada thread tiene acceso a la memoria 
local privada. Cada bloque de threads tiene una memoria compartida visible para todos los threads de ese 
bloque y que dura mientras dicho bloque existe. Todos los threads tienen acceso a la memoria global. Los 
otros dos tipos de memoria, la constante y la de textura, también son visibles para todos los threads; sin 
embargo, este tipo de memoria son sólo de lectura.  
 
Tabla 7.1. Tipo de memorias usadas en CUDA y algunas características. Adaptado de [135]. 
Memoria Ubicación Acceso Alcance 
Registro En chip Lectura/escritura 1 thread 
Local En chip  Lectura/escritura 1 thread 
Compartida En chip Lectura/escritura Threads de un bloque 
Global Fuera del chip Lectura/escritura Todos los threads 
Constante Fuera del chip Lectura Todos los threads 
Textura Fuera del chip Lectura/escritura Todos los threads 
 
7.4.7 Compute Capability 
 
Las especificaciones generales así como las características del GPU Nvidia dependen de un número 
llamado Compute Capability (CC). El CC de un GPU se define por un número de revisión mayor y por otro 
número llamado número de revisión menor. GPUs con igual número de revisión mayor, poseen la misma 
arquitectura3, siendo 3 para GPU basados en la arquitectura Kepler, 2 para GPU basados en la arquitectura 
Fermi y finalmente, 1 para GPU con arquitectura Tesla. El número de revisión menor corresponde a un 
mejoramiento al núcleo de la arquitectura, posiblemente incluye nuevas características [39]. En este 
trabajo se usará un GPU con CC igual a 2.0. Para mayores detalles de las características y capacidades del 
GPU dependiendo del CC, se puede consultar el anexo F de la referencia [39].  
 
 
 
                                                 
 
3 A la fecha, Nvidia ha sacado al mercado tres tipos de GPU que soportan CUDA, las cuales son clasificadas por la arquitectura que 
poseen o el Compute Capability. La arquitectura más antigua es la denominada arquitectura Tesla seguida por la arquitectura 
Fermi, y la más moderna que es la arquitectura Kepler. Dependiendo de la arquitectura usada, el GPU tiene más o menos 
capacidades.  
 8 Anexo B - Modelamiento de MEMS ETM 
A pesar de existir soluciones analíticas para múltiples problemas en ciencia e ingeniería [146], en muchas 
situaciones la geometría y las condiciones de frontera bastante complejas impiden que una solución 
analítica sea factible, y aun así, por lo general las soluciones analíticas involucran series complejas, las 
cuales son difíciles de implementar computacionalmente [147]. Por lo tanto, estos problemas requieren 
de soluciones numéricas. Algunos de los métodos numéricos más comúnmente usados son las Diferencias 
Finitas (DF), los Volúmenes Finitos (VF), los Elementos Finitos (EF) y los Elementos de Frontera  [147]. 
 
El Método de los Elementos Finitos (MEF) es una herramienta numérica útil para determinar la solución 
de una gran cantidad de problemas en ciencia e ingeniería. El método fue desarrollado originalmente por 
Clough en 1960 para analizar los esfuerzos en estructuras de aviones y luego se extendió a múltiples 
campos [148], [149]. El MEF básicamente consiste en dividir la región de solución en muchas regiones 
pequeñas, interconectadas, llamadas elementos, que dan una aproximación a las ecuaciones gobernantes, 
es decir, las complejas ecuaciones diferenciales parciales (EDP) son reducidas a un sistema de ecuaciones 
algebraicas lineales o no lineales. Por tanto, la solución mediante elementos finitos reduce el problema 
continuo, el cual tiene un número infinito de incógnitas, a uno discreto que tiene un numero finito de 
incógnitas en puntos específicos llamados nodos [147].  
 
Los MEMS Electro-Termo-Mecánicos (MEMS ETM) involucran tres problemas físicos acoplados, uno 
eléctrico mediante el cual se determina la distribución de voltajes en la estructura, dicho voltaje produce 
un calentamiento de dicha estructura debido al efecto Joule, por lo cual se debe solucionar un problema 
térmico, con el incremento de la temperatura se producen esfuerzos térmicos que ocasionan 
deformaciones, determinadas al solucionar un problema mecánico. En este anexo se presenta la 
formulación continua y de elementos finitos de los tres problemas fiscos involucrados en el modelado de 
MEMS ETM 3D.  
 
8.1 Formulación del problema eléctrico para el modelado de MEMS ETM 3D 
 
El problema eléctrico está gobernado por la ecuación “cuasi-harmónica”, y en particular, si se considera 
un problema en estado estacionario, la ecuación gobernante es la ecuación diferencial parcial de Laplace. 
En la siguiente sección se presenta la formulación del problema eléctrico continuo y discreto mediante el 
MEF.  
 
8.1.1 Ecuaciones gobernantes del problema eléctrico 3D 
 
Para el caso eléctrico, el flujo de densidad de corriente por unidad de área {𝜌}, puede ser escrito en sus 
componentes cartesianas como lo muestra la Ec. 8.1. La ecuación gobernante del problema eléctrico en 
tres dimensiones (3D), sin considerar una fuente de generación o degeneración por unidad de 
volumen 𝑓(𝑥, 𝑦, 𝑧), se presenta en la Ec. 8.2. 
 
{𝜌}𝑇 = {𝜌𝑥, 𝜌𝑦 , 𝜌𝑧} Ec. 8.1 
 
𝜕𝜌𝑥
𝜕𝑥
+
𝜕𝜌𝑦
𝜕𝑦
+
𝜕𝜌𝑧
𝜕𝑧
= 0 Ec. 8.2 
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El flujo {𝜌} está relacionado con el gradiente del potencial eléctrico 𝜙 según la relación lineal presentada 
en la Ec. 8.3, donde [𝑘] es una matriz de tres filas y tres columnas (3 × 3) con 𝑘𝑒𝑥, 𝑘𝑒𝑦 , 𝑘𝑒𝑧  en la diagonal 
principal como la conductividad eléctrica del material en la dirección 𝑥, 𝑦, 𝑧, respectivamente. Para el caso 
de un material isotrópico, 𝑘𝑒𝑥 , = 𝑘𝑒𝑦 = 𝑘𝑒𝑧 = 𝑘𝑒 , luego [𝑘] = 𝑘𝑒[𝐼3], donde [𝐼3] es la matriz identidad de 
tamaño 3 × 3 y entonces {𝜌} = −𝑘𝑒{∇𝜙}. 
 
{𝜌} = {
𝜌𝑥
𝜌𝑦
𝜌𝑧
} = −𝑘𝑒
{
  
 
  
 
𝜕𝜙
𝜕𝑥
𝜕𝜙
𝜕𝑦
𝜕𝜙
𝜕𝑧}
  
 
  
 
= −𝑘𝑒{∇𝜙} Ec. 8.3 
 
Finalmente, la ecuación gobernante del problema eléctrico se obtiene al substituir la Ec. 8.3 en la Ec. 8.2, 
quedando como se muestra en la Ec. 8.4. La Ec. 8.4 debe ser resuelta sobre el dominio Ω. Sobre las 
fronteras de dicho dominio existe alguna de las siguientes condiciones de frontera [113]: Condiciones de 
frontera naturales y/o Condiciones de frontera esenciales. 
 
−𝑘𝑒
𝜕
𝜕𝑥
(
𝜕𝜙
𝜕𝑥
) − 𝑘𝑒
𝜕
𝜕𝑦
(
𝜕𝜙
𝜕𝑦
) − 𝑘𝑒
𝜕
𝜕𝑧
(
𝜕𝜙
𝜕𝑧
) = 0 Ec. 8.4 
 
Condiciones de frontera naturales: en la frontera Γρ la componente normal del flujo de densidad de 
corriente 𝜌𝑛, se especifica mediante un valor conocido ?̂?, como se ilustra en la Ec. 8.5. Donde {𝑛}
𝑇 =
{𝑛𝑥, 𝑛𝑦, 𝑛𝑧} es un vector unitario, normal a la superficie. Condiciones de frontera esenciales: el potencial 
eléctrico se especifica explícitamente en la frontera Γϕ como se muestra en la Ec. 8.6. 
 
𝜌𝑛 = ?̂? = {𝜌}
𝑇 ∙ {𝑛} = {𝑘𝑒
𝜕𝜙
𝜕𝑥
𝑘𝑒
𝜕𝜙
𝜕𝑦
𝑘𝑒
𝜕𝜙
𝜕𝑦
} ∙ {
𝑛𝑥
𝑛𝑦
𝑛𝑧
}
= 𝑘𝑒
𝜕𝜙
𝜕𝑥
𝑛𝑥 + 𝑘𝑒
𝜕𝜙
𝜕𝑦
𝑛𝑦 + 𝑘𝑒
𝜕𝜙
𝜕𝑥
𝑛𝑧           𝑒𝑛     Γ𝑞  
Ec. 8.5 
 
𝜙 = ?̂?   𝑒𝑛     Γϕ Ec. 8.6 
 
Para el modelado de MEMS ETM en el presente trabajo se considerará que 𝜌𝑛 = 0, es decir, no se 
considera flujos de corriente eléctrica entrantes, únicamente se considerara una diferencia de potencial 
(ver Ec. 8.6). 
 
8.1.2 Formulación débil de la ecuación diferencial gobernante del problema eléctrico 
 
Sea 𝑣 una función de prueba suficientemente regular, tal que la Ec. 8.4 se puede reescribir como se 
presenta en la Ec. 8.7 [112]. 
 
∫ 𝑣 [−𝑘𝑒
𝜕
𝜕𝑥
(
𝜕𝜙
𝜕𝑥
) − 𝑘𝑒
𝜕
𝜕𝑦
(
𝜕𝜙
𝜕𝑦
) − 𝑘𝑒
𝜕
𝜕𝑧
(
𝜕𝜙
𝜕𝑧
)]
Ω
𝑑Ω = 0 Ec. 8.7 
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Teniendo en cuenta la identidad de Green (Ec. 8.8) y operando sobre la Ec. 8.7 como se muestra a 
continuación se obtiene la Ec. 8.9.  
 
∫ 𝐹
𝜕𝐺
𝜕𝑥
𝑑Ω
Ω
= − ∫
𝜕𝐹
𝜕𝑥
𝐺𝑑Ω + ∮ ?̂?𝐹𝐺𝑑Ω
ΓΩ
 Ec. 8.8 
  
∫ [𝑘𝑒
𝜕𝑣
𝜕𝑥
𝜕𝜙
𝜕𝑥
+ 𝑘𝑒
𝜕𝑣
𝜕𝑦
𝜕𝜙
𝜕𝑦
+ 𝑘𝑒
𝜕𝑣
𝜕𝑧
𝜕𝜙
𝜕𝑧
]
Ω
𝑑Ω − ∫ 𝑣 [𝑘𝑒
𝜕𝜙
𝜕𝑥
𝑛𝑥 + 𝑘𝑒
𝜕𝜙
𝜕𝑦
𝑛𝑦 + 𝑘𝑒
𝜕𝜙
𝜕𝑧
𝑛𝑧] dΓ
Γ
= 0 Ec. 8.9 
 
Teniendo en cuenta la Ec. 8.5 y que 𝜌𝑛 = 0, entonces la Ec. 8.9 se transforma en la Ec. 8.10 que es la 
formulación variacional o débil del problema eléctrico. 
 
∫ [𝑘𝑒
𝜕𝑣
𝜕𝑥
𝜕𝜙
𝜕𝑥
+ 𝑘𝑒
𝜕𝑣
𝜕𝑦
𝜕𝜙
𝜕𝑦
+ 𝑘𝑒
𝜕𝑣
𝜕𝑧
𝜕𝜙
𝜕𝑧
]
Ω
𝑑Ω = 0 Ec. 8.10 
 
8.1.3 Discretización del problema eléctrico mediante elementos finitos 
 
La formulación variacional del problema eléctrico (Ec. 8.10) requiere una función de interpolación que sea 
por lo menos lineal en cada una de sus variables con el fin de solucionar para el potencial eléctrico 𝜙, el 
cual puede aproximarse sobre un elemento finito Ω𝑒  usando la función de interpolación que se muestra 
en la Ec. 8.11 [112]. 
 
𝜙𝑒(𝑥, 𝑦, 𝑧) ≈ Φe(𝑥, 𝑦, 𝑧) =∑𝜙𝑗
𝑒𝜓𝑗
𝑒(𝑥, 𝑦, 𝑧)
𝑛
𝑗=1
 Ec. 8.11 
 
Donde Φe es la aproximación del potencial eléctrico 𝜙(𝑥, 𝑦, 𝑧) en el elemento 𝑒, 𝜙𝑗
𝑒 son los valores de 
𝜙(𝑥, 𝑦, 𝑧) en los nodos del elemento 𝑒, 𝑛 es el número de nodos del elemento finito y 𝜓𝑗
𝑒 es la función de 
aproximación sobre el elemento, con la propiedad de 𝜓𝑗
𝑒(𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖) = 𝛿𝑖𝑗 , donde 𝛿𝑖𝑗 es el delta Kronecker 
definido como en la Ec. 8.12. 
 
𝛿𝑖𝑗 = {
1         𝑠𝑖 𝑖 = 𝑗
0         𝑠𝑖 𝑖 ≠ 𝑗
 Ec. 8.12 
 
Ahora, sustituyendo la aproximación de 𝜙 en el elemento finito 𝑒 (Ec. 8.11) y además considerando que 
𝑣 = 𝜓𝑖
𝑒 (formulación de Galerkin) para 𝑖 = 1, 2, … , 𝑛 en la Ec. 8.10, se obtiene la Ec. 8.13. 
 
∫ [𝑘𝑒
𝜕𝜓𝑖
𝑒
𝜕𝑥
𝜕
𝜕𝑥
(∑𝜙𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
) + 𝑘𝑒
𝜕𝜓𝑖
𝑒
𝜕𝑦
𝜕
𝜕𝑦
(∑𝜙𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
) + 𝑘𝑒
𝜕𝜓𝑖
𝑒
𝜕𝑧
𝜕
𝜕𝑧
(∑𝜙𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
)]
Ωe
𝑑Ωe
= 0 
 
∑ ∫ [𝑘𝑒𝜙𝑗
𝑒 𝜕𝜓𝑖
𝑒
𝜕𝑥
𝜕𝜓𝑗
𝑒
𝜕𝑥
+ 𝑘𝑒𝜙𝑗
𝑒 𝜕𝜓𝑖
𝑒
𝜕𝑦
𝜕𝜓𝑗
𝑒
𝜕𝑦
+ 𝑘𝑒𝜙𝑗
𝑒 𝜕𝜓𝑖
𝑒
𝜕𝑧
𝜕𝜓𝑗
𝑒
𝜕𝑧
]
Ωe
𝑑Ωe = 0
𝑛
𝑗=1
 
Ec. 8.13 
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Reorganizando los términos de la Ec. 8.13 se obtiene la forma matricial siguiente (Ec. 8.14): 
 
[𝐾𝐸
𝑒]{𝜙𝑒} = {0}, donde [𝐾𝐸
𝑒] =∑ ∫ 𝑘𝑒 [
𝜕𝜓𝑖
𝑒
𝜕𝑥
𝜕𝜓𝑗
𝑒
𝜕𝑥
+
𝜕𝜓𝑖
𝑒
𝜕𝑦
𝜕𝜓𝑗
𝑒
𝜕𝑦
+
𝜕𝜓𝑖
𝑒
𝜕𝑧
𝜕𝜓𝑗
𝑒
𝜕𝑧
]
Ωe
𝑑Ωe
𝑛
𝑗=1
 y {𝜙𝑒} = {
𝜙1
𝑒
𝜙2
𝑒
⋮
𝜙𝑛
𝑒
} Ec. 8.14 
 
Para 𝑖 = 1,2,… , 𝑛, siendo [𝐾𝐸
𝑒] la matriz de conductividad eléctrica del elemento 𝑒, también conocida 
como matriz de rigidez [150], y {𝜙𝑒} es el vector de voltajes nodales desconocido. De la expresión anterior, 
la matriz de conductividad eléctrica del elemento expresada en forma matricial es como se presenta en la 
Ec. 8.15 [151]. Cabe anotar que a la Ec. 8.14 se le debe aplicar condiciones de frontera esenciales para que 
el sistema tenga solución diferente de cero. 
 
[𝐾𝐸
𝑒] = ∫ 𝑘𝑒[𝐵]
𝑇[𝐵]
Ωe
𝑑Ωe,       con       [𝐵]𝑇 =
[
 
 
 
 
 
 
 
𝜕𝜓1
𝑒
𝜕𝑥
𝜕𝜓1
𝑒
𝜕𝑦
𝜕𝜓1
𝑒
𝜕𝑧
𝜕𝜓2
𝑒
𝜕𝑥
𝜕𝜓2
𝑒
𝜕𝑦
𝜕𝜓2
𝑒
𝜕𝑧
⋮
𝜕𝜓𝑛
𝑒
𝜕𝑥
𝜕𝜓𝑛
𝑒
𝜕𝑦
𝜕𝜓𝑛
𝑒
𝜕𝑧 ]
 
 
 
 
 
 
 
 Ec. 8.15 
 
8.2 Formulación del problema electro-térmico para el modelado de MEMS ETM 3D 
 
La distribución de temperatura en un medio sólido, líquido, gaseoso o la combinación de fases, es el 
principal objetivo de una análisis de conducción del calor, presentándose dos situaciones, cuando la 
temperatura en el medio es sólo una función del espacio, se conoce como estado estacionario y cuando 
dicha distribución también depende del tiempo, se conoce como estado transitorio.  
 
8.2.1 Leyes de transferencia de calor 
 
Existen tres modos de transferencia de calor: por conducción, convección y radiación [147]. La ecuación 
gobernante del modo de transferencia de calor por conducción se presenta en la Ec. 8.16 para el caso 
unidimensional, la cual es conocida como ley de Fourier, donde 𝑞𝑥 es el flujo de calor por unidad de área 
en la dirección 𝑥 (𝑊/𝑚2), 𝑘𝑡 es la conductividad térmica del material (𝑊/𝑚𝐾) y 𝑑𝑇/𝑑𝑥 es el gradiente 
de temperatura (𝐾/𝑚) [147].  
 
𝑞𝑥 = −𝑘𝑡
𝑑𝑇
𝑑𝑥
 Ec. 8.16 
 
Para la transferencia de calor por convección, la ecuación gobernante es conocida como Ley de 
Enfriamiento de Newton, la cual puede ser expresada mediante la Ec. 8.17 [147], donde 𝑞 es el flujo de 
calor por convección (𝑊/𝑚2), (𝑇𝑤 − 𝑇𝑎) es la diferencia de temperatura entre el material 𝑇𝑤 y el fluido 
circundante 𝑇𝑎 y ℎ es el coeficiente de transferencia de calor por convección (𝑊/𝑚
2𝐾). La conveccion 
aparece normalmente como una condición de frontera en la solución de transferencia de calor en sólidos.  
 
𝑞 = ℎ(𝑇𝑤 − 𝑇𝑎) Ec. 8.17 
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Por último, el máximo flujo de calor que puede emitir un cuerpo está dado por la Ley de Stefan-Boltzmann 
presentada en la Ec. 8.18, donde 𝑞 es el flujo de calor radiativo (𝑊/𝑚2), 𝜎 es la constante de Stefan-
Boltzmann (5.669 × 10−8) en 𝑊/𝑚2𝐾4 y 𝑇𝑤 es la temperatura de la superficie (𝐾).  
 
𝑞 = 𝜎𝑇𝑤
4 Ec. 8.18 
 
8.2.2 Deducción de la ecuación gobernante del problema electro-térmico 3D 
 
El caso unidimensional se puede extender al caso 3D en coordenadas cartesianas aplicando la ley de 
conservación de la energía al volumen diferencial mostrado en la Figura 8.1 [147], donde 𝑄𝑥, 𝑄𝑦 , 𝑄𝑧  y 
𝑄𝑥+Δ𝑥, 𝑄𝑦+Δy, 𝑄𝑧+Δz son el calor entrante y saliente al volumen diferencial, respectivamente; y Δx, Δy, Δz 
son la longitud de dicho diferencial en cada dirección.  
 
 
Figura 8.1. Diferencial de volumen para el análisis de conducción de calor. 
 
El flujo de calor saliente del volumen diferencial se puede expandir en series de Taylor, despreciando los 
términos de mayor o igual grado que 2, dando como resultado la expresión presentada en la Ec. 8.19. 
 
𝑄𝑥+𝑑𝑥 = 𝑄𝑥 +
𝜕𝑄𝑥
𝜕𝑥
Δ𝑥, 𝑄𝑦+𝑑𝑦 = 𝑄𝑦 +
𝜕𝑄𝑦
𝜕𝑦
Δ𝑦, 𝑄𝑧+𝑑𝑧 = 𝑄𝑧 +
𝜕𝑄𝑧
𝜕𝑧
Δ𝑧 Ec. 8.19 
 
El calor generado 𝐺 en el volumen diferencial es 𝐺Δ𝑥Δ𝑦Δ𝑧 y la tasa de cambio en la energía almacenada 
está dada por 𝜌Δ𝑥Δ𝑦Δ𝑧𝑐𝑝
𝜕𝑇
𝜕𝑡
, siendo 𝜌 la densidad y 𝑐𝑝 la capacidad calorífica. Teniendo en cuenta la 
Figura 8.1, el balance de energía se puede escribir como: 
 
𝐸𝑛𝑒𝑟𝑔í𝑎 𝑒𝑛𝑡𝑟𝑎𝑛𝑡𝑒 +  𝐸𝑛𝑒𝑟𝑔í𝑎 𝑔𝑒𝑛𝑒𝑟𝑎𝑑𝑎 
=  𝐸𝑛𝑒𝑟𝑔í𝑎 𝑎𝑙𝑚𝑎𝑐𝑒𝑛𝑎𝑑𝑎 +  𝐸𝑛𝑒𝑟𝑔í𝑎 𝑠𝑎𝑙𝑖𝑒𝑛𝑡𝑒 
Ec. 8.20 
 
En términos matemáticos, la Ec. 8.20 se puede rescribir de la siguiente manera: 
 
𝑄𝑥 + 𝑄𝑦 + 𝑄𝑧 + 𝐺Δ𝑥Δ𝑦Δ𝑧 = 𝜌Δ𝑥Δ𝑦Δ𝑧𝑐𝑝
𝜕𝑇
𝜕𝑡
+ 𝑄𝑥+𝑑𝑥 + 𝑄𝑦+𝑑𝑦 + 𝑄𝑧+𝑑𝑧 Ec. 8.21 
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Reemplazando la Ec. 8.19 en la Ec. 8.21 y reorganizando los términos, se obtiene la Ec. 8.22.   
 
−
𝜕𝑄𝑥
𝜕𝑥
Δ𝑥 −
𝜕𝑄𝑦
𝜕𝑦
Δy −
𝜕𝑄𝑧
𝜕𝑧
Δz + 𝐺Δ𝑥Δ𝑦Δ𝑧 = 𝜌Δ𝑥Δ𝑦Δ𝑧𝑐𝑝
𝜕𝑇
𝜕𝑡
 Ec. 8.22 
 
El calor total transferido 𝑄 en cada dirección puede ser expresado por medio de la ley de Fourier 
presentada en la Ec. 8.16 como: 
 
𝑄𝑥 = Δ𝑦Δ𝑧𝑞𝑥 = −𝑘𝑥Δ𝑦Δ𝑧
𝜕𝑇
𝜕𝑥
, 𝑄𝑦 = Δ𝑥Δ𝑧𝑞𝑦 = −𝑘𝑦Δ𝑥Δ𝑧
𝜕𝑇
𝜕𝑦
, 𝑄𝑧 = Δ𝑥Δ𝑦𝑞𝑧 = −𝑘𝑧Δ𝑥Δ𝑥
𝜕𝑇
𝜕𝑧
 Ec. 8.23 
 
Reemplazando la Ec. 8.23 en la Ec. 8.22 y dividiendo por el volumen infinitesimal Δ𝑥Δ𝑦Δ𝑧, se obtiene la 
EDP que modela el fenómeno de transferencia de calor en estado transitorio presentada en la Ec. 8.24 
[147]. 
 
𝜕
𝜕𝑥
[𝑘𝑥
𝜕𝑇
𝜕𝑥
] +
𝜕
𝜕𝑦
[𝑘𝑦
𝜕𝑇
𝜕𝑦
] +
𝜕
𝜕𝑧
[𝑘𝑧
𝜕𝑇
𝜕𝑧
] + 𝐺 = 𝜌𝑐𝑝
𝜕𝑇
𝜕𝑡
 Ec. 8.24 
 
Recordando que 𝑇 es la temperatura (en 𝐾𝑒𝑙𝑣𝑖𝑛), 𝑘𝑥, 𝑘𝑦 , 𝑘𝑧  son las conductividades térmicas (en 𝑊/𝑚𝐾) 
a lo largo de la dirección 𝑥, 𝑦, 𝑧 respectivamente y 𝐺 es la generación interna de calor por unidad de 
volumen (en 𝑊/𝑚3). Cuando la generación interna de calor se debe al efecto Joule, 𝐺 está dada por [9]: 
 
𝐺 = {𝛻𝜙}𝑇[𝑘𝑒]{𝛻𝜙} = {
𝜕𝜙
𝜕𝑥
𝜕𝜙
𝜕𝑦
𝜕𝜙
𝜕𝑥
} [
𝑘𝑒𝑥 0 0
0 𝑘𝑒𝑦 0
0 0 𝑘𝑒𝑧
]
{
  
 
  
 
𝜕𝜙
𝜕𝑥
𝜕𝜙
𝜕𝑦
𝜕𝜙
𝜕𝑧}
  
 
  
 
 
𝐺 = 𝑘𝑒𝑥 (
𝜕𝜙
𝜕𝑥
)
2
+ 𝑘𝑒𝑦 (
𝜕𝜙
𝜕𝑦
)
2
+ 𝑘𝑒𝑧 (
𝜕𝜙
𝜕𝑧
)
2
 
Ec. 8.25 
 
Para un material isotrópico, la conductividad térmica es 𝑘𝑥 = 𝑘𝑦 = 𝑘𝑧 = 𝑘𝑡. La Ec. 8.24 se puede 
simplificar al considerar estado estacionario, el cual no involucra el tiempo en la EDP transformándose en 
la Ec. 8.26. Se debe tener en cuenta que la Ec. 8.26 ya involucra el término de generación de calor por el 
efecto Joule.  
 
𝑘𝑡 (
𝜕2𝑇
𝜕𝑥2
+
𝜕2𝑇
𝜕𝑦2
+
𝜕2𝑇
𝜕𝑧2
) + 𝑘𝑒 [(
𝜕𝜙
𝜕𝑥
)
2
+ (
𝜕𝜙
𝜕𝑦
)
2
+ (
𝜕𝜙
𝜕𝑧
)
2
] = 0 Ec. 8.26 
 
8.2.3 Condiciones de frontera del problema electro-térmico 
 
Existen dos tipos de condiciones sobre la frontera Γ en los problemas térmicos: tipo Dirichlet y Neumann 
[112]. En las condiciones de frontera tipo Dirichlet la temperatura en la frontera es conocida, donde 𝑇0 es 
la temperatura prescrita como se muestra en la Ec. 8.27. 
 
𝑇 = 𝑇0       en    Γ𝑇 Ec. 8.27 
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Y las condiciones de frontera tipo Neumann el flujo de calor es impuesto sobre la frontera, donde 𝐶 es el 
flujo de calor dado y {𝑛}𝑇 = {𝑛𝑥 , 𝑛𝑦 , 𝑛𝑧} es el vector director normal a la superficie (ver Ec. 8.28). Las 
paredes aisladas o adiabáticas se obtienen con 𝐶 = 0. 
 
𝑞𝑛 = −𝑘
𝜕𝑇
𝜕𝑛
= (𝑘𝑥
𝜕𝑇
𝜕𝑥
)𝑛𝑥 + (𝑘𝑦
𝜕𝑇
𝜕𝑦
)𝑛𝑦 + (𝑘𝑧
𝜕𝑇
𝜕𝑧
)𝑛𝑧 = 𝐶       en    Γ𝑞 Ec. 8.28 
 
Por otro lado, si la condición de frontera tipo Neumann se debe a la transferencia de calor por convección, 
entonces ésta se expresa como lo muestra la Ec. 8.29. 
 
𝑞𝑛 = −𝑘
𝜕𝑇
𝜕𝑛
= (𝑘𝑥
𝜕𝑇
𝜕𝑥
)𝑛𝑥 + (𝑘𝑦
𝜕𝑇
𝜕𝑦
)𝑛𝑦 + (𝑘𝑧
𝜕𝑇
𝜕𝑧
)𝑛𝑧 = ℎ(𝑇 − 𝑇∞)       en    Γ𝑐𝑜𝑛𝑣 Ec. 8.29 
 
Donde ℎ es el coeficiente de transferencia de calor por convección (en 𝑊/𝑚2𝐾), 𝑇∞ es la temperatura del 
fluido circundante. Cuando está presente como condición de frontera, tanto la Ec. 8.28 como la Ec. 8.29, 
el flujo de calor normal a la superficie 𝑞𝑛 se obtiene como lo ilustra la Ec. 8.30. 
 
(𝑘𝑥
𝜕𝑇
𝜕𝑥
)𝑛𝑥 + (𝑘𝑦
𝜕𝑇
𝜕𝑦
)𝑛𝑦 + (𝑘𝑧
𝜕𝑇
𝜕𝑧
)𝑛𝑧 = 𝑞𝑛 − ℎ(𝑇 − 𝑇∞) Ec. 8.30 
 
Debido a que la transferencia de calor por convección es muy complicada de estimar y simular en cualquier 
tipo de estructura [4], en especial las diseñadas por el MOT, y aún más en estructuras tridimensionales, 
en el presente trabajo no se considerará convección ni flujos externos de calor entrantes, dejando como 
un trabajo futuro el hecho de considerar convección en estructuras 3D diseñadas mediante el MOT. Por lo 
tanto, la Ec. 8.28, Ec. 8.29 y Ec. 8.30 se igualan a cero.  
 
8.2.4 Formulación débil de la ecuación diferencial gobernante del problema electro-térmico   
 
De forma similar al caso eléctrico, sea 𝑣 una función de prueba suficientemente regular, tal que la Ec. 8.26 
se puede reescribir como la Ec. 8.31 [112]. 
 
∫ 𝑣 {𝑘𝑡 (
𝜕2𝑇
𝜕𝑥2
+
𝜕2𝑇
𝜕𝑦2
+
𝜕2𝑇
𝜕𝑧2
) + 𝑘𝑒 [(
𝜕𝜙
𝜕𝑥
)
2
+ (
𝜕𝜙
𝜕𝑦
)
2
+ (
𝜕𝜙
𝜕𝑧
)
2
]}
Ω
𝑑Ω = 0 Ec. 8.31 
 
Usando la identidad de Green, presentada en la Ec. 8.8, en la Ec. 8.31, se obtiene la formulación variacional 
o débil del problema electrotérmico como se muestra en la Ec. 8.32. 
 
−∫ {𝑘𝑡 [
𝜕𝑣
𝜕𝑥
𝜕𝑇
𝜕𝑥
+
𝜕𝑣
𝜕𝑦
𝜕𝑇
𝜕𝑦
+
𝜕𝑣
𝜕𝑧
𝜕𝑇
𝜕𝑧
] + 𝑣𝑘𝑒 [(
𝜕𝜙
𝜕𝑥
)
2
+ (
𝜕𝜙
𝜕𝑦
)
2
+ (
𝜕𝜙
𝜕𝑧
)
2
]}
Ω
𝑑Ω + ∫ 𝑣 [𝑘𝑡
𝜕𝑇
𝜕𝑥
𝑛𝑥 + 𝑘𝑡
𝜕𝑇
𝜕𝑦
𝑛𝑦 + 𝑘𝑡
𝜕𝑇
𝜕𝑧
𝑛𝑧]dΓ
Γ
= 0 Ec. 8.32 
 
Aplicando las condiciones de frontera presentadas en la Ec. 8.28, Ec. 8.29 y Ec. 8.30, donde ℎ = 0 y 𝑞𝑛 =
0 para el presente estudio y reorganizando términos se obtiene la Ec. 8.33. 
 
∫ 𝑘𝑡 [
𝜕𝑣
𝜕𝑥
𝜕𝑇
𝜕𝑥
+
𝜕𝑣
𝜕𝑦
𝜕𝑇
𝜕𝑦
+
𝜕𝑣
𝜕𝑧
𝜕𝑇
𝜕𝑧
]
Ω
𝑑Ω = ∫ 𝑣𝑘𝑒 [(
𝜕𝜙
𝜕𝑥
)
2
+ (
𝜕𝜙
𝜕𝑦
)
2
+ (
𝜕𝜙
𝜕𝑧
)
2
]
Ω
𝑑Ω Ec. 8.33 
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8.2.5 Discretización mediante elementos finitos del problema electro-térmico 
 
Con un procedimiento similar al desarrollado para el problema eléctrico, el modelo de elementos finitos 
para el problema electro-térmico se obtiene sustituyendo la Ec. 8.11 y la aproximación de la temperatura 
en el elemento finito (Ec. 8.34) en la Ec. 8.33, y sustituyendo 𝑣 = 𝜓𝑖
𝑒 para 𝑖 = 1,2,… , 𝑛, quedando como 
resultado la Ec. 8.35. 
 
𝑇(𝑥, 𝑦, 𝑧) ≈ 𝑇𝑒(𝑥, 𝑦, 𝑧) =∑𝑇𝑗
𝑒𝜓𝑗
𝑒(𝑥, 𝑦, 𝑧)
𝑛
𝑗=1
 Ec. 8.34 
  
∫ 𝑘𝑡 [
𝜕𝜓𝑖
𝑒
𝜕𝑥
𝜕
𝜕𝑥
(∑𝑇𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
)+
𝜕𝜓𝑖
𝑒
𝜕𝑦
𝜕
𝜕𝑦
(∑𝑇𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
)+
𝜕𝜓𝑖
𝑒
𝜕𝑧
𝜕
𝜕𝑧
(∑𝑇𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
)]
Ωe
𝑑Ω
= ∫ 𝑘𝑒𝜓𝑖
𝑒 [
𝜕
𝜕𝑥
∑𝜙𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
+
𝜕
𝜕𝑦
∑𝜙𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
+
𝜕
𝜕𝑧
∑𝜙𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
] ∙ [
𝜕
𝜕𝑥
∑𝜙𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
+
𝜕
𝜕𝑦
∑𝜙𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
+
𝜕
𝜕𝑧
∑𝜙𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
]
Ω
𝑑Ω 
Ec. 8.35 
 
Reorganizando los términos de la Ec. 8.35 se obtiene la Ec. 8.36. 
 
∑ ∫ 𝑘𝑡 [
𝜕𝜓𝑖
𝑒
𝜕𝑥
𝜕𝜓𝑗
𝑒
𝜕𝑥
+
𝜕𝜓𝑖
𝑒
𝜕𝑦
𝜕𝜓𝑗
𝑒
𝜕𝑦
+
𝜕𝜓𝑖
𝑒
𝜕𝑧
𝜕𝜓𝑗
𝑒
𝜕𝑧
] 𝑇𝑗
𝑒
Ωe
𝑑Ω
𝑛
𝑗=1
= ∫ 𝑘𝑒𝜓𝑖
𝑒 [∑𝜙𝑗
𝑒
𝜕𝜓𝑗
𝑒
𝜕𝑥
𝑛
𝑗=1
∑𝜙𝑗
𝑒
𝜕𝜓𝑗
𝑒
𝜕𝑦
𝑛
𝑗=1
∑𝜙𝑗
𝑒
𝜕𝜓𝑗
𝑒
𝜕𝑧
𝑛
𝑗=1
]
𝑇
∙ [∑𝜙𝑗
𝑒
𝜕𝜓𝑗
𝑒
𝜕𝑥
𝑛
𝑗=1
∑𝜙𝑗
𝑒
𝜕𝜓𝑗
𝑒
𝜕𝑦
𝑛
𝑗=1
∑𝜙𝑗
𝑒
𝜕𝜓𝑗
𝑒
𝜕𝑧
𝑛
𝑗=1
]
Ω
𝑑Ω 
Ec. 8.36 
 
Expresando la Ec. 8.36 en forma matricial se obtiene la Ec. 8.37. 
 
[𝐾𝑇
𝑒]{𝑇𝑒} = {𝑄𝑒} Ec. 8.37 
 
Donde [𝐾𝑇
𝑒] es la matriz de conductividad térmica del elemento (o matriz local de rigidez), {𝑇𝑒} es el vector 
de temperaturas nodales desconocido y {𝑄𝑒} es el vector de carga térmico debido al efecto joule. Cada 
uno de estos términos se presenta en la Ec. 8.38. 
 
[𝐾𝑇
𝑒] =∑ ∫ 𝑘𝑡
Ωe
[
𝜕𝜓𝑖
𝑒
𝜕𝑥
𝜕𝜓𝑗
𝑒
𝜕𝑥
+
𝜕𝜓𝑖
𝑒
𝜕𝑦
𝜕𝜓𝑗
𝑒
𝜕𝑦
+
𝜕𝜓𝑖
𝑒
𝜕𝑧
𝜕𝜓𝑗
𝑒
𝜕𝑧
]𝑑Ω
𝑛
𝑗=1
,       {𝑇𝑒} = {
𝑇1
𝑇2
⋮
𝑇𝑗
}   
{𝑄𝑒} = ∫ 𝑘𝑒𝜓𝑖
𝑒 [∑𝜙𝑗
𝑒
𝜕𝜓𝑗
𝑒
𝜕𝑥
𝑛
𝑗=1
∑𝜙𝑗
𝑒
𝜕𝜓𝑗
𝑒
𝜕𝑦
𝑛
𝑗=1
∑𝜙𝑗
𝑒
𝜕𝜓𝑗
𝑒
𝜕𝑧
𝑛
𝑗=1
]
𝑇
∙ [∑𝜙𝑗
𝑒
𝜕𝜓𝑗
𝑒
𝜕𝑥
𝑛
𝑗=1
∑𝜙𝑗
𝑒
𝜕𝜓𝑗
𝑒
𝜕𝑦
𝑛
𝑗=1
∑𝜙𝑗
𝑒
𝜕𝜓𝑗
𝑒
𝜕𝑧
𝑛
𝑗=1
]
Ω
𝑑Ω 
Ec. 8.38 
 
Las expresiones de la Ec. 8.38 también se pueden expresar de forma matricial como se presentan a 
continuación (Ec. 8.39): 
 
[𝐾𝑇
𝑒] = ∫ 𝑘𝑡[𝐵]
𝑇[𝐵]
Ωe
𝑑Ωe,       {𝑄𝑒} = ∫ 𝑘𝑒 {
𝜓1
𝑒
𝜓2
𝑒
⋮
𝜓𝑛
𝑒
}{𝑉}𝑇[𝐵]𝑇[𝐵]{𝑉}
Ω
𝑑Ω,             Ec. 8.39 
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Siendo [𝐵]𝑇 =
[
 
 
 
 
 
𝜕𝜓1
𝑒
𝜕𝑥
𝜕𝜓1
𝑒
𝜕𝑦
𝜕𝜓1
𝑒
𝜕𝑧
𝜕𝜓2
𝑒
𝜕𝑥
𝜕𝜓2
𝑒
𝜕𝑦
𝜕𝜓2
𝑒
𝜕𝑧
⋮
𝜕𝜓𝑛
𝑒
𝜕𝑥
𝜕𝜓𝑛
𝑒
𝜕𝑦
𝜕𝜓𝑛
𝑒
𝜕𝑧 ]
 
 
 
 
 
 y {V} = {
𝜙1
𝑒
𝜙2
𝑒
⋮
𝜙𝑛
𝑒
}. 
 
8.3 Formulación del problema termo-mecánico para el modelado de MEMS ETM 3D 
 
En esta sección se presenta el desarrollo mediante el método de los elementos finitos de un problema 
mecánico en tres dimensiones afectado por un incremento de temperatura. Como consecuencia de tratar 
un sólido tridimensional, todos los seis posibles esfuerzos (tres normales y tres cortantes) deben ser 
tomados en cuenta, además de que el campo de desplazamiento involucra las tres posibles componentes 
𝑢, 𝑣,𝑤. Los elementos típicos para este problema son el tetraedro y el hexaedro, con tres grados de 
libertad de translación por nodo [152]. 
 
8.3.1 Ecuaciones gobernantes del problema termo-mecánico 3D  
 
Las ecuaciones gobernantes para este problema tridimensional se deducen considerando un material 
elástico, lineal e isotrópico que se presentan a continuación [114]: 
 
 Ecuaciones de equilibrio  
 
La Figura 8.2 muestra un volumen infinitesimal de un sólido con las tensiones y las fuerzas por unidad de 
volumen presentes en éste, 𝜎𝑥 , 𝜎𝑦 , 𝜎𝑧 y 𝑓𝑥 , 𝑓𝑦 , 𝑓𝑧, respectivamente. Se asume que los esfuerzos varían 
espacialmente y esta variación se puede expresar por medio de series de Taylor despreciando los términos 
de grado mayor o igual a dos. Adicionalmente, se considera que el elemento está sujeto a fuerzas axiales 
𝑓𝑥, 𝑓𝑦 , 𝑓𝑧. Estas fuerzas son expresadas por unidad de volumen y representan la acción de una influencia 
externa que afecta al elemento como a un todo. Aplicando la condición de equilibrio de fuerzas en cada 
eje coordenado, se obtiene la Ec. 8.40 [114]. 
 
 
Figura 8.2. Estado tridimensional de esfuerzos. Tomado de [114]. 
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Simplificando la Ec. 8.40 se obtiene la Ec. 8.41, que es la ecuación de equilibrio para un sólido elástico en 
estado tridimensional de esfuerzos. 
 
 
 Ecuaciones cinemáticas 
 
Las ecuaciones cinemáticas también son conocidas como relaciones de deformación-desplazamiento y la 
derivación de su formulación matemática se basa en el concepto de deformación normal, el cual es 
introducido y definido en el contexto de tensión uniaxial. La deformación de un espécimen de longitud 
original 𝐿0 que alcanzó una longitud de 𝐿 se puede expresar con la Ec. 8.42. 
 
 
Aplicando el concepto anterior para un elemento infinitesimal, considerando los desplazamientos 
únicamente en la dirección 𝑥 por simplicidad, como se ilustra en la Figura 8.3, se obtiene que el 
desplazamiento 𝑑𝑥′ es: 
 
 
 
Figura 8.3. a) Elemento infinitesimal sometido a esfuerzo uniaxial y b) deformación axial. Tomado de [114]. 
 
Con la Ec. 8.43 usada en la Ec. 8.42, se obtiene 𝜖𝑥 =
𝑑𝑥′−𝑑𝑥
𝑑𝑥
=
𝜕𝑢
𝜕𝑥
𝑑𝑥
𝑑𝑥
=
𝜕𝑢
𝜕𝑥
. De forma similar al 
procedimiento anterior, se puede hallar la deformación normal para las direcciones 𝑦, 𝑧. La Ec. 8.44 
presenta las deformaciones normales en las direcciones 𝑥, 𝑦, 𝑧. 
 
 
(𝜎𝑥 +
𝜕𝜎𝑥
𝜕𝑥
𝑑𝑥) 𝑑𝑦𝑑𝑧 − 𝜎𝑥𝑑𝑦𝑑𝑧 + (𝜏𝑥𝑦 +
𝜕𝜏𝑥𝑦
𝜕𝑦
𝑑𝑦) 𝑑𝑥𝑑𝑧 − 𝜏𝑥𝑦𝑑𝑥𝑑𝑧 + (𝜏𝑥𝑧 +
𝜕𝜏𝑥𝑧
𝜕𝑧
𝑑𝑧)𝑑𝑥𝑑𝑦 − 𝜏𝑥𝑧𝑑𝑥𝑑𝑦 + 𝑓𝑥𝑑𝑥𝑑𝑦𝑑𝑧 = 0 
(𝜎𝑦 +
𝜕𝜎𝑦
𝜕𝑦
𝑑𝑦) 𝑑𝑥𝑑𝑧 − 𝜎𝑦𝑑𝑥𝑑𝑧 + (𝜏𝑥𝑦 +
𝜕𝜏𝑥𝑦
𝜕𝑥
𝑑𝑥) 𝑑𝑦𝑑𝑧 − 𝜏𝑥𝑦𝑑𝑦𝑑𝑧 + (𝜏𝑦𝑧 +
𝜕𝜏𝑦𝑧
𝜕𝑧
𝑑𝑧)𝑑𝑥𝑑𝑦 − 𝜏𝑦𝑧𝑑𝑥𝑑𝑦 + 𝑓𝑦𝑑𝑥𝑑𝑦𝑑𝑧 = 0 
(𝜎𝑧 +
𝜕𝜎𝑧
𝜕𝑧
𝑑𝑧)𝑑𝑥𝑑𝑦 − 𝜎𝑧𝑑𝑥𝑑𝑦 + (𝜏𝑥𝑧 +
𝜕𝜏𝑥𝑧
𝜕𝑥
𝑑𝑥) 𝑑𝑥𝑑𝑦 − 𝜏𝑥𝑧𝑑𝑥𝑑𝑦 + (𝜏𝑦𝑧 +
𝜕𝜏𝑦𝑧
𝜕𝑦
𝑑𝑦) 𝑑𝑥𝑑𝑧 − 𝜏𝑦𝑧𝑑𝑥𝑑𝑧 + 𝑓𝑧𝑑𝑥𝑑𝑦𝑑𝑧 = 0 
Ec. 8.40 
𝜕𝜎𝑥
𝜕𝑥
+
𝜕𝜏𝑥𝑦
𝜕𝑦
+
𝜕𝜏𝑥𝑧
𝜕𝑧
+ 𝑓𝑥 = 0,
𝜕𝜏𝑥𝑦
𝜕𝑥
+
𝜕𝜎𝑦
𝜕𝑦
+
𝜕𝜏𝑦𝑧
𝜕𝑧
+ 𝑓𝑦 = 0,
𝜕𝜏𝑥𝑧
𝜕𝑥
+
𝜕𝜏𝑦𝑧
𝜕𝑦
+
𝜕𝜎𝑧
𝜕𝑧
+ 𝑓𝑧 = 0 Ec. 8.41 
𝜖 =
𝐿 − 𝐿0
𝐿0
=
Δ𝐿
𝐿0
 Ec. 8.42 
𝑑𝑥′ = 𝑑𝑥 + 𝑢𝑄 − 𝑢𝑃 = 𝑑𝑥 + 𝑢 +
𝜕𝑢
𝜕𝑥
𝑑𝑥 − 𝑢 = 𝑑𝑥 +
𝜕𝑢
𝜕𝑥
𝑑𝑥 Ec. 8.43 
𝜖𝑥 =
𝜕𝑢
𝜕𝑥
, 𝜖𝑦 =
𝜕𝑣
𝜕𝑦
, 𝜖𝑧 =
𝜕𝑤
𝜕𝑧
 Ec. 8.44 
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Para la deducción de las deformaciones cortantes, se usa la Figura 8.4, y con un procedimiento similar al 
anterior, se obtiene la Ec. 8.45. 
 
𝛾𝑥𝑦 =
𝜕𝑢
𝜕𝑦
+
𝜕𝑣
𝜕𝑥
, 𝛾𝑧𝑥 =
𝜕𝑢
𝜕𝑧
+
𝜕𝑤
𝜕𝑥
, 𝛾𝑦𝑧 =
𝜕𝑣
𝜕𝑧
+
𝜕𝑤
𝜕𝑦
 Ec. 8.45 
 
 
Figura 8.4. a) Elemento infinitesimal sometido a fuerza cortante y b) cambios angulares en dicho 
elemento usado para la definición de deformación cortante. Tomado de [114]. 
 
Las ecuaciones Ec. 8.44 y Ec. 8.45 proveen la definición de las seis posibles componentes independientes 
de las deformaciones en tres dimensiones. Se debe notar que estas relaciones son válidas únicamente 
para pequeños desplazamientos. Dichas ecuaciones expresadas en forma matricial se muestra en la Ec. 
8.46. 
 
 
Cuando en la estructura existe un gradiente de temperatura se generan deformaciones debidas a que se 
inducen considerables esfuerzos cuando hay una distribución no uniforme de la temperatura, y en algunos 
casos, lo contrario también es cierto, grandes deformaciones inducen un aumento de la temperatura, 
como en el caso del forjado [113]. Por lo tanto, se puede afirmar que existe una interacción mutua entre 
esfuerzo/deformación y la temperatura, resultando en un problema acoplado [151]. Por lo tanto, las 
deformaciones debidas al cambio de temperatura se presentan en la Ec. 8.47. 
 
Siendo 𝜖𝑇 la deformación inicial debida a la expansión térmica para un material isotrópico, con 𝛼 el 
coeficiente de expansión térmica, 𝑇0 la temperatura inicial de la estructura, generalmente se toma como 
la temperatura ambiente y 𝑇 la temperatura final.  
{𝜖} =
{
 
 
 
 
𝜖𝑥
𝜖𝑦
𝜖𝑧
𝛾𝑥𝑦
𝛾𝑦𝑧
𝛾𝑧𝑥}
 
 
 
 
= [𝐿]{𝑈} =
[
 
 
 
 
 
 
 
 
 
 
 
 
𝜕
𝜕𝑥
0 0
0
𝜕
𝜕𝑦
0
0 0
𝜕
𝜕𝑧
𝜕
𝜕𝑦
𝜕
𝜕𝑥
0
0
𝜕
𝜕𝑧
𝜕
𝜕𝑦
𝜕
𝜕𝑧
0
𝜕
𝜕𝑥]
 
 
 
 
 
 
 
 
 
 
 
 
{
𝑢
𝑣
𝑤
} =
{
 
 
 
 
 
 
 
 
 
 
 
 
𝜕𝑢
𝜕𝑥
𝜕𝑣
𝜕𝑦
𝜕𝑤
𝜕𝑧
𝜕𝑢
𝜕𝑦
+
𝜕𝑣
𝜕𝑥
𝜕𝑣
𝜕𝑧
+
𝜕𝑤
𝜕𝑦
𝜕𝑢
𝜕𝑧
+
𝜕𝑤
𝜕𝑥}
 
 
 
 
 
 
 
 
 
 
 
 
 Ec. 8.46 
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 Ecuación constitutiva 
 
La ecuación constitutiva también se conoce como relación de esfuerzo-deformación donde para 
materiales homogéneos, isotrópicos y elásticos lineales, las propiedades del material requeridas son el 
módulo elástico (módulos de Young) y la relación de Poisson. Como antes, para tensión uniaxial se define 
el módulo elástico como la pendiente de la curva esfuerzo-deformación en la región elástica 𝜎𝑥 = 𝐸𝜖𝑥. La 
relación de Poisson es una medida del fenómeno que presentan los cuerpos elásticos que se deforman en 
una dirección, deformándose también en una dirección perpendicular a la anterior; por ejemplo, por una 
carga uniaxial en la dirección 𝑥 el cuerpo se deforma en esta dirección y también en la dirección 
perpendicular a ésta (en las coordenadas en 𝑦, 𝑧), a pesar de no existir cargas en estas direcciones. 
Formalmente, la relación de Poisson se define como: 
 
 
Notando que 𝜈 siempre es positivo, puesto que la deformación lateral y axial tienen signo contrario. 
Entonces si un cuerpo está cargado en la dirección 𝑥, existe una deformación axial 𝜖𝑥 y las deformaciones 
inducidas serían 𝜖𝑦 = 𝜖𝑧 = −𝜈𝜖𝑥. Luego, para un sólido homogéneo, isotrópico y elástico lineal en estado 
tridimensional de deformaciones con un cambio de temperatura considerable, la ecuación constitutiva es 
[113]: 
 
Donde [𝐷] es la matriz de material y está dada por: 
 
[𝐷] =
𝐸
(1 + 𝜈)(1 − 2𝜈)
[
 
 
 
 
 
 
1 − 𝜈 𝜈 𝜈
𝜈 1 − 𝜈 𝜈
𝜈 𝜈 1 − 𝜈
0
0
1 − 2𝜈
2⁄ 0 0
0 1 − 2𝜈 2⁄ 0
0 0 1 − 2𝜈 2⁄ ]
 
 
 
 
 
 
 
 
Finalmente, a partir de la Ec. 8.41, Ec. 8.46, Ec. 8.47 y Ec. 8.49, se obtienen las ecuaciones gobernantes del 
problema termo-mecánico en tres dimensiones como se ilustra en la Ec. 8.50, siendo 𝐷𝑖𝑗 las componentes 
𝑖, 𝑗 de la matriz de material [𝐷] y los demás términos fueron descritos antes. 
 
{𝜖𝑇} =
{
 
 
 
 
𝜖𝑇𝑥
𝜖𝑇𝑦
𝜖𝑇𝑧
𝛾𝑇𝑥𝑦
𝛾𝑇𝑦𝑧
𝛾𝑇𝑧𝑥}
 
 
 
 
= 𝛼Δ𝑇
{
 
 
 
 
1
1
1
0
0
0}
 
 
 
 
= 𝛼(𝑇 − 𝑇0)
{
 
 
 
 
1
1
1
0
0
0}
 
 
 
 
 Ec. 8.47 
𝜈 = −
𝑑𝑒𝑓𝑜𝑟𝑚𝑎𝑐𝑖ó𝑛 𝑙𝑎𝑡𝑒𝑟𝑎𝑙
𝑑𝑒𝑓𝑜𝑟𝑚𝑎𝑐𝑖ó𝑛 𝑎𝑥𝑖𝑎𝑙
 Ec. 8.48 
{𝜎} = [𝐷]{𝜖 − 𝜖𝑇} →  
{
 
 
 
 
𝜎𝑥
𝜎𝑦
𝜎𝑧
𝜏𝑥𝑦
𝜏𝑦𝑧
𝜏𝑧𝑥}
 
 
 
 
= [𝐷]
(
  
 
{
 
 
 
 
𝜖𝑥
𝜖𝑦
𝜖𝑧
𝛾𝑥𝑦
𝛾𝑦𝑧
𝛾𝑧𝑥}
 
 
 
 
− 𝛼(𝑇 − 𝑇0)
{
 
 
 
 
1
1
1
0
0
0}
 
 
 
 
)
  
 
 Ec. 8.49 
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La Ec. 8.50 debe ser resuelta sobre el dominio Ω. Sobre las fronteras Γ de dicho dominio, existe alguna de 
las siguientes condiciones de frontera: esenciales y naturales. En las condiciones de frontera esenciales el 
desplazamiento es especificado explícitamente en la frontera Γ𝛿  como se ilustra en la Ec. 8.51.  
 
𝑈 = ?̂?   𝑒𝑛     Γδ Ec. 8.51 
 
En las condiciones de frontera naturales, en la frontera Γσ el esfuerzo normal se especifica mediante un 
valor conocido 𝑡𝑖  como lo muestra la Ec. 8.52, con 𝑛𝑥, 𝑛𝑦, 𝑛𝑧 y 𝜏𝑥, 𝜏𝑦 , 𝜏𝑧 las componentes del vector 
unitario y tensiones externas aplicadas en las coordenadas cartesianas, respectivamente.  
 
𝑡𝑥 = 𝜎𝑥𝑛𝑥 + 𝜏𝑥𝑦𝑛𝑦 + 𝜏𝑥𝑧𝑛𝑧 = (𝐷11 (
𝜕𝑢
𝜕𝑥
− 𝛼(𝑇 − 𝑇0)) + 𝐷12 (
𝜕𝑣
𝜕𝑦
− 𝛼(𝑇 − 𝑇0)) + 𝐷13 (
𝜕𝑤
𝜕𝑧
− 𝛼(𝑇 − 𝑇0)))𝑛𝑥 + (𝐷44 (
𝜕𝑢
𝜕𝑦
+
𝜕𝑣
𝜕𝑥
))𝑛𝑦 + (𝐷55 (
𝜕𝑢
𝜕𝑧
+
𝜕𝑤
𝜕𝑥
))𝑛𝑧 
𝑡𝑦 = 𝜏𝑥𝑦𝑛𝑥 + 𝜎𝑦𝑛𝑦 + 𝜏𝑦𝑧𝑛𝑧 = (𝐷44 (
𝜕𝑢
𝜕𝑦
+
𝜕𝑣
𝜕𝑥
))𝑛𝑥 + (𝐷21(
𝜕𝑢
𝜕𝑥
− 𝛼(𝑇 − 𝑇0)) + 𝐷22(
𝜕𝑣
𝜕𝑦
− 𝛼(𝑇 − 𝑇0)) + 𝐷23(
𝜕𝑤
𝜕𝑧
− 𝛼(𝑇 − 𝑇0)))𝑛𝑦 + (𝐷66 (
𝜕𝑣
𝜕𝑧
+
𝜕𝑤
𝜕𝑦
))𝑛𝑧  
𝑡𝑧 = 𝜏𝑥𝑧𝑛𝑥 + 𝜏𝑦𝑧𝑛𝑦 + 𝜎𝑧𝑛𝑧 = (𝐷55 (
𝜕𝑢
𝜕𝑧
+
𝜕𝑤
𝜕𝑥
))𝑛𝑥 + (𝐷66 (
𝜕𝑣
𝜕𝑧
+
𝜕𝑤
𝜕𝑦
))𝑛𝑦 + (𝐷31(
𝜕𝑢
𝜕𝑥
− 𝛼(𝑇 − 𝑇0)) + 𝐷32(
𝜕𝑣
𝜕𝑦
− 𝛼(𝑇 − 𝑇0)) + 𝐷33(
𝜕𝑤
𝜕𝑧
− 𝛼(𝑇 − 𝑇0)))𝑛𝑧 
Ec. 8.52 
 
8.3.2 Formulación débil de las ecuaciones diferenciales gobernantes del problema de termo-mecánico 
 
Sean 𝑝1, 𝑝2 y 𝑝3 funciones de prueba suficientemente regulares, tal que la Ec. 8.50 se puede expresar como 
[112]: 
 
∫ 𝑝1 [−
𝜕
𝜕𝑥
(𝐷11 (
𝜕𝑢
𝜕𝑥
− 𝛼(𝑇 − 𝑇0)) + 𝐷12 (
𝜕𝑣
𝜕𝑦
− 𝛼(𝑇 − 𝑇0)) + 𝐷13 (
𝜕𝑤
𝜕𝑧
− 𝛼(𝑇 − 𝑇0))) −
𝜕
𝜕𝑦
(𝐷44 (
𝜕𝑢
𝜕𝑦
+
𝜕𝑣
𝜕𝑥
)) −
𝜕
𝜕𝑧
(𝐷55 (
𝜕𝑢
𝜕𝑧
+
𝜕𝑤
𝜕𝑥
)) − 𝑓𝑥]
Ω𝑒
𝑑Ω = 0 
∫ 𝑝2 [−
𝜕
𝜕𝑥
(𝐷44 (
𝜕𝑢
𝜕𝑦
+
𝜕𝑣
𝜕𝑥
)) −
𝜕
𝜕𝑦
(𝐷21 (
𝜕𝑢
𝜕𝑥
− 𝛼(𝑇 − 𝑇0)) + 𝐷22(
𝜕𝑣
𝜕𝑦
− 𝛼(𝑇 − 𝑇0)) + 𝐷23(
𝜕𝑤
𝜕𝑧
− 𝛼(𝑇 − 𝑇0))) −
𝜕
𝜕𝑧
(𝐷66 (
𝜕𝑣
𝜕𝑧
+
𝜕𝑤
𝜕𝑦
))− 𝑓𝑦]
Ω𝑒
𝑑Ω = 0 
∫ 𝑝3 [−
𝜕
𝜕𝑥
(𝐷55 (
𝜕𝑢
𝜕𝑧
+
𝜕𝑤
𝜕𝑥
)) −
𝜕
𝜕𝑦
(𝐷66 (
𝜕𝑣
𝜕𝑧
+
𝜕𝑤
𝜕𝑦
))−
𝜕
𝜕𝑧
(𝐷31(
𝜕𝑢
𝜕𝑥
− 𝛼(𝑇 − 𝑇0)) + 𝐷32 (
𝜕𝑣
𝜕𝑦
− 𝛼(𝑇 − 𝑇0)) + 𝐷33 (
𝜕𝑤
𝜕𝑧
− 𝛼(𝑇 − 𝑇0))) − 𝑓𝑧]
Ω𝑒
𝑑Ω = 0 
Ec. 8.53 
 
Teniendo en cuenta la identidad de Green presentada en la Ec. 8.8 y operando sobre la Ec. 8.53 se obtiene: 
 
∫ [
𝜕𝑝1
𝜕𝑥
(𝐷11 (
𝜕𝑢
𝜕𝑥
− 𝛼(𝑇 − 𝑇0)) + 𝐷12 (
𝜕𝑣
𝜕𝑦
− 𝛼(𝑇 − 𝑇0)) + 𝐷13 (
𝜕𝑤
𝜕𝑧
− 𝛼(𝑇 − 𝑇0))) +
𝜕𝑝1
𝜕𝑦
(𝐷44 (
𝜕𝑢
𝜕𝑦
+
𝜕𝑣
𝜕𝑥
)) +
𝜕𝑝1
𝜕𝑧
(𝐷55 (
𝜕𝑢
𝜕𝑧
+
𝜕𝑤
𝜕𝑥
))]
Ω𝑒
𝑑Ω
= ∫ 𝑝1𝑓𝑥𝑑Ω
Ω𝑒
+ ∮ 𝑝1 [(𝐷11 (
𝜕𝑢
𝜕𝑥
− 𝛼(𝑇 − 𝑇0)) + 𝐷12 (
𝜕𝑣
𝜕𝑦
− 𝛼(𝑇 − 𝑇0)) + 𝐷13 (
𝜕𝑤
𝜕𝑧
− 𝛼(𝑇 − 𝑇0))) 𝑛𝑥 + 𝐷44 (
𝜕𝑢
𝜕𝑦
+
𝜕𝑣
𝜕𝑥
) 𝑛𝑦 + 𝐷55 (
𝜕𝑢
𝜕𝑧
+
𝜕𝑤
𝜕𝑥
)𝑛𝑧] 𝑑Γ
Γ𝑒
 
∫ [
𝜕𝑝2
𝜕𝑥
(𝐷44 (
𝜕𝑢
𝜕𝑦
+
𝜕𝑣
𝜕𝑥
)) +
𝜕𝑝2
𝜕𝑦
(𝐷21 (
𝜕𝑢
𝜕𝑥
− 𝛼(𝑇 − 𝑇0)) + 𝐷22(
𝜕𝑣
𝜕𝑦
− 𝛼(𝑇 − 𝑇0)) + 𝐷23(
𝜕𝑤
𝜕𝑧
− 𝛼(𝑇 − 𝑇0))) +
𝜕𝑝2
𝜕𝑧
(𝐷66 (
𝜕𝑣
𝜕𝑧
+
𝜕𝑤
𝜕𝑦
))]
Ω𝑒
𝑑Ω
= ∫ 𝑝2𝑓𝑦𝑑Ω
Ω𝑒
+ ∮ 𝑝2 [𝐷44 (
𝜕𝑢
𝜕𝑦
+
𝜕𝑣
𝜕𝑥
)𝑛𝑥 + (𝐷21 (
𝜕𝑢
𝜕𝑥
− 𝛼(𝑇 − 𝑇0)) + 𝐷22(
𝜕𝑣
𝜕𝑦
− 𝛼(𝑇 − 𝑇0)) + 𝐷23 (
𝜕𝑤
𝜕𝑧
− 𝛼(𝑇 − 𝑇0)))𝑛𝑦 + 𝐷66 (
𝜕𝑣
𝜕𝑧
+
𝜕𝑤
𝜕𝑦
)𝑛𝑧] 𝑑Γ
Γ𝑒
 
Ec. 8.54 
−
𝜕
𝜕𝑥
(𝐷11 (
𝜕𝑢
𝜕𝑥
− 𝛼(𝑇 − 𝑇0)) +𝐷12 (
𝜕𝑣
𝜕𝑦
− 𝛼(𝑇 − 𝑇0)) + 𝐷13 (
𝜕𝑤
𝜕𝑧
− 𝛼(𝑇 − 𝑇0))) −
𝜕
𝜕𝑦
(𝐷44 (
𝜕𝑢
𝜕𝑦
+
𝜕𝑣
𝜕𝑥
)) −
𝜕
𝜕𝑧
(𝐷55 (
𝜕𝑢
𝜕𝑧
+
𝜕𝑤
𝜕𝑥
)) = 𝑓𝑥 
−
𝜕
𝜕𝑥
(𝐷44 (
𝜕𝑢
𝜕𝑦
+
𝜕𝑣
𝜕𝑥
)) −
𝜕
𝜕𝑦
(𝐷21 (
𝜕𝑢
𝜕𝑥
− 𝛼(𝑇 − 𝑇0)) + 𝐷22 (
𝜕𝑣
𝜕𝑦
− 𝛼(𝑇 − 𝑇0)) + 𝐷23 (
𝜕𝑤
𝜕𝑧
− 𝛼(𝑇 − 𝑇0))) −
𝜕
𝜕𝑧
(𝐷66 (
𝜕𝑣
𝜕𝑧
+
𝜕𝑤
𝜕𝑦
)) = 𝑓𝑦 
−
𝜕
𝜕𝑥
(𝐷55 (
𝜕𝑢
𝜕𝑧
+
𝜕𝑤
𝜕𝑥
)) −
𝜕
𝜕𝑦
(𝐷66 (
𝜕𝑣
𝜕𝑧
+
𝜕𝑤
𝜕𝑦
)) −
𝜕
𝜕𝑧
(𝐷31 (
𝜕𝑢
𝜕𝑥
− 𝛼(𝑇 − 𝑇0)) + 𝐷32 (
𝜕𝑣
𝜕𝑦
− 𝛼(𝑇 − 𝑇0)) + 𝐷33 (
𝜕𝑤
𝜕𝑧
− 𝛼(𝑇 − 𝑇0))) = 𝑓𝑧  
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∫ [
𝜕𝑝3
𝜕𝑥
(𝐷55 (
𝜕𝑢
𝜕𝑧
+
𝜕𝑤
𝜕𝑥
))+
𝜕𝑝3
𝜕𝑦
(𝐷66 (
𝜕𝑣
𝜕𝑧
+
𝜕𝑤
𝜕𝑦
))+
𝜕𝑝3
𝜕𝑧
(𝐷31(
𝜕𝑢
𝜕𝑥
− 𝛼(𝑇 − 𝑇0)) + 𝐷32 (
𝜕𝑣
𝜕𝑦
− 𝛼(𝑇 − 𝑇0)) + 𝐷33 (
𝜕𝑤
𝜕𝑧
− 𝛼(𝑇 − 𝑇0)))]
Ω𝑒
𝑑Ω
= ∫ 𝑝3𝑓𝑧𝑑Ω
Ω𝑒
+ ∮ 𝑝3 [𝐷55 (
𝜕𝑢
𝜕𝑧
+
𝜕𝑤
𝜕𝑥
) 𝑛𝑥 + 𝐷66 (
𝜕𝑣
𝜕𝑧
+
𝜕𝑤
𝜕𝑦
) 𝑛𝑦
Γ𝑒
+ (𝐷31(
𝜕𝑢
𝜕𝑥
− 𝛼(𝑇 − 𝑇0)) + 𝐷32(
𝜕𝑣
𝜕𝑦
− 𝛼(𝑇 − 𝑇0)) + 𝐷33 (
𝜕𝑤
𝜕𝑧
− 𝛼(𝑇 − 𝑇0))) 𝑛𝑧] 𝑑Γ 
 
Aplicando las condiciones de contorno naturales (Ec. 8.52) sobre los resultados anteriores, teniendo en 
cuenta que en el presente trabajo no se considerarán fuerzas de tracción (𝑡𝑥 = 𝑡𝑦 = 𝑡𝑧 = 0) y 
considerando fuerzas externas iguales a cero (𝑓𝑥 = 𝑓𝑦 = 𝑓𝑧 = 0), se obtiene la Ec. 8.55, la cual representa 
la formulación variacional (o débil) del problema termo-mecánico en 3D. 
 
∫ [
𝜕𝑝1
𝜕𝑥
(𝐷11 (
𝜕𝑢
𝜕𝑥
− 𝛼(𝑇 − 𝑇0)) + 𝐷12 (
𝜕𝑣
𝜕𝑦
− 𝛼(𝑇 − 𝑇0)) + 𝐷13(
𝜕𝑤
𝜕𝑧
− 𝛼(𝑇 − 𝑇0))) +
𝜕𝑝1
𝜕𝑦
(𝐷44 (
𝜕𝑢
𝜕𝑦
+
𝜕𝑣
𝜕𝑥
)) +
𝜕𝑝1
𝜕𝑧
(𝐷55 (
𝜕𝑢
𝜕𝑧
+
𝜕𝑤
𝜕𝑥
))]
Ω𝑒
𝑑Ω = 0 
∫ [
𝜕𝑝2
𝜕𝑥
(𝐷44 (
𝜕𝑢
𝜕𝑦
+
𝜕𝑣
𝜕𝑥
)) +
𝜕𝑝2
𝜕𝑦
(𝐷21 (
𝜕𝑢
𝜕𝑥
− 𝛼(𝑇 − 𝑇0)) + 𝐷22(
𝜕𝑣
𝜕𝑦
− 𝛼(𝑇 − 𝑇0)) + 𝐷23(
𝜕𝑤
𝜕𝑧
− 𝛼(𝑇 − 𝑇0))) +
𝜕𝑝2
𝜕𝑧
(𝐷66 (
𝜕𝑣
𝜕𝑧
+
𝜕𝑤
𝜕𝑦
))]
Ω𝑒
𝑑Ω = 0 
∫ [
𝜕𝑝3
𝜕𝑥
(𝐷55 (
𝜕𝑢
𝜕𝑧
+
𝜕𝑤
𝜕𝑥
))+
𝜕𝑝3
𝜕𝑦
(𝐷66 (
𝜕𝑣
𝜕𝑧
+
𝜕𝑤
𝜕𝑦
))+
𝜕𝑝3
𝜕𝑧
(𝐷31(
𝜕𝑢
𝜕𝑥
− 𝛼(𝑇 − 𝑇0)) + 𝐷32 (
𝜕𝑣
𝜕𝑦
− 𝛼(𝑇 − 𝑇0)) + 𝐷33 (
𝜕𝑤
𝜕𝑧
− 𝛼(𝑇 − 𝑇0)))]
Ω𝑒
𝑑Ω = 0 
Ec. 8.55 
 
8.3.3 Discretización mediante elementos finitos del problema termo-mecánico 
 
A pesar de que 𝑢, 𝑣 y 𝑤 son variables independientes una de la otra, éstas son las componentes del vector 
de desplazamiento 𝑈 y, por lo tanto, ambas pueden ser aproximadas usando la misma función de 
interpolación como se muestra en la Ec. 8.56.  
  
𝑢 ≈∑𝑢𝑗𝜓𝑗
𝑒(𝑥, 𝑦, 𝑧)
𝑛
𝑗=1
,          𝑣 ≈∑𝑣𝑗𝜓𝑗
𝑒(𝑥, 𝑦, 𝑧)
𝑛
𝑗=1
, 𝑤 ≈∑𝑤𝑗𝜓𝑗
𝑒(𝑥, 𝑦, 𝑧)
𝑛
𝑗=1
 Ec. 8.56 
 
Considerando que 𝑝1 = 𝑝2 = 𝑝3 = 𝜓𝑖
𝑒 con 𝑖 = 1,2,… , 𝑛, y reemplazando Ec. 8.34 y Ec. 8.56 en la Ec. 8.55 
se obtiene la Ec. 8.57. 
 
∫ [
𝜕𝜓𝑖
𝑒
𝜕𝑥
{𝐷11(
𝜕
𝜕𝑥
(∑𝑢𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
) − 𝛼(∑𝑇𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
− 𝑇0)) + 𝐷12(
𝜕
𝜕𝑦
(∑𝑣𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
) − 𝛼(∑𝑇𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
− 𝑇0))+ 𝐷13(
𝜕
𝜕𝑧
(∑𝑤𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
) − 𝛼(∑𝑇𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
− 𝑇0))}
Ω𝑒
+
𝜕𝜓𝑖
𝑒
𝜕𝑦
{𝐷44(
𝜕
𝜕𝑦
(∑𝑢𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
) +
𝜕
𝜕𝑥
(∑𝑣𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
))} +
𝜕𝜓𝑖
𝑒
𝜕𝑧
{𝐷55(
𝜕
𝜕𝑧
(∑𝑢𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
) +
𝜕
𝜕𝑥
(∑𝑤𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
))}] 𝑑Ω = 0 
∫ [
𝜕𝜓𝑖
𝑒
𝜕𝑥
{𝐷44(
𝜕
𝜕𝑦
(∑𝑢𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
) +
𝜕
𝜕𝑥
(∑𝑣𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
))}
Ω𝑒
+
𝜕𝜓𝑖
𝑒
𝜕𝑦
{𝐷21(
𝜕
𝜕𝑥
(∑𝑢𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
) − 𝛼(∑𝑇𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
− 𝑇0)) + 𝐷22(
𝜕
𝜕𝑦
(∑𝑣𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
) − 𝛼 (∑𝑇𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
− 𝑇0))
+ 𝐷23(
𝜕
𝜕𝑧
(∑𝑤𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
) − 𝛼(∑𝑇𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
− 𝑇0))} +
𝜕𝜓𝑖
𝑒
𝜕𝑧
{𝐷66(
𝜕
𝜕𝑧
(∑𝑣𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
) +
𝜕
𝜕𝑦
(∑𝑤𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
))}] 𝑑Ω = 0 
∫ [
𝜕𝑝3
𝜕𝑥
{𝐷55(
𝜕
𝜕𝑧
(∑𝑢𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
) +
𝜕
𝜕𝑥
(∑𝑤𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
))} +
𝜕𝑝3
𝜕𝑦
{𝐷66(
𝜕
𝜕𝑧
(∑𝑣𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
) +
𝜕
𝜕𝑦
(∑𝑤𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
))}
Ω𝑒
+
𝜕𝑝3
𝜕𝑧
{𝐷31(
𝜕
𝜕𝑥
(∑𝑢𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
) − 𝛼(∑𝑇𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
− 𝑇0))+ 𝐷32(
𝜕
𝜕𝑦
(∑𝑣𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
) − 𝛼(∑𝑇𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
− 𝑇0))
+ 𝐷33(
𝜕
𝜕𝑧
(∑𝑤𝑗𝜓𝑗
𝑒
𝑛
𝑗=1
) − 𝛼(∑𝑇𝑗
𝑒𝜓𝑗
𝑒
𝑛
𝑗=1
− 𝑇0))}]𝑑Ω = 0 
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Teniendo en cuenta que 𝑢𝑗, 𝑣𝑗 y 𝑤𝑗 son valores nodales que no dependen de 𝑥, 𝑦, 𝑧, la Ec. 8.57 se puede 
reescribir como: 
 
∑ ∫ [{𝐷11
𝜕𝜓𝑖
𝑒
𝜕𝑥
𝜕𝜓𝑗
𝑒
𝜕𝑥
+ 𝐷44
𝜕𝜓𝑖
𝑒
𝜕𝑦
𝜕𝜓𝑗
𝑒
𝜕𝑦
+ 𝐷55
𝜕𝜓𝑖
𝑒
𝜕𝑧
𝜕𝜓𝑗
𝑒
𝜕𝑧
} 𝑢𝑗 + {𝐷12
𝜕𝜓𝑖
𝑒
𝜕𝑥
𝜕𝜓𝑗
𝑒
𝜕𝑦
+ 𝐷44
𝜕𝜓𝑖
𝑒
𝜕𝑦
𝜕𝜓𝑗
𝑒
𝜕𝑥
} 𝑣𝑗 + {𝐷13
𝜕𝜓𝑖
𝑒
𝜕𝑥
𝜕𝜓𝑗
𝑒
𝜕𝑧
+ 𝐷55
𝜕𝜓𝑖
𝑒
𝜕𝑧
𝜕𝜓𝑗
𝑒
𝜕𝑥
}𝑤𝑗]
Ω𝑒
𝑑Ω
𝑛
𝑗=1
=∑ ∫ [
𝜕𝜓𝑖
𝑒
𝜕𝑥
{𝐷11𝛼(𝑇𝑗
𝑒𝜓𝑗
𝑒 − 𝑇0) + 𝐷12𝛼(𝑇𝑗
𝑒𝜓𝑗
𝑒 − 𝑇0) + 𝐷13𝛼(𝑇𝑗
𝑒𝜓𝑗
𝑒 − 𝑇0)}]
Ω𝑒
𝑑Ω
𝑛
𝑗=1
 
∑ ∫ [(𝐷44
𝜕𝜓𝑖
𝑒
𝜕𝑥
𝜕𝜓𝑗
𝑒
𝜕𝑦
+ 𝐷21
𝜕𝜓𝑖
𝑒
𝜕𝑦
𝜕𝜓𝑗
𝑒
𝜕𝑥
)𝑢𝑗 + (𝐷22
𝜕𝜓𝑖
𝑒
𝜕𝑦
𝜕𝜓𝑗
𝑒
𝜕𝑦
+ 𝐷44
𝜕𝜓𝑖
𝑒
𝜕𝑥
𝜕𝜓𝑗
𝑒
𝜕𝑥
+ 𝐷66
𝜕𝜓𝑖
𝑒
𝜕𝑧
𝜕𝜓𝑗
𝑒
𝜕𝑧
)𝑣𝑗 + (𝐷23
𝜕𝜓𝑖
𝑒
𝜕𝑦
𝜕𝜓𝑗
𝑒
𝜕𝑧
+ 𝐷66
𝜕𝜓𝑖
𝑒
𝜕𝑧
𝜕𝜓𝑗
𝑒
𝜕𝑦
)𝑤𝑗]
Ω𝑒
𝑑Ω
𝑛
𝑗=1
=∑ ∫ [
𝜕𝜓𝑖
𝑒
𝜕𝑥
{𝐷21𝛼(𝑇𝑗
𝑒𝜓𝑗
𝑒 − 𝑇0) + 𝐷22𝛼(𝑇𝑗
𝑒𝜓𝑗
𝑒 − 𝑇0) + 𝐷23𝛼(𝑇𝑗
𝑒𝜓𝑗
𝑒 − 𝑇0)}]
Ω𝑒
𝑑Ω
𝑛
𝑗=1
 
∑ ∫ [(𝐷55
𝜕𝜓𝑖
𝑒
𝜕𝑥
𝜕𝜓𝑗
𝑒
𝜕𝑧
+ 𝐷31
𝜕𝜓𝑖
𝑒
𝜕𝑧
𝜕𝜓𝑗
𝑒
𝜕𝑥
)𝑢𝑗 + (𝐷66
𝜕𝜓𝑖
𝑒
𝜕𝑦
𝜕𝜓𝑗
𝑒
𝜕𝑧
+ 𝐷32
𝜕𝜓𝑖
𝑒
𝜕𝑧
𝜕𝜓𝑗
𝑒
𝜕𝑦
)𝑣𝑗 + (𝐷33
𝜕𝜓𝑖
𝑒
𝜕𝑧
𝜕𝜓𝑗
𝑒
𝜕𝑧
+ 𝐷55
𝜕𝜓𝑖
𝑒
𝜕𝑥
𝜕𝜓𝑗
𝑒
𝜕𝑥
+ 𝐷66
𝜕𝜓𝑖
𝑒
𝜕𝑦
𝜕𝜓𝑗
𝑒
𝜕𝑦
)𝑤𝑗]
Ω𝑒
𝑑Ω
𝑛
𝑗=1
=∑ ∫ [
𝜕𝜓𝑖
𝑒
𝜕𝑥
{𝐷31𝛼(𝑇𝑗
𝑒𝜓𝑗
𝑒 − 𝑇0) + 𝐷32𝛼(𝑇𝑗
𝑒𝜓𝑗
𝑒 − 𝑇0) + 𝐷33𝛼(𝑇𝑗
𝑒𝜓𝑗
𝑒 − 𝑇0)}]
Ω𝑒
𝑑Ω
𝑛
𝑗=1
 
Ec. 8.58 
 
En forma matricial, la Ec. 8.58 se puede expresar como: 
 
∑[
𝐾𝑖𝑗
11 𝐾𝑖𝑗
12 𝐾𝑖𝑗
13
𝐾𝑖𝑗
21 𝐾𝑖𝑗
22 𝐾𝑖𝑗
23
𝐾𝑖𝑗
31 𝐾𝑖𝑗
32 𝐾𝑖𝑗
33
] {
𝑢𝑖
𝑣𝑗
𝑤𝑗
}
𝑛
𝑗=1
= {
𝐹1
𝐹2
𝐹3
} → [𝐾𝑀
𝑒 ]{𝑈𝑒} = {𝐹𝑒} Ec. 8.59 
 
Donde: 
 
𝐾𝑖𝑗
11 = 𝐷11
𝜕𝑁𝑖
𝜕𝑥
𝜕𝑁𝑗
𝜕𝑥
+ 𝐷44
𝜕𝑁𝑖
𝜕𝑦
𝜕𝑁𝑗
𝜕𝑦
+ 𝐷55
𝜕𝑁𝑖
𝜕𝑧
𝜕𝑁𝑗
𝜕𝑧
, 𝐾𝑖𝑗
12 = 𝐷12
𝜕𝑁𝑖
𝜕𝑥
𝜕𝑁𝑗
𝜕𝑦
+ 𝐷44
𝜕𝑁𝑖
𝜕𝑦
𝜕𝑁𝑗
𝜕𝑥
, 𝐾𝑖𝑗
13 = 𝐷13
𝜕𝑁𝑖
𝜕𝑥
𝜕𝑁𝑗
𝜕𝑧
+ 𝐷55
𝜕𝑁𝑖
𝜕𝑧
𝜕𝑁𝑗
𝜕𝑥
 
𝐾𝑖𝑗
21 = 𝐷44
𝜕𝑁𝑖
𝜕𝑥
𝜕𝑁𝑗
𝜕𝑦
+ 𝐷21
𝜕𝑁𝑖
𝜕𝑦
𝜕𝑁𝑗
𝜕𝑥
,𝐾𝑖𝑗
22 = 𝐷44
𝜕𝑁𝑖
𝜕𝑥
𝜕𝑁𝑗
𝜕𝑥
+ 𝐷22
𝜕𝑁𝑖
𝜕𝑦
𝜕𝑁𝑗
𝜕𝑦
+ 𝐷66
𝜕𝑁𝑖
𝜕𝑧
𝜕𝑁𝑗
𝜕𝑧
, 𝐾𝑖𝑗
23 = 𝐷23
𝜕𝑁𝑖
𝜕𝑦
𝜕𝑁𝑗
𝜕𝑧
+ 𝐷66
𝜕𝑁𝑖
𝜕𝑧
𝜕𝑁𝑗
𝜕𝑦
 
𝐾𝑖𝑗
31 = 𝐷55
𝜕𝑁𝑖
𝜕𝑥
𝜕𝑁𝑗
𝜕𝑧
+ 𝐷31
𝜕𝑁𝑖
𝜕𝑧
𝜕𝑁𝑗
𝜕𝑥
,𝐾𝑖𝑗
32 = 𝐷66
𝜕𝑁𝑖
𝜕𝑦
𝜕𝑁𝑗
𝜕𝑧
+ 𝐷32
𝜕𝑁𝑖
𝜕𝑧
𝜕𝑁𝑗
𝜕𝑦
, 𝐾𝑖𝑗
33 = 𝐷33
𝜕𝑁𝑖
𝜕𝑧
𝜕𝑁𝑗
𝜕𝑧
+ 𝐷55
𝜕𝑁𝑖
𝜕𝑥
𝜕𝑁𝑗
𝜕𝑥
+ 𝐷66
𝜕𝑁𝑖
𝜕𝑦
𝜕𝑁𝑗
𝜕𝑦
 
𝐹1 =∑ ∫ [
𝜕𝜓𝑖
𝑒
𝜕𝑥
{𝐷11𝛼(𝑇𝑗
𝑒𝜓𝑗
𝑒 − 𝑇0) + 𝐷12𝛼(𝑇𝑗
𝑒𝜓𝑗
𝑒 − 𝑇0) + 𝐷13𝛼(𝑇𝑗
𝑒𝜓𝑗
𝑒 − 𝑇0)}]
Ω𝑒
𝑑Ω
𝑛
𝑗=1
 
𝐹2 =∑ ∫ [
𝜕𝜓𝑖
𝑒
𝜕𝑥
{𝐷21𝛼(𝑇𝑗
𝑒𝜓𝑗
𝑒 − 𝑇0) + 𝐷22𝛼(𝑇𝑗
𝑒𝜓𝑗
𝑒 − 𝑇0)+ 𝐷23𝛼(𝑇𝑗
𝑒𝜓𝑗
𝑒 − 𝑇0)}]
Ω𝑒
𝑑Ω
𝑛
𝑗=1
 
𝐹3 =∑ ∫ [
𝜕𝜓𝑖
𝑒
𝜕𝑥
{𝐷31𝛼(𝑇𝑗
𝑒𝜓𝑗
𝑒 − 𝑇0) + 𝐷32𝛼(𝑇𝑗
𝑒𝜓𝑗
𝑒 − 𝑇0)+ 𝐷33𝛼(𝑇𝑗
𝑒𝜓𝑗
𝑒 − 𝑇0)}]
Ω𝑒
𝑑Ω
𝑛
𝑗=1
 
Ec. 8.60 
 
Siendo [𝐾𝑀
𝑒 ], {𝑈𝑒} y {𝐹𝑒} son la matriz de rigidez, los desplazamientos y el vector de carga debido al 
cambio de temperatura del elemento 𝑒, respectivamente, que se pueden expresar en términos matriciales 
como lo muestra la Ec. 8.61.  
 
[𝐾𝑀
𝑒 ] = ∫[𝐵]𝑇[𝐷][𝐵]𝑑𝛺
𝛺𝑒
, {𝑈𝑒} = {
𝑢𝑗
𝑣𝑗
𝑤𝑗
} =
{
 
 
 
 
𝑢1
𝑣1
𝑤1
⋮
𝑢𝑛
𝑣𝑛
𝑤𝑛}
 
 
 
 
, {𝐹𝑒} = ∫ 𝛼[𝐵]𝑇[𝐷]([𝜓𝑒]𝑇{𝑇𝑗} − 𝑇0)
{
 
 
 
 
1
1
1
0
0
0}
 
 
 
 
𝑑𝛺
𝛺𝑒
  Ec. 8.61 
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Donde [𝐵] =
[
 
 
 
 
 
 
 
 
 
 
𝜕𝜓1
𝜕𝑥
0 0
𝜕𝜓2
𝜕𝑥
⋯ ⋯
𝜕𝜓8
𝜕𝑥
0 0
0
𝜕𝜓1
𝜕𝑦
0 0 ⋯ ⋯ 0
𝜕𝑁8
𝜕𝑦
0
0 0
𝜕𝜓1
𝜕𝑧
0 ⋯ ⋯ 0 0
𝜕𝜓8
𝜕𝑧
𝜕𝜓1
𝜕𝑦
𝜕𝜓1
𝜕𝑥
0
𝜕𝜓2
𝜕𝑦
⋯ ⋯
𝜕𝜓8
𝜕𝑦
𝜕𝜓8
𝜕𝑥
0
0
𝜕𝜓1
𝜕𝑧
𝜕𝜓1
𝜕𝑦
0 ⋯ ⋯ 0
𝜕𝜓8
𝜕𝑧
𝜕𝜓8
𝜕𝑦
𝜕𝜓1
𝜕𝑧
0
𝜕𝜓1
𝜕𝑥
𝜕𝜓2
𝜕𝑧
⋯ ⋯
𝜕𝜓8
𝜕𝑧
0
𝜕𝜓8
𝜕𝑥 ]
 
 
 
 
 
 
 
 
 
 
. 
 
8.4 Evaluación de las integrales del problema electro-termo-mecánico 
 
En el problema eléctrico, electro-térmico y termo-mecánico, cuando se hace la discretización mediante 
elementos finitos, aparecen integrales de volumen para el cálculo de las matrices de conductividad 
eléctrica y térmica y para la matriz de rigidez, así como para el cálculo de los vectores de carga térmico y 
mecánico. Dichas integrales dependen de las funciones de interpolación 𝜓𝑖, 𝑖 = 1, … , 𝑛 y de sus derivadas. 
Estas funciones dependen exclusivamente del tipo de elemento finito (EF) seleccionado. Para el caso 
tridimensional se pueden usar varios tipos de EFs, pero solo dos tipos de elementos finitos lineales: el 
elemento tetraédrico de cuatro nodos y el elemento hexaédrico de ocho nodos. En el presente estudio se 
usa el segundo y a continuación se presenta su formulación. 
 
8.4.1 Función de interpolación para el elemento hexaédrico de 8 nodos 
 
El elemento hexaédrico de ocho nodos también se conoce como elemento “Brick”. La Ec. 8.62 presenta la 
función de interpolación polinómica de menor gado para este elemento. 
 
Φ𝑒(𝑥, 𝑦, 𝑧) = 𝑎1 + 𝑎2𝑥 + 𝑎3𝑦 + 𝑎4𝑧 + 𝑎5𝑥𝑦 + 𝑎6𝑥𝑧 + 𝑎7𝑦𝑧 + 𝑎8𝑥𝑦𝑧 Ec. 8.62 
 
Matricialmente, la Ec. 8.62 se puede escribir como Φ𝑒(𝑥, 𝑦, 𝑧) = [𝑋]{𝐴}, donde [𝑋] es un vector con las 
variables 𝑥, 𝑦, 𝑧  y  {𝐴} es el vector con los coeficientes 𝑎𝑖  (𝑖 = 1,2,… ,8) desconocidos. Como se requiere 
que la función de interpolación sea igual al valor nodal de la variable interpolada 𝜙, entonces se cumple 
lo siguiente: 
 
Φe(𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖) ≡ 𝜙𝑖
𝑒                        𝑐𝑜𝑛 𝑖 = 1,2,… ,8 Ec. 8.63 
 
Donde (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖)(𝑖 = 1,2,… ,8) son las coordenadas globales de los nodos del elemento. Ahora, se 
requiere hallar los valores de 𝑎𝑖  (𝑖 = 1,2,… ,8) de la Ec. 8.62, los cuales se obtiene usando la Ec. 8.63. 
 
Φ𝑒(𝑥1, 𝑦1, 𝑧1) = 𝜙1
𝑒 = 𝑎1 + 𝑎2𝑥1 + 𝑎3𝑦1 + 𝑎4𝑧1 + 𝑎5𝑥1𝑦1 + 𝑎6𝑥1𝑧1 + 𝑎7𝑦1𝑧1 + 𝑎8𝑥1𝑦1𝑧1
Φ𝑒(𝑥2, 𝑦2, 𝑧2) = 𝜙2
𝑒 = 𝑎1 + 𝑎2𝑥2 + 𝑎3𝑦2 + 𝑎4𝑧2 + 𝑎5𝑥2𝑦2 + 𝑎6𝑥2𝑧2 + 𝑎7𝑦2𝑧2 + 𝑎8𝑥2𝑦2𝑧2
⋮
Φ𝑒(𝑥8, 𝑦8, 𝑧8) = 𝜙8
𝑒 = 𝑎1 + 𝑎2𝑥8 + 𝑎3𝑦8 + 𝑎4𝑧8 + 𝑎5𝑥8𝑦8 + 𝑎6𝑥8𝑧8 + 𝑎7𝑦8𝑧8 + 𝑎8𝑥8𝑦8𝑧8
}
→ [?̅?]{𝐴} = {𝜙𝑒} 
Ec. 8.64 
 
Dado que el vector {𝜙𝑒} y la matriz [?̅?] son conocidos, de la Ec. 8.64 se calcula el vector de coeficientes 
desconocidos {𝐴} como {𝐴} = [?̅?]−1{𝜙𝑒}, luego se reemplaza dicho valor en la Ec. 8.62 y se obtiene: 
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Φ𝑒(𝑥, 𝑦, 𝑧) = [𝑋][?̅?]−1{𝜙𝑒} = [𝑁]{𝜙𝑒} Ec. 8.65 
 
Donde {𝜙𝑒} son los valores nodales de la variable que se pretende aproximar por medio del MEF y [𝑁] =
[𝑋][?̅?]−1 son las funciones de forma del elemento “Brick” de 8 nodos dadas por: 
 
[𝑁(𝑥, 𝑦, 𝑧)] = [𝑁1(𝑥, 𝑦, 𝑧) 𝑁2(𝑥, 𝑦, 𝑧) ⋯ 𝑁8(𝑥, 𝑦, 𝑧)] Ec. 8.66 
 
Las funciones de forma 𝑁𝑖(𝑥, 𝑦, 𝑧) son las funciones de interpolación usadas para la formulación de 
elementos finitos. Con todo, las expresiones resultantes quedan bastante grandes, y por ello, en vez de 
usar unas funciones de forma en términos de 𝑥, 𝑦, 𝑧, se hace en términos de unas nuevas variables 𝑟, 𝑠, 𝑡 
obtenidas a partir de una transformación como se muestra en la siguiente sección. 
 
8.4.2 Técnica del elemento de referencia 
 
La Figura 8.5 a) muestra un elemento cúbico, el cual se conoce como elemento de referencia, por sus 
coordenadas y tamaño. Este elemento es bastante importante, ya que en optimización topológica, por lo 
general no se requiere de dominios de diseño complejos, puesto ésta técnica se encarga de generar 
topologías óptimas a partir de formas básicas como cuadrados o rectángulos para el caso bidimensional 
(2D) y paralelepípedos en el caso tridimensional (3D); además, si la malla consiste de formas simples como 
cubos, las matrices de conductividad eléctrica y térmica y la matriz de “rigidez” del elemento se puede 
calcular una sola vez, puesto que ésta será igual para todos los demás elementos [111].  
 
 
Figura 8.5. Elemento hexaédrico de 8 nodos en sus coordenadas a) naturales y b) globales. 
 
Ahora, con el fin de hallar las funciones de forma para el elemento hexaédrico de referencia, considérese 
el dominio 𝐶̅ = {(𝑟, 𝑠, 𝑡):−1 ≤ 𝑟, 𝑠, 𝑡 ≤ 1} con vértices como se ilustra en la Figura 8.5 a). Sobre el 
elemento de referencia están definidas ocho funciones de forma 𝑁1, 𝑁2, … , 𝑁8 tales que se cumple la Ec. 
8.67 en cada vértice del elemento con el fin de satisfacer la Ec. 8.65. 
 
𝑁𝑙(𝑟𝑖 , 𝑠𝑗 , 𝑡𝑘) = 𝛿𝑖𝑗𝑘 = {
1  si  𝑖 = 𝑗 = 𝑘
0 si  𝑖 ≠ 𝑗 ≠ 𝑘
 Ec. 8.67 
 
Para la funciones de forma, se utiliza un polinomio de bajo orden con ocho coeficientes como se presenta 
en la Ec. 8.68 para 𝑖 = 1,2,… , 8. [151]. 
 
𝑁𝑖(𝑟, 𝑠, 𝑡) = 𝑎𝑖 + 𝑏𝑖𝑟 + 𝑐𝑖𝑠 + 𝑑𝑖𝑡 + 𝑒𝑖𝑟𝑠 + 𝑓𝑖𝑟𝑡 + 𝑔𝑖𝑠𝑡 + ℎ𝑖𝑟𝑠𝑡 Ec. 8.68 
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Con las ecuaciones Ec. 8.67 y Ec. 8.68 se pueden hallar los ocho coeficientes desconocidos de cada una de 
las funciones de forma como se muestra a continuación: 
 
𝑁1(−1,−1, −1) = 𝑎1 + 𝑏1(−1)+ 𝑐1(−1) + 𝑑1(−1) + 𝑒1(−1)(−1)+ 𝑓1(−1)(−1) + 𝑔1(−1)(−1) + ℎ1(−1)(−1)(−1) = 1
𝑁1(1,−1,−1) = 𝑎1 + 𝑏1(1) + 𝑐1(−1) + 𝑑1(−1) + 𝑒1(1)(−1)+ 𝑓1(1)(−1) + 𝑔1(−1)(−1) + ℎ1(1)(−1)(−1) = 0
⋮
𝑁1(−1,1,1) = 𝑎1 + 𝑏1(−1) + 𝑐1(1) + 𝑑1(1) + 𝑒1(−1)(1) + 𝑓1(−1)(1) + 𝑔1(1)(1) + ℎ1(−1)(1)(1) = 0
 
 
Expresado el anterior sistema de 8 ecuaciones con 8 incógnitas de forma matricial: 
 
[
1
1
⋮
1
−1
1
⋮
−1
−1
−1
⋮
1
−1
−1
⋮
1
1
−1
⋮
−1
1
−1
⋮
−1
1
1
⋮
1
−1
1
⋮
−1
] {
𝑎1
𝑎2
⋮
𝑎8
} = {
1
0
⋮
0
} 
 
Solucionando para los coeficientes 𝑎, 𝑏, 𝑐, 𝑑, 𝑒, 𝑓, 𝑔, ℎ y reemplazando en la función de forma 𝑁1 se obtiene 
que: 
 
𝑁1 =
1
8
[1 − 𝑟 − 𝑠 − 𝑡 + 𝑟𝑠 + 𝑟𝑡 + 𝑠𝑡 − 𝑟𝑠𝑡] =
1
8
[(1 − 𝑟)(1 − 𝑠)(1 − 𝑡)] 
 
De forma similar al procedimiento anterior, se pueden obtener las siete funciones de forma restantes, 
quedando como se muestra en la Ec. 8.69, la cual muestra las ocho funciones de forma para el elemento 
hexaédrico de referencia [151].  
 
[𝑁] =
[
 
 
 
 
 
 
 
𝑁1
𝑁2
𝑁3
𝑁4
𝑁5
𝑁6
𝑁7
𝑁8]
 
 
 
 
 
 
 
=
1
8
[
 
 
 
 
 
 
 
 
(1 − 𝑟)(1 − 𝑠)(1 − 𝑡)
(1 + 𝑟)(1 − 𝑠)(1 − 𝑡)
(1 + 𝑟)(1 + 𝑠)(1 − 𝑡)
(1 − 𝑟)(1 + 𝑠)(1 − 𝑡)
(1 − 𝑟)(1 − 𝑠)(1 + 𝑡)
(1 + 𝑟)(1 − 𝑠)(1 + 𝑡)
(1 + 𝑟)(1 + 𝑠)(1 + 𝑡)
(1 − 𝑟)(1 + 𝑠)(1 + 𝑡)]
 
 
 
 
 
 
 
 
 Ec. 8.69 
 
8.4.3 Formulación isoparamétrica del elemento finito 
 
Para calcular las matrices de conductividad eléctrica y térmica y la matriz de rigidez, así como los vectores 
de carga térmica y mecánica, hace falta realizar las derivadas parciales con respecto a las coordenadas 
globales 𝑥, 𝑦, 𝑧 de las funciones de forma y el cálculo de integrales de volumen en el dominio de diseño Ω. 
El primer problema se resuelve con la formulación isoparamétrica y el segundo con integración numérica 
[110].  
 
Las funciones de forma del elemento de referencia están en términos de las coordenadas naturales 𝑟, 𝑠, 𝑡, 
mientras que la matriz gradiente [𝐵] está en términos de las coordenadas globales 𝑥, 𝑦, 𝑧. Para ir de un 
sistema de coordenadas a otro, se usa una transformación (mapeo) mediante la Ec. 8.70 [112]. 
 
𝑥 =∑𝑁𝑖(𝑟, 𝑠, 𝑡)𝑥𝑖
8
𝑖=1
, 𝑦 = ∑𝑁𝑖(𝑟, 𝑠, 𝑡)𝑦𝑖
8
𝑖=1
, 𝑧 =∑𝑁𝑖(𝑟, 𝑠, 𝑡)𝑧𝑖
8
𝑖=1
 Ec. 8.70 
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Donde 𝑥𝑖, 𝑦𝑖  y 𝑧𝑖 son los valores de las coordenadas globales del nodo 𝑖 y 𝑁𝑖  son las funciones de forma 
dadas por la Ec. 8.69. Ahora, con el objetivo de calcular las derivadas en términos de las variables 𝑟, 𝑠, 𝑡 de 
las funciones dependientes de las coordenadas globales 𝑥, 𝑦, 𝑧 se hace uso de la regla de la cadena 
presentada en la Ec. 8.71.  
 
𝜕
𝜕𝑟
=
𝜕
𝜕𝑥
𝜕𝑥
𝜕𝑟
+
𝜕
𝜕𝑦
𝜕𝑦
𝜕𝑟
+
𝜕
𝜕𝑧
𝜕𝑧
𝜕𝑟
𝜕
𝜕𝑠
=
𝜕
𝜕𝑥
𝜕𝑥
𝜕𝑠
+
𝜕
𝜕𝑦
𝜕𝑦
𝜕𝑠
+
𝜕
𝜕𝑧
𝜕𝑧
𝜕𝑠
𝜕
𝜕𝑡
=
𝜕
𝜕𝑥
𝜕𝑥
𝜕𝑡
+
𝜕
𝜕𝑦
𝜕𝑦
𝜕𝑡
+
𝜕
𝜕𝑧
𝜕𝑧
𝜕𝑡
 Ec. 8.71 
 
Reescribiendo la Ec. 8.71 en términos matriciales se obtiene: 
 
{
 
 
 
 
𝜕
𝜕𝑟
𝜕
𝜕𝑠
𝜕
𝜕𝑡}
 
 
 
 
⏟  
𝐷𝑒𝑟𝑖𝑣𝑎𝑑𝑎𝑠
𝑙𝑜𝑐𝑎𝑙𝑒𝑠
=
[
 
 
 
 
 
𝜕𝑥
𝜕𝑟
𝜕𝑦
𝜕𝑟
𝜕𝑧
𝜕𝑟
𝜕𝑥
𝜕𝑠
𝜕𝑦
𝜕𝑠
𝜕𝑧
𝜕𝑠
𝜕𝑥
𝜕𝑡
𝜕𝑦
𝜕𝑡
𝜕𝑧
𝜕𝑡]
 
 
 
 
 
⏟        
𝐽𝑎𝑐𝑜𝑏𝑖𝑎𝑛𝑜
{
  
 
  
 
𝜕
𝜕𝑥
𝜕
𝜕𝑦
𝜕
𝜕𝑧}
  
 
  
 
⏟  
𝐷𝑒𝑟𝑖𝑣𝑎𝑑𝑎𝑠
𝑔𝑙𝑜𝑏𝑎𝑙𝑒𝑠 
 
Ec. 8.72 
 
Donde el Jacobiano se calcula de forma directa usando la Ec. 8.70 como se muestra a continuación [110]: 
 
[𝐽] =
[
 
 
 
 
 
𝜕𝑥
𝜕𝑟
𝜕𝑦
𝜕𝑟
𝜕𝑧
𝜕𝑟
𝜕𝑥
𝜕𝑠
𝜕𝑦
𝜕𝑠
𝜕𝑧
𝜕𝑠
𝜕𝑥
𝜕𝑡
𝜕𝑦
𝜕𝑡
𝜕𝑧
𝜕𝑡]
 
 
 
 
 
=
[
 
 
 
 
 
 
 
 
∑
𝜕𝑁𝑖(𝑟, 𝑠, 𝑡)
𝜕𝑟
𝑥𝑖
8
𝑖=1
∑
𝜕𝑁𝑖(𝑟, 𝑠, 𝑡)
𝜕𝑟
𝑦𝑖
8
𝑖=1
∑
𝜕𝑁𝑖(𝑟, 𝑠, 𝑡)
𝜕𝑟
𝑧𝑖
8
𝑖=1
∑
𝜕𝑁𝑖(𝑟, 𝑠, 𝑡)
𝜕𝑠
𝑥𝑖
8
𝑖=1
∑
𝜕𝑁𝑖(𝑟, 𝑠, 𝑡)
𝜕𝑠
𝑦𝑖
8
𝑖=1
∑
𝜕𝑁𝑖(𝑟, 𝑠, 𝑡)
𝜕𝑠
𝑧𝑖
8
𝑖=1
∑
𝜕𝑁𝑖(𝑟, 𝑠, 𝑡)
𝜕𝑡
𝑥𝑖
8
𝑖=1
∑
𝜕𝑁𝑖(𝑟, 𝑠, 𝑡)
𝜕𝑡
𝑦𝑖
8
𝑖=1
∑
𝜕𝑁𝑖(𝑟, 𝑠, 𝑡)
𝜕𝑡
𝑧𝑖
8
𝑖=1 ]
 
 
 
 
 
 
 
 
=
[
 
 
 
 
 
 
 
 
∑
𝜕𝑁𝑖(𝑟, 𝑠, 𝑡)
𝜕𝑟
8
𝑖=1
∑
𝜕𝑁𝑖(𝑟, 𝑠, 𝑡)
𝜕𝑠
8
𝑖=1
∑
𝜕𝑁𝑖(𝑟, 𝑠, 𝑡)
𝜕𝑡
8
𝑖=1 ]
 
 
 
 
 
 
 
 
[
 
 
 
 
 
 
 
𝑥1 𝑦1 𝑧1
𝑥2 𝑦2 𝑧2
𝑥3 𝑦3 𝑧3
𝑥4 𝑦4 𝑧4
𝑥5 𝑦5 𝑧5
𝑥6 𝑦6 𝑧6
𝑥7 𝑦7 𝑧7
𝑥8 𝑦8 𝑧8]
 
 
 
 
 
 
 
=
[
 
 
 
 
 
 
𝜕𝑁1
𝜕𝑟
𝜕𝑁2
𝜕𝑟
𝜕𝑁3
𝜕𝑟
𝜕𝑁4
𝜕𝑟
𝜕𝑁5
𝜕𝑟
𝜕𝑁6
𝜕𝑟
𝜕𝑁7
𝜕𝑟
𝜕𝑁8
𝜕𝑟
𝜕𝑁1
𝜕𝑠
𝜕𝑁2
𝜕𝑠
𝜕𝑁3
𝜕𝑠
𝜕𝑁4
𝜕𝑠
𝜕𝑁5
𝜕𝑠
𝜕𝑁6
𝜕𝑠
𝜕𝑁7
𝜕𝑠
𝜕𝑁8
𝜕𝑠
𝜕𝑁1
𝜕𝑡
𝜕𝑁2
𝜕𝑡
𝜕𝑁3
𝜕𝑡
𝜕𝑁4
𝜕𝑡
𝜕𝑁5
𝜕𝑡
𝜕𝑁6
𝜕𝑡
𝜕𝑁7
𝜕𝑡
𝜕𝑁8
𝜕𝑡 ]
 
 
 
 
 
 
[
 
 
 
 
 
 
 
𝑥1 𝑦1 𝑧1
𝑥2 𝑦2 𝑧2
𝑥3 𝑦3 𝑧3
𝑥4 𝑦4 𝑧4
𝑥5 𝑦5 𝑧5
𝑥6 𝑦6 𝑧6
𝑥7 𝑦7 𝑧7
𝑥8 𝑦8 𝑧8]
 
 
 
 
 
 
 
 
 
La Ec. 8.73 presenta el Jacobiano de forma compacta. 
 
[𝐽] = [
𝐽11 𝐽12 𝐽13
𝐽21 𝐽22 𝐽23
𝐽31 𝐽32 𝐽33
] =
[
 
 
 
 
 {
𝜕𝑁𝑖
𝜕𝑟
}
{
𝜕𝑁𝑖
𝜕𝑠
}
{
𝜕𝑁𝑖
𝜕𝑡
}]
 
 
 
 
 
[{𝑥𝑖} {𝑦𝑖} {𝑧𝑖}] Ec. 8.73 
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La inversa de la matriz Jacobiana se denota como: 
 
[𝑅] = [𝐽𝑒]−1 = [
𝑅11 𝑅12 𝑅13
𝑅21 𝑅22 𝑅23
𝑅31 𝑅32 𝑅33
] Ec. 8.74 
 
Luego, las derivadas con respecto a las coordenadas globales se obtienen de las ecuaciones Ec. 8.72 y Ec. 
8.74, quedando como se presenta a continuación: 
 
{
 
 
 
 
𝜕
𝜕𝑥⁄
𝜕
𝜕𝑦⁄
𝜕
𝜕𝑧⁄ }
 
 
 
 
= [
𝑅11 𝑅12 𝑅13
𝑅21 𝑅22 𝑅23
𝑅31 𝑅32 𝑅33
]
{
 
 
 
 𝜕 𝜕𝑟⁄
𝜕
𝜕𝑠⁄
𝜕
𝜕𝑡⁄ }
 
 
 
 
 Ec. 8.75 
 
8.4.4 Integración numérica 
 
Para calcular las matrices de conductividad eléctrica y térmica y la matriz de rigidez, así como los vectores 
de carga térmica y mecánica, es necesario hacer una integración triple sobre el dominio del elemento; sin 
embargo, dicha integración realizada por métodos analíticos puede ser muy complicada por el hecho de 
que en el contexto de los elementos finitos se requiere un gran número de integraciones donde los 
métodos analíticos pueden ser ineficientes. En consecuencia, se usa integración numérica como la 
cuadratura de Gauss-Legrende (o simplemente Gauss), que a pesar de ser una técnica numérica, la 
integración puede ser exacta dependiendo del número de puntos de integración y el grado del polinomio 
integrado [114]. 
 
De especial interés resulta para el análisis por elementos finitos que con la cuadratura de Gauss se puede 
integrar de forma exacta. Si se usan 𝑀 puntos y pesos de integración, resulta que la integral es exacta para 
un polinomio de grado 2𝑀 − 1 [110]. En el presente trabajo, la expresión para hallar tanto la matriz de 
conductividad eléctrica y térmica como la matriz de rigidez, es un polinomio de grado 2 para cada una de 
las variables 𝑟, 𝑠 y 𝑡. Por lo tanto, el número de puntos de integración debe ser 2𝑀 − 1 = 2 →   𝑀 =
3/2 y se aproxima al número entero superior, lo que significa que se deben usar 2 puntos y pesos de 
integración por cada variable al usar la integración numérica para obtener una integración exacta. 
 
Para el caso del elemento “Brick” que está compuesto por funciones de forma tri-lineales se usa un 
esquema de 2 × 2 × 2 para la integración exacta, donde los puntos de integración y los pesos se presentan 
en Tabla 8.1. En la Figura 8.6 se muestra la ubicación de los puntos de integración en el elemento 
hexaédrico.  
 
Tabla 8.1. Puntos y pesos de integración para el elemento “Brick” de 8 nodos. 
COORDENADA LOCALIZACIÓN PESOS (𝑾𝒊) 
𝑟 ±
1
√3
  1,1 
𝑠 ±
1
√3
  1,1 
𝑡 ±
1
√3
  1,1 
 
Luego, una integral triple o de volumen se puede aproximar por la Ec. 8.76. 
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∫ ∫ ∫𝑓(𝑟, 𝑠, 𝑡)𝑑𝑟𝑑𝑠𝑑𝑡
1
−1
1
−1
1
−1
=∑∑∑𝑓(𝑟𝑖, 𝑠𝑗 , 𝑡𝑘)𝑊𝑖𝑊𝑗𝑊𝑘
𝑀𝑘
𝑘=1
𝑀𝑗
𝑗=1
𝑀𝑖
𝑖=1
 Ec. 8.76 
 
En donde 𝑀 es el número de puntos de integración, 𝑟𝑖 , 𝑠𝑗 , 𝑡𝑘  son los puntos de integración y 𝑊𝑖, 𝑊𝑗,𝑊𝑘   
son coeficientes llamados pesos de integración. Con el fin de hallar valores estándares para los puntos y 
pesos de integración, es necesario que el dominio de integración esté normalizado y las variables usadas 
solo varíen entre -1 y 1 [110]. 
 
 
Figura 8.6. Localización de los nodos y puntos de integración para el elemento “Brick”. 
 
8.4.5 Cálculo de las matrices y vectores del problema eléctrico 
 
La matriz de conductividad eléctrica del elemento [𝐾𝐸
𝑒] se expresa en términos de las coordenadas 
naturales 𝑟, 𝑠, 𝑡, usando la formulación isoparamétrica anteriormente desarrollada y considerando que 
𝑑𝑥𝑑𝑦𝑑𝑧 = |𝐽|𝑑𝑟𝑑𝑠𝑑𝑡, donde |𝐽| es el determinante de la matriz Jacobiana: 
 
[𝐾𝐸
𝑒] = 𝑘𝑒 ∫[𝐵(𝑥, 𝑦, 𝑧)]
𝑇[𝐵(𝑥, 𝑦, 𝑧)]
Ωe
𝑑𝑥𝑑𝑦𝑑𝑧 = 𝑘𝑒 ∫ ∫ ∫[𝐵(𝑟, 𝑠, 𝑡)]
𝑇[𝐵(𝑟, 𝑠, 𝑡)]|𝐽|𝑑𝑟𝑑𝑠𝑑𝑡
1
−1
1
−1
1
−1
 Ec. 8.77 
 
Luego, la Ec. 8.77 usando la cuadratura de Gauss, donde se usa los puntos y pesos de integración 
presentados en la Tabla 8.1:   
 
[𝐾𝐸
𝑒] = 𝑘𝑒∑∑∑[𝐵(𝑟𝑖 , 𝑠𝑗 , 𝑡𝑘)]
𝑇
[𝐵(𝑟𝑖 , 𝑠𝑗 , 𝑡𝑘)]
2
𝑘=1
2
𝑗=1
2
𝑖=1
|𝐽| Ec. 8.78 
 
Finalmente, la matriz global de conductividad eléctrica [𝐾𝐸] se construye a partir del ensamble de todas 
las matrices [𝐾𝐸
𝑒], definida como se presenta en la Ec. 8.79. 
 
[𝐾𝐸] = 𝐴𝑒=1
𝑛𝑒𝑙 [𝐾𝐸
𝑒] Ec. 8.79 
 
Donde 𝐴𝑒=1
𝑛𝑒𝑙  es el operador ensamble del MEF, 𝑛𝑒𝑙 es el número de elementos finitos y 𝑒 se refiere al 
elemento finito 𝑒 [48]. 
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8.4.6 Cálculo de las matrices y vectores del problema electro-térmico 
 
La matriz global de conductividad térmica [𝐾𝑇] se obtiene de forma similar al caso eléctrico, quedando 
como resultado la Ec. 8.80. 
 
[𝐾𝑇] = 𝐴𝑒=1
𝑛𝑒𝑙 [𝐾𝑇
𝑒] = 𝐴𝑒=1
𝑛𝑒𝑙 [𝑘𝑡 ∫[𝐵]
𝑇[𝐵]
Ωe
𝑑Ωe]
= 𝐴𝑒=1
𝑛𝑒𝑙 [𝑘𝑡∑∑∑[𝐵(𝑟𝑖 , 𝑠𝑗 , 𝑡𝑘)]
𝑇
[𝐵(𝑟𝑖, 𝑠𝑗, 𝑡𝑘)]
2
𝑘=1
2
𝑗=1
2
𝑖=1
|𝐽|] 
Ec. 8.80 
 
Para el cálculo del vector global de carga térmico {𝑄} causado por el efecto Joule, se ensambla todas las 
contribuciones de cada {𝑄𝑒} (definido en la Ec. 8.39) en forma matricial para cada elemento finito: 
 
[𝑄] = 𝐴𝑒=1
𝑛𝑒𝑙 [𝑄𝑒] = 𝐴𝑒=1
𝑛𝑒𝑙 [𝑘𝑒 ∫ {
𝑁1
𝑁2
⋮
𝑁8
}{𝑉}𝑇[𝐵]𝑇[𝐵]{𝑉}
Ω
𝑑Ω]
= 𝐴𝑒=1
𝑛𝑒𝑙 [𝑘𝑒∑∑∑{
𝑁1
𝑁2
⋮
𝑁8
} {𝑉}𝑇[𝐵(𝑟𝑖, 𝑠𝑗, 𝑡𝑘)]
𝑇
[𝐵(𝑟𝑖, 𝑠𝑗 , 𝑡𝑘)]{𝑉}
2
𝑘=1
2
𝑗=1
2
𝑖=1
|𝐽|] 
Ec. 8.81 
 
8.4.7 Cálculo de las matrices y vectores del problema termo-mecánico 
 
Usando los resultados previos sobre la formulación isoparamétrica del elemento finito, ensamble e 
integración numérica, se obtiene la Ec. 8.82 y Ec. 8.83, que son la matriz global de rigidez [𝐾𝑀] y el vector 
global de carga {𝐹}, respectivamente.  
 
[𝐾𝑀] = 𝐴𝑒=1
𝑛𝑒𝑙 [𝐾𝑀
𝑒 ] = 𝐴𝑒=1
𝑛𝑒𝑙 [ ∫[𝐵]𝑇[𝐷][𝐵]𝑑𝛺
𝛺𝑒
]
= 𝐴𝑒=1
𝑛𝑒𝑙 [ ∫ ∫ ∫[𝐵(𝑟, 𝑠, 𝑡)]𝑇[𝐷][𝐵(𝑟, 𝑠, 𝑡)]|𝐽|𝑑𝑟𝑑𝑠𝑑𝑡
1
−1
1
−1
1
−1
=∑∑∑[𝐵(𝑟𝑖 , 𝑠𝑗 , 𝑡𝑘)]
𝑇
[𝐷][𝐵(𝑟𝑖, 𝑠𝑗, 𝑡𝑘)]
2
𝑘=1
2
𝑗=1
2
𝑖=1
|𝐽|] 
Ec. 8.82 
 
{𝐹} = 𝐴𝑒=1
𝑛𝑒𝑙 {𝑓𝑒} = 𝐴𝑒=1
𝑛𝑒𝑙
[
 
 
 
 
 
𝛼 ∫[𝐵(𝑥, 𝑦, 𝑧)]𝑇[𝐷]Δ𝑇
{
 
 
 
 
1
1
1
0
0
0}
 
 
 
 
𝑑𝑥𝑑𝑦𝑑𝑧
Ω𝑒
]
 
 
 
 
 
= 𝐴𝑒=1
𝑛𝑒𝑙
[
 
 
 
 
 
𝛼 ∫ ∫ ∫[𝐵(𝑟, 𝑠, 𝑡)]𝑇[𝐷]Δ𝑇
{
 
 
 
 
1
1
1
0
0
0}
 
 
 
 
|𝐽|𝑑𝑟𝑑𝑠𝑑𝑡
1
−1
1
−1
1
−1
]
 
 
 
 
 
= 𝐴𝑒=1
𝑛𝑒𝑙
[
 
 
 
 
 
𝛼∑∑∑[𝐵(𝑟𝑖, 𝑠𝑗 , 𝑡𝑘)]
𝑇
[𝐷]Δ𝑇
2
𝑘=1
2
𝑗=1
2
𝑖=1
{
 
 
 
 
1
1
1
0
0
0}
 
 
 
 
|𝐽|
]
 
 
 
 
 
 
Ec. 8.83 
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8.5 Simplificaciones usadas en el modelo 
 
Como se pudo observar a través de las secciones anteriores, para cada problema que gobierna el 
modelado de MEMS ETM 3D, el eléctrico, el electro-térmico y el termo-mecánico, se hicieron algunas 
simplificaciones las cuales se resumen a continuación: 
 
 Se considera que el MEMS sólo experimenta pequeños desplazamientos; se genera pequeñas 
deformaciones (región elástica) y las propiedades del material no varían con la temperatura, por ende, 
la modelación mediante elementos finitos es lineal.  
 
 Los cambios en la geometría del MEMS debido a las deformaciones son ignoradas, y por ello se 
considera una única malla fija durante el proceso de diseño mediante el MOT. 
 
 Las propiedades del material no cambian al incrementarse la temperatura en la estructura del MEMS, 
por lo tanto se consideraran voltajes pequeños de tal forma que la temperatura generada por el efecto 
Joule no suba por encima de los 500 K.  
 
 Y por último, no se consideraron la transferencia de calor por convección y radiación, lo que puede 
afectar los resultados; especialmente, el de las temperaturas del cuerpo y por ende sus 
desplazamientos.  
 
 
 
 9 Anexo C - Análisis de Sensibilidad 
En la función objetivo linealizada (Ec. 3.7) se deben calcular las primeras derivadas de dicha función con 
respecto a cada una de las variables de diseño, también llamadas gradientes o sensibilidades. Para el 
cálculo de dichas sensibilidades existen tres métodos: el método analítico, el semi-analítico y el método 
numérico, donde la precisión de los resultados decrecen del primero al tercero [88]. El método numérico 
más conocido para el cálculo de derivadas es el Método de las Diferencias Finitas (MDF); no obstante, es 
una técnica con un costo computacional alto [88], por lo tanto, se prefiere usar el primer método en el 
presente trabajo, ya que además de ser el más preciso, requiere menos recursos de cómputo.  
 
El método analítico se divide a su vez en el método directo y en el método adjunto y se usa el uno o el otro 
dependiendo del número de restricciones y el número de variables de diseño presentes en el problema de 
optimización [88]. Cuando el número de variables de diseño es más pequeño que el número de 
restricciones en el problema de optimización, el método directo es más eficiente en términos de costo 
computacional, mientras que el método adjunto es más eficiente cuando el número de variables de diseño 
es mayor que el número de restricciones [88]. Como en el problema de optimización para el diseño de 
MEMS ETM existen tres restricciones (restricción de volumen, límites móviles y ecuaciones de equilibrio) 
y tantas variables de diseño como número de elementos finitos usados en la discretización, que por lo 
general es del orden de miles, entonces en el presente trabajo se usará el método adjunto para el cálculo 
de las sensibilidades del problema de optimización de MEMS ETM. 
 
La derivada de la función objetivo 𝑓𝑀𝐸𝑀𝑆  con respecto a la variable de diseño 𝜌𝑖 , 𝑖 = 1,2, … , 𝑛𝑒𝑙 se 
presenta en la Ec. 9.1. 
 
𝑑𝑓𝑀𝐸𝑀𝑆
𝑑𝜌𝑖
=
𝑑
𝑑𝜌𝑖
({𝐿𝑀}
𝑇{𝑈}) = {𝐿𝑀}
𝑇
𝑑{𝑈}
𝑑𝜌𝑖
 Ec. 9.1 
 
De la Ec. 3.9 se puede calcular 
𝑑{𝑈}
𝑑𝜌𝑖
 y se obtiene la Ec. 9.2 procediendo de la siguiente manera: 
 
𝑑
𝑑𝜌𝑖
([𝐾𝑀(𝜌)]{𝑈}) =
𝑑
𝑑𝜌𝑖
{𝐹(𝑇, 𝜌)} →
𝑑[𝐾𝑀(𝜌)]
𝑑𝜌𝑖
{𝑈} + [𝐾𝑀(𝜌)]
𝑑{𝑈}
𝑑𝜌𝑖
=
𝑑{𝐹(𝑇, 𝜌)}
𝑑𝜌𝑖
 
 
𝑑{𝑈}
𝑑𝜌𝑖
= [𝐾𝑀(𝜌)]
−1 (
𝑑{𝐹(𝑇, 𝜌)}
𝑑𝜌𝑖
−
𝑑[𝐾𝑀(𝜌)]
𝑑𝜌𝑖
{𝑈}) Ec. 9.2 
 
Donde {𝑈} y [𝐾𝑀(𝜌)] son conocidos del problema termomecánico de elementos finitos, 
𝑑[𝐾𝑀(𝜌)]
𝑑𝜌𝑖
 se 
muestra en la Ec. 9.3 donde ésta se calcula a partir de la Ec. 3.10 como sigue (teniendo en cuenta que 𝐴𝑒=1
𝑛𝑒𝑙  
es un operador ensamble [48]): 
 
𝑑[𝐾𝑀(𝜌)]
𝑑𝜌𝑖
=
𝑑
𝑑𝜌𝑖
(𝐴𝑒=1
𝑛𝑒𝑙 [𝐾𝑀
𝑒 (𝜌)]) = 𝐴𝑒=1
𝑛𝑒𝑙 (
𝑑
𝑑𝜌𝑖
[𝐾𝑀
𝑒 (𝜌)]) 
 
𝑑[𝐾𝑀
𝑒 (𝜌)]
𝑑𝜌𝑖
= 𝑝𝑀𝜌𝑖
𝑝𝑀−1[𝐾0𝑀
𝑒 ] Ec. 9.3 
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Obsérvese que para 𝑒 ≠ 𝑖, 
𝑑
𝑑𝜌𝑖
[𝐾𝑀
𝑒 (𝜌)] = 0, por lo tanto 
𝑑[𝐾𝑀(𝜌)]
𝑑𝜌𝑖
= 𝐴𝑖(𝑝𝑀𝜌𝑖
𝑝𝑀−1[𝐾0𝑀
𝑖 ]), donde 𝐴𝑖  quiere 
decir que esta derivada del elemento 𝑖 se debe ensamblar en la matriz global, quedando ésta como una 
matriz dispersa. Lo anterior implica que el cálculo de la derivada de la matriz de rigidez con respecto a la 
variable 𝑖 sólo posee componentes del elemento 𝑖 (𝑒 = 𝑖).  
 
De la Ec. 9.2 queda faltando establecer el término 
𝑑{𝐹(𝑇,𝜌)}
𝑑𝜌𝑖
, que por ser una función que depende de la 
temperatura y las variables de diseño, es necesario recurrir a la derivada en cadena como se muestra a en 
la Ec. 9.4.  
 
𝑑{𝐹(𝑇, 𝜌)}
𝑑𝜌𝑖
=
𝜕{𝐹(𝑇, 𝜌)}
𝜕{𝑇(𝑉, 𝜌)}
𝑑{𝑇(𝑉, 𝜌)}
𝑑𝜌𝑖
+
𝜕{𝐹(𝑇, 𝜌)}
𝜕𝜌𝑖
𝑑𝜌𝑖
𝑑𝜌𝑖
 Ec. 9.4 
 
De donde 
𝑑𝜌𝑖
𝑑𝜌𝑖
= 1, y por la Ec. 3.10, la derivada parcial del vector de carga mecánico con respecto a las 
variables de diseño 
𝜕{𝐹(𝑇,𝜌)}
𝜕𝜌𝑖
 es como se presenta en la Ec. 9.5 (aquí se tiene la misma consideración que la 
realizada en la Ec. 9.3, donde el vector 
𝜕{𝐹(𝑇,𝜌)}
𝜕𝜌𝑖
 solo posee componentes del elemento 𝑖). 
 
𝜕{𝐹(𝑇, 𝜌)}
𝜕𝜌𝑖
= 𝐴𝑒=1
𝑛𝑒𝑙 (
𝜕{𝐹𝑒(𝑇, 𝜌)}
𝜕𝜌𝑖
) →
𝜕{𝐹𝑒(𝑇, 𝜌)}
𝜕𝜌𝑖
= 𝑝𝑀𝜌𝑖
𝑝𝑀−1{𝐹0
𝑖} Ec. 9.5 
 
El término de 
𝜕{𝐹(𝑇,𝜌)}
𝜕{𝑇(𝑉,𝜌)}
 de la Ec. 9.4 se calcula como sigue: 
 
𝜕{𝐹(𝑇, 𝜌)}
𝜕{𝑇}
= 𝐴𝑒=1
𝑛𝑒𝑙 (
𝜕{𝐹𝑒(𝑇, 𝜌)}
𝜕{𝑇}
) →
𝜕{𝐹𝑒(𝑇, 𝜌)}
𝜕{𝑇}
=
𝜕
𝜕{𝑇}
[
 
 
 
 
 
𝜌𝑒
𝑝𝑀 ∫ 𝛼[𝐵𝑀]
𝑇[𝐷]
{
 
 
 
 
1
1
1
0
0
0}
 
 
 
 
([𝑁]𝑇{𝑇} − 𝑇0)𝑑𝛺
𝛺𝑒
]
 
 
 
 
 
= 𝜌𝑒
𝑝𝑀 ∫ 𝛼[𝐵𝑀]
𝑇[𝐷]
{
 
 
 
 
1
1
1
0
0
0}
 
 
 
 
𝜕
𝜕{𝑇}
([𝑁]𝑇{𝑇} − 𝑇0)𝑑𝛺
𝛺𝑒
= 𝜌𝑒
𝑝𝑀 ∫ 𝛼[𝐵𝑀]
𝑇[𝐷]
{
 
 
 
 
1
1
1
0
0
0}
 
 
 
 
[𝑁]𝑇
𝜕{𝑇}
𝜕{𝑇}
𝑑Ω
𝛺𝑒
 
 
Donde 
𝜕{𝑇}
𝜕{𝑇}
=
𝜕{𝑇}
𝜕𝑇𝑖
|
𝑖=1,2,…,8
 
 
Siendo 
𝜕{𝑇}
𝜕𝑇𝑖
 un vector de ceros a excepción de la posición 𝑖 donde hay un valor de 1. Este vector es de 
tamaño 8 × 1 que es equivalente al número de nodos del elemento finito. Finalmente el término 
𝜕{𝐹𝑒(𝑇,𝜌)}
𝜕{𝑇(𝑉,𝜌)}
 
requerido en la Ec. 9.4 queda definido como se muestra en la Ec. 9.6.  
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𝜕{𝐹𝑒(𝑇, 𝜌)}
𝜕{𝑇(𝑉, 𝜌)}
= 𝜌𝑒
𝑝𝑀 ∫ 𝛼[𝐵𝑀]
𝑇[𝐷]
{
 
 
 
 
1
1
1
0
0
0}
 
 
 
 
[𝑁]𝑇
[
 
 
 
 
 
 
 
1
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0
0
0
1]
 
 
 
 
 
 
 
𝑑Ω
Ω𝑒
 Ec. 9.6 
 
De la Ec. 9.4 resta especificar el término 
𝑑{𝑇(𝑉,𝜌)}
𝑑𝜌𝑖
, el cual es calculado a partir del problema electrotérmico 
de la Ec. 3.9 como se ilustra a continuación.  
 
𝑑
𝑑𝜌𝑖
([𝐾𝑇(𝜌)]{𝑇}) =
𝑑
𝑑𝜌𝑖
{𝑄(𝑉, 𝜌)} →
𝑑[𝐾𝑇(𝜌)]
𝑑𝜌𝑖
{𝑇} + [𝐾𝑇(𝜌)]
𝑑{𝑇}
𝑑𝜌𝑖
=
𝑑𝑄(𝑉, 𝜌)
𝑑𝜌𝑖
 
 
Despejando el término requerido, se obtiene la Ec. 9.7 
 
𝑑{𝑇}
𝑑𝜌𝑖
= [𝐾𝑇(𝜌)]
−1 (
𝑑𝑄(𝑉, 𝜌)
𝑑𝜌𝑖
−
𝑑[𝐾𝑇(𝜌)]
𝑑𝜌𝑖
{𝑇}) Ec. 9.7 
 
Donde {𝑇} y [𝐾𝑇(𝜌)] son conocidos del problema electrotérmico de elementos finitos, 
𝑑[𝐾𝑇(𝜌)]
𝑑𝜌𝑖
 se calcula 
a partir de la Ec. 3.10 como se muestra en la Ec. 9.8, teniendo en cuenta las mismas consideraciones 
realizadas para la Ec. 9.3. 
 
𝑑[𝐾𝑇(𝜌)]
𝑑𝜌𝑖
= 𝐴𝑒=1
𝑁 (
𝑑[𝐾𝑇
𝑒(𝜌)]
𝑑𝜌𝑖
) →
𝑑[𝐾𝑇
𝑒(𝜌)]
𝑑𝜌𝑖
= 𝑝𝑇𝜌𝑖
𝑝𝑇−1[𝐾0𝑇
𝑒 ] Ec. 9.8 
 
En la Ec. 9.7 se debe determinar 
𝑑𝑄(𝑉,𝜌)
𝑑𝜌𝑖
, que por ser una función dependiente del voltaje y las variables de 
diseño, se debe usar nuevamente la regla de la cadena como se ilustra en la Ec. 9.9.  
 
𝑑{𝑄(𝑉, 𝜌)}
𝑑𝜌𝑖
=
𝜕{𝑄(𝑉, 𝜌)}
𝜕{𝑉(𝜌)}
𝑑{𝑉(𝜌)}
𝑑𝜌𝑖
+
𝜕{𝑄(𝑉, 𝜌)}
𝜕𝜌𝑖
𝑑𝜌𝑖
𝑑𝜌𝑖
 Ec. 9.9 
 
Donde la derivada parcial del vector de carga térmico con respecto a las variables de diseño 
𝜕{𝑄(𝑉,𝜌)}
𝜕𝜌𝑖
 se 
deduce a partir de la Ec. 3.10 como se presenta en la Ec. 9.10, realizando las mismas consideraciones que 
las tomadas en la Ec. 9.5. 
 
𝜕{𝑄(𝑉, 𝜌)}
𝜕𝜌𝑖
= 𝐴𝑒=1
𝑛𝑒𝑙 (
𝜕{𝑄𝑒(𝑉, 𝜌)}
𝜕𝜌𝑖
) →
𝜕{𝑄𝑒(𝑉, 𝜌)}
𝜕𝜌𝑖
= 𝑝𝐸𝜌𝑖
𝑝𝐸−1{𝑄0
𝑒} Ec. 9.10 
 
El término de 
𝜕{𝑄(𝑉,𝜌)}
𝜕{𝑉(𝜌)}
 en la Ec. 9.9 se calcula como: 
𝜕{𝑄(𝑉,𝜌)}
𝜕{𝑉(𝜌)}
= 𝐴𝑒=1
𝑛𝑒𝑙 (
𝜕{𝑄𝑒(𝑉,𝜌)}
𝜕{𝑉(𝜌)}
) 
 
𝜕{𝑄𝑒(𝑉, 𝜌)}
𝜕{𝑉(𝜌)}
=
𝜕
𝜕{𝑉}
[𝜌𝑖
𝑝𝐸 ∫ 𝑘0𝑒[𝑁]
𝑇{𝑉𝑒}𝑇[𝐵𝐸]
𝑇[𝐵𝐸]{𝑉
𝑒}
Ω
𝑑Ω] = 𝜌𝑖
𝑝𝐸 ∫ 𝑘0𝑒[𝑁]
𝑇 [
𝜕{𝑉𝑒}𝑇
𝜕{𝑉}
[𝐵𝐸]
𝑇[𝐵𝐸]{𝑉
𝑒} + {𝑉𝑒}𝑇[𝐵𝐸]
𝑇[𝐵𝐸]
𝜕{𝑉𝑒}
𝜕{𝑉}
]
Ω
𝑑Ω 
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Donde 
𝜕{𝑉𝑒}
𝜕{𝑉}
=
𝜕{𝑉𝑒}
𝜕𝑉𝑖
|
𝑖=1,2,…,8
. Siendo 
𝜕{𝑉𝑒}
𝜕𝑉𝑖
 un vector de tamaño 8 × 1 con ceros en sus componentes a 
excepción de la posición 𝑖, donde hay un valor de 1. Por lo tanto, el término 
𝜕{𝑄𝑒(𝑉,𝜌)}
𝜕{𝑉(𝜌)}
, requerido en la Ec. 
9.9 queda definido como se muestra en la Ec. 9.11 donde [𝐼8] es La matriz identidad de tamaño 8 × 8. 
 
𝜕{𝑄𝑒(𝑉, 𝜌)}
𝜕{𝑉(𝜌)}
= 𝜌𝑖
𝑝𝐸 ∫ 𝑘0𝑒[𝑁]
𝑇([𝐼8]
𝑇[𝐵𝐸]
𝑇[𝐵𝐸]{𝑉
𝑒} + {𝑉𝑒}𝑇[𝐵𝐸]
𝑇[𝐵𝐸][𝐼8])
Ω
𝑑Ω Ec. 9.11 
 
De la Ec. 9.9 hace falta determinar la expresión para 
𝑑{𝑉(𝜌)}
𝑑𝜌𝑖
, la cual se obtiene a partir del problema 
eléctrico presentado en la Ec. 3.9 como se muestra a continuación.  
 
𝑑
𝑑𝜌𝑖
([𝐾𝐸(𝜌)]{𝑉}) =
𝑑
𝑑𝜌𝑖
{0} →
𝑑[𝐾𝐸(𝜌)]
𝑑𝜌𝑖
{𝑉} + [𝐾𝐸(𝜌)]
𝑑{𝑉}
𝑑𝜌𝑖
= {0} 
 
Despejando el término requerido, se obtiene la Ec. 9.12. 
 
𝑑{𝑉}
𝑑𝜌𝑖
= −[𝐾𝐸(𝜌)]
−1
𝑑[𝐾𝐸(𝜌)]
𝑑𝜌𝑖
{𝑉} Ec. 9.12 
 
Del problema eléctrico de elementos finitos se conoce a {𝑉} y a [𝐾𝐸(𝜌)], 
𝑑[𝐾𝐸(𝜌)]
𝑑𝜌𝑖
 se calcula a partir de la 
Ec. 3.10 y se obtiene la Ec. 9.13. 
 
𝑑[𝐾𝐸(𝜌)]
𝑑𝜌𝑖
= 𝐴𝑖=1
𝑁 (
𝑑[𝐾𝐸
𝑒(𝜌)]
𝑑𝜌𝑖
) →
𝑑[𝐾𝐸
𝑒(𝜌)]
𝑑𝜌𝑖
= 𝑝𝐸𝜌𝑖
𝑝𝐸−1[𝐾0𝐸
𝑒 ] Ec. 9.13 
 
Ahora que se conocen todos los términos requeridos para el cálculo de las sensibilidades del problema 
electrotermomecánico, la Ec. 9.1 puede ser expresada como se presenta a continuación utilizando todos 
los términos hallados previamente: 
 
𝑑𝑓𝑀𝐸𝑀𝑆
𝑑𝜌𝑖
= {𝐿𝑀}
𝑇
𝑑{𝑈}
𝑑𝜌𝑖
= {𝐿𝑀}
𝑇[𝐾𝑀]
−1 [
𝑑{𝐹}
𝑑𝜌𝑖
−
𝑑[𝐾𝑀]
𝑑𝜌𝑖
{𝑈}]
= {𝐿𝑀}
𝑇[𝐾𝑀]
−1 [
𝜕{𝐹}
𝜕{𝑇}
𝑑{𝑇}
𝑑𝜌𝑖
+
𝜕{𝐹}
𝜕𝜌𝑖
−
𝑑[𝐾𝑀]
𝑑𝜌𝑖
{𝑈}]
= {𝐿𝑀}
𝑇[𝐾𝑀]
−1 [
𝜕{𝐹}
𝜕{𝑇}
[𝐾𝑇]
−1 (
𝑑{𝑄}
𝑑𝜌𝑖
−
𝑑[𝐾𝑇]
𝑑𝜌𝑖
{𝑇}) +
𝜕{𝐹}
𝜕𝜌𝑖
−
𝑑[𝐾𝑀]
𝑑𝜌𝑖
{𝑈}]
= {𝐿𝑀}
𝑇[𝐾𝑀]
−1 [
𝜕{𝐹}
𝜕{𝑇}
[𝐾𝑇]
−1 (
𝜕{𝑄}
𝜕{𝑉}
𝑑{𝑉}
𝑑𝜌𝑖
+
𝜕{𝑄}
𝜕𝜌𝑖
−
𝑑[𝐾𝑇]
𝑑𝜌𝑖
{𝑇}) +
𝜕{𝐹}
𝜕𝜌𝑖
−
𝑑[𝐾𝑀]
𝑑𝜌𝑖
{𝑈}]
= {𝐿𝑀}
𝑇[𝐾𝑀]
−1 [
𝜕{𝐹}
𝜕{𝑇}
[𝐾𝑇]
−1 (
𝜕{𝑄}
𝜕{𝑉}
{−[𝐾𝐸]
−1
𝑑[𝐾𝐸]
𝑑𝜌𝑖
{𝑉}} +
𝜕{𝑄}
𝜕𝜌𝑖
−
𝑑[𝐾𝑇]
𝑑𝜌𝑖
{𝑇}) +
𝜕{𝐹}
𝜕𝜌𝑖
−
𝑑[𝐾𝑀]
𝑑𝜌𝑖
{𝑈}] 
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Reorganizando los términos de la expresión anterior se obtiene una presentación más simplificada, la cual 
se muestra en la Ec. 9.14 y Ec. 9.15, donde 𝜆𝑀 , 𝜆𝑇 , 𝜆𝐸 son los vectores adjuntos de tamaño 1 × 3𝑛, 1 × 𝑛 
y 1 × 𝑛, respectivamente, siendo 𝑛 el número de nodos en la malla [1], [6], [9].  
 
𝑑𝑓𝑀𝐸𝑀𝑆
𝑑𝜌𝑖
= {𝜆𝐸}
𝑑[𝐾𝐸]
𝑑𝜌𝑖
{𝑉} + {𝜆𝑇} (
𝜕{𝑄}
𝜕𝜌𝑖
−
𝑑[𝐾𝑇]
𝑑𝜌𝑖
{𝑇}) + {𝜆𝑀} (
𝜕{𝐹}
𝜕𝜌𝑖
−
𝑑[𝐾𝑀]
𝑑𝜌𝑖
{𝑈}) Ec. 9.14 
 
{𝜆𝑀} = {𝐿𝑀}
𝑇[𝐾𝑀]
−1, {𝜆𝑇} = {𝜆𝑀}
𝜕{𝐹}
𝜕{𝑇}
[𝐾𝑇]
−1, {𝜆𝐸} = −{𝜆𝑇}
𝜕{𝑄}
𝜕{𝑉}
[𝐾𝐸]
−1 Ec. 9.15 
 
Se debe observar que a los vectores adjuntos se les debe aplicar condiciones de frontera, de tal forma que 
en los grados de libertad restringidos en el MEF, éstos tengan un valor igual a cero. La deducción de este 
hecho se puede consultar en el anexo B de la referencia [6]. 
 
 
 
 10 Anexo D - Validación del código desarrollado  
En este anexo se hace una validación de los códigos desarrollados para el diseño de MEMS ETM 3D 
mediante el MOT, empezando por la validación del código de elementos finitos desarrollado para la 
solución del problema ETM 3D (Anexo A), seguido por la validación del cálculo de las sensibilidades 
(sección 9).  
 
10.1 Validación del código de elementos finitos 
 
Para validar el código de elementos finitos desarrollado en Matlab, se analiza una estructura simple 
sometida a condiciones de frontera electrotermomecánicas, con una discretización pequeña, en el 
software comercial de elementos finitos Ansys. Luego de esto se comparará los resultados arrojados por 
este software con los obtenidos en Matlab con el código desarrollado, manteniendo la misma 
discretización (igual número de elementos finitos e igual numeración de los nodos) y condiciones de 
frontera. El problema que se pretende resolver para poder hacer la validación de los resultados obtenidos 
con Matlab es el que se presenta en la Figura 10.1 a) y en la Figura 10.1 b) mostrándose la discretización 
realizada, con cuatro elementos finitos y 27 nodos.  
 
  
a)  b)  
Figura 10.1. a) Dimensiones (mm) y forma de la estructura a ser analizada y b) discretización. 
 
Las propiedades del material utilizadas son las del níquel y están presentadas en la Tabla 4.1 y las 
condiciones de frontera utilizadas en la simulación son las siguientes (ver Figura 10.1 a)): 
 
Condiciones de frontera eléctricas: 
 La cara 1 tiene aplicado un voltaje cero (tierra)  
 La cara 2 tiene un voltaje aplicado de 2 Voltios  
Condiciones de frontera térmicas: 
 La cara 1 y la cara 2 tienen la temperatura fija a 300 K 
Condiciones de frontera mecánicas: 
 La cara 1 está anclada, es decir, se restringe el movimiento 
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La Figura 10.2 muestra los resultados obtenidos en Ansys para la distribución de voltajes, temperaturas y 
desplazamientos nodales, respectivamente; y en la Tabla 10.1 son listados y comparados los resultados 
obtenidos de Ansys y con el código desarrollado en Matlab. 
 
   
a)  b)  c)  
Figura 10.2. a) Voltajes b) temperaturas y c) desplazamientos nodales obtenidos con Ansys. 
 
Tabla 10.1. Comparación de resultados, voltajes y temperaturas nodales. 
NODO 
Voltajes nodales Temperaturas nodales Desplazamiento total nodal 
ANSYS MATLAB ANSYS MATLAB ANSYS MATLAB 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
2.0000 
2.0000 
2.0000 
2.0000 
2.0000 
2.0000 
2.0000 
2.0000 
2.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
2.0000 
2.0000 
2.0000 
2.0000 
2.0000 
2.0000 
2.0000 
2.0000 
2.0000 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
300.00 
300.00 
300.00 
300.00 
300.00 
300.00 
300.00 
300.00 
300.00 
300.00 
300.00 
300.00 
300.00 
300.00 
300.00 
300.00 
300.00 
300.00 
312.87 
312.87 
312.87 
312.87 
312.87 
312.87 
312.87 
312.87 
312.87 
300.0000 
300.0000 
300.0000 
300.0000 
300.0000 
300.0000 
300.0000 
300.0000 
300.0000 
300.0000 
300.0000 
300.0000 
300.0000 
300.0000 
300.0000 
300.0000 
300.0000 
300.0000 
312.8707 
312.8707 
312.8707 
312.8707 
312.8707 
312.8707 
312.8707 
312.8707 
312.8707 
0.11793E-06 
0.11793E-06 
0.88695E-07 
0.11793E-06 
0.88695E-07 
0.11793E-06 
0.88695E-07 
0.88695E-07 
0.60298E-07 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.11679E-06 
0.11679E-06 
0.89737E-07 
0.11679E-06 
0.11679E-06 
0.89737E-07 
0.89737E-07 
0.89737E-07 
0.44416E-07 
1.1793e-07 
1.1793e-07 
8.8695e-08 
1.1793e-07 
8.8695e-08 
1.1793e-07 
8.8695e-08 
8.8695e-08 
6.0298e-08 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1.1679e-07 
1.1679e-07 
8.9737e-08 
1.1679e-07 
1.1679e-07 
8.9737e-08 
8.9737e-08 
8.9737e-08 
4.4416e-08 
 
10.2 Validación del cálculo de las sensibilidades 
 
Como fue mencionado el en capítulo 3, la PLS requiere la derivada de la función objetivo con respecto a 
las variables de diseño. Para verificar y validar el cálculo de las sensibilidades realizadas por el Método 
Adjunto (MA), en esta sección se compara estos resultados frente a los obtenidos mediante el Método de 
las Diferencias Finitas (MDF). Existen tres formas básicas para calcular la derivada de una función con 
diferencias finitas [153]: diferencia hacia adelante, diferencia hacia atrás y diferencia central. Así, 
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considerándose una función unidimensional 𝑢(𝑥), la aproximación a la primera derivada de esta función 
mediante el MDF, usando los tres tipos de aproximaciones, quedan como se presentan en la Ec. 10.1 
(diferencia hacia adelante), Ec. 10.2 (diferencia hacia atrás) y Ec. 10.3 (diferencia central).   
 
𝑑𝑢(𝑥)
𝑑𝑥
≅
𝑢(𝑥 + Δ𝑥) − 𝑢(𝑥)
Δ𝑥
 Ec. 10.1 
 
𝑑𝑢(𝑥)
𝑑𝑥
≅
𝑢(𝑥) − 𝑢(𝑥 − Δ𝑥)
Δ𝑥
 Ec. 10.2 
 
𝑑𝑢(𝑥)
𝑑𝑥
≅
𝑢(𝑥 + Δ𝑥) − 𝑢(𝑥 − Δ𝑥)
2Δ𝑥
 Ec. 10.3 
 
El mejor esquema de diferencias finitas de los presentados antes, es el esquema de diferencia central, 
puesto que aproxima mejor la derivada (menor error), sin embargo conlleva a mayor costo computacional. 
Los otros dos esquemas son similares en cuanto a costo computacional y por lo tanto la validación del 
cálculo de sensibilidades por el método adjunto se hará con el esquema de diferencia hacia adelante (Ec. 
10.1).  
 
Como la función objetivo 𝑢𝑜𝑢𝑡 planteada para el diseño de MEMS ETM es una función mutivariable, el 
esquema de diferencia hacia adelante es calculado como se presenta en la Ec. 10.4 para cada variable de 
diseño 𝜌𝑖  con 𝑖 = 1,2,… , 𝑛𝑒𝑙. En la Ec. 10.4 primero se debe calcular el valor de la función objetivo dado 
un valor igual para cada una de las variables de diseño 𝜌, luego se calcula un nuevo valor para 𝑢𝑜𝑢𝑡 
cambiando únicamente la variable de diseño 𝜌𝑖  aumenta en Δ𝜌𝑖  llamado paso.  
 
𝑑𝑢𝑜𝑢𝑡
𝑑𝜌𝑖
≅
𝑢𝑜𝑢𝑡(𝜌𝑖 + Δ𝜌𝑖) − 𝑢𝑜𝑢𝑡(𝜌𝑖)
Δ𝜌𝑖
 Ec. 10.4 
 
El error relativo entre el valor calculado con el MA y el MDF es calculado como se muestra en la Ec. 10.5. 
 
𝑒𝑟𝑒𝑙 =
(
𝑑𝑢𝑜𝑢𝑡
𝑑𝜌𝑖
|
𝑀𝐴
−
𝑑𝑢𝑜𝑢𝑡
𝑑𝜌𝑖
|
𝑀𝐷𝐹
)
𝑑𝑢𝑜𝑢𝑡
𝑑𝜌𝑖
|
𝑀𝐷𝐹
× 100% Ec. 10.5 
 
10.2.1 Sensibilidad del problema eléctrico 
 
El voltaje en un punto de salida puede ser escrito como: 
 
𝑉𝑜𝑢𝑡 = {𝐿
𝑇}{𝑉} Ec. 10.6 
Donde 𝐿 es un vector de tamaño 𝑛 consistente de ceros, excepto para la posición correspondiente al GDL 
en la dirección de salida, donde éste tiene un valor de 1. La sensibilidad del problema eléctrico para 𝑖 =
1,2, … , 𝑛𝑒𝑙 es: 
 
𝑑𝑉𝑜𝑢𝑡
𝑑𝜌𝑖
= {𝐿𝑇}
𝑑{𝑉}
𝑑𝜌𝑖
 Ec. 10.7 
 
Del problema de elementos finitos [𝐾𝐸(𝜌)]{𝑉} = {0} se obtiene:  
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𝑑
𝑑𝜌𝑖
([𝐾𝐸(𝜌)]{𝑉}) =
𝑑
𝑑𝜌𝑖
{0} →
𝑑[𝐾𝐸(𝜌)]
𝑑𝜌𝑖
{𝑉} + [𝐾𝐸(𝜌)]
𝑑{𝑉}
𝑑𝜌𝑖
= {0} 
 
Y despejando 
𝑑{𝑉}
𝑑𝜌𝑖
 se obtiene la Ec. 10.8. Finalmente, la sensibilidad queda como se muestra en la Ec. 10.9. 
 
𝑑{𝑉}
𝑑𝜌𝑖
= −[𝐾𝐸(𝜌)]
−1
𝑑[𝐾𝐸(𝜌)]
𝑑𝜌𝑖
{𝑉} Ec. 10.8 
 
𝑑𝑉𝑜𝑢𝑡
𝑑𝜌𝑖
= −{𝐿𝑇}[𝐾𝐸(𝜌)]
−1
𝑑[𝐾𝐸(𝜌)]
𝑑𝜌𝑖
{𝑉} Ec. 10.9 
 
En la Tabla 10.2 se muestra los resultados obtenidos con MDF con un paso de 0.01 y con MA para una 
malla de 3 × 3 × 3 = 27 EFs con condiciones de frontera mostradas en la Figura 10.3. La malla es pequeña 
con fines de comparación. Adicionalmente, en la columna 5 de la Tabla 10.4 se muestra el error relativo 
calculado con la Ec. 10.5. Otros resultados utilizando un tamaño de paso diferente al anterior mostraron 
que la diferencia decrece o aumenta proporcional al aumento o disminución del tamaño de paso.  
 
Tabla 10.2. Comparación de resultados: MDF y MA en el problema eléctrico. 
DOF 𝜌𝑖 
𝑑𝑢𝑜𝑢𝑡
𝑑𝜌𝑖
 con MDF 
𝑑𝑢𝑜𝑢𝑡
𝑑𝜌𝑖
 con MA Error relativo (%) 
1 1 0.0000e+00 0.0000e+00 0.0 
 3 0.0000e+00 0.0000e+00 0.0 
 5 0.0000e+00 0.0000e+00 0.0 
 7 0.0000e+00 0.0000e+00 0.0 
 9 0.0000e+00 0.0000e+00 0.0 
6 1 -1.1284e+00 -1.1219e+00 0.6 
 3 7.2642e-03 7.4056e-03 2.0 
 5 1.7865e-01 1.7862e-01 0.01 
 7 -7.2998e-01 -7.2667e-01 0.5 
 9 3.6175e-03 3.6058e-03 0.3 
12 1 -8.3588e-01 -8.3257e-01 0.4 
 3 -1.0263e-03 -1.0831e-03 5.5 
 5 -1.0288e-01 -1.0272e-01 0.2 
 7 -8.9796e-01 -8.9449e-01 0.4 
 9 -1.5956e-03 -1.6830e-03 5.0 
18 1 -1.5092e+00 -1.5061e+00 0.2 
 3 1.0148e-02 1.0272e-02 1.0 
 5 -1.7009e-02 -1.6947e-02 0.4 
 7 -6.2908e-01 -6.2638e-01 0.4 
 9 -1.3042e-03 -1.3278e-03 1.8 
39 1 -8.3713e-01 -8.3388e-01 0.4 
 3 -1.2214e-02 -1.2327e-02 0.9 
 5 -5.4024e-02 -5.3943e-02 0.2 
 7 -7.6322e-01 -7.6016e-01 0.4 
 9 -6.6727e-03 -6.7259e-03 0.8 
 
Se puede observar que el máximo error relativo es del 5.5%, sin embargo, como de mencionó antes, si de 
disminuye el tamaño del paso, también este error se disminuye, quedando como conclusión que ambos 
métodos convergen a un valor y dicho valor es el mismo, y por lo tanto, las sensibilidades del problema 
eléctrico están adecuadamente calculadas.  
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Figura 10.3. Malla y condiciones de frontera 
 
10.2.2 Sensibilidad del problema electro-térmico 
 
La temperatura del punto de salida se puede escribir como: 
 
𝑇𝑜𝑢𝑡 = {𝐿
𝑇}{𝑇} Ec. 10.10 
 
Donde 𝐿 es como se definió en la sección 10.2.1. Luego la derivada con respecto a las variables de diseño 
se puede obtener como: 
 
𝑑𝑇𝑜𝑢𝑡
𝑑𝜌𝑖
= {𝐿𝑇}
𝑑{𝑇}
𝑑𝜌𝑖
 Ec. 10.11 
 
Del problema de elementos finitos [𝐾𝑇(𝜌)]{𝑇} = 𝑄(𝑉, 𝜌) se tiene 
𝑑
𝑑𝜌𝑖
([𝐾𝑇(𝜌)]{𝑇}) =
𝑑
𝑑𝜌𝑖
{𝑄(𝑉, 𝜌)} →
𝑑[𝐾𝑇(𝜌)]
𝑑𝜌𝑖
{𝑇} + [𝐾𝑇(𝜌)]
𝑑{𝑇}
𝑑𝜌𝑖
=
𝑑𝑄(𝑉,𝜌)
𝑑𝜌𝑖
 y despejando 
𝑑{𝑇}
𝑑𝜌𝑖
 se obtiene la Ec. 10.12. 
 
𝑑{𝑇}
𝑑𝜌𝑖
= [𝐾𝑇(𝜌)]
−1 (
𝑑𝑄(𝑉, 𝜌)
𝑑𝜌𝑖
−
𝑑[𝐾𝑇(𝜌)]
𝑑𝜌𝑖
{𝑇}) Ec. 10.12 
 
Luego, la sensibilidad del problema electro-térmico para 𝑖 = 1,2,… , 𝑛𝑒𝑙 es: 
 
𝑑𝑇𝑜𝑢𝑡
𝑑𝜌𝑖
= {𝐿𝑇}[𝐾𝑇(𝜌)]
−1 (
𝑑𝑄(𝑉, 𝜌)
𝑑𝜌𝑖
−
𝑑[𝐾𝑇(𝜌)]
𝑑𝜌𝑖
{𝑇}) Ec. 10.13 
 
Donde, 
𝑑{𝑄(𝑉,𝜌)}
𝑑𝜌𝑖
=
𝜕{𝑄(𝑉,𝜌)}
𝜕{𝑉(𝜌)}
𝑑{𝑉(𝜌)}
𝑑𝜌𝑖
+
𝜕{𝑄(𝑉,𝜌)}
𝜕𝜌𝑖
𝑑𝜌𝑖
𝑑𝜌𝑖
. El término 
𝑑{𝑉}
𝑑𝜌𝑖
 se obtiene de la Ec. 10.8,  
𝑑𝜌𝑖
𝑑𝜌𝑖
= 1 y 
𝜕{𝑄(𝑉,𝜌)}
𝜕{𝑉(𝜌)}
 es como sigue: 
 
𝜕{𝑄𝑒(𝑉, 𝜌)}
𝜕{𝑉(𝜌)}
= 𝜌𝑖
𝑝𝐸 ∫ 𝑘0𝑒[𝑁]
𝑇([𝐼8]
𝑇[𝐵𝐸]
𝑇[𝐵𝐸]{𝑉
𝑒} + {𝑉𝑒}𝑇[𝐵𝐸]
𝑇[𝐵𝐸][𝐼8])
Ω
𝑑Ω Ec. 10.14 
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En la Tabla 10.3 se muestra la comparación de los resultados obtenidos con el MDF con un paso de 0.01 y 
con el MA para una malla de 3 × 3 × 3 = 27 elementos finitos con condiciones de frontera como las 
mostradas en la Figura 10.4. Aunque un error del 27% debería preocupar, ¡no se alarme! Pruebas 
realizadas por el autor con tamaños de paso inferior al usado en esta prueba mostraron errores muy 
pequeños, concluyendo que la sensibilidad del problema electro-térmico está bien calculada.  
 
Tabla 10.3. Comparación de las sensibilidades del problema electro-térmico por MDF y MA. 
DOF 𝜌𝑖 
𝑑𝑢𝑜𝑢𝑡
𝑑𝜌𝑖
 con MDF 
𝑑𝑢𝑜𝑢𝑡
𝑑𝜌𝑖
 con MA Error relativo (%) 
1 1 0.0000e+00 0.0000e+00 0.0 
 3 0.0000e+00 0.0000e+00 0.0 
 5 0.0000e+00 0.0000e+00 0.0 
 7 0.0000e+00 0.0000e+00 0.0 
 9 0.0000e+00 0.0000e+00 0.0 
12 1 -7.1370e-01 -7.0445e-01 1.3 
 3 4.0890e-03 4.1339e-03 1.1 
 5 3.2270e-02 3.2882e-02 1.9 
 7 -7.1854e-01 -7.0753e-01 1.5 
 9 -1.2011e-02 -1.2123e-02 0.93 
25 1 -1.9352e+00 -1.9377e+00 0.13 
 3 6.3429e-03 6.3969e-03 0.85 
 5 3.0881e-04 3.9216e-04 27 
 7 -2.4568e+00 -2.4391e+00 0.72 
 9 1.3894e-02 1.4023e-02 0.93 
37 1 1.6589e+00 1.6779e+00 1.1 
 3 9.3980e-03 9.4838e-03 0.91 
 5 1.1511e-01 1.1578e-01 0.58 
 7 1.3185e+00 1.3329e+00 1.1 
 9 9.8652e-03 9.9605e-03 0.97 
48 1 -6.8086e-02 -5.7377e-02 16 
 3 8.3515e-03 8.4320e-03 0.96 
 5 1.0193e-01 1.0273e-01 0.78 
 7 -5.6121e-02 -4.3032e-02 23 
 9 2.1179e-02 2.1394e-02 1.0 
 
 
Figura 10.4. Malla y condiciones de frontera 
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10.2.3 Sensibilidad del problema termo-mecánico 
 
El desplazamiento en el GDL de salida puede ser expresado como: 
 
𝑢𝑜𝑢𝑡 = {𝐿𝑀}
𝑇{𝑈} Ec. 10.15 
 
Donde {𝐿𝑀} es un vector de tamaño 3𝑛 compuesto de ceros, excepto para la posición correspondiente al 
grado de libertad en la dirección del desplazamiento de salida donde toma un valor de 1. La sensibilidad 
es calculada como sigue: 
 
𝑑𝑢𝑜𝑢𝑡
𝑑𝜌𝑖
= {𝐿𝑀}
𝑇
𝑑{𝑈}
𝑑𝜌𝑖
 Ec. 10.16 
 
Del problema de elementos finitos [𝐾𝑀(𝜌)]{𝑈} = {𝐹(𝑇, 𝜌)} se tiene que:  
 
𝑑[𝐾𝑀(𝜌)]
𝑑𝜌𝑖
{𝑈} + [𝐾𝑀(𝜌)]
𝑑
𝑑𝜌𝑖
{𝑈} =
𝑑{𝐹(𝑇, 𝜌)}
𝑑𝜌𝑖
 
 
𝑑{𝑈}
𝑑𝜌𝑖
= [𝐾𝑀(𝜌)]
−1 (
𝑑{𝐹(𝑇, 𝜌)}
𝑑𝜌𝑖
−
𝑑[𝐾𝑀(𝜌)]
𝑑𝜌𝑖
{𝑈}) Ec. 10.17 
 
Reemplazando la Ec. 10.17 en la Ec. 10.16 se obtiene: 
 
𝑑𝑢𝑜𝑢𝑡
𝑑𝜌𝑖
= {𝐿𝑀}
𝑇[𝐾𝑀(𝜌)]
−1 (
𝑑{𝐹(𝑇, 𝜌)}
𝑑𝜌𝑖
−
𝑑[𝐾𝑀(𝜌)]
𝑑𝜌𝑖
{𝑈}) Ec. 10.18 
 
Donde  
𝑑{𝐹(𝑇, 𝜌)}
𝑑𝜌𝑖
=
𝜕{𝐹(𝑇, 𝜌)}
𝜕{𝑇(𝑉, 𝜌)}
𝑑{𝑇(𝑉, 𝜌)}
𝑑𝜌𝑖
+
𝜕{𝐹(𝑇, 𝜌)}
𝜕𝜌𝑖
𝑑𝜌𝑖
𝑑𝜌𝑖
 
 
Nuevamente, el término 
𝑑{𝑇}
𝑑𝜌𝑖
 se obtiene de la Ec. 10.12, 
𝑑𝜌𝑖
𝑑𝜌𝑖
= 1 y 
𝜕{𝐹(𝑇,𝜌)}
𝜕{𝑇(𝑉,𝜌)}
 es como sigue: 
 
𝜕{𝐹}
𝜕{𝑇}
=
𝜕{𝐹}
𝜕𝑇𝑖
|
𝑖=1,2,…,8
→
𝜕{𝐹𝑒(𝑇, 𝜌)}
𝜕{𝑇(𝑉, 𝜌)}
= 𝜌𝑒
𝑝𝑀 ∫ 𝛼[𝐵𝑀]
𝑇[𝐷]
{
 
 
 
 
1
1
1
0
0
0}
 
 
 
 
[𝑁]𝑇[𝐼8]𝑑Ω
Ω𝑒
 Ec. 10.19 
 
En la Tabla 10.4 se muestra la comparación de los resultados obtenidos con MDF con un paso de 0.01 y 
con MA para una malla de 3 × 3 × 3 = 27 EFs con condiciones de frontera como las mostradas en la 
Figura 10.5. En dicha tabla los DOF de salida se seleccionaron aleatoriamente así como las variables de 
diseño, presentándose solo algunos casos y no todos con fines de comparación. Otra vez, existen errores 
muy grandes sólo en algunas comparaciones, pero cuando se disminuye el tamaño del paso este error 
también disminuye, convergiendo al mismo valor.  
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Tabla 10.4. Comparación de resultados: MDF y MA. 
DOF 𝜌𝑖 
𝑑𝑢𝑜𝑢𝑡
𝑑𝜌𝑖
 con MDF 
𝑑𝑢𝑜𝑢𝑡
𝑑𝜌𝑖
 con MA Error relativo (%) 
25 1 0.0000e+00 0.0000e+00 0.0 
 3 0.0000e+00 0.0000e+00 0.0 
50 1 2.3943e-06 2.7409e-06 12.6 
 3 -2.4827e-08 -2.6884e-08 7.7 
 5 2.2993e-07 2.6489e-07 13.2 
 7 -3.3943e-07 -2.2109e-07 53.5 
 9 -3.2163e-08 -3.4008e-08 5.4 
87 1 5.6350e-08 -4.8009e-08 217.4 
 3 8.0822e-09 8.2993e-09 2.6 
 5 -8.6208e-09 -1.5784e-08 45.4 
 7 -9.4938e-07 -1.2599e-06 24.6 
 9 -8.5393e-08 -9.3823e-08 9.0 
126 1 -7.0879e-08 -2.1659e-07 67.3 
 3 2.2129e-08 2.4468e-08 9.6 
 5 5.9506e-08 6.5922e-08 9.7 
 7 -9.3202e-08 -2.7119e-07 65.6 
 9 9.7078e-09 9.2965e-09 4.4 
192 1 -4.9156e-07 -9.3057e-07 47.2 
 3 -8.2492e-08 -9.2103e-08 10.4 
 5 -6.6481e-07 -7.5572e-07 12.0 
 7 -1.0432e-06 -1.5719e-06 33.6 
 9 -3.4214e-07 -3.6978e-07 7.5 
 
 
 
Figura 10.5. Malla y condiciones de frontera 
 
 
 
 11 Anexo E - Formato de almacenamiento de matrices dispersas 
Las matrices dispersas (sparse) son un tipo de matrices en donde la mayoría de sus entradas son cero 
[122]. Este tipo de matrices aparecen frecuentemente en muchas aplicaciones científicas e ingenieriles. 
Una forma de que aparezcan dichas matrices, es solucionando ecuaciones diferenciales parciales (EDP) de 
forma numérica, ya sea por diferencias finitas, elementos finitos, volúmenes finitos, entre otros. La técnica 
de creación de matrices dispersas empieza con la idea de que las entradas iguales a cero en una matriz no 
necesitan ser almacenadas con el fin de ahorrar memoria y reducir el número de cálculos. Este anexo dará 
una visión general sobre las matrices dispersas, algunas de sus propiedades, representaciones y estructura 
de datos que son usados para almacenarlas.  
 
11.1 Conceptos básicos  
 
Básicamente, existen dos tipos de matrices dispersas: estructuradas y no estructuradas (Figura 11.1). Una 
matriz dispersa estructurada (Figura 11.1 a)) es aquella en donde sus entradas diferentes de cero (NNZ) 
forman un patrón regular, a menudo a lo largo de un pequeño número de diagonales, o formando bloques 
de submatrices densas. Una matriz no estructurada (Figura 11.1 b)) es cuando sus elementos NNZ están 
localizados de una forma irregular [125]. Para obtener una gran cantidad de diferentes matrices dispersas 
provenientes de muchos campos de aplicación se puede consultar la referencia [117]. 
 
  
a)  b)  
Figura 11.1. Tipos de matrices dispersas: a) estructurada y b) no estructurada. 
 
11.1.1 Densidad de una matriz 
 
La densidad de una matriz es definida como la relación entre los elementos diferentes de cero (NNZ) y el 
número total de entradas (n) como su muestra en la Ec. 11.1. Una matriz con densidad de 0.05 (5% aprox.) 
es usualmente considerada dispersa [122].  
 
𝑑 =
𝑛𝑛𝑧
𝑛
 Ec. 11.1 
 
11.1.2 Espectro de una matriz 
 
El radio de espectro de una matriz es definida como se muestra en la Ec. 11.2 [124], donde 𝜆𝑖  es un 
eigenvalor de la matriz 𝐴. 
 
𝜌(𝐴) = max|𝜆𝑖| Ec. 11.2 
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11.2 Formatos para almacenar matrices dispersas 
 
Cuando se trabaja con matrices dispersas, es importante entender las ventajas y desventajas de cada 
formato con el fin de aprovechar el gran número de elementos iguales a cero. La principal distinción entre 
la representación de matrices dispersas es el patrón de dispersión (sparsity pattern), o la estructura de las 
entradas no nulas. Una vez conocida el patrón de dispersión, se puede seleccionar el formato más 
adecuado para almacenar dicha matriz [125]. Por ello se han desarrollado muchos formatos especializados 
para el almacenamiento de las entradas diferentes de cero (NNZ) en las matrices dispersas [120], aunque 
no existe un formato que sea el mejor de todos, ya que por lo general la eficiencia de dicho formato está 
condicionado por el algoritmo a ser usado, el patrón de dispersión de los elementos NNZ en la matriz, la 
arquitectura del computador usado y de los formatos disponibles [122]. En las subsecciones siguientes se 
describirá algunos esquemas comunes para almacenar las matrices dispersas.  
 
11.2.1 Formato triplet 
 
Para cada componente no nula de la matriz dispersa, la información correspondiente a la fila/columna es 
guardada explícitamente, es decir, cada elemento NNZ requiere de tres valores: una para guardar el valor 
de la entrada, otro para el índice de la fila y el tercero para el índice de la columna de dicha entrada. 
Específicamente este formato aplicado al método de los elementos finitos trabaja almacenando las 
entradas de las matrices locales y para cada entrada su ubicación en la matriz global. Se puede notar que 
como existen elementos que comparten nodos, entonces hay parejas índices (fila/columna) que se 
repiten, pero con información diferente de la matriz local del elemento. La principal desventaja es que 
todas las matrices locales así como los índices que indican su ubicación, deben ser almacenadas. Los 
requerimientos de memoria se incrementan por la necesidad de almacenar los índices de las filas y 
columnas de entradas repetidas de la matriz global. 
 
11.2.2 Formato de coordenadas (COO) 
 
Este formato es el más flexible y sencillo de todos para representar matrices dispersas. A diferencia del 
anterior, las entradas con iguales índices de fila y columna son sumadas, y por lo tanto se elimina este 
sobrecosto en memoria, pero es casi idéntico, puesto que cada entrada no nula de la matriz se guarda 
explícitamente con tres valores: los índices de la fila y columna y el valor de la entrada no nula. La Figura 
11.2 a) muestra un ejemplo grafico del almacenamiento de matrices dispersas con este formato. Se puede 
notar en esta figura que el almacenamiento fue ordenado por filas, es decir, los elementos de una misma 
fila son guardados contiguamente, aunque es posible ordenarlos por columnas sin ninguna diferencia 
significativa [77]. 
 
11.2.3 Formato de columnas comprimidas (CSC o CCS) 
 
Este formato se conoce como CSC (Compress Sparse Column) o como CCS (Compress Column Storage) o 
también como formato Harwell-Boeing. Este formato no hace suposiciones acerca del patrón de dispersión 
de la matriz y tampoco almacena elementos innecesarios. El ahorro en memoria en este formato es 
significativo, puesto que en vez de guardar 𝑛2 elementos (matriz llena), sólo se requiere almacenar 
2𝑁𝑁𝑍 +  𝑛 +  1 elementos. Si se asume que la matriz dispersa no es simétrica, entonces se requiere 
crear tres vectores (ver Figura 11.2 b)):  
 Uno con valores de punto flotante (val). Este vector almacena los valores de los elementos NNZ de la 
matriz dispersa, recorrida por columnas, es decir, los elementos que están en una columna son 
almacenadas contiguamente.  
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 El segundo con valores enteros (row_ind). Este vector almacena los índices de las filas de los elementos 
que están en el vector val, esto es, si val(k)=a(i,j), entonces, row_ind(k)=i. 
 El tercero con valores enteros (col_ptr). Este vector almacena la ubicación en el vector val donde 
empieza una columna, es decir, si val(k)=a(i,j), entonces col_ptr(i) ≤ k <col_ptr(i+1). Por convección 
col_ptr(n+1)=NNZ+1. 
 
  
a)  b)  
Figura 11.2. Esquema del formato de almacenamiento a) COO y b) CSC. 
 
11.2.4 Formato de filas comprimidas (CSR o CRS) 
 
Este formato se conoce como CRS (Compressed Row Storage) o como CSR (Compressed Sparse Row), y es 
muy análogo al anterior formato, en lugar de recorrer los elementos no nulos columna por columna, en el 
formato CSR se recorren fila por fila y los elementos NNZ se almacenan en tres vectores: val, col_ind y 
row_ptr, donde col_ind guarda los índices de cada elemento no nulo de la matriz dispersa y row_ptr 
almacena los índices del vector val donde empieza cada fila de la matriz dispersa. La Figura 11.3 ilustra el 
formato CSR.  
 
 
Figura 11.3. Esquema del formato de almacenamiento de CSR. 
 
11.2.5 Otros formatos 
 
Muchos otros formatos han sido desarrollados, entre los cuales se pueden mencionar: formato BCRS 
(Block Compressed Row Storage), formato DIA (Compressed Diagonal Storage), formato ITPACK o ELL 
(ELLPACK) y el formato HYB (HYBrid), entre otros. Para mayores detalles se puede consultar las referencias 
[77], [122], [154], [155] así como las citas en éstos trabajos.  
 
 
 12 Anexo F - Análisis dimensional 
En los MEMS es preferible trabajar con unidades de longitud pequeñas como mm o µm, por tal motivo a 
continuación se hace un análisis de las unidades involucradas en las propiedades del material usadas, así 
como su equivalencia en unidades SI (m) y en milímetros. Los MEMS diseñados tendrán las propiedades 
del níquel puro [132] como se presenta en la Tabla 4.1. 
 
12.1 Conductividad eléctrica  
 
La conductividad eléctrica es la inversa de la resistencia (𝜎 = 1/𝜌), la cual tiene unidades de ohmios (Ω). 
Se define a un ohmio como la resistencia eléctrica que existe entre dos puntos de un conductor, cuando 
una diferencia de potencial constante de 1 voltio (V) aplicada entre estos dos puntos, produce, en dicho 
conductor, una corriente de intensidad de 1 amperio (A) [156]. El análisis dimensional del ohmio puede 
ser expresado en términos de otras unidades como: 
 
Ω =
𝑉
𝐴
=
𝑚2 ∙ 𝑘𝑔
𝑠 ∙ 𝐶2
  Ec. 12.1 
 
La Ec. 12.1 expresada en unidades de mm se puede escribir como se presenta en la Ec. 12.2. 
 
1Ω = 1
𝑚2 ∙ 𝑘𝑔
𝑠 ∙ 𝐶2
∙
(1000 𝑚𝑚)2
(1 𝑚)2
= 106 
𝑚𝑚2 ∙ 𝑘𝑔
𝑠 ∙ 𝐶2
 Ec. 12.2 
 
Luego, la conductividad eléctrica se puede expresar como: 
 
𝜎𝑒𝑙é𝑐𝑡𝑖𝑐𝑎 =
1
0.00000640 Ω ∙ 𝑐𝑚
 =
1
0.00000640 Ω ∙ 𝑐𝑚
∙
1 𝑐𝑚
10 𝑚𝑚
=
1
0.0000640 Ω ∙ 𝑚𝑚
∙
 1Ω
(
𝑚2 ∙ 𝑘𝑔
𝑠 ∙ 𝐶2
)
∙
(1 𝑚)2
(103 𝑚𝑚)2
=
1 𝑠 ∙ 𝐶2
64.0 𝑚𝑚3 ∙ 𝑘𝑔
= 0.0156 
𝑠 ∙ 𝐶2
𝑚𝑚3 ∙ 𝑘𝑔
 
Ec. 12.3 
 
12.2 Conductividad térmica 
 
La conductividad térmica obtenida de [132] expresada en términos de mm se presenta en la Ec. 12.4. 
 
60.7
W
𝑚 ∙ 𝐾
∙
𝑘𝑔 ∙ 𝑚2
𝑠3
𝑊
∙
1000 𝑚𝑚
1 𝑚
= 60.7 × 103
𝑘𝑔 ∙ 𝑚𝑚
𝑠3 ∙ 𝐾
 
Ec. 12.4 
 
12.3 Coeficiente de expansión térmica  
 
El coeficiente de expansión térmica expresado en mm es como se presenta en la Ec. 12.5.  
 
13.1 
𝜇𝑚
𝑚 ∗ °𝐶
∙
1 𝑚
106 𝜇𝑚
∙
1 °𝐶
1 𝐾
= 13.1 × 10−6 𝐾−1 Ec. 12.5 
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12.4 Módulo de elasticidad 
 
𝐸 = 207 × 109𝑃𝑎 = 207 × 109
𝑁
𝑚2
∙
(
𝑘𝑔 ∙ 𝑚
𝑠2
)
1 𝑁
∙
1 𝑚
103 𝑚𝑚
= 207 × 106
𝑘𝑔
𝑠2 ∙ 𝑚𝑚
 
Ec. 12.6 
 
12.5 Voltaje aplicado 
 
El voltaje aplicado expresado en milímetros es como se presenta en la Ec. 12.7. 
 
1𝑉 =
𝑘𝑔 ∙ 𝑚2
𝐶 ∙ 𝑠2
∙
(103 𝑚𝑚)2
(1 𝑚)2
= 106
𝑘𝑔 ∙ 𝑚𝑚2
𝐶 ∙ 𝑠2
 Ec. 12.7 
 
12.6 Rigidez de la pieza de trabajo  
 
La rigidez de la pieza de trabajo esta expresada en términos de 𝑁/𝑚, pero expresado en términos de 
milímetros queda como se muestra en la Ec. 12.8. 
 
[𝐾𝑟𝑖𝑔] =
𝑁
𝑚
∙
(
𝑘𝑔 ∙ 𝑚
𝑠2
)
1 𝑁
=
𝑘𝑔
𝑠2
 
Ec. 12.8 
 
Tabla 12.1. Propiedades del níquel puro en milímetros. Tomado de [132]. 
Propiedad del material Valor 
Conductividad eléctrica (
𝑠∙𝐶2
𝑚𝑚3∙𝑘𝑔
) 0.0156 
Conductividad térmica (
𝑘𝑔∙𝑚𝑚
𝑠3∙𝐾
) 60.7 × 103  
Coeficiente de expansión térmica (1/K) 131 × 10−7 
Temperatura de referencia (K) 293 
Módulo de elasticidad 
𝑘𝑔
𝑠2∙𝑚𝑚
 207 × 106 
Relación de Poisson 0.31 
 
 
