Introduction {#s1}
============

Allocation of attention is central to visual function in everyday behaviors. Normally, this process operates seamlessly so that critical information is attended at the appropriate time to control behavior. It seems likely that memory representations for familiar scenes are an important factor in normal attentional allocation. For example, it is not difficult to locate all the ingredients and tools you need to make yourself a meal in your own kitchen. In a friend\'s kitchen, however, it is likely to be more challenging because it is less familiar. Thus, memory representations of familiar environments may streamline the allocation of attention in everyday tasks and mitigate the effects of limited attentional resources.

To understand the role of memory in guiding attention, one focus of interest has been visual search. Memory representations encoding the relationship between objects in the scene have been shown to influence search (Castelhano & Heaven, [@i1534-7362-16-8-9-Castelhano1]; Mack & Eckstein, [@i1534-7362-16-8-9-Mack1]). When searching in a synthetic array of stimuli on a homogenous background (e.g., letters arranged in different orientations), search efficiency increases through implicit learning of the association between target and surrounding context, a form of learning termed *contextual cueing* (Chun & Jiang, [@i1534-7362-16-8-9-Chun1], [@i1534-7362-16-8-9-Chun2]; Jiang & Wagner, [@i1534-7362-16-8-9-Jiang1]; Olson & Chun, [@i1534-7362-16-8-9-Olson1]). Later studies have adopted images of naturalistic scenes as stimuli. In these cases, associations between scene and targets are learned much more rapidly (Brockmole, Castelhano, & Henderson, [@i1534-7362-16-8-9-Brockmole1]; Brockmole & Henderson, [@i1534-7362-16-8-9-Brockmole2], [@i1534-7362-16-8-9-Brockmole3]). When targets are realistic objects, one brief preview of the search scene is enough to facilitate search, even if search targets were absent during the preview (Castelhano & Henderson, [@i1534-7362-16-8-9-Castelhano3]; Hollingworth, [@i1534-7362-16-8-9-Hollingworth2]; Võ & Henderson, [@i1534-7362-16-8-9-Vo1]). When targets are embedded in the scenes during the preview, search performance further improves (Hollingworth, [@i1534-7362-16-8-9-Hollingworth1], [@i1534-7362-16-8-9-Hollingworth2]), although the target effect was found to be small in another study (Castelhano & Henderson, [@i1534-7362-16-8-9-Castelhano3]). The main effect of the preview is to guide the first two fixations to the relevant locations in the scene during search (Hillstrom, Scholey, Liversedge, & Benson, [@i1534-7362-16-8-9-Hillstrom1]). However, when information from scene semantics is available, search is primarily determined by this factor, and memory from previous exposures has little effect (Võ & Wolfe, [@i1534-7362-16-8-9-Vo2]; Wolfe, Alvarez, Rosenholtz, Kuzmova, & Sherman, [@i1534-7362-16-8-9-Wolfe1]). Everyday experience suggests that memory must at some point become a significant factor in visual search, so the effectiveness of memory may depend on the specific conditions of the experiment. In this respect, there are clear differences between paradigms that directly test whether incidental encoding during visual search or scene viewing leads to formation of memory and the quality of these representations (e.g., Draschkow, Wolfe, & Võ, [@i1534-7362-16-8-9-Draschkow1]; Tatler & Tatler, [@i1534-7362-16-8-9-Tatler2]; Williams, Henderson, & Zacks, [@i1534-7362-16-8-9-Williams1]) and those that studied memory indirectly through facilitation of visual search by memory representations (e.g., Castelhano & Henderson, [@i1534-7362-16-8-9-Castelhano3]; Hollingworth, [@i1534-7362-16-8-9-Hollingworth3]; Võ & Wolfe, [@i1534-7362-16-8-9-Vo2]). In the current study, our focus is on the latter question: how memory influences gaze allocation in a scene.

There are many differences between experiments with 2D images and ordinary experience in natural, immersive three-dimensional (3D) environments, even when those images are taken from realistic scenes (Chrastil & Warren, [@i1534-7362-16-8-9-Chrastil1]; Hayhoe & Rothkopf, [@i1534-7362-16-8-9-Hayhoe1]). Conventional paradigms often entail very brief exposures to a large number of images that are usually scaled to fit the display. As a consequence, the nature of such exposure substantially differs from daily visual experience, where we are immersed in a relatively small number of environments for longer durations. Spatial learning in 3D environments is also more active in several aspects: For example, movement is self-initiated and accompanied by proprioceptive and vestibular feedback; subjects make active decisions and allocate attention based on the constraints of the task and the structure of the environment (Chrastil & Warren, [@i1534-7362-16-8-9-Chrastil1]). These components of active behavior are rarely possible in experiments that attempt to understand scene learning and visual search using two-dimensional (2D) stimuli. In addition, whole-body motion in 3D environments enables the parallel development of both dynamic egocentric (observer-centered relationships between objects and human observer) and allocentric (world-centered representations of object-object relations) representations of the environment. In 2D settings, however, dynamic egocentric representations are not possible (Burgess, [@i1534-7362-16-8-9-Burgess1]; Farrell & Robertson, [@i1534-7362-16-8-9-Farrell1]; Mou, McNamara, Valiquette, & Rump, [@i1534-7362-16-8-9-Mou1]; Waller & Hodgson, [@i1534-7362-16-8-9-Waller1]).

Task structure in the real world is also rarely similar to that captured in traditional 2D static paradigms. In this respect, accumulating evidence has shown the strong impact of task goals on attentional deployment. In the context of natural behavior, fixations are directed almost exclusively to regions relevant to behavioral goals (Castelhano, Mack, & Henderson, [@i1534-7362-16-8-9-Castelhano4]; Hayhoe, Shrivastava, Mruczek, & Pelz, [@i1534-7362-16-8-9-Hayhoe2]; Jovancevic-Misic et al., [@i1534-7362-16-8-9-JovancevicMisic1]; Land, [@i1534-7362-16-8-9-Land1]; Rothkopf, Ballard, & Hayhoe, [@i1534-7362-16-8-9-Rothkopf1]). The intimate connection between task demands and gaze implies that task may determine the specific information that is attended and encoded in memory. However, there is still ongoing debate on this issue. Võ and Wolfe ([@i1534-7362-16-8-9-Vo2]) demonstrated performance improvement through repeated search for the same sets of targets, suggesting that spatial information encoded during task-relevant experience leads to a benefit relative to semantic guidance. On the other hand, a number of findings suggest that fixated objects are encoded in memory even when they are irrelevant to the current task (Castelhano & Henderson, [@i1534-7362-16-8-9-Castelhano2]; Hollingworth, [@i1534-7362-16-8-9-Hollingworth3]; Williams et al., [@i1534-7362-16-8-9-Williams1]). These two views may not be inconsistent, as task may prioritize the selection of information to be incorporated into memory, whereas task-irrelevant objects may also be encoded, although with reduced probability (Tatler & Tatler, [@i1534-7362-16-8-9-Tatler2]). Still, how task and memory interact to modulate deployment of attention during ongoing behavior remains unresolved.

There have been some recent attempts to investigate visual search in more ecologically valid conditions. Kit et al. ([@i1534-7362-16-8-9-Kit1]) showed that visual search performance in an immersive virtual environment improves rapidly over repeated search episodes and that memory for object locations was maintained over 3 days. Using real-world environments, Mack and Eckstein ([@i1534-7362-16-8-9-Mack1]) had participants search for objects on the tabletop and demonstrated that co-occurrence of objects, which is part of our priors resulting from daily experience, can serve as a contextual cue for guiding search. Also, with a similar tabletop search task, Howard, Pharaon, Körner, Smith, and Gilchrist ([@i1534-7362-16-8-9-Howard1]) found that objects incidentally fixated on a trial prior to search were found more efficiently when they became targets. Tatler and Tatler ([@i1534-7362-16-8-9-Tatler2]) investigated the effects of task instructions on object memory and attention deployment in real-world settings. They found that instructions to memorize objects led to better performance compared with free viewing; thus, memory for natural environments is tightly linked to the specific task requirements. In the present experiments, the role of repeated search and incidental learning will be examined further. Jiang, Won, and Swallow ([@i1534-7362-16-8-9-Jiang2]) investigated visual search in an outdoor environment and found that whole-body movements influence memory representations by allowing subjects to encode target locations in both egocentric and allocentric frames. Foulsham, Chapman, Nasiopoulos and Kingstone ([@i1534-7362-16-8-9-Foulsham1]) also suggest that head movement is an important factor in search strategies in real environments. According to these results, it is possible that 2D and 3D environments may indeed lead to different encoding strategies. Therefore, in the present experiment, we attempted a direct comparison of 2D and 3D search contexts.

To capture both the stimulus conditions of natural environments and the task context of natural behavior, our first goal for the current study was to monitor eye movements during search in a naturalistic environment. This allowed us to monitor attention during ongoing behavior and also probe the use of memory during repeated search episodes. In most of the conventional paradigms that have demonstrated memory effects on visual search, a preview image is usually presented and then followed by the search task after a short interval. To simulate this situation more closely, we devised a virtual environment in which subjects initially explored a virtual room and then searched for objects in the different rooms of the virtual apartment while walking around in the environment. Search targets were geometric objects, chosen to decrease the likelihood of semantic association with nearby context and to encourage the use of episodic memory, because guidance from semantic context may reduce the role of episodic memory, as shown in Võ and Wolfe\'s ([@i1534-7362-16-8-9-Vo3]) experiments. Although previous work indicates that geometric objects would not benefit from a preview as realistic objects (e.g., Castelhano & Henderson, [@i1534-7362-16-8-9-Castelhano3]; Hollingworth, [@i1534-7362-16-8-9-Hollingworth2]; Võ & Henderson, [@i1534-7362-16-8-9-Vo1]), in our experiment we chose a long preview period that gave ample time for incidental fixations and for encoding scene structure. In the first eight trials, the search targets were different on every trial, allowing evaluation of learning of the context. Following this, each geometric object was a search target on two more occasions, which allowed us to assess how spatial memory developed through repeated search experience. Following the searches for geometric objects, participants were also asked to search for local (nongeometric) contextual objects that had been present as part of the visual context during early trials. Draschkow et al. ([@i1534-7362-16-8-9-Draschkow1]) found that incidental memory for objects formed during visual search is better than memory from intentional memorization. Thus, evaluating search performance for those contextual objects provides another way to characterize the role of task; that is, do people learn where those objects are located from their experience in the environment, even though they had not been specifically designated as relevant items? The effect on search performance of previous fixations to those contextual objects was examined to determine whether incidental, task-irrelevant fixations contribute to subsequent search guidance.

Because the actual stimulus sequence and task context differ so extensively in traditional 2D paradigms and realistic 3D environments, it is difficult to compare the findings in these two situations, given the quantitative and graded nature of some of the effects. We therefore devised a parallel 2D visual search experiment that was designed to make the stimulus and task conditions as similar as possible to the immersive 3D experiment while maintaining many of the features of previous 2D experiments to better compare the results in a quantitative manner. Our 2D and 3D experiments were similar in many aspects: The task structure and the targets chosen were the same. The 2D search scenes were snapshots taken from the 3D environment. The major difference between both tasks is that head and body movements, and thus active spatial learning, were not part of the 2D experiment. This comparison may therefore provide insights into the importance of active body motion in developing spatial memory.

Methods {#s2}
=======

3D experiment {#s2a}
-------------

### Experimental environment {#s2a1}

The virtual reality (VR) environment consisted of two rooms, a bedroom and a living room, with a corridor in the middle ([Figure 1A](#i1534-7362-16-8-9-f01){ref-type="fig"}), and it was created in FloorPlan 3D V11 (IMSI) and then rendered by Vizard 4 (WorldViz). The dimensions of the virtual apartment were maximized to the space available in our lab while avoiding chances of collisions. Each room was 3 m by 6 m, and the corridor was 1 m by 6 m. Participants wore an nVisor SX111 (NVIS) head-mounted display (HMD) through which they viewed the VR environment, and the HMD is equipped with a ViewPoint EyeTracker (Arrington Research; [Figure 1B](#i1534-7362-16-8-9-f01){ref-type="fig"}). The HMD has a resolution of 1,280 × 1,024, a horizontal field of view (FOV) of 102° (in total, 76° each eye), and a vertical FOV of 64°. A HiBall motion-tracking system (thirdTech) was used to track 6 degrees of freedom of head position in the environment at around 600 Hz. The latency for updating the visual display following a head movement was 50 to 75 ms. The position of the left eye was tracked by the eye tracker at a sampling rate of 60 Hz and an accuracy of about 1°. The eye tracker was calibrated prior to the beginning of the experiments. Because the helmet can shift as the subjects move around the room, the quality of the calibration was checked half way through the experiment as well at the end, using a nine-point (3 × 3) calibration grid. A poor calibration at the end of the experiment was used as a basis for excluding that subject\'s data, as were frequent track losses. Recalibration was performed during the experiment if drift was detected. Videos of the eye tracks and the scene display (what participants saw), along with the metadata of the simulation, synchronized for each frame, were stored in an MOV file for later gaze analysis and verification. The metadata include the position of the participants and the objects. Automated analysis was verified using the video records. A Wiimote (Nintendo) was provided for clicking a button when the target was found. Participants were required to be within 1.5 m from the target and looking at the target for the click to end the trial. This was done to prevent participants from pressing the button without actually finding the target. Once the Wiimote click was detected, a "Trial Done" message appeared on the screen, and participants could proceed to the next trial.

![Three-dimensional (3D) experiment. (A) Experimental environment. Top: Birds-eye view of the 3D virtual apartment. The target of each search trial is shown on the TV screen at the end of the corridor between the living room and the bedroom. There are two doors that connect to the rooms. Bottom: Example views of the living room (on the left) and the bedroom (on the right). (B) A participant wearing the head-mounted display equipped with an Arrington eye tracker and HiBall head position tracker, with a second position tracker on the waist (not used here). (C) Left: Eight geometric objects that were search targets from Trials 1 to 24. Right: Schematic of the location of the geometric objects in the apartment. (D) Eight nearby and 8 distant contextual objects that were search targets from Trials 25 to 40. Each nearby contextual object is on the same surface as a geometric search target, and the distant ones are on surfaces different from the geometric search targets. (E) Tasks: Exploration and search. An example trial sequence was shown. Trials 1--8 were novel search trials for geometric objects. The same sets of objects were repeatedly searched for in two additional blocks from Trials 9--16 and 17--24. From Trials 25--40, search targets were a mixture of nearby and distant contextual objects. Trial sequences were randomized across subjects.](i1534-7362-16-8-9-f01){#i1534-7362-16-8-9-f01}

### Targets {#s2a2}

Target objects subtended approximately 2° to 2.5° of visual angle on average when they were viewed from the entry of the room to the center of room (targets were usually found by the time participants reached the center of the room). There were two types of target objects in the search task: geometric objects ([Figure 1C](#i1534-7362-16-8-9-f01){ref-type="fig"}) and contextual objects ([Figure 1D](#i1534-7362-16-8-9-f01){ref-type="fig"}). The early search targets were eight geometric objects with homogenous colors. Each of them was placed on one of eight different pieces of furniture (e.g., desk, dining table, side tables, dresser, TV table), four in each room ([Figure 1C](#i1534-7362-16-8-9-f01){ref-type="fig"}, right). Later search targets were realistic contextual objects that were continuously present in the apartment and were part of the context during searches for geometric objects. Eight of the contextual targets were nearby (i.e., on the same surface as) the geometric targets that were previously searched for, and the other eight were distant (not on the same surface and could be anywhere in the room). The set of eight geometric objects was searched for in three successive trial blocks, which comprised Trials 1 to 24. The set of 16 contextual objects was searched for only once (Trials 25 to 40).

### Procedure {#s2a3}

The experiment started with participants moving from the corridor to one room and exploring freely for 1 min to familiarize themselves with the room (see [Figure 1E](#i1534-7362-16-8-9-f01){ref-type="fig"}). The explored room was counterbalanced across subjects. The unexplored room served as within-subject control for the effect of pre-exposure in the analysis. Participants were also randomly assigned to either explore the room while geometric targets are absent (context pre-exposure group) or explore while they are present (context-plus-targets pre-exposure group). Thus, half of the participants were only pre-exposed to the context of the room prior to search. Note that the context here includes everything surrounding the geometric objects (including nearby or distant contextual items). The other half of the participants were pre-exposed to both context and targets.

After exploration, participants conducted 40 search trials. At the beginning of each trial, participants returned to the corridor from whichever room they were in and approached the TV screen on the wall at the end of the corridor, which showed an image of the search target for that trial. The participants then had to decide which room to enter to locate the target, and they were allowed to freely traverse between both rooms until the target was found. The rooms had doors that automatically opened when participants were close to the entrance; therefore, participants could not see most of the objects in the room until they had actually entered it. This was done to simplify the analysis of search performance. The trial order was randomized within each block and across participants (an example trial sequence is shown in [Figure 1E](#i1534-7362-16-8-9-f01){ref-type="fig"}). The targets of two consecutive trials were never the same. Following three repetitions of the geometric target search trials (total 24 trials), each of the 16 contextual targets was searched for once. The order that nearby and distant contextual targets were searched for was mixed and also randomized across participants.

### Gaze analysis {#s2a4}

A data file that contained the positions of head and eyes and all objects was generated from reconstruction of the experimental environment in Vizard. The eye position data were analyzed with an automated program developed in house. The data were first preprocessed by a median filter to remove the outliers and then an averaging filter to smooth the signals. A moving window of three frames was used for both types of filtering. The next step was to segment the data into fixations and saccades. The algorithm identified a fixation when the eye movement velocity fell below 60°/s for a period of at least 100 ms. Note that this relatively high velocity threshold is used because of the presence of low-velocity vestibular-ocular reflex movements that add to eye velocity during head movements. Consecutive potential fixations were combined if they were less than 1.5° apart in space and less than 80 ms separated in time. Brief track losses during a fixation were ignored if the object being fixated was identical before and after track loss. In the reconstruction, the objects being fixated were then determined by the program using an 80 × 80 pixel window (approximately 5° × 5° visual angle) centered at the point of gaze on each frame. This allowed the projection of gaze location on the 2D space of each frame of the video. The window used is relatively large partly because of possible calibration errors and drift during the experiment but also because the target was easily visible even when the participant was not directly fixating it. This is relevant because in natural vision, humans often adopt a "good enough" strategy and do not make corrective saccades unless there is a large error. The eye data were then segmented into trials. The starting point of the trial was defined as first room entry from the door of either room of choice. The end of the trial was defined as the time when the participants made the first fixation to the target of that trial, without making further fixations to other locations until they pressed the Wiimote button. If other fixations intervened, as sometimes happens when subjects are unaware they have fixated on the target and continue the search, the next fixation to the target that satisfied the criterion was chosen. This was done to avoid the timing variability produced by the fact that participants had to approach the target before pressing the button (which they often did while maintaining fixation on the target). First fixation on the target then reflects the end of visual search more precisely than the Wiimote press. To analyze the fixations to surfaces containing geometric targets, boxes that were 40 cm above and 20 cm below all those surfaces were added to the environment during the reconstruction. The number of fixations that fell into those boxes was calculated separately from fixations to objects to determine the percentage of fixations directing to the relevant surfaces.

### Participants {#s2a5}

Forty-two students from the University of Texas at Austin participated in the 3D experiment. The experiments were approved by the University of Texas Institutional Review Board (IRB: 2006-06-0085). All participants had either normal or corrected-to-normal vision, provided written informed consent, and received experimental credit or monetary compensation upon completion. Six participants skipped one or more trials or did not complete the entire experiment; therefore, their data were excluded. Of 36 participants who were included, 18 did not have reliable eye-tracking data, with frequent track losses and drift (as is commonly found in this particular HMD/eye-tracking system, given the heaviness of the helmet and cable and the awkward geometry of the eye tracker). Because this made it hard to identify the time that the target was located, their data were also excluded for the calculation of search time and search fixations. Data from the 18 participants who had good eye tracks were included in the analysis of search time and fixation counts in the 3D experiment. For the analysis of probability of making correct room choice in 3D, data from all participants were included.

### Data analysis {#s2a6}

All analyses of recorded data were performed using custom-written programs in Matlab. The eye position data were used to calculate two measures of search performance: search time (time spent to locate targets) and number of search fixations to locate the targets. For each trial, the search time and search fixations in both the correct room and the incorrect room were calculated. Data that were three standard deviations away from the mean of each trial were excluded from the analysis. Statistical methods are described in the [Results](#s3){ref-type="sec"} section. For all statistical tests, an alpha level of 0.05 was used. Post hoc analyses were conducted by bootstrapping.

2D experiment {#s2b}
-------------

### Stimuli and apparatus {#s2b1}

To parallel the exploration experience in the 3D experiment, a series of snapshots taken from the 3D apartment rendered by Vizard in desktop mode were used for the preview phase, to parallel the pre-exposure to one of the rooms in the 3D experiment ([Figure 2A](#i1534-7362-16-8-9-f02){ref-type="fig"}). There were 10 preview images: eight overlapping views taken by moving the camera to locations that produced views that covered the entire room and were similar to those seen by subjects moving in the 3D environment, plus two panoramic views (one for the left side of the room and the other for the right side of the room) for each room. Two versions of those images were generated for preview: geometric-object-absent and geometric-object-present, to parallel the exploration in 3D. The angles from which snapshots were taken were fixed between versions. The search images were of both rooms, although only one of them was visible at a given time. The images were composed of two parts: a left panoramic view of the room that appeared on the top part of the screen and a right panoramic view of that same room that appeared on the bottom (see rightmost part of [Figure 2A](#i1534-7362-16-8-9-f02){ref-type="fig"}). This arrangement was chosen to mimic the 3D experiment, in which subjects can only see one room at a time and also to add the need for a gaze shift to inspect a different part of a given room. The images were presented on a 24-inch LCD monitor (resolution 1,920 × 1,200) refreshing at 60 Hz that was placed 70 cm away from the participants. Scene images spanned 33.5° (width) × 23.3° (height) of visual angle on average. Target objects subtended approximately 1.4° of visual angle on average (about 1° for geometric objects). Experiments were conducted using a program written in Matlab, with the Psychophysics Toolbox (Brainard, [@i1534-7362-16-8-9-Brainard1]; Pelli, [@i1534-7362-16-8-9-Pelli1]) and the Eyelink toolbox (Cornelissen, Peters, & Palmer, [@i1534-7362-16-8-9-Cornelissen1]) extensions. The position of the right eye was monitored by an Eyelink II eye tracker (SR Research) sampling at 250 Hz. Participants placed their heads on a chin rest and were asked to hold their head position constant. The eye tracker was calibrated with a nine-point grid before each session, and drift correction was performed before each trial. A keyboard was provided to participants to choose which of the two rooms to view during the search trials by pressing the left or right arrow keys.

![Two-dimensional experiment. Participants viewed images on a computer monitor and performed visual search. (A) Preview images of bedroom. Preview images were repeatedly presented three times, 2 s each image, for a total of 1 min. Note that there was a fixation screen (not shown here) shown in between each preview image in the actual experiment. (B) The search trial started with a target object image displayed on the screen, then participants pressed left or right keys to see the image of the living room or bedroom until the target was found. Each room image is composed of the left panoramic view of the room on the top and the right panoramic view on the bottom.](i1534-7362-16-8-9-f02){#i1534-7362-16-8-9-f02}

### Procedure {#s2b2}

Before the main experiment started, a practice session of eight trials was given to ensure that participants knew how to use the keyboard to switch room images. During this practice session, participants searched for eight rendered objects that were not used later in the main experiment and that were placed in two outdoor scenes in the virtual environment. For each trial, the event sequence was the same as for the search task in the main experiment: The target was shown on a black screen, and participants pressed buttons to switch among images for search and hit the space bar when the target was found (detailed below). For the main experiment, the task structure was the same as in the 3D experiment: a preview phase followed by a search phase. First, participants previewed images of one room for 1 min, which paralleled the exploration session in the 3D experiment ([Figure 2A](#i1534-7362-16-8-9-f02){ref-type="fig"}). To simulate the viewing experience in the 3D experiment, 10 preview images (successive ones were overlapping with each other) were sequentially presented to the participants for three repetitions, 2 s each image, for a total of 1 min. A black screen with a fixation cross in the center was shown for 0.5 s in between each preview images. Then 40 search trials followed ([Figure 2B](#i1534-7362-16-8-9-f02){ref-type="fig"}). The search targets and trial structure were the same as those in the 3D experiment. A target object was presented at the center of the computer screen, and participants pressed the left or right arrow key on the keyboard to see either the image of the living room or the bedroom. Then they hit the space bar when the target was found, and the trial ended if the participants were viewing the correct room. Eye-tracking data were recorded simultaneously. The last object fixated was used to check if participants actually found the target later in the analysis, and the data of the trial were excluded if the last fixated object was not the target. The trial was terminated if the target was not found in 30 s after onset of the first room image, and the data of that trial were excluded.

### Participants {#s2b3}

Twenty students from University of Texas at Austin participated in the 2D experiment. The experiments were approved by the University of Texas Institutional Review Board (IRB: 2006-06-0085). All participants had either normal or corrected-to-normal vision, provided written informed consent, and received experimental credit or monetary compensation upon completion.

### Data analysis {#s2b4}

The EyeLink Data Viewer 2.11 (SR Research) was used to define regions of interest (approximately 5° in diameter) on each image and to obtain fixation counts and fixation durations on each image and within each trial. The data were then analyzed in Matlab as in the 3D experiment. Similar to the data analysis of the 3D experiments, the starting point of a trial was when the first room image showed up on the screen; the end of the trial was when participants made the first fixation to the target, without further fixating other objects until they pressed the space key to end the trial. Data that were three standard deviations away from the mean of each trial were excluded from the analysis. Fixations to relevant surfaces were also analyzed by counting fixations that fell within 2° of the surfaces.

Results {#s3}
=======

To quantify visual search performance, we calculated search time and number of search fixations from the time of first room entry until the target was located. To take accuracy of room choice into account, search time and search fixations were calculated separately for the room containing the target on that trial (the "correct" room) as well as for the incorrect room. Percentage of correct room choice, fixations to relevant surfaces, and incidental fixations were also analyzed.

Effects of repeated search {#s3a}
--------------------------

To illustrate typical performance, spatial distributions of fixations of a subject over three separate searches for the same target are presented in [Figure 3](#i1534-7362-16-8-9-f03){ref-type="fig"}. Reduction of search fixations has been observed in both correct and incorrect room over experience. There is also a tendency to restrict fixations to surfaces that contain geometric objects. Performance of all subjects in the first 24 trials with geometric objects is shown in [Figure 4](#i1534-7362-16-8-9-f04){ref-type="fig"}. Number of fixations and total search time show similar trends ([Figure 4A](#i1534-7362-16-8-9-f04){ref-type="fig"}, [B](#i1534-7362-16-8-9-f04){ref-type="fig"}). Overall, performance improved quickly, with the biggest improvement being the reduction of time and fixations spent searching in the incorrect room, especially in the 3D experiment, as shown in [Figure 4B](#i1534-7362-16-8-9-f04){ref-type="fig"}. Search improved in the first eight trials, even though the targets were different objects on each trial, suggesting that some aspects of learning the environment produced more efficient search. This could be attributed to either incidental fixations on objects that were targets in later trials, or greater familiarity with the global room structure, or from restricting regions searched to the surfaces containing the targets. In [Figure 4C](#i1534-7362-16-8-9-f04){ref-type="fig"}, the data in Part A and B of the figure are grouped into the first, second, and third episodes of eight-trial blocks. Repeated searches for the same target led to reduced fixations and search time in both 2D and 3D in the correct room, where the target was present (see [Movie 1](#i1534-7362-16-8-9-s01){ref-type="supplementary-material"} for examples from the 3D experiment). This suggests that subjects rapidly learned the location of the targets in the room once the targets had been searched for. [Figure 4C](#i1534-7362-16-8-9-f04){ref-type="fig"} also shows the magnitude of the improvement in the incorrect room (target absent) in the first episode, where the number of fixations dropped from 11 to 3 by the second episode. In a separate analysis, omitting trials in which subjects did not enter the incorrect room did not affect this trend (plot not shown here); that is, there is a rapid drop of fixation count and search time in the incorrect room. Another notable feature of [Figure 4C](#i1534-7362-16-8-9-f04){ref-type="fig"} is that although the search time in 2D and 3D was comparable in the correct room (around 1--2 s), there were roughly twice as many fixations in 2D as in 3D (around six vs. three fixations).

![Spatial distributions of fixations in the 3D environment. (A) Birds-eye view of the environment. The red arrow indicates the location of the target, an orange cube. (B--D) Heat maps of fixation counts across space are generated from the fixation data of a subject during the three searches for the orange cube (Trial 2, Trial 10, and Trial 20). Note that the participant searched for other geometric objects in the intervening trials. The walls that separate the rooms from the corridor, as well as the outline of the surfaces that contain geometric targets, are marked with gray lines. For these three trials, the correct room, the room that contained the target, was on the left (living room), and the incorrect room was on the right (bedroom).](i1534-7362-16-8-9-f03){#i1534-7362-16-8-9-f03}

![Search performance for geometric objects across search episodes and search trials for 3D (red) and 2D (blue) experiments. (A) Number of search fixations (top) and search time (bottom) across 24 trials once in the correct room. Data from two groups of participants (context pre-exposure group and context-plus-target pre-exposure group) were collapsed within the 2D experiment and 3D experiment. Solid lines show the data series and dotted lines show the exponential model fit. (B) Number of search fixations (top) and search time (bottom) in the incorrect room. Note the different scales for correct room and incorrect room in (A) and (B). (C) Number of search fixations (top) and search time (bottom) in the correct room and the incorrect room across three search episodes. Data represent mean ± *SEM*.](i1534-7362-16-8-9-f04){#i1534-7362-16-8-9-f04}

A three-way mixed analysis of variance (ANOVA) was conducted to examine the effect of 2D versus 3D, correct versus incorrect room, and search episode on the number of search fixations and search time. The details of the statistical analysis are shown in [Table 1](#i1534-7362-16-8-9-t01){ref-type="table"}. The improvement over episodes in [Figure 4C](#i1534-7362-16-8-9-f04){ref-type="fig"} is revealed by the significant effect of episode. This is reliable in both 2D and 3D. The significant three-way interaction reflects the big drop in the first to second episodes in 3D in the incorrect room. To assess whether baseline performance and rate of improvement are different between 3D and 2D experiments, we used nonlinear mixed-effect modeling (NLME; Pinheiro & Bates, [@i1534-7362-16-8-9-Pinheiro1]) to generate parameters that fit an exponential function to our search fixation and search time data across the trials (see Brooks, Rasmussen, & Hollingworth, [@i1534-7362-16-8-9-Brooks1], for an example of using NLME to analyze data from contextual cueing experiments). Compared with traditional ANOVA, adopting NLME has the following advantages in our study. First, NLME treats time (in our case, search trials) as a continuous factor, rather than categorical as in ANOVA, which increases statistical power. Second, NLME allows a better characterization of the learning function, as an exponential function. Third, within-subject variability is also taken into account in NLME. Once we obtained the parameters, including intercepts and slopes of the exponential function, from NLME, we bootstrapped the difference of distributions of intercepts and slopes to indicate the difference in baseline performance and improvement rate, respectively, in 2D and 3D experiments. The details of this analysis are provided in [Appendix A](#sa1){ref-type="sec"} and indicate that in the correct room, fewer fixations were made in 3D than in 2D in the first trial, although neither search time nor improvement rates were different.

###### 

Effects of experiments (3D vs. 2D), room (correct vs. incorrect), and search episode (1--3) on search performance for geometric objects: three-way mixed ANOVA for data in [Figure 4C](#i1534-7362-16-8-9-f04){ref-type="fig"}. \*Mauchly\'s test of sphericity indicated violation of assumption of sphericity for the effect, and therefore, a Greenhouse-Geisser correction was applied to correct the degrees of freedom, which affects the *p* values.

![](i1534-7362-16-8-9-t01)

Memory representations alter attention allocation {#s3b}
-------------------------------------------------

There are several potential reasons for the improvement in performance with increased experience. First, subjects may become better at choosing the correct room. To examine this possibility, the percentage of trials in which the correct room was chosen first, as well as the number of room entries required to locate the target, was calculated (see [Figure 5A](#i1534-7362-16-8-9-f05){ref-type="fig"}). There is significant improvement in the correct room choice across search episodes (mixed-model ANOVA), *F*(2, 120) = 16.5, *p* \< 0.001 (also see [Movie 1](#i1534-7362-16-8-9-s01){ref-type="supplementary-material"} for examples from the 3D experiment), and the probability was greater in 3D than in 2D, *F*(1, 60) = 16.08, *p* \< 0.001, and no interaction was found, *F*(2, 120) = 1.59, *p* = 0.21. There is also a reduction in number of room entries across episodes (mixed-model ANOVA), *F*(2, 72) = 12.19, *p* \< 0.001. Overall, participants make slightly more (about 0.2) room entries in 2D than 3D, *F*(1, 36) = 15, *p* \< 0.001. These findings also indicate that subjects tend to use memory more in 3D than in 2D, perhaps as a result of the higher energetic or time cost of changing rooms.

![Performance improved as a result of excluding irrelevant parts of the environment. (A) Percentage of correct room choice on first room entry across search episodes in the 2D experiment and 3D experiment. (B) Percentage of fixations made to surfaces that contained geometric targets in the 2D and 3D experiment. Data represent mean ± *SD* in (A), mean ± *SEM* in (B).](i1534-7362-16-8-9-f05){#i1534-7362-16-8-9-f05}

Another possibility is that they learn the relevant parts of the room to look at. We analyzed the proportion of fixations that were restricted to potential target locations (i.e., the surfaces in which geometric objects were placed ([Figure 5B](#i1534-7362-16-8-9-f05){ref-type="fig"}). Search fixations directed to the relevant surfaces increased (see [Movie 1](#i1534-7362-16-8-9-s01){ref-type="supplementary-material"} for examples from the 3D experiment) from about 60% to 87% in 3D (from the first to the last trial) and from about 66% to 78% in 2D. The improvement is significant in both experiments (one-way ANOVA), 3D: *F*(23, 420) = 1.83, *p* = 0.01; 2D: *F*(23, 479) = 1.86, *p* = 0.009. The difference between 2D and 3D was not significant, *t*(46) = 1.24, *p* = 0.22. Note that even on the first trial, subjects are biased to restrict search to surfaces like tables. Thus, search benefits from experience by excluding irrelevant parts of the scene, including the incorrect room and irrelevant regions in the rooms, during the search process.

Pre-exposure effects {#s3c}
--------------------

To assess the effects of pre-exposure on search performance on the first trial, we first looked at the effect of pre-exposure on search time and search fixations. This is presented for the correct room (target present) in [Figure 6A](#i1534-7362-16-8-9-f06){ref-type="fig"}, [B](#i1534-7362-16-8-9-f06){ref-type="fig"}. Pre-exposure was either to the room only or to the room plus targets. Although it appears that search fixations were less numerous in the room that participants explored, at least when exploration included the targets, there were no significant differences in either 2D or 3D: 2D, room: *F*(1, 19) = 0.42, *p* = 0.53, targets: *F*(1, 19) = 0.15, *p* = 0.7); 3D, room: *F*(1, 17) = 1.93, *p* = 0.19, targets: *F*(1, 17) = 0.01, *p* = 0.91. However, because we are looking only at the first trial, the statistical power of the comparisons is very poor. Therefore, these results are inconclusive. However, there may be some effects of pre-exposure to both room and targets on the probability of choosing the correct room for the initial search. These data are presented in [Figure 6C](#i1534-7362-16-8-9-f06){ref-type="fig"}. Seeing targets during pre-exposure seems to facilitate selection of the correct room, although the difference between rooms does not reach significance as a result of the small sample size (Fisher\'s exact test, 3D: *p* = 0.24; 2D: *p* = 1).

![Effects of pre-exposure on search performance. (A) Search fixations when the target of the first trial was in the unexplored room and the explored room, in the group that was pre-exposed to room context only, and the group that was pre-exposed to both the context and the targets in a room in the 3D experiment. (B) Same as (A) but in 2D. (C) Percentage of correct room choice upon first room entry on the first trial when the target was in the unexplored and the explored room, in the group that was pre-exposed to both the context and the targets, in 2D and 3D. Data represent mean ± *SEM* in (A) and (B), mean ± *SD* in (C).](i1534-7362-16-8-9-f06){#i1534-7362-16-8-9-f06}

In summary, the primary conclusions from these data are (a) with only three repeated searches of the same objects, performance improved substantially, indicating rapid encoding in spatial memory; (b) performance in 2D and 3D is comparable in this respect, although number of fixations in the correct room was overall lower in 3D (discussed below); (c) search time in the incorrect room in 3D is very large for the first few trials, perhaps reflecting a reluctance to change rooms because of the energetic cost; (d) a significant component of the improvement with experience is the reduced time searching in irrelevant locations, such as the incorrect room or the regions less likely to have targets; and (e) there is some indication of an advantage from pre-exposure to the scene, but the weak power of the statistical tests does not allow any firm conclusions.

The role of task relevance: are local contextual objects learned? {#s3d}
-----------------------------------------------------------------

We demonstrated that when an object is the target of search, subjects learn which room it is in, what parts of the room might be relevant, and the location of the target in the room. We then examined whether subjects learn the location of other objects in the environment that have not been explicitly searched for. While searching for the designated geometric target, participants made many fixations in the room, and the exposure to the search environment was substantially longer (\>10 min) than in the pre-exposure period (1 min). In the second phase of the experiment (Trials 25--40), objects that were part of the context during early searches were chosen as targets. It is possible that nearby contextual objects were part of the memory representations formed for targets in the early searches. Here we examined whether the locations of these contextual objects were learned from early search experience. We also compared search for nearby contextual objects with more distant objects. [Figure 7](#i1534-7362-16-8-9-f07){ref-type="fig"} shows search fixations for nearby and distant contextual objects compared with that for geometric objects, both in the first and the later episodes. Search time and fixation count data show the same trends, so only search fixation count data are shown here. The significant difference between novel and repeated search for geometric objects has been shown in the results described above ([Figure 4](#i1534-7362-16-8-9-f04){ref-type="fig"}), so our interest now lies in the comparison of the search performance for contextual objects versus geometric objects.

![Number of search fixations for novel (Trials 1--8) and repeated (Trials 9--24) search for geometric objects and for nearby and distant contextual objects in the correct room in 3D experiment and 2D experiment. Data represent mean ± *SEM*.](i1534-7362-16-8-9-f07){#i1534-7362-16-8-9-f07}

These data are shown in [Figure 7](#i1534-7362-16-8-9-f07){ref-type="fig"}. In both 2D and 3D, search for contextual objects was no more efficient than a novel search for geometric objects. Bootstrapped distributions were used to determine the significance of pairwise differences in the measures of search performance, as the samples are not independent and we thus did not use ANOVA first. For detailed description of the statistical analysis, see [Appendix B](#sa2){ref-type="sec"}. Our data indicate that participants learned to search for specific items in the room, and the spatial learning that occurred during this process may not be sufficient to support searching for a different set of items, possibly because they were not relevant for the task early on. However, subjects may still learn more general aspects of the room structure even if they do not learn the locations of specific objects.

Contribution of incidental memory to search {#s3e}
-------------------------------------------

It is unclear whether the failure of contextual objects to benefit from experience is a consequence of not being fixated or being fixated but not remembered. We therefore investigated the effect of incidental fixations, which are fixations made to an object before it becomes a target. This also allowed us to examine the extent to which search performance can be attributed to memory built up during task-irrelevant incidental fixations. That is, do fixations on irrelevant objects, which are nearby previously searched items, help later searches for those objects? Incidental fixations were calculated for each nearby and distant contextual object including all trials that occurred before the first time they were searched for. For the nearby contextual objects, 84.4% of them were incidentally fixed at least once before searched for in 3D, 90% in 2D; for the distant contextual objects, 53.5% of them were fixated before becoming search targets in 3D and 77% in 2D. Thus, in general, contextual objects are fixated more in 2D, perhaps because of the smaller visual angle of the display. We plotted histograms separately for nearby (see [Figure 8](#i1534-7362-16-8-9-f08){ref-type="fig"}) and distant contextual objects and found that there was no discernable effect of incidental fixations for the distant contextual objects, consistent with the reduced frequency of incidental fixations on those objects.

![Incidental fixations do not always facilitate search. Distributions of search fixations in the correct room when no incidental fixations were made or when at least one incidental fixation was made prior to search trials in (A) 3D experiment and (B) 2D experiment. Graphs on top show the original distributions and graphs on the bottom show the cumulative probability distributions of search fixations. In (A) and (B), probabilities or cumulative probabilities for making more than 30 search fixations were not shown so that the difference between the distributions could be seen easily. (C) Number of search fixations as a function of number of incidental fixations made in 3D experiment. (D) Same as (C) but for 2D experiment.](i1534-7362-16-8-9-f08){#i1534-7362-16-8-9-f08}

The frequency distributions of search fixations for nearby contextual objects, given the different number of incidental fixations to those same objects during prior searches, were plotted for both 3D and 2D ([Figure 8A](#i1534-7362-16-8-9-f08){ref-type="fig"}, [B](#i1534-7362-16-8-9-f08){ref-type="fig"}, top). Cumulative distributions are also shown here ([Figure 8A](#i1534-7362-16-8-9-f08){ref-type="fig"}, [B](#i1534-7362-16-8-9-f08){ref-type="fig"}, bottom). Data for one or more incidental fixations are combined in [Figure 8A](#i1534-7362-16-8-9-f08){ref-type="fig"} and [8B](#i1534-7362-16-8-9-f08){ref-type="fig"} because one to three incidental fixations were most common, and the corresponding histograms of search fixations do not differ much. The frequency distribution of number of search fixations in the case in which there had been no prior fixation on the target is compared with the case in which one or more incidental fixations had been made on the target. Two main findings emerge: First, there is some indication that incidental fixations shift the distribution of search fixations leftward slightly, especially in 2D. However, there is considerable variability. Despite prior incidental fixations to some objects, many targets still required multiple search fixations. Most of the time, the nearby contextual objects were fixated during early searches, yet fixation does not seem to guarantee faster search (or memory for the locations of objects). An alternative way of plotting this data is shown in [Figure 8C](#i1534-7362-16-8-9-f08){ref-type="fig"} and [8D](#i1534-7362-16-8-9-f08){ref-type="fig"}, which present search fixations for a given number of incidental fixations. These plots show no clear trend of the effect of incidental fixations (a measure of goodness-of-fit of the raw data, *R*^2^, is 0.001 for both 3D and 2D data). Thus, it appears that the cumulative distributions in [Figure 8A](#i1534-7362-16-8-9-f08){ref-type="fig"} and [8B](#i1534-7362-16-8-9-f08){ref-type="fig"} are more suggestive in revealing a small effect of incidental fixations.

Discussion {#s4}
==========

The goal of this study was to examine how memory affects gaze allocation in natural environments. We investigated how search changed as a function of experience, what components of the scene guided search, and whether performance was similar in 2D and 3D versions of the experiment that were parallel in task structure. Experience in the search task led to rapid improvement in both 3D and 2D. In the first eight trials, search improved substantially, even though targets were different on each trial. A large part of this improvement was reduction in the time spent in the incorrect room, especially in 3D, where it dropped dramatically in the first three trials. Learning in the first eight trials was also accompanied by increased probability of choosing the correct room and fewer fixations to irrelevant regions within the rooms. Thus, some global aspects of the scene context aided search in the first eight trials, despite our failure to find evidence for an advantage of the 1-min pre-exposure to the context. When search targets were repeated in the second and third episodes, subjects improved over only three repetitions, indicating that locations are stored in spatial memory. Despite extensive experience in the environment during search for geometric objects, performance of search for contextual objects was no better than early search of geometric objects. Extending this finding, we observed very little effect of incidental fixations on subsequent search trials. Thus, learning the location of specific objects appears to depend primarily on previous search for that object. Finally, 2D and 3D search were similar in most respects, with the primary differences being the better selection of the correct room to search in 3D as well as more initial fixations in the incorrect room, indicating higher utility of memory in 3D, which is likely a consequence of higher energetic cost of whole-body movements.

Memory for context {#s4a}
------------------

### Repeated search {#s4a1}

There are a number of factors that might have led to the improvement in the first eight trials. One factor is that subjects increasingly restricted fixations to the four surfaces where the geometric targets were located. This kind of advantage, driven by memory for the scene structure, was suggested by Wolfe et al. ([@i1534-7362-16-8-9-Wolfe1]), who found that in realistic scene images, the number of items fixated is restricted by prior knowledge of the scene. This was proposed by Neider and Zelinsky ([@i1534-7362-16-8-9-Neider1]), referred to as *functional set size*. Interestingly, in our experiments, this strategy was present even in the first trial, suggesting that prior knowledge of typical room structure guided search. Another factor leading to improvement in the first eight trials was the reduction of time and fixations in the incorrect room, where the target was absent, most notably in 3D in the first few trials ([Figure 4B](#i1534-7362-16-8-9-f04){ref-type="fig"}). Once a subject had chosen the incorrect room in 3D, the cost of leaving and searching the other room is likely to be higher, both in energy and in time, compared with 2D, and this may have led to the longer initial search times. With experience, subjects were able to reject the incorrect room much more quickly, and by the third to fifth trial, the number of fixations in the incorrect room were very similar for both 3D and 2D. It is not clear exactly what is being learned here. One possibility is increasing familiarity with the global room structure that allows faster search. Another possibility is that subjects were better able to define a generalized search template for colored geometric objects. This latter suggestion is consistent with the result that a 1-min preview that included geometric objects reduced search time in the incorrect room. We also found improvement for both 2D and 3D searches in the first eight trials in the correct room where the target was different on every trial. In Võ and Wolfe ([@i1534-7362-16-8-9-Vo2], [@i1534-7362-16-8-9-Vo3]), subjects searched for realistic objects embedded in the scene images. These authors found that search was typically guided by general knowledge of object location within natural scenes when such cues were available; however, when those cues were unavailable, episodic memory of object-scene relationships was used to guide search. This is in line with our finding here. Because we adopted geometric objects as search targets, scene semantics were not as useful for our task, and thus it is likely that episodic memory was used to guide search. The improvement in our case suggests a rapid formation of episodic memories associating targets and the scenes as well as the scene layout through active search experience. However, when contextual objects were searched later on, they did not seem to benefit from scene semantics very much. This might be a result of subjects adopting a search template specifically for geometric objects, which may restrict the extent to which other items are processed even when gaze lands on them. Thus, the nature of the search template may determine what aspects of the context are remembered, by excluding nonmatching objects from memory. This result will be revisited later in the discussion of pre-exposure effects.

Despite the large improvement in the avoidance of the incorrect room, the improvement we found over repeated search episodes in the correct room (where the target is present) is quite small (about one to two fixations) although numerically comparable to the improvement found previously (e.g., Kit et al., [@i1534-7362-16-8-9-Kit1]; Võ & Wolfe, [@i1534-7362-16-8-9-Vo2]). One speculation is that the fairly simple layout of objects and potential search surfaces, as well as the relatively small scale of the apartment room (3 m × 6 m each room), made search in our environment easy enough that visual guidance dominated search once the body and head were directed to the local region that contained the target. A more difficult or energetically costly task would likely recruit memory more (Ballard, Hayhoe, & Pelz, [@i1534-7362-16-8-9-Ballard1]; Solman & Kingstone, [@i1534-7362-16-8-9-Solman1]; Solman & Smilek, [@i1534-7362-16-8-9-Solman2]). For instance, a larger space with more items on each search surface or increasing similarity between targets and distractors might increase the effects of memory (Duncan & Humphreys, [@i1534-7362-16-8-9-Duncan1]; Neider & Zelinsky, [@i1534-7362-16-8-9-Neider1]).

Compared with previous results of contextual cueing with 2D stimuli, the effect of repeated search is bigger and develops faster. With simple array stimuli, Chun and Jiang ([@i1534-7362-16-8-9-Chun1]) showed that the contextual cueing effect became noticeable after five repetitions of search trials. The improvements continue after 15 to 20 repetitions, with a total improvement of 60 to 80 ms. With 2D images of real-world scenes, [@i1534-7362-16-8-9-Brockmole3] found that only four repetitions are required to reach maximum benefit, which is 20 times larger than that of simple stimuli. In both of our 2D and 3D experiments, repeated search benefits with only one repetition in the correct room, and the magnitude is about 1 s. Thus, our results also show that the learning of target-scene association is faster in naturalistic environments and scenes.

Pre-exposure effects {#s4b}
--------------------

We were unable to determine the effect of pre-exposure on search because of insufficient power, although there is a hint from our data that seeing the targets during pre-exposure may promote selection of the correct room on the first trial. We speculate that to see a context pre-exposure effect in complex 3D environments, more extensive and interactive experience may be required to generate robust memory representations. There are several possible reasons that pre-exposure experience in our experiment would not result in much search benefit. First, participants were not informed about the future targets during exploration and thus lacked explicit goals or expectations for the main task. Free exploration, like free viewing, is unlikely completely task free/goal free (see discussion in Tatler, Hayhoe, Land, & Ballard, [@i1534-7362-16-8-9-Tatler1]). Tatler and Tatler ([@i1534-7362-16-8-9-Tatler2]) demonstrated that free viewing leads to worse memory recall of objects in real-world environments than when participants were asked to memorize all or a subset of the objects. Even intentional memorization may not lead to a better memory recall of objects than when incidentally encoded during visual search (Draschkow et al., [@i1534-7362-16-8-9-Draschkow1]). Second, as mentioned previously, the use of geometric objects minimizes search guidance from the knowledge of the object-scene relations. We chose geometric objects to evaluate the role of episodic memory of object-scene relationships, because scene semantics determine search performance when search targets are familiar (Võ & Wolfe, [@i1534-7362-16-8-9-Vo3]). We were interested in examining the effects of longer pre-exposure periods than those typically used (e.g., Hollingworth, [@i1534-7362-16-8-9-Hollingworth2]; Võ & Henderson, [@i1534-7362-16-8-9-Vo1]). Because even a relatively long exposure had little effect, a more interactive experience may be required to form episodic memories that are useful for later search. Third, it is also possible that pre-exposure may be useful only for guiding the first few fixations to the potentially relevant parts of the scene (Hillstrom et al., [@i1534-7362-16-8-9-Hillstrom1]). This is consistent with our finding that a high proportion of fixations were directed to relevant surfaces in the room even on the first search trial,

It is also worth noting that the preview benefits reported in the literature might result from the constraints of conventional paradigms, in which tasks are usually more obvious to the participants even without explicit instructions. This might be caused by the task structure that those paradigms use, within which participants look for a target shortly after the preview scene was presented, and this event sequence occurs for a large number of image-target pairs in a short time. Thus, during each scene preview, there is likely an inherent task for the participants to remember the scene components as much as possible to prepare for a forthcoming search. Varying the nature of the interaction with the environment during pre-exposure may also influence the extent to which memory representations develop and thus generate a more profound effect on subsequent search. One example could be allowing manual exploration of objects in the environment instead of just visually browsing. Providing specific instructions that imply relevance of certain objects may also change the influence of such exposure to later search. For example, Tatler and Tatler ([@i1534-7362-16-8-9-Tatler2]) instructed subjects to remember tea-related objects and that led to higher chance of directing fixations to those items and also more fixations made to them compared with the free-viewing condition.

Local contextual objects and incidental fixations {#s4c}
-------------------------------------------------

Although memory for some aspects of the context seems to benefit search, search for nongeometric contextual objects in the room was no better than initial search for geometric objects despite extended experience (at least 24 trials) prior to those searches. Early in the experiment, participants might learn that only geometric objects were targets, and thus surrounding objects, even nearby ones that might have received some incidental fixations, were not considered as task relevant until contextual objects became targets. This is consistent with the finding, with simple stimuli, that subjects learn to restrict attention to relevant items with repeated search experience (Kunar, Flusberg, & Wolfe, [@i1534-7362-16-8-9-Kunar1]). Thus, there exists a delicate tradeoff during spatial learning: The more prioritized the relevant information, the less the irrelevant information is processed (Tatler & Tatler, [@i1534-7362-16-8-9-Tatler2]). Together with the findings discussed above that experience leads to increase attention to the room and its relevant parts, the poor performance for local contextual objects suggests that search is primarily guided by memory representations of global components of scenes. In this case, the room and layout of furniture in the room are learned, rather than local components, including the nearby or distant contextual items. This is consistent with Brockmole et al. ([@i1534-7362-16-8-9-Brockmole1]) in that global context is more critical for search guidance. It is also consistent with the idea of Brooks et al. ([@i1534-7362-16-8-9-Brooks1]) that representations of the environments may be hierarchically constructed, although we showed only that different levels of context were differentially affected by experience and did not directly test whether each level is nested within another. Here we extend the finding that the more local level of context is not well represented in our environments. The detailed representations may not be built up unless relevant.

The small effect of incidental fixations on nearby contextual objects supports this account. Fixating an object one or more times does not guarantee more efficient search, as indicated in prior studies (Castelhano & Henderson, [@i1534-7362-16-8-9-Castelhano2]; Hout & Goldinger, [@i1534-7362-16-8-9-Hout1]; Olejarczyk et al., [@i1534-7362-16-8-9-Olejarczyk1]; Williams et al., [@i1534-7362-16-8-9-Williams1]). Thus, incidental fixations to individual objects may not be the primary contributor to search performance. It is possible that some properties of those objects were remembered through previous experience, but their locations in the environment may not be well represented in memory. This can be attributed to the task effect: Subjects may form a search template that prioritized the geometric objects and deprioritized a detailed representation of irrelevant items---in this case, the local contextual objects, in the environment. Howard et al. ([@i1534-7362-16-8-9-Howard1]) found incidental learning in consecutive trials in real-world search, so the timing of incidental fixations may play an important role in this. The temporal and spatial history of incidental fixations and how they contribute to search need to be further explored to provide more refined insight on this issue.

We also found a greater percentage of fixations to contextual objects in 2D than in 3D. This may be attributed to the overall smaller visual angles between the contextual objects and the geometric objects (by about a factor of two), which may also be related to the more separated distributions of fixations in 2D ([Figure 8B](#i1534-7362-16-8-9-f08){ref-type="fig"}). This effect is particularly pronounced for distant contextual objects, because some of them require a head turn to be fixated in 3D (e.g., cushion on the couch), whereas only small eye movements are required (and allowed) in 2D.

Comparison of 2D and 3D {#s4d}
-----------------------

In general, the results in 2D and 3D are very similar. However, as mentioned above, there were fewer search fixations in 3D than in 2D ([Figure 4A](#i1534-7362-16-8-9-f04){ref-type="fig"}). In 3D, a substantial fraction of the search time was taken up by large head movements, during which fixations were not identified, with a consequent reduction in fixation counts. Although this is the primary factor, we cannot rule out differences in saccade detection. When the head is moving, the vestibular-ocular reflex adds to eye velocity, so a higher velocity criterion for detecting saccades was needed. In addition, noise in the 3D signal was counteracted by clumping fixation locations within a 1.5° radius into a single fixation. Thus, smaller saccades are easier to detect in 2D. So although a smaller number of fixations in 3D is most likely a consequence of the need to make large head movements, it is hard to be confident of the precise magnitude of the difference. Eye movements in 2D are less energetically costly, as they are typically smaller and are not accompanied by head movements, and this potentially accounts for the smaller number of fixations in 3D.

The other major difference was the large number of fixations in the incorrect room in 3D for the first few trials. Subjects may have been reluctant to exit the room until they were sure the target was not there, because of the big cost of changing rooms. As discussed above, this might point to one of the important characteristics of experience in the 3D environments: The overhead of moving the body from one room to the other, compared with the ease of looking from one room to another in the 2D experiment, may lead to very different strategies. In 3D, search involves full-body motion whereas only eye movements are allowed in our 2D task. The greater probability of choosing the correct room in 3D is also consistent with the adoption of different strategies.

To further understand the causes of rapid improvement in 3D, we investigated how subjects exclude irrelevant spatial regions at two levels: decreasing entries to the incorrect room and avoiding visual exploration of irrelevant parts of the rooms. At the first room entry after the beginning of each trial, the probability of choosing the correct room to search increased from chance level to about 70% on the third episode in 3D, yet in 2D, this choice remained at chance levels (despite some hints of improvement). In addition, a smaller number of room entries was required to locate the target in 3D than in 2D. This may also reflect the fact that it is relatively easy to switch between rooms by pressing keys in 2D. The rapid increase of probability of directing fixations to potential target locations upon room entry is another fact that accounts for the sharp improvement seen in incorrect room in 3D. Interestingly, even at the first trial, about 60% of the fixations were devoted to relevant locations. This may indicate the tendency to look at surfaces that likely contain objects based on prior knowledge and perhaps also from the presearch exploration experience. It is consistent with the cognitive relevance framework proposed by Henderson, Malcolm, and Schandl ([@i1534-7362-16-8-9-Henderson1]) that suggests that attention is directed to regions relevant to the current task goal based on scene knowledge during search in realistic scenes. This is achieved by integrating prior knowledge and task to narrow down regions to be searched for (Kunar et al., [@i1534-7362-16-8-9-Kunar1]; Neider & Zelinsky, [@i1534-7362-16-8-9-Neider1]; Wolfe et al., [@i1534-7362-16-8-9-Wolfe1]) effectively, even with only a glimpse of a scene (Castelhano & Henderson, [@i1534-7362-16-8-9-Castelhano3]; Võ & Henderson, [@i1534-7362-16-8-9-Vo1]). Here we also showed that repeated search experience is an important factor in this process of "cutting down the irrelevant regions from search" in a naturalistic environment.

Conclusions {#s5}
===========

Our results indicate the importance of task in learning the spatial structure to support visual search. The effect of context is very sensitive to the task-specific nature of prior experience in both 2D and 3D environments. In general, search performance in 2D and 3D environments was quite similar, although body movements in 3D allow stronger guidance from the scene memory and structure. Such guidance is characterized not just by associating target location with global scene structure but also by restricting visits of the eyes and the body to the regions of the scene that are irrelevant to the goal. Thus, memory for global spatial context is important in making search more efficient by directing the body to the relevant scene regions.
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Appendix A {#sa1}
==========

Bootstrapping the parameters for the exponential model fit to the learning curve data in [Figure 4A](#i1534-7362-16-8-9-f04){ref-type="fig"} and [4B](#i1534-7362-16-8-9-f04){ref-type="fig"}.

The function we fit takes the form of *y* = *ix^s^* Here, *y* can either be number of search fixations or search time, *i* is the intercept and *s* is the slope of the function, and *x* is search trial. *i* and *s* are the outputs from nonlinear mixed-effect modeling (NLME; Pinheiro & Bates, [@i1534-7362-16-8-9-Pinheiro1]). The experiment (2D vs. 3D) was the factor specified as the fixed effect, and the difference between subjects was the random effect included. For the number of search fixations in the correct room ([Figure 4A](#i1534-7362-16-8-9-f04){ref-type="fig"}, top), the intercept of fit produced by NLME is 5.21 in 3D and 10.08 in 2D; the slope is −0.26 in both 3D and 2D. The bootstrapped difference between the distributions of intercepts in 3D and that in 2D is significant (*M* = −4.8, *SE* = 0.53, *p* \< 0.001), whereas the bootstrapped difference of distributions of slopes is not different (*M* = 0, *SE* = 0.01, *p* = 0.48). For search time in the correct room ([Figure 4A](#i1534-7362-16-8-9-f04){ref-type="fig"}, bottom), the intercept obtained is 2.81 in both 2D and 3D; the slope is −0.3 in 3D and −0.38 in 2D. The bootstrapped difference of intercepts is not significant (*M* = 0.09, *SE* = 0.22, *p* = 0.34), as well as for slopes (*M* = 0.05, *SE* = 0.05, *p* = 0.14). For number of fixations in the incorrect room ([Figure 4B](#i1534-7362-16-8-9-f04){ref-type="fig"}, top), the intercept obtained is 24.58 in 3D and 11.76 in 2D; the slope is −0.8 in 3D and −0.44 in 2D. The bootstrapped difference between the distributions of intercepts in 3D and that in 2D is significant (*M* = 10.88, *SE* = 5.7, *p* = 0.03), and the bootstrapped difference of distributions of slopes is also different (*M* = −0.29, *SE* = 0.17, *p* = 0.04). For search time in the incorrect room ([Figure 4B](#i1534-7362-16-8-9-f04){ref-type="fig"}, bottom), the intercept obtained is 13.37 in 3D and 3.27 in 2D; the slope is −0.78 in 3D and −0.52 in 2D. The bootstrapped difference of intercepts is significant (*M* = 9.36, *SE* = 2.5, *p* \< 0.001), as well as for slopes (*M* = −0.14, *SE* = 0.17, *p* \< 0.001).

Appendix B {#sa2}
==========

Bootstrapping the difference between the search performances of novel search for geometric objects, repeated search for geometric objects, search for nearby contextual objects, and search for distant contextual objects (data shown in [Figure 7](#i1534-7362-16-8-9-f07){ref-type="fig"}).

We suspected that early search experience for geometric objects might aid subsequent search for other items in the virtual apartment as a result of memory representations of the environment being developed through the experience. We thus compared search performance for novel searches for geometric objects (Trials 1--8), repeated searches for geometric objects (Trials 9--24), search for nearby contextual object (eight trials within Trials 25--40), and distant contextual objects (eight trials within Trials 25--40), in both the correct room and the incorrect room. Because those four groups of samples are not independent (one covariate is time but the change is not linear: Repeated geometric objects were sought for after novel search trials, the timing of search for nearby and distant contextual objects was mixed within participants, and the order of trials were randomized between participants), we did not use a one-way ANOVA to analyze our data first. Instead, we calculated the obtained *F* value from our data, bootstrapped the *F* distribution from 5,000 repetitions of resampling from the data, and calculated the *p* value by evaluating the percentage of area under the bootstrapped *F* distribution that is larger than the obtained *F* value. The results generated showed the same trend as the one-way ANOVA we later conducted; thus, we report the ANOVA results below. There were significant differences between both number of search fixations and search time for novel geometric search, repeated geometric search, nearby contextual search, and distant contextual search in the incorrect room and the correct room, in both 3D---(fixation/correct room): *F*(3, 68) = 4.11, *p* = 0.01, fixation/incorrect room: *F*(3, 68) = 12.56, *p* \< 0.001, time/correct room: *F*(3, 68) = 2.96, *p* = 0.04, time/incorrect room: *F*(3, 68) = 8.3, *p* \< 0.001---and 2D---fixation/correct room: *F*(3, 76) = 30.35, *p* \< 0.001, fixation/incorrect room: *F*(3, 76) = 16.72, *p* \< 0.001, time/correct room: *F*(3, 76) = 32.91, *p* \< 0.001, time/incorrect room: *F*(3, 76) = 15.54, *p* \< 0.001.

Then we bootstrapped the pairwise differences of the four conditions by resampling the data for 5,000 repetitions for each pair, acquiring the sampling distributions of the means of the differences and derived *p* values from the means and standard errors of those distributions. The results showed that in both rooms in 3D (see [Figure 5A](#i1534-7362-16-8-9-f05){ref-type="fig"}), the search for nearby contextual objects was not as efficient as the repeated search for geometric objects (fixation/correct room: *M* = 1.54, *SE* = 0.77, *p* = 0.02; fixation/incorrect room: *M* = 4.37, *SE* = 1.42, *p* = 0.001; time/correct room: *M* = 2.44, *SE* = 0.86, *p* = 0.002; time/incorrect room: *M* = 3.13, *SE* = 1.12, *p* = 0.003) and was better than novel search for geometric objects only in terms of number of search fixations in the incorrect room (*M* = −4.47, *SE* = 1.97, *p* = 0.01) but not in other parameters (fixation/correct room: *M* = 0.31, *SE* = 0.82, *p* = 0.35; time/correct room: *M* = 0.72, *SE* = 0.97, *p* = 0.23; time/incorrect room: *M* = −1.4, *SE* = 1.31, *p* = 0.14). Search efficiency for distant contextual objects in 3D also did not benefit from previous search experience, because it is no more efficient than novel search for geometric objects, except for number of fixations in the incorrect room (fixation/correct room: *M* = 1.97, *SE* = 1.1, *p* = 0.03; fixation/incorrect room: *M* = −3.31, *SE* = 1.67, *p* = 0.02; time/correct room: *M* = 1.39, *SE* = 0.99, *p* = 0.08; time/incorrect room: *M* = −1.58, *SE* = 0.91, *p* = 0.04); it is also less efficient than repeated search for geometric objects (fixation/correct room: *M* = 3.23, *SE* = 1.06, *p* = 0.001; fixation/incorrect room: *M* = 5.48, *SE* = 1.07, *p* \< 0.001; time/correct room: *M* = 3.11, *SE* = 0.89, *p* \< 0.001; time/incorrect room: *M* = 2.95, *SE* = 0.62, *p* \< 0.001). In 2D, the search for neither nearby nor distant contextual objects benefits from early searches for geometric objects.
