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1. Introduction
Partial differential equations and variational problems involving p(x)-growth conditions are now extensively studied;
see e.g., [1,3,6–13,16,17,19,21–28] and the references therein. The interest for the study was boosted by the fact that such
equations can be used to model phenomena which arise in mathematical physics. Electrorheological and thermorheological
ﬂuids are two examples of physical ﬁelds which beneﬁt from such kind of studies [15]. Recently, Chen, Levine and Rao [6]
have studied a functional with variable exponent (1 p(x) 2) which provides a model for image denoising, enhancement
and restoration. Their paper created another interest for the study of PDEs with variable exponent.
Our paper is motivated by phenomena which are described by nonlinear boundary value problems of the type{
b(u) − diva(x,∇u) = f in Ω,
u = 0 on ∂Ω, (1.1)
where Ω ⊂RN (N  3) is a bounded domain with smooth boundary and f ∈ L1(Ω).
The interest for the study of (1.1) is due to the fact that it is linked with the study of the following associated evolution
problem
⎧⎨
⎩
b(u)t − diva(x,∇u) = f in Ω × (0, T ),
b(u)(.,0) = v0 on Ω,
u = 0 on ∂Ω × (0, T ),
(1.2)
by the nonlinear semigroup method (see [4]). The study of (1.2) will be done in a forthcoming work [22].
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solution. In [26], Sanchon and Urbano studied problem (1.1) for b ≡ 0 under the following assumption on the exponent:
p(.) : Ω → (1,N) is a measurable function such that
∃C > 0: ∣∣p(x) − p(y)∣∣ C− ln |x− y| , for |x− y| <
1
2
. (1.3)
Assumptions (1.3) allowed them, in particular, to exploit the embeddings theorems of Lebesgue and Sobolev spaces with
variable exponent (as in the constant exponent case) arising in the study of problem (1.1).
In [28], Wittbold and Zimmermann studied a new and interesting problem which is close to problem (1.1):
{
β(u) − diva(x,∇u) − div F (u) 
 f in Ω,
u = 0 on ∂Ω. (1.4)
They have proved for F locally Lipschitz continuous, β maximal monotone mapping with 0 ∈ β(0), f ∈ L1(Ω) and a contin-
uous exponent p(.), the existence and uniqueness of renormalized solution to problem (1.4).
In this paper, we study problem (1.1) with less regularity on the variable exponent p(.) and on the function b, more
precisely we assume that
{
p(.) : Ω →R is a measurable function such that
1 < p−  p+ < +∞, (1.5)
where p− := ess infx∈Ω p(x), p+ := ess supx∈Ω p(x) and{
b :R→R is continuous, nondecreasing function
such that b(0) = 0. (1.6)
For the vector ﬁelds a(.,.), we assume that a(x, ξ) : Ω ×RN →RN is a Carathéodory function such that:
• There exists a positive constant C1 such that
∣∣a(x, ξ)∣∣ C1( j(x) + |ξ |p(x)−1) (1.7)
for almost every x ∈ Ω and for every ξ ∈RN , where j is a nonnegative function in Lp′(.)(Ω), with 1/p(x)+ 1/p′(x) = 1.
• The following inequalities hold
(
a(x, ξ) − a(x, η)).(ξ − η) > 0, (1.8)
for almost every x ∈ Ω and for every ξ,η ∈RN , with ξ = η, and
a(x, ξ).ξ  C2|ξ |p(x) (1.9)
for almost every x ∈ Ω and for every ξ ∈RN where C2 is a positive constant.
The remaining part of the paper is the following: in Section 2, we introduce some notations/functional spaces. In Sec-
tion 3, we prove the existence and uniqueness of weak energy solution of (1.1) when the right-hand side f ∈ L(p−)′ (Ω).
Using the results of Section 3, we study in Section 4, the question of the existence and uniqueness of entropy solution
of (1.1) for f ∈ L1(Ω).
2. Mathematical preliminaries
As the exponent p(.) appearing in (1.7) and (1.9) depends on the variable x, we must work with Lebesgue and Sobolev
spaces with variable exponent.
We deﬁne the Lebesgue space with variable exponent Lp(.)(Ω) as the set of all measurable function u : Ω →R for which
the convex modular
ρp(.)(u) :=
∫
Ω
|u|p(x) dx
is ﬁnite.
If the exponent is bounded, i.e., if p+ < ∞, then the expression
|u|p(.) := inf
{
λ > 0: ρp(.)(u/λ) 1
}
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over, if p− > 1, then Lp(.)(Ω) is uniformly convex, hence reﬂexive, and its dual space is isomorphic to Lp
′(.)(Ω), where
1
p(x) + 1p′(x) = 1. Finally, we have the Hölder type inequality:∣∣∣∣
∫
Ω
uv dx
∣∣∣∣
(
1
p−
+ 1
(p′)−
)
|u|p(.)|v|p′(.), (2.1)
for all u ∈ Lp(.)(Ω) and v ∈ Lp′(.)(Ω).
Now, let
W 1,p(.)(Ω) := {u ∈ Lp(.)(Ω): |∇u| ∈ Lp(.)(Ω)}.
Equipped with the norm
‖u‖1,p(.) := |u|p(.) + |∇u|p(.),
W 1,p(.)(Ω) is a Banach space.
Next, we deﬁne W 1,p(.)0 (Ω) as the closure of C
∞
0 (Ω) in W
1,p(.)(Ω) under the norm
‖u‖ := |∇u|p(.).
The space (W 1,p(.)0 (Ω),‖.‖) is a separable and reﬂexive Banach space.
An important role in manipulating the generalized Lebesgue–Sobolev spaces is played by the modular ρp(.) of the space
Lp(.)(Ω). We have the following result (cf. [13]):
Lemma 2.1. If un,u ∈ Lp(.)(Ω) and p+ < +∞ then the following relations hold:
(i) |u|p(.) > 1⇒ |u|p−p(.)  ρp(.)(u) |u|p+p(.);
(ii) |u|p(.) < 1⇒ |u|p+p(.)  ρp(.)(u) |u|p−p(.);
(iii) |u|p(.) < 1 (respectively = 1;> 1) ⇔ ρp(.)(u) < 1 (respectively= 1;> 1);
(iv) |un|p(.) → 0 (respectively → +∞) ⇔ ρp(.)(un) → 0 (respectively → +∞);
(v) ρp(.)(u/|u|Lp(.)(Ω)) = 1.
As examples of models satisfying the assumptions of problem (1.1), we can give the following:
(i) Set A(x, ξ) = (1/p(x))|ξ |p(x) , a(x, ξ) = |ξ |p(x)−2ξ . Then we get the p(x)-Laplace operator
div
(|∇u|p(x)−2∇u).
(ii) Set A(x, ξ) = (1/p(x))[(1+ |ξ |2)p(x)/2 − 1], a(x, ξ) = (1+ |ξ |2)(p(x)−2)/2ξ , where p(x) 2. Then we obtain the gener-
alized mean curvature operator
div
((
1+ |∇u|2)(p(x)−2)/2∇u).
Let us introduce the following notation: given two bounded measurable functions p(.),q(.) : Ω →R, we write
q(.)  p(.) if ess inf
x∈Ω
(
p(x) − q(x))> 0.
3. Existence and uniqueness of weak energy solution
In this section, we study the weak energy solution of (1.1) for the right-hand side f ∈ L(p−)′ (Ω), where 1p− + 1(p−)′ = 1.
Deﬁnition 3.1. A weak solution of (1.1) is a function u ∈ W 1,10 (Ω) such that a(.,∇u) ∈ (L1loc(Ω))N and∫
Ω
a(x,∇u).∇ϕ dx+
∫
Ω
b(u)ϕ dx =
∫
Ω
f (x)ϕ dx, for all ϕ ∈ C∞0 (Ω). (3.1)
A weak energy solution is a weak solution such that u ∈ W 1,p(.)0 (Ω).
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Theorem 3.2. Assume (1.5)–(1.9) and f ∈ L(p−)′ (Ω). Then there exists a unique weak energy solution of (1.1).
Proof. It is well known that the operator deﬁned by the left-hand side of the equation in problem (1.1) is a continuous,
strictly monotone and coercive mapping from W 1,p(.)0 (Ω) into (W
1,p(.)
0 (Ω))
∗ and hence, it is a bijection (see [18,20]). 
4. Entropy solutions
In this section, we address the question of existence and uniqueness of solution of the problem (1.1) for f ∈ L1(Ω). In
the L1-setting, the suitable notion of solution for the study of (1.1) is the notion of entropy solution. We refer to [4] for
more details.
We ﬁrst deﬁne the truncation function Tt by Tt(s) :=max{−t,min{t, s}}.
Deﬁnition 4.1. A measurable function u is an entropy solution to problem (1.1) if, for every t > 0, Tt(u) ∈ W 1,p(.)0 (Ω) and
∫
Ω
b(u)Tt(u − ϕ)dx+
∫
Ω
a(x,∇u).∇Tt(u − ϕ)dx
∫
Ω
f (x)Tt(u − ϕ)dx (4.1)
for all ϕ ∈ W 1,p(.)0 (Ω) ∩ L∞(Ω).
Remark 4.2. A function u such that Tt(u) ∈ W 1,p(.)0 (Ω) for all t > 0 does not necessarily belong to W 1,10 (Ω). However, it is
possible to deﬁne its weak gradient, still denoted by ∇u.
Our main result in this section is the following:
Theorem 4.3. Assume that (1.5)–(1.9) hold and f ∈ L1(Ω), then there exists a unique entropy solution u to problem (1.1).
Proof. The proof of Theorem 4.3 follows the same line as in [4]; therefore we divided it into three steps.
Step 1 (A priori estimates). We start with the existence of the weak gradient for every measurable function u such that
Tt(u) ∈ W 1,p(.)0 (Ω) for all t > 0.
Proposition 4.4. If u is a measurable function such that Tt(u) ∈ W 1,p(.)0 (Ω) for all t > 0, then there exists a unique measurable
function v : Ω →RN such that
vχ{|u|<t} = ∇Tt(u) for a.e. x ∈ Ω, and for all t > 0,
where χB denotes the characteristic function of a measurable set B. Moreover, if u belongs to W
1,1
0 (Ω), then v coincides with the
standard distributional gradient of u.
Proof. As Tt(u) ∈ W 1,p(.)0 (Ω) ⊂ W 1,p−0 (Ω) for all t > 0, then by Theorem 1.5 in [2], the result follows. 
Proposition 4.5. Assume that (1.5)–(1.9) hold and f ∈ L1(Ω). Let u be an entropy solution of (1.1), then
∫
Ω
∣∣∇Tt(u)∣∣p(x) dx Ct‖ f ‖1, for all t > 0 (4.2)
and
∥∥b(u)∥∥1  C ′ meas(Ω) + ‖ f ‖1, (4.3)
where C ′ is a positive constant.
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1
C
∫
{|u|t}
∣∣∇Tt(u)∣∣p(x) dx
∫
Ω
b(u)Tt(u)dx+
∫
{|u|t}
a(x,∇u).∇u dx

∫
Ω
f (x)Tt(u)dx t‖ f ‖1, for all t > 0.
Thanks to inequality above, we have∫
Ω
b(u)Tt(u)dx t‖ f ‖1 ⇒
∫
{|u|t}
b(u)Tt(u)dx+
∫
{|u|>t}
b(u)Tt(u)dx t‖ f ‖1
⇒
∫
{|u|>t}
b(u)Tt(u)dx t‖ f ‖1.
We obtain from inequality above that∫
{u>t}
b(u)dx−
∫
{u<−t}
b(u)dx ‖ f ‖1 for all t > 0,
which is equivalent to∫
{|u|>t}
∣∣b(u)∣∣dx ‖ f ‖1, for all t > 0. (4.4)
As
∫
Ω
|b(u)|dx = ∫{|u|1} |b(u)|dx+ ∫{|u|>1} |b(u)|dx, then ‖b(u)‖1  C ′ meas(Ω) + ‖ f ‖1, where C ′ =max(b(1), |b(−1)|). 
Proposition 4.6. Assume (1.5)–(1.9) and f ∈ L1(Ω). Let u be an entropy solution of (1.1), then∫
{|u|t}
|∇u|p− dx C ′′(t + 1), for all t > 0. (4.5)
Proof. Taking ϕ = 0 in the entropy inequality (4.1), we have∫
Ω
b(u)Tt(u)dx+
∫
{|u|t}
a(x,∇u).∇u dx
∫
Ω
f (x)Tt(u)dx t‖ f ‖1.
According to (1.9), we get from the above estimate∫
{|u|t}
|∇u|p(x) dx const(‖ f ‖1,C2)t. (4.6)
Now, note that∫
{|u|t}
|∇u|p− dx =
∫
{|u|t,|∇u|>1}
|∇u|p− dx+
∫
{|u|t,|∇u|1}
|∇u|p− dx

∫
{|u|t,|∇u|>1}
|∇u|p(x) dx+meas(Ω)

∫
{|u|t}
|∇u|p(x) dx+meas(Ω).
By the inequalities above, thanks to (4.6), we obtain∫
{|u|t}
|∇u|p− dx C ′′(t + 1), for all t > 0. 
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meas
{|u| > h} const(‖ f ‖1)/hp−−1, for all h 1. (4.7)
Proof. Taking ϕ = 0 in the entropy inequality (4.1) and using (1.9), we obtain
1
C
∫
{|u|h}
∣∣∇Th(u)∣∣p(x) dx
∫
Ω
b(u)Th(u)dx+
∫
{|u|h}
a(x,∇u).∇u dx

∫
Ω
f (x)Th(u)dx h‖ f ‖1,
for all h > 0. Next,∫
{|u|h}
∣∣∇Th(u)∣∣p(x) dx Mh ⇒
∫
{|u|h}
∣∣∇Th(u)∣∣p− dx K (1+ h).
By the Poincaré inequality in constant exponent, we obtain
∥∥Th(u)∥∥Lp− (Ω)  D(1+ h)
1
p− .
The above inequality implies that
∫
Ω
∣∣Th(u)∣∣p− dx Dp−(1+ h),
hence
meas
{|u| > h} Dp− 1+ h
hp−
. 
Proposition 4.8. Assume (1.5)–(1.9) and f ∈ L1(Ω). Let u be an entropy solution of (1.1), then
meas
{|∇u| > h} const(‖ f ‖1, p−)/h(1/(p−)′) for all h 1. (4.8)
Proof. For k, λ 0, set
Φ(k, λ) = meas{|∇u|p− > λ, |u| > k}.
According to Proposition 4.7, we have
Φ(k,0) const
(‖ f ‖1)k1−p− , for all k 1. (4.9)
Using the fact that the function λ → Φ(k, λ) is nonincreasing, we get for k > 0 and λ > 0 that
Φ(0, λ) = 1
λ
λ∫
0
Φ(0, λ)ds 1
λ
λ∫
0
Φ(0, s)ds
 1
λ
λ∫
0
[
Φ(0, s) + (Φ(k,0) − Φ(k, s))]ds
Φ(k,0) + 1
λ
λ∫
0
(
Φ(0, s) − Φ(k, s))ds.
Observe that since
Φ(0, s) − Φ(k, s) = meas{|u| k, |∇u|p− > s}
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∞∫
0
(
Φ(0, s) − Φ(k, s))ds =
∫
{|u|k}
|∇u|p− dx C ′′(k + 1). (4.10)
Going back to (4.10) and using (4.11) we arrive at
Φ(0, λ) C
′′(k + 1)
λ
+ const(‖ f ‖1)k1−p− , for all k 1, λ > 0. (4.11)
In particular,
Φ(0, λ) C
′′(k + 1)
λ
+ const(‖ f ‖1)k1−p− , for all k 1 and λ 1.
We now set
fλ(k) = C
′′(k + 1)
λ
+ const(‖ f ‖1)k1−p− , for all k 1,
where λ 1 is a ﬁxed real number.
The minimization of fλ in k gives
Φ(0, λ) const
(‖ f ‖1, p−)λ−(1/(p−)′) for λ 1. (4.12)
Setting λ = h in (4.13) gives (4.8). 
Step 2 (Uniqueness of entropy solution). Let h > 0 and u, v be two entropy solutions of (1.1). We write the entropy inequality
(4.1) corresponding to the solution u, with Thv as test function, and to the solution v , with Thu as test function. Upon
addition, we get
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∫
{|u−Th v|t}
a(x,∇u).∇(u − Thv)dx+
∫
{|v−Thu|t}
a(x,∇v).∇(v − Thu)dx
+
∫
Ω
b(u)Tt(u − Thv)dx+
∫
Ω
b(v)Tt(v − Thu)dx

∫
Ω
f (x)
(
Tt(u − Thv) + Tt(v − Thu)
)
dx.
(4.13)
Deﬁne
E1 :=
{|u − v| t, |v| h}, E2 := E1 ∩ {|u| h}, and E3 := E1 ∩ {|u| > h}.
We start with the ﬁrst integral in (4.14). By (1.9), we have
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∫
{|u−Th v|t}
a(x,∇u).∇(u − Thv)dx
=
∫
{|u−Th v|t}∩({|v|h}∪{|v|>h})
a(x,∇u).∇(u − Thv)dx
=
∫
{|u−Th v|t,|v|h}
a(x,∇u).∇(u − Thv)dx+
∫
{|u−Th v|t,|v|>h}
a(x,∇u).∇(u − Thv)dx
=
∫
{|u−v|t,|v|h}
a(x,∇u).∇(u − v)dx+
∫
{|u−h|t,|v|>h}
a(x,∇u).∇u dx

∫
{|u−v|t,|v|h}
a(x,∇u).∇(u − v)dx =
∫
E1
a(x,∇u).∇(u − v)dx
=
∫
E1∩({|u|h}∪{|u|>h})
a(x,∇u).∇(u − v)dx =
∫
E2
a(x,∇u).∇(u − v)dx+
∫
E3
a(x,∇u).∇(u − v)dx
=
∫
E2
a(x,∇u).∇(u − v)dx+
∫
E3
a(x,∇u).∇u dx−
∫
E3
a(x,∇u).∇v dx

∫
E2
a(x,∇u).∇(u − v)dx−
∫
E3
a(x,∇u).∇v dx.
(4.14)
Using (1.7) and (2.1), we estimate the last integral in (4.15) as follows
⎧⎪⎪⎨
⎪⎪⎩
∣∣∣∣
∫
E3
a(x,∇u).∇v dx
∣∣∣∣ C1
∫
E3
(
j(x) + |∇u|p(x)−1)|∇v|dx
 C ′′′
(| j|p′(.) + ∣∣|∇u|p(x)−1∣∣p′(.),{h<|u|h+t})|∇v|p(.),{h−t<|v|h},
(4.15)
where ||∇u|p(x)−1|p′(.),{h<|u|h+t} = ‖|∇u|p(x)−1‖Lp′(.)({h<|u|h+t}) .
The quantity C ′′′(| j|p′(.) + ||∇u|p(x)−1|p′(.),{h<|u|h+t}) is ﬁnite, since u ∈ W 1,p(.)0 (Ω) and j ∈ Lp
′(.)(Ω); then by Proposi-
tion 4.7, the last expression converges to zero as h tends to inﬁnity. Therefore, from (4.15) and (4.16), we obtain∫
{|u−Th v|t}
a(x,∇u).∇(u − Thv)dx Ih +
∫
E2
a(x,∇u).∇(u − v)dx, (4.16)
where Ih converges to zero as h tends to inﬁnity. We may adopt the same procedure to treat the second integral in (4.14)
to obtain ∫
{|v−Thu|t}
a(x,∇v).∇(v − Thu)dx Jh −
∫
E2
a(x,∇v).∇(u − v)dx, (4.17)
where Jh converges to zero as h tends to inﬁnity.
Next, we consider the term
Kh =
∫
Ω
b(u)Tt(u − Thv)dx+
∫
Ω
b(v)Tt(v − Thu)dx.
Note that
Kh =
∫
{|u|h,|v|h}
(
b(u) − b(v))Tt(u − v)dx+
∫
{|u|h,|v|>h}
b(u)Tt(u − Thv)dx+
∫
{|u|>h,|v|h}
b(u)Tt(u − Thv)dx
+
∫
b(u)Tt(u − Thv)dx+
∫
b(v)Tt(v − Thu)dx
{|u|>h,|v|>h} {|u|>h,|v|h}
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∫
{|u|h,|v|>h}
b(v)Tt(v − Thu)dx+
∫
{|u|>h,|v|>h}
b(v)Tt(v − Thu)dx

∫
{|u|h,|v|h}
(
b(u) − b(v))Tt(u − v)dx− 2t
∫
{|v|>h}
∣∣b(u)∣∣dx− 2t
∫
{|u|>h}
∣∣b(v)∣∣dx
+
∫
{|u|>h,|v|h}
b(u)Tt(u − Thv)dx+
∫
{|v|>h,|u|h}
b(v)Tt(v − Thu)dx.
Since u and v are entropy solutions and f ∈ L1(Ω), then according to Proposition 4.5, b(u) ∈ L1(Ω) and b(v) ∈ L1(Ω). We
deduce from Proposition 4.7 that both meas{|u| > h} and meas{|v| > h} tend to zero as h goes to inﬁnity and then by the
Lebesgue theorem, we get
−2t
∫
{|v|>h}
∣∣b(u)∣∣dx− 2t
∫
{|u|>h}
∣∣b(v)∣∣dx → 0 as h → +∞.
Note also that∫
{|u|h,|v|h}
(
b(u) − b(v))Tt(u − v)dx+
∫
{|u|>h,|v|h}
b(u)Tt(u − Thv)dx+
∫
{|v|>h,|u|h}
b(v)Tt(v − Thu)dx 0,
then
lim
h→+∞
Kh  0. (4.18)
Next, consider the right-hand side of inequality (4.14). Noting that
Tt(u − Thv) + Tt(v − Thu) = 0 in
{|u| h, |v| h};
we obtain∣∣∣∣
∫
Ω
f (x)
(
Tt(u − Thv) + Tt(v − Thu)
)
dx
∣∣∣∣
=
∣∣∣∣
∫
{|u|>h}
f (x)
(
Tt(u − Thv) + Tt(v − Thu)
)
dx+
∫
{|u|h}
f (x)
(
Tt(u − Thv) + Tt(v − Thu)
)
dx
∣∣∣∣
=
∣∣∣∣
∫
{|u|>h}
f (x)
(
Tt(u − Thv) + Tt(v − Thu)
)
dx+
∫
{|u|h,|v|>h}
f (x)
(
Tt(u − Thv) + Tt(v − Thu)
)
dx
∣∣∣∣
 2t
( ∫
{|u|>h}
| f |dx+
∫
{|v|>h}
| f |dx
)
.
Due to Proposition 4.7, both meas{|u| > h} and meas{|v| > h} tend to zero as h goes to inﬁnity, then by the inequality above,
the right-hand side of inequality (4.14) tends to zero as h goes to inﬁnity. From this assertion, (4.14), (4.17), (4.18) and
(4.19), we obtain, letting h → +∞,
∫
{|u−v|t}
(
a(x,∇u) − a(x,∇v)).∇(u − v)dx 0, for all t > 0.
By assertion (1.8), we conclude that ∇u = ∇v, a.e. in Ω .
Finally, from Poincaré inequality, we have
∫
Ω
∣∣Tt(u − v)∣∣p− dx C
∫
Ω
∣∣∇(Tt(u − v))∣∣p− dx =
∫
{|u−v|t}
∣∣∇(u − v)∣∣p− dx = 0, for all t > 0;
and hence u = v , a.e. in Ω .
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strongly to f ∈ L1(Ω) and such that
‖ fn‖1  ‖ f ‖1, for all n ∈N. (4.19)
We consider the problem{
b(un) − div
(
a(x,∇un)
)= fn in Ω,
un = 0 on ∂Ω.
(4.20)
It follows from Theorem 3.2 that problem (4.21) has a unique weak energy solution un ∈ W 1,p(.)0 (Ω). Our interest is to prove
that as n goes to inﬁnity, these approximated solutions un tend to a measurable function u which is an entropy solution of
the limit problem (1.1). We start the proof of existence by proving that the sequence (un)n∈N of solutions of problem (4.21)
converges in measure to a measurable function u.
Proposition 4.9. Assume (1.5)–(1.9), f ∈ L1(Ω) and (4.20). Let un ∈ W 1,p(.)0 (Ω) be the solution of (4.21). The sequence (un)n∈N
is Cauchy in measure. In particular, there exists a measurable function u and a subsequence still denoted by un such that un → u in
measure.
Proof. Let s > 0 and deﬁne
En :=
{|un| > t}, Em := {|um| > t}, and En,m := {∣∣Tt(un) − Tt(um)∣∣> s},
where t > 0 is to be ﬁxed. We note that
{|un − um| > s}⊂ En ∪ Em ∪ En,m,
and hence
meas
{|un − um| > s}meas(En) +meas(Em) +meas(En,m). (4.21)
Let  > 0. Using (4.20) and the uniform bound given by Proposition 4.7, we choose t = t() such that
meas(En) /3 and meas(Em) /3. (4.22)
On the other hand, by Proposition 4.6, we get∫
Ω
∣∣∇Tt(un)∣∣p− dx M(1+ t), for all n 0, (4.23)
therefore, by Sobolev embedding, we can assume that (Tt(un))n∈N is a Cauchy sequence in Lp− (Ω). Consequently, there
exists a measurable function u and a subsequence still denoted Tt(un) such that
Tt(un) → Tt(u), in Lp−(Ω) and a.e.
Thus,
meas(En,m)
∫
Ω
( |Tt(un) − Tt(um)|
s
)p−
dx 
3
,
for all n,m n0(s, ).
Finally, from (4.22), (4.23) and the last estimate, we obtain that
meas
{|un − um| > s} , for all n,m n0(s, ), (4.24)
i.e., (un)n∈N is a Cauchy sequence in measure. 
Next, in order to prove that the sequence (∇un)n∈N converges in measure to the weak gradient of u, we need two
technical lemmas.
Lemma 4.10. (Cf. [26, Lemma 5.4].) Let (vn)n∈N be a sequence of measurable functions. If vn converges inmeasure to v and is uniformly
bounded in Lp(.)(Ω) for some 1 p(.) ∈ L∞(Ω), then vn → v strongly in L1(Ω).
The second technical lemma is a standard fact in measure theory (cf. [14]).
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μ
({
x ∈ X: γ (x) = 0})= 0.
Then, for every  > 0, there exists δ > 0 such that
μ(A) < , for all A ∈M with
∫
A
γ dμ < δ.
We can now prove the convergence in measure of the weak gradient.
Proposition 4.12. Assume (1.5)–(1.9), f ∈ L1(Ω) and (4.20). Let un ∈ W 1,p(.)0 (Ω) be the weak energy solution of (4.21). The following
assertions hold:
(i) ∇un converges in measure to the weak gradient of u.
(ii) For all t > 0, a(x,∇Tt(un)) converges to a(x,∇Tt(u)) in (L1(Ω))N strongly and in (Lp′(.)(Ω))N weakly.
Proof. (i) We claim that (∇un)n∈N is Cauchy in measure. Indeed, let s > 0, consider
An,m :=
{|∇un| > h}∪ {|∇um| > h}, Bn,m := {|un − um| > t},
and
Cn,m :=
{|∇un| h, |∇um| h, |un − um| t, |∇un − ∇um| > s},
where h and t will be chosen later. We note that
{|∇un − ∇um| > s}⊂ An,m ∪ Bn,m ∪ Cn,m. (4.25)
Let  > 0. By Proposition 4.8, we can choose h = h() large enough such that meas(An,m) /3 for all n,m 0. On the other
hand, by Proposition 4.9 (see (4.25)), we have that meas(Bn,m) /3 for all n,m  n0(t, ). Moreover, by assumption (1.8),
there exists a real valued function γ : Ω → [0,+∞] such that meas{x ∈ Ω: γ (x) = 0} = 0 and
(
a(x, ξ) − a(x, ξ ′)).(ξ − ξ ′) γ (x), (4.26)
for all ξ, ξ ′ ∈ RN such that |ξ |, |ξ ′| h, |ξ − ξ ′| s, for a.e. x ∈ Ω (see [5]). Let δ = δ() be given by Lemma 4.11, replacing
 and A by /3 and Cn,m , respectively. Using (4.27), (4.1) and (4.20), we obtain∫
Cn,m
γ dx
∫
Cn,m
(
a(x,∇un) − a(x,∇um)
)
.∇(un − um)dx 2‖ f ‖1t < δ,
by choosing t = δ/(4‖ f ‖1). From Lemma 4.11 again, it follows that meas(Cn,m) < /3. Thus, using (4.26) and the estimates
obtained for An,m, Bn,m and Cn,m , it follows that meas({|∇un − ∇um| s})  , for all n,m n0(s, ), and then the claim is
proved.
As a consequence, (∇un)n∈N converges in measure to some measurable function v .
In order to end the proof of Proposition 4.12, we need the following lemma:
Lemma 4.13.
(a) For a.e. t ∈R, ∇Tt(un) converges in measure to vχ{|u|<t};
(b) for a.e. t ∈R, ∇Tt(u) = vχ{|u|<t};
(c) ∇Tt(u) = vχ{|u|<t} holds for all t ∈R.
Proof. • Proof of (a).
We know that ∇un → v in measure. Thus, χ{|u|<t}∇un → χ{|u|<t}v in measure.
Now, let us show that (χ{|un|<t} − χ{|u|<t})∇un → 0 in measure. For that, it is suﬃcient to show that (χ{|un|<t} −
χ{|u|<t}) → 0 in measure. Now, for all δ > 0,
{|χ{|un|<t} − χ{|u|<t}||∇un| > δ}⊂ {|χ{|un|<t} − χ{|u|<t}| = 0}
⊂ {|u| = t}∪ {un < t < u} ∪ {u < t < un} ∪ {un < −t < u} ∪ {u < −t < un}.
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meas
{|χ{|un|<t} − χ{|u|<t}||∇un| > δ}
meas
{|u| = t}+meas{un < t < u} +meas{u < t < un}
+meas{un < −t < u} +meas{u < −t < un}.
(4.27)
Note that
meas
{|u| = t}meas{t − h < u < t + h} +meas{−t − h < u < −t + h} → 0 as h → 0
for a.e. t , since u is a ﬁxed function. Next,
meas{un < t < u}meas{t < u < t + h} +meas
{|u − un| > h}, for all h > 0.
Due to Proposition 4.9, we have for all ﬁxed h > 0, meas{|u − un| > h} → 0 as n → +∞. Since meas{t < u < t + h} → 0 as
h → 0, for all  > 0, one can ﬁnd N such that for all n > N , meas{un < t < u} < /2 + /2 =  by choosing h and then N .
Each of the other terms in the right-hand side of (4.28) can be treated in the same way as for meas{un < t < u}. Thus,
meas{|χ{|un|<t} − χ{|u|<t}||∇un| > δ} → 0 as n → +∞.
Finally, since ∇Tt(un) = ∇unχ{|un|<t} , the claim (a) follows.
• Proof of (b).
Let ψt be the weak W
1,p(.)
0 -limit of Tt(un), then it is also the strong L
1-limit of Tt(un). But, as Tt is a Lipschitz function,
the convergence in measure of un to u implies the convergence in measure of Tt(un) to Tt(u). Thus, by the uniqueness of
the limit in measure, ψt is identiﬁed with Tt(u), we conclude that ∇Tt(un) → ∇Tt(u) weakly in Lp(.)(Ω).
The previous convergence also ensures that ∇Tt(un) converges to ∇Tt(u) weakly in L1(Ω). On the other hand, by (a),
∇Tt(un) converges to vχ{|u|<t} in measure. By Lemma 4.10, since ∇Tt(un) is uniformly bounded in Lp− (Ω), the convergence
is actually strong in L1(Ω); thus it is also weak in L1(Ω). By the uniqueness of a weak L1-limit, vχ{|u|<t} coincides with
∇Tt(u).
• Proof of (c).
Let 0 < t < s, and s be such that vχ{|u|<s} coincides with ∇Ts(u). Then
∇Tt(u) = ∇Tt
(
Ts(u)
)= ∇Ts(u)χ{|Ts(u)|<t} = vχ{|u|<s}χ{|u|<t} = vχ{|u|<t}.
Now, we can end the proof of Proposition 4.12. Indeed, combining Lemma 4.13(c) and Proposition 4.4, (i) follows.
Next, by Lemmas 4.10 and 4.13, we have that for all t > 0, a(x,∇Tt(un)) converges to a(x,∇Tt(u)) in (L1(Ω))N strongly
and a(x,∇Tt(un)) converges to χt ∈ (Lp′(.)(Ω))N in (Lp′(.)(Ω))N weakly. Since each of the convergences implies the weak
L1-convergence, χt can be identiﬁed with a(x,∇Tt(u)); thus, a(x,∇Tt(u)) ∈ (Lp′(.)(Ω))N . The proof of (ii) is then com-
plete. 
Now, let us end the proof of the existence of entropy solution. To this end, ﬁx t > 0, ϕ ∈ W 1,p(.)0 (Ω)∩ L∞(Ω), and choose
Tt(un − ϕ) as test function in (3.1), with u replaced by un , to obtain∫
Ω
b(un)Tt(un − ϕ)dx+
∫
Ω
a(x,∇un).∇
(
Tt(un − ϕ)
)
dx =
∫
Ω
fn(x)Tt(un − ϕ)dx. (4.28)
Note that the choice above can be made using a standard density argument. We now pass to the limit in the previous
identity. For the right-hand side in (4.29), the convergence is obvious since fn converges strongly in L1 to f and Tt(un −ϕ)
converges weakly-∗ in L∞ , and a.e., to Tt(u − ϕ).
Next, we write the second term of the left-hand side in (4.29) as∫
{|un−ϕ|t}
a(x,∇un).∇un dx−
∫
{|un−ϕ|t}
a(x,∇un).∇ϕ dx (4.29)
and note that {|un − ϕ| t} is a subset of {|un| t + ‖ϕ‖∞}. Hence, taking s = t + ‖ϕ‖∞ , we rewrite the second integral in
(4.30) as ∫
a
(
x,∇Ts(un)
)
.∇ϕ dx.{|un−ϕ|t}
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that it converges weakly to a(x,∇Ts(u)) in (Lp′(.)(Ω))N . Therefore, the last integral converges to∫
{|u−ϕ|t}
a
(
x,∇Ts(u)
)
.∇ϕ dx.
The ﬁrst integral in (4.30) is nonnegative by (1.9), and it converges a.e. by Proposition 4.12. It follows from Fatou’s lemma
that ∫
{|u−ϕ|t}
a(x,∇u).∇u dx lim inf
n→+∞
∫
{|un−ϕ|t}
a(x,∇un).∇un dx.
Finally, we may study the convergence of the ﬁrst term of left-hand side in (4.29). We rewrite it as∫
Ω
b(un)Tt(un − ϕ)dx =
∫
Ω
(
b(un) − b(ϕ)
)
Tt(un − ϕ)dx+
∫
Ω
b(ϕ)Tt(un − ϕ)dx. (4.30)
Note that
∫
Ω
b(ϕ)Tt(un − ϕ)dx →
∫
Ω
b(ϕ)Tt(u − ϕ)dx as n → +∞ since Tt(un − ϕ) converges weakly-∗ in L∞ , and a.e., to
Tt(u − ϕ) and b(ϕ) ∈ L∞(Ω) ⊂ L1(Ω) as ϕ ∈ L∞(Ω).
Next, the term (b(un) − b(ϕ))Tt(un − ϕ) is nonnegative. By (4.24), we deduce that Tt(un − ϕ) converges strongly in
Lp−(Ω) and a.e., to Tt(u − ϕ) and since meas(Ω) < +∞, then
Tt(un − ϕ) converges in measure to Tt(u − ϕ) and a.e. (4.31)
Again, since b is a continuous function then, we obtain from Proposition 4.9 that
(
b(un) − b(ϕ)
)
converges a.e. to
(
b(u) − b(ϕ)). (4.32)
Due to (4.32) and (4.33), there exists a subsequence still denoted by ((b(un) − b(ϕ))Tt(un − ϕ)) such that(
b(un) − b(ϕ)
)
Tt(un − ϕ) converges a.e. to
(
b(u) − b(ϕ))Tt(u − ϕ).
We obtain by using Fatou’s lemma that∫
Ω
(
b(u) − b(ϕ))Tt(u − ϕ)dx lim inf
n→+∞
∫
Ω
(
b(un) − b(ϕ)
)
Tt(un − ϕ)dx. (4.33)
Combining the above results, we obtain∫
Ω
b(u)Tt(u − ϕ)dx+
∫
Ω
a(x,∇u).∇Tt(u − ϕ)dx
∫
Ω
f (x)Tt(u − ϕ)dx,
as n goes to inﬁnity in (4.29) i.e., u is an entropy solution of (1.1). 
Acknowledgments
A part of this work was done within the framework of the Associateship Scheme of the Abdus Salam International Centre for Theoretical Physics (ICTP),
Trieste, Italy. The authors want also to express their deepest thanks to the editor and anonymous referees for comments and suggestions on the paper.
References
[1] E. Acerbi, G. Mingione, Regularity results for a class of functionals with nonstandard growth, Arch. Ration. Mech. Anal. 156 (2001) 121–140.
[2] A. Alvino, L. Boccardo, V. Ferone, L. Orsina, G. Trombetti, Existence results for non-linear elliptic equations with degenerate coercivity, Ann. Mat. Pura
Appl. 182 (2003) 53–79.
[3] M. Bendahmane, P. Wittbold, Renormalized solutions for nonlinear elliptic equations with variable exponents and L1 data, Nonlinear Anal. 70 (2(A))
(2009) 567–583.
[4] Ph. Bénilan, L. Boccardo, T. Gallouët, R. Gariepy, M. Pierre, J.L. Vazquez, An L1-theory of existence and uniqueness of solutions of nonlinear elliptic
equations, Ann. Sc. Norm. Super. Pisa Cl. Sci. 22 (1995) 241–273.
[5] L. Boccardo, T. Gallouët, Nonlinear elliptic equations with right hand side measures, Comm. Partial Differential Equations 17 (1992) 641–655.
[6] Y. Chen, S. Levine, M. Rao, Variable exponent, linear growth functionals in image restoration, SIAM J. Appl. Math. 66 (2006) 1383–1406.
[7] L. Diening, Riesz potential and Sobolev embeddings on generalized Lebesgue and Sobolev spaces Lp(.) and W 1,p(.) , Math. Nachr. 268 (2004) 31–43.
[8] L. Diening, Theoretical and numerical results for electrorheological ﬂuids, PhD thesis, University of Freiburg, Germany, 2002.
[9] D.E. Edmunds, J. Rakosnik, Density of smooth functions in Wk,p(x)(Ω), Proc. R. Soc. A 437 (1992) 229–236.
[10] D.E. Edmunds, J. Rakosnik, Sobolev embeddings with variable exponent, Sudia Math. 143 (2000) 267–293.
[11] D.E. Edmunds, J. Rakosnik, Sobolev embeddings with variable exponent, II, Math. Nachr. 246–247 (2002) 53–67.
[12] X. Fan, Q. Zhang, Existence of solutions for p(x)-Laplacian Dirichlet problem, Nonlinear Anal. 52 (2003) 1843–1852.
B.K. Bonzi, S. Ouaro / J. Math. Anal. Appl. 370 (2010) 392–405 405[13] X. Fan, D. Zhao, On the spaces Lp(x)(Ω) and Wm,p(x)(Ω), J. Math. Anal. Appl. 263 (2001) 424–446.
[14] P. Halmos, Measure Theory, D. Van Nostrand Company, New York, 1950.
[15] T.C. Halsey, Electrorheological ﬂuids, Science 258 (1992) 761–766.
[16] A. El Hamidi, Existence results to elliptic systems with nonstandard growth conditions, J. Math. Anal. Appl. 300 (2004) 30–42.
[17] O. Kovacik, J. Rakosnik, On spaces Lp(x) and W 1,p(x) , Czechoslovak Math. J. 41 (1991) 592–618.
[18] M. Krasnosel’skii, Topological Methods in the Theory of Nonlinear Integral Equations, Pergamon Press, New York, 1964.
[19] A. Kristály, V. Radulescu, C. Varga, Variational Principles in Mathematical Physics, Geometry, and Economics: Qualitative Analysis of Nonlinear Equations
and Unilateral Problems, Cambridge University Press, Cambridge, 2010.
[20] J. Leray, J.L. Lions, Quelques résultats de Visik sur les problèmes elliptiques nonlinéaires par les méthodes de Minty et Browder, Bull. Soc. Math.
France 93 (1965) 97–107.
[21] M. Mihailescu, V. Radulescu, A multiplicity result for a nonlinear degenerate problem arising in the theory of electrorheological ﬂuids, Proc. R. Soc.
A 462 (2006) 2625–2641.
[22] S. Ouaro, Entropy solutions to nonlinear elliptic-parabolic problems with variable growth, in preparation.
[23] S. Ouaro, S. Traoré, Existence and uniqueness of entropy solutions to nonlinear elliptic problems with variable growth, Int. J. Evol. Equ. 4 (4) (2009)
89–109.
[24] K.R. Rajagopal, M. Ruzicka, Mathematical modeling of electrorheological materials, Contin. Mech. Thermodyn. 13 (2001) 59–78.
[25] M. Ruzicka, Electrorheological Fluids: Modelling and Mathematical Theory, Lecture Notes in Math., vol. 1748, Springer-Verlag, Berlin, 2002.
[26] M. Sanchon, J.M. Urbano, Entropy solutions for the p(x)-Laplace equation, Trans. Amer. Math. Soc. 361 (12) (2009) 6387–6405.
[27] I. Sharapudinov, On the topology of the space Lp(t)([0,1]), Math. Zametki 26 (1978) 613–632.
[28] P. Wittbold, A. Zimmermann, Exsitence and uniqueness of renormalized solution to nonlinear elliptic equations with variable exponent and L1-data,
Nonlinear Anal. 72 (2010) 2990–3008.
