Algorithms for symbolic partial fraction decomposition and indefinite integration of rational functions are described.
A thorough analysis is then made of the classical method for rational function integration, due to Hermite. It is shown that composition and symbolic integration algorithms. Also, the basic theorems for performing a computing time analysis of these algorithms will be presented. In Section 3, several algorithms for partial fraction decomposition, including a new method, will be derived and their computing times will be analyzed. In Section 4, algorithms which implement Hermite's method for rational function integration will be developed and analyzed.
These algorithms will then be compared to a new method. Both a theoretical and an empirical analysis will be done.
In Section 5, several extensions of this new method for integration will be discussed.
DEFINITIONS AND THEORY
In order to analyze the efficiency of algorithms it is necessary to develop the computing time for all subparts of the algorithm. Moreover, we require that these computing times shall be independent of the particular computer on which these algorithms may be implemented. Let us assume that integers are represented in radix form with arbitrary base B. Then computing times for the arithmetic operations can be expressed as functions of the number of 8-digits of the numbers which occur in the algorithms.
Hoever, since the number of 8-digits of N is [logsN] +l and since logBN= (in N)/(in 8) where~"in '' is the natural logarithm function and since we will usually ignore constant multipliers, the computing times the most efficient implementation of this method has a computing time of O(k3n5(in nc) 2) are given in terms of In N. Also, these conwhere c is a number closely related to f ' stant multipliers are dependent upon the paTtiand k is the number of square-free factors of B.
A new method is then presented which avoids entirely the use of partial fraction decomposition and instead relies on the solution of an easily obtainable linear system. Theoretical analysis shows that the computing time for this method is O(n5(in nf) 2) and extensive testing substantiates its superiority over Hermite's method.
INTRODUCTION
The idea of using computers to do symbolic mathematics has been with us now for almost two decades.
Many computer systems have been developed, some of which concentrate on a particular task (e.g. symbolic integration) while others provide a wide variety of operations on large classes of mathematical expressions.
A rather complete list of these systems can be found in [9] and [i0] .
The classical method for symbolic rational function integration is due to the 19th century mathematician Charles Hermite, [5] . Several systems, such as Engelman's MATHLAB, [3] , and Moses' SIN, [8] , have relied on Hermite's method to perform partial fraction decomposition and rational function integration.
Tobey, in [Ii] undertook a detailed study of possible implementations resulting from Hermite's method, expressed these strategies in algorithmic form and then proved their correctness.
More recent people such as Collins [i] and cular computer of implementation, the data representation and numerous other details. It is, therefore, useful to ignore them uniformly and provide an analysis which is independent of any particular computer. I will now state several theorems which give the computing times for operations on integers and univariate polynomials. For proofs of these theorems, see [i] . These results will be used in analyzing the algorithms which occur in the latter sections.
Definition: f(x)=O(g(x)) means that there exists a constant c such that f(x)Jc.g(x) for all sufficiently large x. The following theorems present computing times for algorithms which can be found in [7] . Theorem 2.1. Let t(a,b) be the time required to compute a+b (or a-b).
Let T(d) = max {t(a,b): lal, Ibl < d}. Theorem 2.2 refers to a classical multSplication algorithm, Although recently developed algorithms for multiplication of large integers are much faster, see [7] , we will assume in this paper that the above computing time applies. Theorem 2.3 Let t(a,b) be the time required to compute q and r given a and b, such that a=bq+r,0<Irl~ ~. ,ar>0,abq>0. Let T(d,e)= max{t(a,b) :
Then T(d) = O(in d
d,lqI~ e}~ Then T(d,e)=0((In d) (in e)). i Knuth [7] have developed analysis techniques Definition: Let A(x) =~--m aix be a uniwhich can be applied to algorithms which per~i= 0 form complex, symbolic mathematical operations, variate polynomial with integer coefficients. Section 2 will lay the theoretical framework ~m for the development of partial fraction deThen, deg(A) = m and norm (A) = fail .
i=O
Norm(A) is a norm for the ring of polynomials over the integers and hence satisfies the following rules: norm(A+B)~norm(A)+norm(B) norm(A.B)inorm(A)'norm(B). The foundation for the analysis of more complex algorithms dealing with polynomial mani-
A.=O. Then, this sum is called a square-free l partial fraction decomposition of A(x)/B(x).
Definition: Let A(x)/B(x) be a regular rational funetio k i and B(x~=bH..B.
(x) the square-free factorization of B~.
I Suppose also that there exist polynomials Ai,j(x)(l!j!i,l<i<k) with~coeffi-
Then this sum is called a complete, square-free partial fraction decomposition of A(x)/B(x). pulation has now been presented. Before beginning a discussion of the algorithms for partial
For an example of these decompositions see fraction decomposition and rational function integration, it is necessary to define certain notions.
A rational function R(x) will be regarded as a numerator -denominator pair of polynomials A(x)/B(x) where A(x) and B(x) have integer coefficients, are relatively prime and the leading coefficient of B(x) is positive.
We note that every rational function can be uniquely expressed as a polynomial plus a regular rational function.
Since symbolic integration of polynomials is a comparatively easy process, we will concern ourselves primarily with regular rational functions.
Let I denote the integral domain of the integers and Q(1) its quotient field, the rational numbers.
Definition: Let B(x) be a polynomial of positive degree.
Then B(x) is said to be square-free if it cannot be written in the form B(x)=C(x)D2 (x) where D(x) is a polynomial of positive degree.
It follows that a polynomial which is squarefree has only roots of multiplicity one. We now define two forms of partial fraction decomposition which will be investigated in later sections. Both of these decompositions are necessary in connection with the classical method of rational function inte'gration.
Definition: Let A(x)/B(~) be a regular rational f~nction and B(x)=bH. ~ ~B.i(x) the squarefree faetorizatlon of B(x~.
Suppose also that there exist polynomials A i with coefficients in Q(1),l<i<k such that A(x)/B(x) = L k i=l
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In [6] the uniqueness of both of these decompositions is established. The method of Hermite depends first upon obtaining these two decompositions, successively.
In Section 4 it will be shown how the integral is obtained from the terms of the complete square-free partial fraction decomposition.
Let us now look at some theoretical results about the form of the integral of a rational function.
The proofs of these theorems have appeared several times and so I have omitted some of them here for the purposes of brevity. Then, expanding ~(x) into a complete partial fraction decomposition where the denominators are the linear factors of B(x) we get constants ~ii,~12,... 6 ~ such that
and di=~i, 1 for l<i<m. We can now make the following definitions. 
Then by Theorem 2.8, we have the right-hand side of this equation equal to a rational function only if that rational function is equal to zero. Therefore, S(x)=T(x) and
We now have defined two types of partial fraction decomposition which will be needed to implement Hermite's method. Also, the rational and transcendental parts of the integral of a rational function have been defined and shown to be unique.
Then, what does Hermite's method really do. It gives us a constructive means of obtaining exactly the rational part of the integral of a rational function.
Moreover, this method requires only rational operations and not a priori knowledge of the roots of the denominator. The method has two main phases. The first consists of obtaining the complete square-free partial fraction decomposition of the integrand. The second phase applies a reduction scheme to these partial sums, producing two rational functions.
One of these is the rational part of the integral while the integral of the other is the transcendental part of the original integral.
Section 3 will develop and analyze algorithms for finding partial fraction decompositions. Section 4 will combine the partial fraction decomposition algorithms of Section 3 with an algorithm that implements the second phase of Hermite's method, This resulting procedure will be compared to a new method for obtaining the same results as Hermite's method. Both theoretical and empirical computing time analyses of the two methods will be presented.
PARTIAL FRACTION DECOMPOSITION
There are two distinct types of decompositions we wish to obtain, square-free and complete square-free partial fraction decomposition. The latter should be recognized as a refinement of the former. The first algorithm which will be presented is one which computes the squarefree factorization of a given polynomial. These factors will constitute the denominators for both of these partial fraction decompositions. This algorithm will be followed by a theorem which bounds its computing time. Then, to obtain the numerators i~ the square-free partial fraction decomposition, I will first describe and analyze the approach suggested by Hermite [5] and implemented by several others, e.g. [3] . A new method for square-free partial fraction decomposition will then be derived and shown to be computationally more efficient than the previously used method. An algorithm based on this new method will be formally presented and analyzed.
In ~deriving a method for producing the complete square-free partial fraction decomposition, two sub-algorithms are needed.
The first actually reduces the partial sums of the square-free decomposition while the second controls its application. Several theorems will be presented which establish the existence of a certain type of polynomial with integer coefficients which occurs in the reduction to the complete square-free decomposition. The existence of these polynomials allows for a more efficient algorithm.
Let us now begin with the algorithm which computes the square-free factorization of a primitive polynomial. A univariate polynomial with integer coefficients, A(x) is primitive if the greatest common divisor of its coefficients is one, [7] . Similarly, the content of A(x), abbreviated cont(A), is equal to the greatest common divisor of the coefficients of A. Given an arbitrary polynomial A(x)~ l [x] such that A~U(f,n), then the time to compute its content and primitive part (abbreviated pp(A)) is O(n(In f)2). For a proof of this result see [i] . Throughout the remainder of this paper, let idcf(A) stand for the leading coefficient of A(x). Proof: The times for steps (1), (3), (4), (6), (7), (8), and (9) are bounded by O(k). The successive values of A at step (2) are
these polynomials belongs to U(f,n) and hence their derivatives belong to U(nf,n). The time for one execution of step (2) is O(n3(in g)2) and hence the total time for step (2) in
In step (5), the successive values of D belong to U(f,n) and the values of D/F belong to U(f,ni) , where ni=deg(Bi).
Hence, the total 
The difficulty is in step (2.2). We know that in general Fi_ 1 and Ai_ 1 will have rational number coefficients.
One method of solution would be to equate coefficients.
If
ii-1 n = deg(B _i ) + deg (Ci_ I) this approach would produce n linear equations in as many unknowns.
It is known that the time.needed ~o D solve such a system exactly is 0(n (in nf) ), where the elements of the matrix and the righthand side are integers bounded by the postive integer f.
This computing time applies if we use either the exact division method over the integers or Gaussian elimination over the rationals.
Also, the numerators and denominators of the elements of the solution vector will be bounded by (nf) n.
This follows directly by applying Hadamard's theorem, Suppose instead that we consider an alternative way of implementing step (2.2), namely by using the extended Euclidean algorithm for polynomials, see [7] pp. 377. A new, fast algorithm has~been developed which has a computing time of 0(nJ(in g)Z) where n bounds the degree of the inputs and g bounds their norms. Initially, this would seem to be better than using the linear systems approach.
However, if we use the bound for the coefficients of Fi_ 1 and Ai_ 1 that was obtained in the analysis of the extended Euclidean algorithm, we would again arrive at a total computing time which is an exponential function of n and k.
This growth of the coefficient bound leads us to consider a non-iterative approach for determining the numerators of the square-free partial fraction decomposition. However before wedo we L__,j=0
realize that to obtain all the numerators, the A i, we must perform step (2.2) for 2 < i < k. It must be noted that one of the outputs--of step (2.2) of the solution vector of a linear system) will be bounded by (nf) n and the corresponding bound for F 2 will be (n(nf)n) n.
If we continue the analysis we will find that the total computing time for solving step (2.2) for 2 < i < k using an algorithm for solution of linear--systems is an exponential function of n and k. 446
Examining E columnwise, we see k distinct groups, the i th group consisting of in i adjacent columns, for i < i < k. which we obtain by solving a linear system.
In [2] , a more efficient algorithm for the exact solution of linear systems has been developed which is based on modular arithmetic.
The computing time for this new algorithm is 0(n4(in nf) + n3(in nf)2).
Therefore, I will now present an algorithm for square-free partial fraction decomposition which is based upon solving the matrix E. A subprogram, MUSSLE has been developed which takes as input an n by n non-singular matrix, E, and an n element vector F, both with integer entries.
The n+l vector of integers, (go,gl,...,gn) is returned such that go = det(E) and EG=F where G=(gl/go,...,gn/go).
The integers gi are bounded by (nf) n for o ~ i ~ n, if f bounds the elements of E and F. The computing time for MUSSLE is O(n4(ln nf) + n3(ln nf)2).
For the precise specifications of MUSSLE, see [2] . The time for steps (3) ,(4) , (9) , and (i0) is bounded by 0(n).
The time to form the matrix and right-hand side in step (5) is 0(n2(in nf) 2) and the elements of E, F are bounded by f. Hence, the time for step (6) is O(n4(in nf) + n3(in nf) 2) and the elements of G are bounded by (nf) n.
Step (7) 
On qj Steps (4), (5) and (6) Therefore, the time for square-free decomposition bounds the computing time for complete square-free decomposition. For a precise statement of this final algorithm see [2] .
Before leaving this section it is necessary to derive good bounds for the sizes of the coefficients in the complete square-free partial fraction decomposition. This is so because these coefficients are manipulated by Hermite to obtain exactly the rational part of the integral. In order to empirically compare the efficiency of these algorithms several classes of rational functions were used as test data.
Consider the following class of rational functions:
polynomials Bi(x) with random integer coefficients bi, j were generated such that deg(B i) = 1 and Ibi,jl ! 2 9 for j = 1,2, i ! i ! n; then I will now present two algorithms which represent an implementation of Hermite's method. The first algorithm applies the reduction process Just described to a sum of rational functions of the form
The second algorithm takes Ai,j J=l as input a regular rational function and determines its rational part exactly. It does this by first performing partial fraction decomposition and then applying the previous algorithm iteratively.
The computing time analysis for this last algorithm and hence for this implementation of Hermite's method is presented.
Afterwards, a new method for determining the rational part of the integral of a rational function will be derived and analyzed. Also, Ai, j e U((ncln,ni ) , Iwil <_ (nc) n
Step ( 
2). i=2
Hermite's method has been intensively studied, algorithms specified and computing time analyses done.
In searching for better bounds for the coefficients of the outputs of this method an entirely new method was discovered. Moreover, the algorithm which is derived from this method will be at least one order of magnitude faster than this efficient implementation of Hermite' In Sectfon 3 it was stated that the computing time for solving such a system is O(n4(in nf) + n3(lnnf) 2) where n is the order of the system and f is a bound for the elements of the matrix and the righthand side.
Therefore, this algorithm should be at least one order of magnitude faster than Hermlte's method• Let us now take a closer look at the linear system which is formed under this new procedure. Let fi = n°rm(Bi) and f = max {norm(A), k i bHi=ifi}.
Then, the computing time for
Step (i) takes 0(n(in f)2). By Theorem 3 step (2) takes 0(kn3(ln nf)2) .
Steps (3), (4) and (5) The empirical studies which were done agree with these theoretical bounds.
Below, I
present the results from one set of rational functions which were input to both algorithms. 
, Extensions
There are three questions which arise in connection with the previous work. Can the new partial fraction decomposition and integration methods be extended to multivariate rational functions?
What results can be derived for iterated integrals? How can the transcendental part be exactly obtained?
In this section I will mention some results and outline some approaches which apply to the solution of these questions.
In a natural way we many extend the notions of square-free factorization to polynomials in n variables. Both of these definitions will then make reference to a specific variable.
The notion of the rational part of the integral of a multivariable rational function can also be defined.
Then, the final methods of Section 3 and 4 will apply to n variable rational functions for all n > I.
The only difference is that instead of--matrices with integer entries, the entries will be polynomials in n-i variables.
These polynomials are easily obtainable when the machine representation for polynomials is in recursive canonical form (i.e. given A(xl, ... :x the coefficients of x i are polynomlals in n) Xl,... ,xi_ 1 for. 2 < i < n) . A capability for solving exactly a linear system with multivariable polynomial entires is needed. Algorithms for this operation are currently being developed. We can go further if we recognize that the denominators of the T i are ~3=iBj for 1 < i < m < k where B(x) has the square-free k i factorization Ki=iBi . In fact, we can generalize the method of Section 4 to produce a single linear system whose solution vector contains the coefficients of Sm,Tm,...,T I.
The consequences of this result are twofold. First, a single bound for these coefficients in terms of the coefficients of R(x) is produced.
Secondly, the total computing time bound for determining Sm,Tm,...,T 1 is reduced to 0(n5(ln nf)2) .
Let us return to the one dimensional case of R(x)dx = S(x) +bT(x)dx where S(x) is the rational part of the integral. There are two approaches which can be followed to obtain a more precise answer than fT(x)dx, one numeric and one symbolic. In any case this method will work quite well to provide us with a numerical result for the transcendental part of the integral.
If we try to continue our symbolic approach, we must do the following: i) factor the denominator, 2) perform a partial fraction decomposition and 3) check if the numerators are constant multiples of the derivative of their denominators.
If (3) is satisfied for all partial fractions, then we are done. If not, we continue these three steps, factoring first into irreducibles over Q(1) and then factoring over successively larger algebraic extensions fields of Q(1).
Tobey, in [ii] has given a more thorough treatment of these problems.
At this time, algorithms for performing these operations are extremely time consuming and suffer from exponential growth.
