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Abstract
In this thesis, we design algorithms for several NP-hard problems in both worst and beyond
worst case settings. In the first part of the thesis, we apply the traditional worst case method-
ology and design approximation algorithms for the Hub Labeling problem; Hub Labeling is a
preprocessing technique introduced to speed up shortest path queries. Before this work, Hub
Labeling had been extensively studied mainly in the beyond worst case analysis setting, and in
particular on graphs with low highway dimension (a notion introduced in order to explain why
certain heuristics for shortest paths are very successful in real-life road networks). In this work,
we significantly improve our theoretical understanding of the problem and design (worst-case)
algorithms for various classes of graphs, such as general graphs, graphs with unique shortest
paths and trees, as well as provide matching inapproximability lower bounds for the problem
in its most general settings. Finally, we demonstrate a connection between computing a Hub
Labeling on a tree and searching for a node in a tree.
In the second part of the thesis, we turn to beyond worst case analysis and extensively study
the stability model introduced by Bilu and Linial in an attempt to describe real-life instances of
graph partitioning and clustering problems. Informally, an instance of a combinatorial optimiza-
tion problem is stable if it has a unique optimal solution that remains the unique optimum under
small (multiplicative and adversarial) perturbations of the parameters of the input (e.g. edge or
vertex weights). Utilizing the power of convex relaxations for stable instances, we obtain several
results for problems such as Edge/Node Multiway Cut, Independent Set (and its equivalent, in
terms of exact solvability, Vertex Cover), clustering problems such as k-center and k-median
and the symmetric Traveling Salesman problem. We also provide strong lower bounds for cer-
tain families of algorithms for covering problems, thus exhibiting potential barriers towards the
design of improved algorithms in this framework.
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Chapter 1
Introduction
Traditionally, the field of algorithm design has been concerned with worst-case analysis, requir-
ing that algorithms work for every possible instance of a problem. This approach has proved
very fruitful, leading to the development of an elegant theory of algorithm design and anal-
ysis. The focus on worst-case instances has also been the driving force behind the theory of
NP-completeness, a cornerstone of Computer Science. However, it has also created a significant
barrier for the design of efficient (i.e. polynomial-time) exact algorithms. Assuming P 6= NP,
we know that we cannot have efficient algorithms that optimally solve every instance of any of
the so-called NP-hard problems.
Ideally, the three main conditions that an algorithm should satisfy are the following: (i) it
should work for every instance, i.e. return a feasible solution for all inputs, (ii) it should always
run in polynomial time, and (iii) it should return an optimal solution. NP-hardness suggests
that it is unlikely that an algorithm can satisfy all these properties for an NP-hard problem.
Thus, a natural thing to do is drop one of these conditions and aim to satisfy the remaining
two. This gives rise to three predominant approaches towards handling NP-hardness.
The first approach drops the optimality condition and suggests the design of approximation
algorithms for NP-hard problems. More precisely, one can relax the condition of optimality
when designing algorithms for an NP-hard problem and ask for algorithms that still work for
every instance of the problem and return an “approximately” good solution. The standard for-
malization of an α-approximation algorithm, for some parameter α ≥ 1, is an efficient algorithm
that, for a minimization problem whose optimal cost is OPT , returns a feasible solution whose
cost is at most α ·OPT . The definition for maximization problems is similar. Such approaches
have led to the development of the theory of approximation algorithms, a very rich and mature
field of theoretical Computer Science that has given several breakthrough results throughout
the years.
The second approach drops the universality condition; it relaxes the severe restriction that
the algorithm must work for every instance of a problem. In other words, instead of design-
ing approximation algorithms that work for every instance of an NP-hard problem, we design
efficient algorithms that are optimal or near-optimal, but only work for a restricted subset
of instances of an NP-hard problem. One standard way of doing so is by looking at natural
restricted classes of instances. For example, if we are dealing with an optimization problem
defined on general graphs, we could first try to solve the problem on special classes of graphs
such as trees, planar graphs, bounded-degree graphs, bounded-treewidth graphs, sparse/dense
graphs etc. In many cases, such a restriction makes the problem much easier (e.g. Vertex Cover
is easy on bipartite graphs and admits a PTAS on planar graphs [21]), and also gives insights
about where the difficulty of a problem stems from.
Besides these (mathematically) natural classes of instances, during the last few years, in
an attempt to explain why certain heuristics seem to work in practice and why some NP-hard
1
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problems seem to be solvable in real life, a lot of works have tried to describe classes of instances
that correspond to average-case instances or real-life instances. This research direction is usually
referred to as beyond worst-case analysis and has gained much traction lately. There are two
challenges immediately raised by such an approach. The first is to theoretically model and
describe such instances (e.g. what is a real-life instance), and the second is, given such a model
of instances, to design algorithms that provably work better in this model. Many such models
have been proposed, that can roughly be divided into two large classes.
1. Generative models: In generative models, one describes a procedure that generates
an average-case/real-life instance. Some examples are random instances, semi-random
instances, planted random instances and others (e.g. see [112, 65, 8, 38, 39, 60, 108, 110]).
In many cases, such approaches have led to the development of improved algorithms that
work optimally or near-optimally in these models.
2. Descriptive models: In descriptive models, one describes structural properties that real-
life instances (seem to) satisfy. A prominent example of a family of problems for which
many different descriptive models have been proposed are the various clustering problems
that have been defined and proved to be NP-hard. For example, many conditions such
as approximation stability [22], spectral proximity condition [101] and others have been
proposed for the k-means, k-median and other objectives, that aim to describe real-life
“meaningful” instances of clustering, and for which one can prove improved guarantees
for various algorithms.
Finally, the third approach allows for superpolynomial-time algorithms, such as quasi-
polynomial-time algorithms, subexponential algorithms, fixed-parameter algorithms etc. In
this thesis, we mainly utilize the first two approaches.
This Thesis. In this thesis, we focus on the interplay between worst and beyond worst case
analysis and how these two approaches have given rise to interesting problems and questions.
The first part of the thesis follows the more traditional approach of designing approximation
algorithms for NP-hard problems, but the problems we are interested in are problems that are
solved efficiently in real life and which have inspired interesting beyond worst-case notions. In
particular, we study the Hub Labeling framework, a preprocessing technique aimed at speeding
up shortest-path queries. Since its inception by Cohen et al. [58] and Gavoille et al. [75], the
Hub Labeling framework has been very successful in practice, and is currently used in many
state-of-the-art algorithms (see e.g. [4]). In order to explain the success of these methods,
Abraham et al. [6] introduced the notion of highway dimension and claimed that road networks
have small highway dimension. Moreover, they proved that small highway dimension implies the
existence of efficient data structures (i.e. hub labelings) that significantly improve the response
time for both worst-case and average-case distance queries. In other words, they proposed a
descriptive model in which one is able to prove good (absolute) upper bounds on the size of
the data structures constructed. A natural and well-justified question to ask now is how easy
it is to construct the optimal hub labelings, given that the already obtained absolute bounds
demonstrate that the framework indeed works very well in practice. More formally, one can
take a step back, apply the traditional theoretical methodology and ask whether computing the
optimal hub labeling is NP-hard, and if it is, what is the best approximation that we can get.
These questions had been posed even prior to this thesis. It is known that the most standard
versions of Hub Labeling are indeed NP-hard, and, moreover, there is an O(log n)-approximation
algorithm known for the problem. In this work, we prove strong lower bounds on the approx-
imability of Hub Labeling, thus extending the NP-hardness results to hardness of approximation
results. Then, we make a structural assumption that is common in the literature, namely that
3in road networks shortest paths are unique. Although the problem remains NP-hard even un-
der such an assumption, we obtain improved approximation algorithms for graphs with unique
shortest paths and shortest-path diameter D, as well as graphs that are trees; in particular,
a structural result of ours implies that Hub Labeling on trees is equivalent to the problem of
searching for a node in a tree, for which polynomial-time algorithms are known. To obtain these
results, we use combinatorial techniques as well as convex relaxations and rounding techniques;
to the best of our knowledge, linear/convex programming techniques had not been applied to
the Hub Labeling problem prior to our work.
In the second part of the thesis, we apply the beyond worst-case methodology and study a
descriptive model that was proposed in an influential paper of Bilu and Linial about a decade
ago. More precisely, we are interested in the notion of stability introduced by Bilu and Linial [35]
for graph partitioning and optimization problems, and its extension to clustering problems,
defined by Awasthi, Blum and Sheffet [18] under the term perturbation resilience. Informally,
an instance is stable if there is a unique optimal solution that remains the unique optimal
solution under small perturbations of the parameters of the input; the larger the perturbations
that are allowed without affecting the optimal solution, the more stable the instance is. Having
this definition as their starting point, Bilu and Linual explore how much stability is needed so
as to be able to recover the unique optimal solution in polynomial time. Their test case was the
Max Cut problem, where they gave the first upper bounds on the stability that allowed one to
recover the optimal solution. Similarly, Awasthi, Blum and Sheffet studied the most common
“center-based” clustering objectives such as k-median, k-means and k-center and gave upper
bounds on the stability that is needed in order to recover the unique optimal clustering under
any such objective. Continuing the line of work inspired by these two papers, with a main
focus on the work of Makarychev et al. [109] (that studied Max Cut and Multiway Cut), we
use and extend the framework introduced in [109] and give improved algorithms (i.e. algorithms
that require smaller stability) for stable instances of Multiway Cut, using the CKR relaxation.
Moreover, we give a tight analysis of the standard path-based LP relaxation of Edge/Node
Multiway Cut, thus proving the first upper bounds for the more general Node Multiway Cut
problem. Extending the notion of stability to covering problems, such as Vertex Cover and
Set Cover, we give strong lower bounds on certain families of algorithms (in particular, robust
algorithms, i.e. algorithms that are not allowed to err, even if the instance is not stable) and
also give several algorithmic results for stable instances of Vertex Cover. We note here that the
presentation of the algorithms for Vertex Cover is in the context of Independent Set; since we
are interested in exact solvability, it is easy to observe that the two problems are equivalent,
and so our algorithms work for both problems. We conclude with some LP-based results for
perturbation-resilient k-center and k-median, and with an analysis of the classic “subtour-
elimination” LP relaxation for stable instances of the symmetric Traveling Salesman problem.
Organization of material. The thesis is organized into two parts. The first part studies
the Hub Labeling problem. In Chapter 2 we introduce the problem and present our results for
graphs with unique shortest paths, as well as the hardness results for general graphs. Then,
in Chapter 3, we focus on Hub Labeling on trees, and present several algorithms, culminating
with the formalization of the equivalence between Hub Labeling and the problem of searching
for a node in a tree, first observed and communicated to us by Gawrychowski et al. [76]. We
conclude the first part with some interesting open problems and directions (see Chapter 4).
The second part of the thesis explores the beyond worst-case analysis framework introduced
by Bilu and Linial. In Chapter 5 we formally introduce and describe the model. In Chapter 6
we study the Multiway Cut problem and give improved algorithms for stable instances of the
Edge Multiway Cut problem, as well as a tight analysis of the standard LP relaxation for
stable instances of the Node Multiway Cut problem. We conclude with strong lower bounds
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on robust algorithms for stable instances of the Node Multiway Cut problem. In Chapter 7 we
provide strong lower bounds for robust algorithms for stable instances of covering problems such
as Vertex Cover/Independent Set, Set Cover and others. In Chapter 8, we study the Vertex
Cover problem in its equivalent Independent Set formulation, and give algorithms for several
special classes of instances, such as bounded-degree graphs, graphs with low chromatic number
and planar graphs. In Chapter 9, we study the (equivalent) notion of perturbation resilience for
clustering problems through the lens of linear programming. In particular, we give a robust LP-
based algorithm for metric-perturbation-resilient instances of k-center, as well as lower bounds
on the integrality of the standard LP relaxation for k-median on perturbation-resilient instances.
Finally, in Chapter 10, we continue the exploration of the power of LP relaxations for stable
instances and give a robust LP-based algorithm for stable instances of the symmetric Traveling
Salesman problem. We conclude in Chapter 11 with some interesting open problems.
Notational and other conventions. Throughout this thesis, we use the following conven-
tions:
• For any positive integer n, the notation [n] denotes the set {1, ..., n}.
• Whenever not specified, n denotes the number of vertices of a graph, ∆ denotes the
maximum degree of a graph, and D denotes the shortest-path diameter of a graph, i.e. the
maximum number of vertices that appear in any shortest path.
• Regarding the bibliography, we always cite the journal version of a work, if any. Whenever
we mention year of publication though, we write the year that the first conference version
of a work appeared.
Part I
Hub Labeling and related problems
5
Chapter 2
The Hub Labeling problem
2.1 Introduction
Computing shortest-path queries has become an essential part of many modern-day applications.
A typical setting is a sparse input graph G = (V,E) of millions of nodes (we denote n = |V |) with
a length function l : E → R>0, and a very large number of queries that need to be answered in
(essentially) real time. Two classical approaches to such a problem are the following. One could
precompute all pairwise distances and store them in an n× n matrix, and then respond to any
distance query in constant time (and, by using the appropriate data structures of size O(n2), one
can also recover the vertices of the shortest path in time linear in the number of vertices that the
path contains). This approach, although optimal with respect to the query time, is potentially
wasteful with respect to space. Moreover, in many applications quadratic space is simply
prohibitive. A second approach then would be to simply store an efficient graph representation
of the graph, which for sparse graphs would result in a representation of size O˜(n). In this
second approach, whenever a query arrives, one can run Dijkstra’s algorithm and retrieve the
distance and the corresponding shortest path in linear time for undirected graphs with integer
weights [123], and, more generally, in time O (|E|+ |V | log |V |) for arbitrary weighted directed
graphs [71]. Two obvious problems with this latter approach are that linear time is nowhere
close to real time, and moreover, such an approach requires a network representation that is
global in nature, and so it does not allow for a more distributed way of computing shortest-path
queries. Thus, a natural question that arises is whether we can get a trade-off between space
and query time complexity, and whether we can obtain data structures that inherently allow
for distributed computations as well (the latter is a desirable property in many applications,
when, ideally, one would not want a central coordination system).
Data structures that allow for responding to distance queries are usually called distance
oracles, and have been intensively studied in the last few decades, mainly focusing on the optimal
trade-offs between space and query time, as well as exact/approximate recovery (e.g. see [124,
118, 95, 59, 77]).
Here, we will mainly be interested in a slightly different approach based on vertex labelings,
that allows for simple schemes that are easy to implement in a distributed setting. The starting
point is the observation that in an explicit representation of (parts of) the adjacency matrix
of a graph, the names of the vertices are simply place holders, not revealing any information
about the structure of the graph. This motivates the search for more informative names (or
labels) for each vertex, that would allow us to derive some information about the vertex.
The first such approach was introduced by Breuer and Folkman [40, 41], and involves using
more localized labeling schemes that allow one to infer the adjacency of two nodes directly from
their labels, without using any additional information, while achieving sublinear space bounds.
A classic work of Kannan, Naor and Rudich [93] further explored the feasibility of efficient
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adjacency labeling schemes for various families of graphs. Taking this line of research a step
further, Graham and Pollak [80] were among the first to consider the problem of labeling the
nodes of an unweighted graph such that the distance between two vertices can be computed
using these two labels alone. They proposed to label each node with a word of qn symbols (where
n is the number of vertices of the graph) from the set {0, 1, ∗}, such that the distance between
two nodes corresponds to the Hamming distance of the two words (the distance between ∗ and
any symbol being zero). Referenced as the Squashed Cube Conjecture, Winkler [126] proved
that qn ≤ n− 1 for every n (note though that the scheme requires linear query time to decode
the distance of a pair).
Moving towards the end of the 90s, Peleg [119] revisited the problem of existence of efficient
labeling schemes of any kind that could answer shortest-path queries. The setting now is quite
general, in that we are allowed as much preprocessing time as needed for the whole network,
and the goal is to precompute labels for each vertex of the graph such that any shortest-path
query between two vertices can be computed by looking only at the corresponding labels of
the two vertices (and applying some efficiently computable “decoding” function on them that
actually computes the distance). If the labels are short enough on average, then the average
query time can be sublinear. In [119], Peleg did manage to give polylogarithmic upper bounds
for the size of the labels needed to answer exact shortest-path queries for weighted trees and
chordal graphs, and also gave some bounds for distance approximating schemes. Gavoille et
al. [75] continued along similar lines and proved various upper and lower bounds for the label
size for various classes of (undirected) graphs. They also modified the objective function and,
besides getting bounds for the size of the largest label, they also obtained bounds for the average
size of the labels. Shortly after that work, Cohen et al. [58] presented their approach for the
problem, proposing what is now known as the Hub Labeling framework for generating efficient
labeling scheme for both undirected and directed weighted graphs.
Definition 2.1 (Hub Labeling [58, 75]). Consider an undirected graph G = (V,E) with edge
lengths l(e) > 0. Suppose that we are given a set system {Hu}u∈V with one set Hu ⊂ V for
every vertex u. We say that {Hu}u∈V is a hub labeling if it satisfies the following covering
property: for every pair of vertices (u, v) (u and v are not necessarily distinct), there is a vertex
in Hu ∩Hv (a common “hub” for u and v) that lies on a shortest path between u and v. We
call vertices in sets Hu hubs: a vertex v ∈ Hu is a hub for u.
In the Hub Labeling problem (HL), our goal is to find a hub labeling with a small number of
hubs; specifically, we want to minimize the `p-cost of a hub labeling.
Definition 2.2. The `p-cost of a hub labeling {Hu}u∈V equals (
∑
u∈V |Hu|p)1/p for p ∈ [1,∞);
the `∞-cost is maxu∈V |Hu|. The hub labeling problem with the `p-cost, which we denote by HLp,
asks to find a hub labeling with the minimum possible `p-cost.
We note here that, although our presentation will only involve undirected graphs, most of
our results extend to the directed setting as well (see Section 2.7). In the next few sections, we
will study HLp and design approximation algorithms for various classes of graphs, as well as
show strong lower bounds for general graphs. But first, we will explain why we care about the
Hub Labeling problem, and how it is related to the shortest-path problem.
Nowadays hundreds of millions of people worldwide use web mapping services and GPS
devices to get driving directions. That creates a huge demand for fast algorithms for computing
shortest paths (algorithms that are even faster than the classic Dijkstra’s algorithm). Hub
labelings provide a highly efficient way for computing shortest paths and is used in many state-
of-the-art algorithms (see also the paper of Bast et al. [28] for a review and discussion of various
methods for computing shortest paths that are used in practice).
We will now demonstrate the connection between the Hub Labeling and the problem of
computing shortest paths. Consider a graph G = (V,E) with edge lengths l(e) > 0. Let d(u, v)
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be the shortest-path metric on G. Suppose that we have a hub labeling {Hu}u∈V . During
the preprocessing step, we compute and store the distance d(u,w) between every vertex u
and each hub w ∈ Hu of u. Observe that we can now quickly answer a distance query: to
find d(u, v) we compute minw∈Hu∩Hv (d(u,w) + d(v, w)). By the triangle inequality, d(u, v) ≤
minw∈Hu∩Hv (d(u,w) + d(v, w)), and the covering property guarantees that there is a hub w ∈
Hu ∩Hv on a shortest path between u and v; so d(u, v) = minw∈Hu∩Hv (d(u,w) + d(v, w)). We
can compute minw∈Hu∩Hv (d(u,w) + d(v, w)) and answer the query in time O(max(|Hu|, |Hv|)).
We need to keep a lookup table of size O(
∑
u∈V |Hu|) to store the distances between the vertices
and their hubs. So, if, say, all hub sets Hu are of polylogarithmic size, the algorithm answers a
distance query in polylogarithmic time and requires n polylog n space. The outlined approach
can be used not only for computing distances but also shortest paths between vertices. It is
clear from this discussion that it is important to have a hub labeling of small size, since both
the query time and storage space depend on the number of hubs.
Recently, there has been a lot of research on algorithms for computing shortest paths using
the hub labeling framework (see e.g. the following papers by Abraham et al. [6, 4, 3, 5, 1, 2]).
It was noted that these algorithms perform really well in practice (see e.g. [4]). A systematic
attempt to explain why this is the case led to the introduction of the notion of highway di-
mension [6]. Highway dimension is an interesting concept that managed to explain, at least
partially, the success of the above methods: it was proved that graphs with small highway di-
mension have hub labelings with a small number of hubs; moreover, there is evidence that most
real-life road networks have low highway dimension [29]. Even more recently, Kosowski and
Viennot [100], inspired by the notion of highway dimension, introduced another related notion,
the skeleton dimension, that is a slightly more tractable and elegant notion that again explains,
to some extent, why the hub labeling framework is successful for distance queries.
However, most papers on Hub Labeling offer only algorithms with absolute guarantees on the
cost of the hub labeling they find (e.g. they show that a graph with a given highway dimension
has a hub labeling of a certain size and provide an algorithm that finds such a hub labeling);
they do not relate the cost of the hub labeling to the cost of the optimal hub labeling. There
are very few results on the approximability of the Hub Labeling problem. Only very recently,
Babenko et al. [20] and White [125] proved respectively that HL1 and HL∞ are NP-hard. Cohen
et al. [58] gave an O(log n)-approximation algorithm for HL1 by reducing the problem to a Set
Cover instance and using the greedy algorithm for Set Cover to solve the obtained instance
(the latter step is non-trivial since the reduction gives a Set Cover instance of exponential size);
later, Babenko et al. [19] gave a combinatorial O(log n)-approximation algorithm for HLp, for
any p ∈ [1,∞].
Our results. In this thesis, we will present the following results (most of which were published
in 2017 [14]). We prove an Ω(log n) hardness for HL1 and HL∞ on graphs that have multiple
shortest paths between some pairs of vertices (assuming that P 6= NP). The result (which
easily extends to HLp for p = Ω(logn) on graphs with n vertices) shows that the algorithms
by Cohen et al. and Babenko et al. are optimal, up to constant factors. Since it is impossible
to improve the approximation guarantee of O(log n) for arbitrary graphs, we focus on special
families of graphs. We consider the family of graphs with unique shortest paths — graphs in
which there is only one shortest path between every pair of vertices. This family of graphs
appears in the majority of prior works on Hub Labeling (see e.g. [1, 20, 5]) and is very natural,
in our opinion, since in real life all edge lengths are somewhat random, and, therefore, any
two paths between two vertices u and v have different lengths. For such graphs, we design
an approximation algorithm with approximation guarantee O(logD), where D is the shortest-
path diameter of the graph (which equals the maximum hop length of a shortest path; see
Section 2.2.1 for the definition); the algorithm works for every fixed p ∈ [1,∞) (the constant
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in the O-notation depends on p). In particular, this algorithm gives an O(log log n) factor
approximation for graphs of diameter polylog n, while previously known algorithms give only
an O(log n) approximation. Our algorithm crucially relies on the fact that the input graph has
unique shortest paths; in fact, our lower bounds of Ω(log n) on the approximation ratio apply
to graphs of constant diameter (with non-unique shortest paths). We also extensively study
HL on trees. Somewhat surprisingly, the problem is not at all trivial on trees. In particular,
the standard LP relaxation for the problem is not integral. In [14] we presented the following
results for trees.
1. Design a polynomial-time approximation scheme (PTAS) for HLp for every p ∈ [1,∞].
2. Design an exact quasi-polynomial time algorithm for HLp for every p ∈ [1,∞], with
running time nO(log
2 n).
3. Analyze a simple combinatorial heuristic for trees, proposed by Peleg in 2000, and prove
that it gives a 2-approximation for HL1 (we also show that this heuristic does not work
well for HLp when p is large).
After the publication of our work [14], Gawrychowski et al. [76] observed that an algorithm of
Onak and Parys [116], combined with a structural result of ours, shows that HL∞ can be solved
exactly on trees in polynomial time. Their main observation is that the problem of computing
an optimal hub labeling on trees can be cast as a problem of “binary search” in trees; this
implies that the algorithm of Onak and Parys [116] solves HL∞ optimally, and moreover, the
work of Jacob et al. [90] can be adapted in order to obtain a polynomial-time algorithm for
HLp on trees for fixed p ≥ 1 and for p ∈ [ε log n,∞] (for any fixed ε > 0). Since we believe that
our original DP approach might still be of interest, we will present it, and then we will formally
state and analyze the algorithm of [90] and how it can be used to solve HL on trees.
Organization of material. In Section 2.3 we start with a simple rounding scheme that
gives a relaxation-based O(log n)-approximation algorithm for HLp for every p ∈ [1,∞], thus
matching the guarantees of the known combinatorial algorithms. In Section 2.5 we present an
O(logD) approximation algorithm for graphs with unique shortest paths; we first present the
(slightly simpler) algorithm for HL1, and then the algorithm for HLp for any fixed p ≥ 1. Then,
in Section 2.6, we prove an Ω(log n)-hardness for HL1 and HL∞ by constructing a reduction
from Set Cover. As mentioned, the result easily extends to HLp for p = Ω(log n) on graphs with
n vertices. Chapter 2 concludes with a brief section that explains how our results extend to the
case of directed graphs (see Section 2.7). Finally, in Chapter 3 we present several algorithms
for HL on trees, and also discuss the equivalence of HL on trees with the problem of searching
for a node in a tree.
2.2 Preliminaries
2.2.1 Definitions
Throughout the rest of this chapter, we always assume (unless stated otherwise) that we have
an undirected graph G = (V,E) with positive edge lengths l(e) > 0, e ∈ E. We denote the
number of vertices as n = |V |. We will say that a graph G has unique shortest paths if there is
a unique shortest path between every pair of vertices. We note that if the lengths of the edges
are obtained by measurements, which are naturally affected by noise, the graph will satisfy the
unique shortest path property with probability 1.
One parameter that our algorithms’ performance will depend on is the shortest path diameter
D of a graph G, which is defined as the maximum hop length of a shortest path in G (i.e. the
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minimum number D such that every shortest path contains at most D edges). Note that D is
upper bounded by the aspect ratio ρ of the graph:
D ≤ ρ ≡ maxu,v∈V d(u, v)
min(u,v)∈E l(u, v)
.
Here, d(u, v) is the shortest path distance in G w.r.t. edge lengths l(e). In particular, if all edges
in G have length at least 1, then D ≤ diam(G), where diam(G) = maxu,v∈V d(u, v).
We will use the following observation about hub labelings: the covering property for the
pair (u, u) (technically) requires that u ∈ Hu, and from now on, we will always assume that
u ∈ Hu, for every u ∈ V .
2.2.2 Linear/Convex programming relaxations for HL
In this section, we introduce a natural LP formulation for HL1. Let I be the set of all (unordered)
pairs of vertices, including pairs (u, u), which we also denote as {u, u}, u ∈ V . We use indicator
variables xuv, for all (u, v) ∈ V × V , that represent whether v ∈ Hu or not. Let Suv(≡ Svu)
be the set of all vertices that appear in any of the (possibly many) shortest paths between u
and v (including the endpoints u and v). We also define Suu = {u}. Note that, although the
number of shortest paths between u and v might, in general, be exponential in n, the set Suv
can always be computed in polynomial time. In case there is a unique shortest path between
u and v, we use both Suv and Puv to denote the vertices of that unique shortest path. One
way of expressing the covering property as a constraint is “
∑
w∈Suv min{xuw, xvw} ≥ 1, for all{u, v} ∈ I”. The resulting LP relaxation is given in Figure 2.1.
(LP1)
min :
∑
u∈V
∑
v∈V
xuv
s.t.:
∑
w∈Suv
min{xuw, xvw} ≥ 1, ∀{u, v} ∈ I,
xuv ≥ 0, ∀(u, v) ∈ V × V.
Figure 2.1: The LP relaxation for HL1.
We note that the constraint “
∑
w∈Suv min{xuw, xvw} ≥ 1” can be equivalently rewritten as
follows:
∑
w∈Suv yuvw ≥ 1, and for all w ∈ Suv, xuw ≥ yuvw and xvw ≥ yuvw, where we introduce
variables yuvw ≥ 0 for every pair {u, v} ∈ I and every w ∈ Suv. Observe that these constraints
are linear, and moreover, the total number of variables and constraints remains polynomial in
n. Thus, an optimal solution can always be found efficiently.
One indication that the above LP is indeed an appropriate relaxation for HL is that we can
reproduce the result of [58] and get an O(log n)-approximation algorithm for HL1 by using a
very simple rounding scheme. But, we will use the above LP in more refined ways, mainly in
conjunction with the notion of pre-hubs, which we introduce later on.
We also generalize the above LP to a convex relaxation for HLp, for any p ∈ [1,∞]. The only
difference with the above relaxation is that we use a convex objective function and not a linear
one. More concretely, the convex program for HLp, for any p ∈ [1,∞) is given in Figure 2.2. In
the case of p =∞, we end up with an LP, whose objective is simply “min : t”, and there are n
more constraints of the form “t ≥∑v∈V xuv”, for each u ∈ V . To make our presentation more
uniform, we will always refer to the convex relaxation of Figure 2.2, even when p =∞.
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(CPp)
min :
(∑
u∈V
(∑
v∈V
xuv
)p)1/p
s.t.:
∑
w∈Suv
min{xuw, xvw} ≥ 1, ∀{u, v} ∈ I,
xuv ≥ 0, ∀(u, v) ∈ V × V.
Figure 2.2: The convex relaxation for HLp.
2.2.3 Hierarchical hub labeling
We now define and discuss the notion of hierarchical hub labeling (HHL), introduced by Abra-
ham et al. [5]. The presentation in this section follows closely the one in [5].
Definition 2.3. Consider a set system {Hu}u∈V . We say that v  u if v ∈ Hu. Then, the set
system {Hu}u∈V is a hierarchical hub labeling if it is a hub labeling, and  is a partial order.
We will say that v is higher ranked than u if v  u. Every two vertices u and v have a
common hub w ∈ Hu∩Hv, and thus there is a vertex w such that w  u and w  v. Therefore,
there is the highest ranked vertex in G.
We now define a special type of hierarchical hub labelings. Given a total order pi : [n]→ V ,
a canonical labeling is the hub labeling H that is obtained as follows: v ∈ Hu if and only
if pi−1(v) ≤ pi−1(w) for all w ∈ Suv. It is easy to see that a canonical labeling is a feasible
hierarchical hub labeling. We say that a hierarchical hub labeling H respects a total order pi
if the implied (by H) partial order is consistent with pi. Observe that there might be many
different total orders that H respects. In [5], it is proved that all total orders that H respects
have the same canonical labeling H ′, and H ′ is a subset of H. Therefore, H ′ is a minimal
hierarchical hub labeling that respects the partial order that H implies.
From now on, all hierarchical hub labelings we consider will be canonical hub labelings. Any
canonical hub labeling can be obtained by the following process [5]. Start with empty sets Hu,
choose a vertex u1 and add it to each hub set Hu. Then, choose another vertex u2. Consider
all pairs u and v that currently do not have a common hub, such that u2 lies on a shortest path
between u and v. Add u2 to Hu and Hv. Then, choose u3, . . . , un, and perform the same step.
We get a hierarchical hub labeling. (The hub labeling, of course, depends on the order in which
we choose vertices of G.)
This procedure is particularly simple if the input graph is a tree. In a tree, we choose a
vertex u1 and add it to each hub set Hu. We remove u1 from the tree and recursively process
each connected component of G − u1. No matter how we choose vertices u1, . . . , un, we get
a canonical hierarchical hub labeling; given a hierarchical hub labeling H, in order to get a
canonical hub labeling H ′, we need to choose the vertex ui of highest rank in T ′ (w.r.t. to the
order  defined by H) when our recursive procedure processes subinstance T ′. A canonical hub
labeling gives a recursive decomposition of the tree to subproblems of gradually smaller size.
2.3 Warm-up: a relaxation-based O(log n)-approximation algo-
rithm for HLp
In this section, we describe and analyze a simple rounding scheme (inspired by Set Cover) for
the convex relaxation for HLp (see Figure 2.2), that gives an O(log n)-approximation for HLp,
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for every p ∈ [1,∞], and works on all graphs (even with multiple shortest paths). This matches
the approximation guarantee of the combinatorial algorithms of Cohen et al. [58] and Babenko
et al. [19]. For any graph G = (V,E) with n vertices, the rounding scheme is the following (see
Algorithm 1).
Algorithm 1: A relaxation-based O(log n)-approximation algorithm for HLp on general
graphs
1. Solve CPp and obtain an optimal solution {xuv}(u,v)∈V×V .
2. Pick independent uniformly random thresholds rw ∈ (0, 1), for each w ∈ V , and set
tw =
rw
3·lnn .
3. Set Hu = {v ∈ V : xuv ≥ tv}, for every u ∈ V .
4. Return {Hu}u∈V .
Theorem 2.4. For every p ∈ [1,∞], Algorithm 1 is an O(log n)-approximation algorithm for
HLp that succeeds with high probability.
Proof. First, it is easy to see that for each u ∈ V , we can write |Hu| =
∑
v∈V Yuv, where Yuv = 1
if xuv ≥ tv, and 0 otherwise. We have E[Yuv] = Pr[v ∈ Hu] = 3 lnn · xuv, and so, by linearity
of expectation, we get E[|Hu|] =
∑
v∈V E[Yuv] = 3 lnn ·
∑
v∈V xuv. We now observe that for
each u ∈ V , the variables {Yuv}v∈V are independent. Thus, we can use the standard Chernoff
bound, which, for any δ > 0, gives
Pr [|Hu| ≥ (1 + δ) · E[|Hu|]] ≤
(
eδ
(1 + δ)1+δ
)E[|Hu|]
.
We set δ = 2 and get Pr [|Hu| ≥ 3 · E[|Hu|]] ≤ e−E[|Hu|] ≤ 1/n3 (where the last inequality holds
since xuu = 1 and thus
∑
v∈V xuv ≥ 1). Taking a union bound, we get that with probability at
least 1 − 1/n2, for all u ∈ V , |Hu| ≤ 9 lnn ·
∑
v∈V xuv. We conclude that with probability at
least 1− 1/n2,(∑
u∈V
|Hu|p
)1/p
≤
(
(9 lnn)p
∑
u∈V
(∑
v∈V
xuv
)p)1/p
= 9 lnn ·OPTCP ,
where OPTCP =
(∑
u∈V
(∑
v∈V xuv
)p)1/p
is the optimal value of the convex program.
We will now prove that the sets {Hu}u∈V are indeed a feasible hub labeling with high
probability. It is easy to verify that we always get u ∈ Hu. So, let u 6= v. We have
Pr[Hu ∩Hv ∩ Suv = ∅] =
∏
w∈Suv
Pr[tw > min{xuw, xvw}] =
∏
w∈Suv
(1− 3 lnn ·min{xuw, xvw})
≤
∏
w∈Suv
e−3 lnn·min{xuw,xvw} = e−3 lnn·
∑
w∈Suv min{xuw,xvw}
≤ e−3 lnn = 1/n3.
Taking a union bound over all
(
n
2
)
pairs of vertices, we get that the probability that the algorithm
does not return a feasible hub labeling is at most 1/n. Thus, we conclude that the algorithm
returns a feasible solution of value at most 9 lnn ·OPTCP with probability at least 1− 2/n.
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2.4 Pre-hub labeling
We now introduce the notion of a pre-hub labeling that we will use in designing algorithms for
HL. From now on, we will only consider graphs with unique shortest paths.
Definition 2.5 (Pre-hub labeling). Consider a graph G = (V,E) and a length function l : E →
R+; assume that all shortest paths are unique. A family of sets {Ĥu}u∈V , with Ĥu ⊆ V , is
called a pre-hub labeling, if for every pair {u, v}, there exist u′ ∈ Ĥu ∩ Puv and v′ ∈ Ĥv ∩ Puv
such that u′ ∈ Pv′v; that is, vertices u, v, u′, and v′ appear in the following order along Puv:
u, v′, u′, v (possibly, some of the adjacent, with respect to this order, vertices coincide).
u v′ vu′
Figure 2.3: The shortest path between u and v and a valid pre-hub labeling for the pair {u, v}.
Observe that any feasible HL is a valid pre-hub labeling. We now show how to find a pre-hub
labeling given a feasible LP solution.
Lemma 2.6. Consider a graph G = (V,E) and a length function l : E → R+; assume that all
shortest paths are unique. Let {xuv}(u,v)∈V×V be a feasible solution to LP1 (see Figure 2.1).
Then, there exists a pre-hub labeling {Ĥu}u∈V such that |Ĥu| ≤ 2
∑
v∈V xuv. In particular, if
{xuv} is an optimal LP solution and OPT is the `1-cost of the optimal hub labeling (for HL1),
then
∑
u∈V |Ĥu| ≤ 2OPT . Furthermore, the pre-hub labeling {Ĥu}u∈V can be constructed
efficiently given the LP solution {xuv}.
Proof. Let us fix a vertex u ∈ V . We build the breadth-first search tree Tu (w.r.t. edge lengths;
i.e. the shortest path tree) from u; tree Tu is rooted at u and contains those edges e ∈ E that
appear on a shortest path between u and some vertex v ∈ V . Observe that Tu is indeed a tree
and is uniquely defined, since we have assumed that shortest paths in G are unique. For every
vertex v, let T ′uv be the subtree of Tu rooted at vertex v. Given a feasible LP solution {xuv},
we define the weight of T ′uv to be W(T ′uv) =
∑
w∈T ′uv xuw.
We now use the following procedure to construct set Ĥu. We process the tree Tu bottom
up (i.e. we process a vertex v after we have processed all other vertices in the subtree rooted
at v), and whenever we detect a subtree T ′uv of Tu such that W(T ′uv) ≥ 1/2, we add vertex v to
the set Ĥu. We then set xuw = 0 for all w ∈ T ′uv, and continue (with the updated xuw values)
until we reach the root u of Tu. Observe that every time we add one vertex to Ĥu, we decrease
the value of
∑
v∈V xuv by at least 1/2. Therefore, |Ĥu| ≤ 2 ·
∑
v∈V xuv. We will now show that
sets {Ĥu}u∈V form a pre-hub labeling. To this end, we prove the following two claims.
Claim 2.7. Consider a vertex u and two vertices v1, v2 such that v1 ∈ Puv2. If Ĥu ∩Pv1v2 = ∅,
then
∑
w∈Pv1v2 xuw < 1/2.
Proof. Consider the execution of the algorithm that defined Ĥu. Consider the moment M
when we processed vertex v1. Since we did not add v1 to Ĥu, we had W(T ′uv1) < 1/2. In
particular, since Pv1v2 lies in T
′
uv1 , we have
∑
w∈Pv1v2 x
′
uw < 1/2, where x
′
uw is the value of xuw
at the moment M . Since none of the vertices on the path Pv1v2 were added to Ĥu, none of the
variables xuw for w ∈ Pv1v2 had been set to 0. Therefore, x′uw = xuw (where xuw is the initial
value of the variable) for w ∈ Pv1v2 . We conclude that
∑
w∈Pv1v2 xuw < 1/2, as required.
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Claim 2.8. For any pair {u, v}, let u′ ∈ Ĥu ∩ Puv be the vertex closest to v among all vertices
in Ĥu ∩ Puv and v′ ∈ Ĥv ∩ Puv be the vertex closest to u among all vertices in Ĥv ∩ Puv. Then
u′ ∈ Pv′v. (Note that Ĥu ∩ Puv 6= ∅, since we always have xuu = 1 and hence u ∈ Ĥu ∩ Puv;
similarly, Ĥv ∩ Puv 6= ∅.)
Proof. Let us assume that this is not the case; that is, u′ /∈ Pv′v. Then v′ 6= u and u′ 6= v
(otherwise, we would trivially have u′ ∈ Pv′v). Let u′′ be the first vertex after u′ on the path
Pu′v, and v
′′ be the first vertex after v′ on the path Pv′u. Since u′ /∈ Pv′v, every vertex of Puv
lies either on Pv′′u or Pu′′v, or both (i.e. Pv′′u ∪ Pu′′v = Puv).
By our choice of u′, there are no pre-hubs for u on Pu′′v. By Claim 2.7,
∑
w∈Pu′′v xuw < 1/2.
Similarly,
∑
w∈Pv′′u xvw < 1/2. Thus,
1 >
∑
w∈Puv′′
xvw +
∑
w∈Pu′′v
xuw ≥
∑
w∈Puv
min{xuw, xvw}.
We get a contradiction since {xuv} is a feasible LP solution.
Claim 2.8 shows that {Ĥu} is a valid pre-hub labeling.
2.5 Hub labeling on graphs with unique shortest paths
In this section, we present an O(logD)-approximation algorithm for HLp on graphs with unique
shortest paths, where D is the shortest path diameter of the graph. The algorithm works for
every fixed p ≥ 1 (the hidden constant in the approximation factor O(logD) depends on p).
We will first present the (slightly simpler) algorithm for HL1, and then extend the algorithm
and make it work for HLp, for arbitrary fixed p ≥ 1.
2.5.1 An O(logD)-approximation algorithm for HL1
Consider Algorithm 2. The algorithm solves the LP relaxation (see Figure 2.1) and computes a
pre-hub labeling {Ĥu}u∈V as described in Lemma 2.6. Then it chooses a random permutation
pi of V and goes over all vertices one-by-one in the order specified by pi: pi1, pi2,. . . , pin. It adds
pii to Hu if there is a pre-hub u
′ ∈ Ĥu such that the following conditions hold: pii lies on the
path Puu′ , there are no pre-hubs for u between pii and u
′ (other than u′), and currently there
are no hubs for u between pii and u
′.
Theorem 2.9. Algorithm 2 always returns a feasible hub labeling H. The cost of the hub
labeling is E[
∑
u |Hu|] = O(logD) ·OPTLP1 in expectation, where OPTLP1 is the optimal value
of LP1.
Remark 2.10. Algorithm 2 can be easily derandomized using the method of conditional expecta-
tions: instead of choosing a random permutation pi, we first choose pi1 ∈ V , then pi2 ∈ V \ {pi1}
and so on; each time we choose pii ∈ V \ {pi1, . . . , pii−1} so as to minimize the conditional
expectation E [
∑
u |Hu| |pi1, . . . , pii].
Proof. We first show that the algorithm always finds a feasible hub labeling. Consider a pair
of vertices u and v. We need to show that they have a common hub on Puv. The statement is
true if u = v since u ∈ Ĥu and thus u ∈ Hu. So, we assume that u 6= v. Consider the path
Puv. Because of the pre-hub property, there exist u
′ ∈ Ĥu and v′ ∈ Ĥv such that u′ ∈ Pv′v.
In fact, there may be several possible ways to choose such u′ and v′. We choose u′ and v′ so
that Ĥu ∩ (Pu′v′ \ {u′, v′}) = Ĥv ∩ (Pu′v′ \ {u′, v′}) = ∅ (for instance, choose the closest pair
of u′ and v′ among all possible pairs). Consider the first iteration i of the algorithm such that
2.5. HUB LABELING ON GRAPHS WITH UNIQUE SHORTEST PATHS 15
Algorithm 2: An O(logD)-approximation algorithm for HL1 on graphs with unique
shortest paths
1. Solve LP1 and get an optimal solution {xuv}(u,v)∈V×V .
2. Obtain a set of pre-hubs {Ĥu}u∈V from x as described in Lemma 2.6.
3. Generate a random permutation pi : [n]→ V of the vertices.
4. Set Hu = ∅, for every u ∈ V .
5. for i = 1 to n do:
for every u ∈ V do:
for every u′ ∈ Ĥu such that pii ∈ Puu′ and Ppiiu′ ∩ Ĥu = {u′} do:
if Ppiiu′ ∩Hu = ∅ then Hu := Hu ∪ {pii}.
6. Return {Hu}u∈V .
pii ∈ Pu′v′ . We claim that the algorithm adds pii to both Hu and Hv. Indeed, we have: (i) pii
lies on Pv′u′ ⊂ Puu′ , (ii) there are no pre-hubs of u on Pv′u′ ⊃ Ppiiu′ other than u′, (iii) pii is the
first vertex we process on the path Pu′v′ , thus currently there are no hubs on Pu′v′ . Therefore,
the algorithm adds pii to Hu. Similarly, the algorithm adds pii to Hv.
Now we upper bound the expected cost of the solution. We will charge every hub that we
add to Hu to a pre-hub in Ĥu; namely, when we add pii to Hu (see line 5 of Algorithm 2), we
charge it to pre-hub u′. For every vertex u, we have |Ĥu| ≤ 2
∑
w xuw. We are going to show
that every u′ ∈ Ĥu is charged at most O(logD) times in expectation. Therefore, the expected
number of hubs in Hu is at most O(2
∑
w xuw · logD).
Consider a vertex u and a pre-hub u′ ∈ Ĥu (u′ 6= u). Let u′′ ∈ Ĥu be the closest pre-hub
to u′ on the path Pu′u. Observe that all hubs charged to u′ lie on the path Pu′′u′ \ {u′′}. Let
k = |Pu′′u′ \ {u′′}|. Note that k ≤ D. Consider the order σ : [k] → Pu′′u′ \ {u′′} in which the
vertices of Pu′′u′ \ {u′′} were processed by the algorithm (σ is a random permutation). Note
that σi charges u
′ if and only if σi is closer to u′ than σ1, . . . , σi−1. The probability of this event
is 1/i. We get that the number of hubs charged to u′ is
∑k
i=1
1
i = log k +O(1), in expectation.
Hence, E
[∑
u∈V |Hu|
] ≤ 2 (logD +O(1)) ·OPTLP1 .
2.5.2 An Op(logD)-approximation algorithm for HLp
In this section, we analyze Algorithm 2, assuming that we solve the convex program of Figure 2.2.
To analyze the performance of Algorithm 2 in this case, we need the following theorem by Berend
and Tassa [31].
Theorem 2.11 (Theorem 2.4, [31]). Let X1, ..., Xt be a sequence of independent random vari-
ables for which Pr[0 ≤ Xi ≤ 1] = 1, and let X =
∑t
i=1Xi. Then, for all p ≥ 1,
(E[Xp])1/p ≤ 0.942 · p
ln(p+ 1)
·max{E[X]1/p,E[X]}.
In order to simplify our analysis, we slightly modify Algorithm 2 and get Algorithm 3.
Theorem 2.12. For any p ≥ 1, Algorithm 3 is an O
(
p
ln(p+1) · logD
)
-approximation algorithm
for HLp.
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Algorithm 3: An Op(logD)-approximation algorithm for HLp on graphs with unique
shortest paths
1. Solve CPp and get an optimal solution {xuv}(u,v)∈V×V .
2. Obtain a set of pre-hubs {Ĥu}u∈V from x as described in Lemma 2.6.
3. For each u ∈ V , let Ju =
⋃
u′∈Ĥu Puu′ be a tree rooted at u, and let Fu ⊂ V (Ju) be the
set of vertices of Ju whose degree (in Ju) is at least 3. Set Ĥ
′
u := Ĥu ∪ Fu.
4. Generate a random permutation pi : [n]→ V of the vertices.
5. Set Hu = ∅, for every u ∈ V .
6. for i = 1 to n do:
for every u ∈ V do:
for every u′ ∈ Ĥ ′u such that pii ∈ Puu′ and Ppiiu′ ∩ Ĥ ′u = {u′} do:
if Ppiiu′ ∩Hu = ∅ then Hu := Hu ∪ {pii}.
7. Return {Hu}u∈V .
Proof. First, it is easy to see that, since all leaves of Ju are pre-hubs of the set Ĥu, we have
|Fu| ≤ |Ĥu|, and so |Ĥ ′u| ≤ 2 · |Ĥu|.
Let Pu be the collection of subpaths of Ju defined as follows: P belongs to Pu if P is a
path between consecutive pre-hubs u′′ and u′ of Ĥ ′u, with u′′ being an ancestor of u′ in Ju, and
no other pre-hub u′′′ ∈ Ĥ ′u appears in P . For convenience, we exclude the endpoint u′′ that is
closer to u: P = Pu′′u′ − u′′. Note that any such path P is uniquely defined by the pre-hub u′
of u, and so we will denote P as P(uu′). The modification we made in the algorithm allows us
now to observe that P ∩ P ′ = ∅, for P, P ′ ∈ Pu, P 6= P ′.
Let ALG′ be the cost of the solution {Hu}u∈V that the modified algorithm (i.e. Algorithm 3)
returns. We have E[ALG′] = E
[(∑
u∈V |Hu|p
)1/p] ≤ (∑E[|Hu|p])1/p (by Jensen’s inequality).
We can write |Hu| ≤
∑
v∈Ĥ′u X
u
v , where X
u
v is the random variable indicating how many
vertices are added to Hu “because of” the pre-hub v ∈ Ĥ ′u (see line 6 of the algorithm). Observe
that we can write Xuv as follows: X
u
v =
∑
w∈P(uv) Y
uv
w , with Y
uv
w being 1 if w is added in Hu,
and 0 otherwise. The modification that we made in the algorithm implies, as already observed,
that any variable Y uvw , w ∈ P(uv), is independent from Y uv
′
w′ , w
′ ∈ P(uv′), for v 6= v′, as the
corresponding paths P(uv) and P(uv′) are disjoint.
Let u ∈ Ĥ ′u, and let piuv : [|P(uv)|]→ P(uv) be the induced permutation when we restrict pi (see
line 4 of the algorithm) to the vertices of P(uv). We can then write
∑
w∈P(uv) Y
uv
w =
∑l
i=1 Z
uv
i ,
l = |P(uv)|, where Zuvi is 1 if the ith vertex considered by the algorithm that belongs to P(uv)
(i.e. the ith vertex of permutation piuv) is added to Hu and 0 otherwise. It is easy to see that
Pr[Zuvi = 1] = 1/i. We now need one last observation. We have Pr[Z
uv
i = 1 | Zuv1 , ..., Zuvi−1] =
1/i. To see this, note that the variables Zuvi do not reveal which particular vertex is picked from
the permutation at each step, but only the relative order of the current draw (i.e. ith random
choice) with respect to the current best draw (where best here means the closest vertex to v
that we have seen so far, i.e. in positions piuv(1), ..., piuv(i− 1)). Thus, regardless of the relative
order of piuv(1), ..., piuv(i − 1), there are exactly i possibilities to extend that order when the
permutation picks piuv(i), each with probability 1/i. This shows that the variables {Zuvi }i are
independent, and thus all variables {Zuvi }v∈Ĥ′v , i∈[|P(uv)|] are independent.
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We can now apply Theorem 2.11. This gives
E[|Hu|p] ≤ E
∑
v∈Ĥ′u
|P(uv)|∑
i=1
Zuvi
p ≤ (0.942 · p
ln(p+ 1)
)p
·HarmpD ·|Ĥ ′u|p.
Here, HarmD =
∑D
i=1
1
i = logD +O(1) is the D-th harmonic number. Thus,
E[ALG′] ≤ 0.942 · p
ln(p+ 1)
·HarmD ·
(∑
u∈V
|Ĥ ′u|p
)1/p
≤ 0.942 · p
ln(p+ 1)
·HarmD ·
(∑
u∈V
4p ·
(∑
v∈V
xuv
)p)1/p
≤ 3.768 · p
ln(p+ 1)
·HarmD ·OPTCP ,
where OPTCP is the optimal value of the convex relaxation.
2.5.3 Any “natural” rounding scheme cannot break the O˜(log n) barrier for
HL1 on graphs with unique shortest paths and diameter D
In this section, we show that any rounding scheme that may assign v ∈ Hu only if xuv > 0 gives
Ω(log n/ log logn) approximation, even on graphs with shortest-path diameter D = O(log n).
For that, consider the following tree T , which consists of a path P = {1, ..., k} of length k = 3t,
t ∈ N \ {0}, and two stars A and B, with N = ( k2t) leaves each (each leaf corresponding to a
subset of [k] of size exactly 2t). The center a of A is connected to vertex “1” of P and the center
b of B is connected to vertex “k” of P . The total number of vertices of T is n = 2N + 2 + k,
which implies that t = Ω(log n/ log log n).
b
A B
P
1 2 ka
Figure 2.4: An instance that cannot be rounded well with any “natural” rounding scheme.
Consider now the following LP solution for the LP of Figure 2.1 (all variables not assigned
below are set to zero):
• xuu = 1, for all u ∈ T .
• xSa = 1, for all S ∈ A.
• xWb = 1, for all W ∈ B.
• xSi = 1/t, for all S ∈ A, i ∈ S ⊆ P .
• xWi = 1/t, for all W ∈ B, i ∈W ⊆ P .
• xab = xba = 1.
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• xia = xib = 1, for all i ∈ [k].
• {xij}i,j∈[k] is an optimal solution for P .
Observe that the above solution is indeed a feasible fractional solution. Its cost is at most
n + 3(|A| + |B|) + 2 + 2k + c · k · log k = Θ(n), for some constant c. Suppose now that we
are looking for a rounding scheme that assigns v ∈ Hu only if xuv > 0, and let’s assume that
there exists a vertex S ∈ A whose resulting hub set satisfies |HS ∩ P | < t. We must also have
HS ∩ B = ∅, since xSu = 0 for all u ∈ B. This implies that there exists a W ∈ B such that
W ∩ HS = ∅. Since the above fractional solution assigns non-zero values only to xWi with
i ∈W and xWb, this means that xWi = 0 for all i ∈ HS . Thus, the resulting hub set cannot be
feasible, which implies that any rounding that satisfies the aforementioned property and returns
a feasible solution must satisfy |HS ∩ P | ≥ t for all S ∈ A (similarly, the same holds for all
W ∈ B). This means that the returned solution has cost Ω(n · t) = Ω(n · log n/ log logn), and
so the approximation factor must be at least Ω(log n/ log log n).
2.6 Hardness of approximating hub labeling on general graphs
In this section, we prove that HL1 and HL∞ are NP-hard to approximate on general graphs
with n vertices and multiple shortest paths within a factor better than Ω(logn), by using the
Ω(log n)-hardness results for Set Cover. This implies that the current known algorithms for HL1
and HL∞ are optimal (up to constant factors). The result for HL∞ also almost immediately
implies the same hardness for HLp, when p = Ω(log n).
2.6.1 Ω(log n)-hardness for HL1
In this section, we show that it is NP-hard to approximate HL1 on general graphs with multiple
shortest paths within a factor better than Ω(log n). We will use the hardness results for Set
Cover, that, through a series of works spanning more than 20 years [105, 68, 120, 9], culminated
in the following theorem.
Theorem 2.13 (Dinur & Steurer [64]). For every α > 0, it is NP-hard to approximate Set
Cover to within a factor (1− α) · lnn, where n is the size of the universe.
We start with an arbitrary unweighted instance of Set Cover. Let X = {x1, ..., xn} be the
universe and S = {S1, ..., Sm} be the family of subsets of X , with m = poly(n). Our goal is to
pick the smallest set of indices I ⊆ [m] (i.e. minimize |I|) such that ⋃i∈I Si = X .
The high-level idea of our argument is the following: we define a weighted variant of HLp,
and we show that an α-approximation for the standard HLp can be used to obtain an O(α)-
approximation for the weighted HLp. We then proceed to construct a weighted instance of
HL1 such that, given an f(n)-approximation algorithm for the weighted HL1, we can use it to
construct a solution for the original Set Cover instance of cost O(f(poly(n))) · OPTSC , where
OPTSC is the cost of the optimal Set Cover solution. Formally, we prove the following theorem.
Theorem 2.14. Given an arbitrary unweighted Set Cover instance (X ,S), |X | = n, |S| = m,
with optimal value OPTSC , and an f(n)-approximation algorithm for weighted HL1, there is an
algorithm that returns a solution for the Set Cover instance of cost O(f(poly(n))) ·OPTSC .
Using the above theorem, if we assume that f(n) = o(log n), then we have O(f(poly(n))) =
o(log poly(n)) = o(log n), and so this would imply that we can get a o(log n)-approximation
algorithm for Set Cover. By Theorem 2.13, this is NP-hard, and so we must have f(n) =
Ω(log n).
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Corollary 2.15. It is NP-hard to approximate HL1 to within a factor c·log n, for some constant
c, on general graphs with n vertices (and multiple shortest paths).
Before proving Theorem 2.14, we need a few lemmas.
Lemma 2.16. Let G = (V,E) and l : E → R+ be an instance of HLp, for any p ≥ 1, and let
Z = {u ∈ V : deg(u) = 1} be the set of vertices of G of degree 1. Suppose that |Z| > 0, and let
n(u) denote the unique neighbor of a vertex u ∈ A. Then, any feasible solution {Hv}v∈V can be
converted to a solution H ′ of at most twice the `p-cost, with the property that H ′u = H ′n(u) ∪{u}
and u /∈ H ′v, for every vertex u ∈ Z and v 6= u.
Proof. Let {Hv} be any feasible hub labeling. If the desired property already holds for every
vertex of degree 1, then we are done. So let us assume that the property does not hold for some
vertex u ∈ Z. Let w = n(u) be its unique neighbor and let
B =
{
Hw \ {u}, if |Hw \ {u}| ≤ |Hu \ {u}|,
Hu \ {u}, otherwise.
We now set
• H ′u = B ∪ {u,w}.
• H ′w = B ∪ {w}.
• ∀v ∈ V \ {u,w}, H ′v =
{
Hv, if u /∈ Hv,
(Hv \ {u}) ∪ {w}, otherwise.
We first check the feasibility of H ′. The pairs {u,w}, and {v, v}, for all v ∈ V , are clearly
satisfied. Also, every pair {v, v′} with v, v′ /∈ {u,w} is satisfied, since u /∈ Svv′ . Consider now a
pair {u, v}, with v ∈ V \ {u,w}. If u ∈ Hu ∩Hv, we have w ∈ H ′u ∩H ′v. Otherwise, {u, v} is
covered with some vertex z ∈ Suv \ {u}, and since Suv \ {u} = Swv, we have that z ∈ Hu ∩Hv
and z ∈ Hw ∩Hv. It follows that z ∈ H ′u ∩H ′v. Now, consider a pair {w, v}, v ∈ V \ {u,w}. We
have either H ′w = (Hw\{u})∪{w}, which gives H ′w∩Swv = Hw∩Svw, or H ′w = (Hu\{u})∪{w}.
In the latter case, either u ∈ Hv and so w ∈ H ′v, or Hu ∩ Suv = Hu ∩ Swv. It is easy to see that
in all cases the covering property is satisfied.
We now argue about the cost of H ′. We distinguish between the two possible values of B:
• B = Hw\{u}: In this case, |H ′w| ≤ |Hw|, since w ∈ B. If u ∈ Hw, then |H ′u| = |Hw| ≤ |Hu|.
Otherwise, it holds that |Hw| ≤ |Hu| − 1, and so |H ′u| = |Hw| + 1 ≤ |Hu|. For all
v ∈ V \ {u,w}, it is obvious that |H ′v| ≤ |Hv|.
• B = Hu \ {u}: If w ∈ Hu, then |H ′w| = |Hu| − 1 < |Hw \ {u}| ≤ |Hw|, and |H ′u| = |Hu|.
Otherwise, we must have u ∈ Hw, which means that |Hu| < |Hw|. Thus, |H ′w| = |Hu| <
|Hw|, and |H ′u| = |Hu| + 1 ≤ 2|Hu|. Again, it is obvious that |H ′v| ≤ |Hv|, for all
v ∈ V \ {u,w}.
By the above case analysis, it is easy to see that we can apply the above argument to every
vertex u ∈ Z, one by one, and in the end we will obtain a feasible hub labeling H ′ that satisfies
the desired properties, such that |H ′u| ≤ 2 · |Hu| for every u ∈ V . Thus, for every p ∈ [1,∞], we
have ‖H ′‖p ≤ 2‖H‖p.
To make our construction slightly simpler, we now introduce a weighted variant of HLp.
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Definition 2.17 (Weighted HLp). Let G = (V,E, l) be an edge-weighted graph, n = |V |, and
let w : V → R>0 be a weight function that assigns positive weights to every vertex. Let H be a
feasible hub labeling for G. Then, its weighted `p-cost is defined as
(∑
u∈V
(wu · |Hu|)p
)1/p
.
The `∞-cost is defined as maxu∈V (w(u) · |Hu|).
It is immediate that the weighted HLp is a generalization of HLp. We will now show that
any α-approximation algorithm for HLp can give an O(α)-approximation for the weighted HLp
when p is fixed and the vertex weights are polynomially bounded.
Lemma 2.18. Let G = (V,E, l) and suppose that we have an α-approximation algorithm for
the unweighted HLp. Let w : V → {1, ...,poly(|V |}. Then, there exists a (2e · α)-approximation
algorithm for the weighted HLp, for any fixed p ≥ 1.
Proof. Let n = |V |. We create a new graph as follows. We first create a copy of G, and for each
vertex u ∈ V , with w(u) > 1, we attach w(u)p − 1 vertices b(u, 1), ..., b(u,w(u)p − 1) to it, each
having degree exactly 1 with u being its unique neighbor. The length of the new edges added
is set to 1 (although that length is not important). Let G′ = (V ′, E′, l′) be the resulting graph.
Since we have assumed that w(u) ≤ poly(n), for every u ∈ V , and p is fixed (and not part of
the input), the size of G′ is polynomial in n.
We denote the unweighted `p-cost of a hub labeling H for a graph G as costp(G,H) and the
weighted cost as costp(G,H,w). Let H be an optimal solution for G for the weighted HLp and
H ′ be an optimal solution for G′ for the unweighted HLp. We will need the simple fact that for
every x ≥ 1 we have (x+1x )p ≤ ep.
First, we define H ′′u = Hu for every u ∈ V and H ′′b(u,i) = Hu ∪ {b(u, i)} for every u ∈ V and
i ∈ [w(u)p − 1]. It is easy to see that H ′′ is a feasible hub labeling for G′. We have
costp(G
′, H ′′)p =
∑
u∈V
|Hu|p +
∑
u∈V
w(u)p−1∑
i=1
(|Hu|+ 1)p ≤
∑
u∈V
|Hu|p +
∑
u∈V
w(u)p−1∑
i=1
ep|Hu|p
=
∑
u∈V
|Hu|p + ep
∑
u∈V
(w(u)p − 1)|Hu|p
≤ ep
∑
u∈V
w(u)p|Hu|p = ep · costp(G,H,w)p.
Thus, costp(G
′, H ′) ≤ costp(G′, H ′′) ≤ e · costp(G,H,w).
Suppose now that we have an α-approximation algorithm for the unweighted HLp. Then,
given an instance G = (V,E, l) with polynomially bounded integer weights w, we construct
the graph G′ and run the algorithm on this graph, thus obtaining a hub labeling H ′′′ that
is an α-approximate solution for the unweighted HLp for G
′. Note that since p is fixed and
w is polynomially bounded, the resulting graph G′ has polynomially many vertices. Using
Lemma 2.16, we get a solution H˜ such that H˜b(u,i) = H˜u ∪ {b(u, i)} for every u ∈ V and
i ∈ [w(u)p − 1], such that costp(G′, H˜) ≤ 2 · costp(G′, H ′′′). We observe that {H˜u}u∈V is a
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feasible hub labeling for G, and we have
costp(G, H˜, w)
p =
∑
u∈V
w(u)|H˜u|p =
∑
u∈V
|H˜u|p +
∑
u∈V
w(u)p−1∑
i=1
|H˜u|p
≤
∑
u∈V
|H˜u|p +
∑
u∈V
w(u)p−1∑
i=1
(|H˜u|+ 1)p
=
∑
u∈V
|H˜u|p +
∑
u∈V
w(u)p−1∑
i=1
|H˜b(u,i)|p
= costp(G
′, H˜)p
≤ 2p · costp(G′, H ′′′)p
≤ (2α)pcostp(G′, H ′)p.
We conclude that costp(G, H˜, w)
p ≤ (2e·α)p·costp(G,H,w)p, which implies that costp(G, H˜, w) ≤
(2e · α) · costp(G,H,w). Thus, we obtain a (2e · α)-approximation for the weighted HLp.
The above lemma will allow us to reduce Set Cover to the weighted HL1. Thus, if we assume
that we have a o(log n)-approximation algorithm for the unweighted HL1, this would imply an
o(log n)-approximation algorithm for the weighted HL1, which would further imply an o(log n)-
approximation for Set Cover. And this will give a contradiction. We are now ready to prove
Theorem 2.14.
Proof of Theorem 2.14. Given an unweighted Set Cover instance, we create a graph G = (V,E)
and a corresponding weighted HL1 instance. We fix two integer parameters A and B (whose
values we specify later) and do the following (see Figure 2.5):
• The two layers directly corresponding to the Set Cover instance are the 2nd and the 3rd
layer. In the 2nd layer we introduce one vertex for each set Si ∈ S, whose weight is 1, and
in the 3rd layer we introduce one vertex for each element xj ∈ X , whose weight is B. We
then connect xj to Si if and only if xj ∈ Si.
• The 1st layer contains A vertices {r1, ..., rA}, each of weight B. Each vertex ri is connected
to all vertices {S1, ..., Sm}.
• Finally, we introduce a single vertex q of weight 1 in the 4th layer, which is connected to
every vertex xi of the 3
th layer.
We also assign lengths to the edges. The (black) edges (q, xi) have length ε < 1/2 for every
xi ∈ X , while all other (brown) edges have length 1. We will show that by picking the parameters
A and B appropriately, we can get an O(f(poly(n))-approximation for the Set Cover instance,
given an f(n)-approximation for the weighted HL1.
We will now define a solution for this HL instance, whose cost depends on the cost of the
optimal Set Cover. Let I ⊆ [m] be the set of indices of an optimal Set Cover solution. We
define the following HL solution, given in the table below. We use the notation S(xi) to denote
an arbitrarily chosen set of the optimal Set Cover solution that covers xi.
Layer Hubs
1st For every i ∈ [A], Hri = {ri} ∪ {Sj : j ∈ I}
2nd For every i ∈ [m], HSi = {Si, q} ∪ {r1, ..., rA} ∪ {xj : xj ∈ Si}
3rd For every i ∈ [n], Hxi = {xi, q, S(xi)}
4th Hq = {q} ∪ {r1, ..., rA}
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Figure 2.5: The HL1 instance corresponding to an arbitrary unweighted Set Cover instance .
We argue that the above solution is a feasible solution for the constructed instance. To this
end, we consider all possible pairs of vertices for all layers. The notation “i - j” means that we
check a pair with one vertex at layer i and the other at layer j. The pairs {u, u} are trivially
satisfied, so we will not consider them below:
• 1 - 1: {ri, rj}. The common hub is any Sj with j ∈ I.
• 1 - 2: {ri, Sj}. The common hub is ri.
• 1 - 3: {ri, xj}. The common hub is S(xj).
• 1 - 4: {ri, q}. The common hub is ri.
• 2 - 2: {Si, Sj}. The common hub is any rt.
• 2 - 3: {Si, xj}. If xj ∈ Si, then xj ∈ HSi . If xj /∈ Si, then q ∈ HSi ∩Hxj .
• 2 - 4: {Si, q}. The common hub is q.
• 3 - 3: {xi, xj}. The common hub is q.
• 3 - 4: {xj , q}. The common hub is q.
Thus, the above solution is indeed a feasible one. We compute its weighted `1-cost, which
we denote as COST1 (each term from left to right corresponds to the total cost of the vertices
of the corresponding layer):
COST1 ≤ AB · (OPTSC + 1) +m · (A+ n+ 2) +B · n · 3 + (A+m+ 1)
= O(AB ·OPTSC) +O(Am+mn) +O(Bn) +O(m+A).
We set A = B = dmax{m,n}3/2e. Then, the total cost is dominated by the term AB ·OPTSC ,
and so we get that the cost OPT of the optimal weighted HL1 solution is at most c·AB ·OPTSC ,
for some constant c. It is also easy to see that OPT ≥ A ·B.
Let N = A+m+n+1 = O(max{m,n}3/2) denote the number of vertices of the constructed
graph. Assuming that we have an f(n)-approximation for the weighted HL1, we can get a
solution H ′ of cost cost1(G,H ′, w) ≤ c · f(N) ·AB ·OPTSC . We will show that we can extract
a feasible Set Cover solution of cost at most O
(
cost1(G,H′,w)
AB
)
.
To extract a feasible Set Cover, we first modify H ′. We add {r1, ..., rA} to the hub set of q,
and S1 to the hub set of every ri, i ∈ [A], thus increasing the weighted cost by at most AB+A.
Thus, we end up with a solution H ′′ whose weighted `1-cost is at most c · f(N) ·AB ·OPTSC +
AB + A ≤ c′ · f(N) · AB · OPTSC . We now look at every vertex ri of the 1st layer for which
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we have xj ∈ H ′′ri , for some j ∈ [n]. The hub xj can only be used for the pair {ri, xj}. In that
case, we can remove xj from H
′′
ri and add ri to H
′′
xj . The cost of the solution cannot increase,
and we again call this new solution H ′′.
We are ready to define our Set Cover solution. For each i ∈ [A], we define Fi = H ′′ri ∩
{S1, ..., Sm}. Let Zi = |X \
⋃
S∈Fi S| be the number of uncovered elements. If Zi = 0, then Fi
is a valid Set Cover. If Zi > 0, then we cover the remaining elements using some extra sets (at
most Zi such sets). At the end, we return mini∈[A]{|Fi|+ Zi}.
In order to analyze the cost of the above algorithm, we need the following observation. Let
us look at H ′′ri , and an element xj that is not covered. By the structure of H
′′, this means that
ri ∈ H ′′xj . Thus, the number of uncovered elements Zi contributes a term B ·Zi to the weighted
cost of H ′′. For each i, the number of uncovered elements Zi implies an increase in the cost
that is “disjoint” from the increase implied by Zj , for j 6= i, and so the total weighted cost is
at least
∑A
i=1B · (|H ′′ri |+ Zi). This means that there must exist a j ∈ [A] such that
|H ′′rj |+ Zj ≤
cost1(G,H
′′, w)
AB
.
We pick the Set Cover with cost at most mini∈[A]{|Fi|+ Zi} ≤ mini∈[A]{|H ′′ri |+ Zi}, and so we
end up with a feasible Set Cover solution of cost at most
c′ · f(N) ·AB ·OPTSC
AB
= O(f(poly(n))) ·OPTSC .
2.6.2 Ω(log n)-hardness for HL∞
In this section, we will show that it is NP-hard to approximate HL∞ to within a factor better
than Ω(log n). We will again use the hardness results for Set Cover.
Theorem 2.19. Given an arbitrary unweighted Set Cover instance (X ,S), |X | = n, |S| = m =
poly(n), with optimal value OPTSC , and an f(n)-approximation algorithm for HL∞, there is
an algorithm that returns a solution for the Set Cover instance with cost at most O (f(poly(n)))·
OPTSC .
Proof. Let X = {x1, ..., xn} and S = {S1, ..., Sm}, Si ⊆ X , be a Set Cover instance. We will
construct an instance of HL∞, such that, given an f(n)-approximation algorithm for it, we will
be able to solve the Set Cover instance within a factor of O
(
f(O(n4m))
)
. We now describe our
construction:
• We introduce a complete bipartite graph (A,B,E). By slightly abusing notation, we
denote |A| = A and |B| = B, where A and B are two parameters to be set later on.
• Each vertex u ∈ A “contains” K vertices {ru,1, ..., ru,K}.
• Each vertex vertex v ∈ B “contains” a copy of the universe {xv,1, ..., xv,n}.
• Each edge (u, v) is replaced by an intermediate layer of vertices Suv = {Suv,1, ..., Suv,m},
which is essentially one copy of S. We then connect every vertex ru,i, i ∈ [K], to every
vertex Suv,j , j ∈ [m], and we also connect each Suv,j to xv,t, if xt ∈ Sj . All these edges
(colored red in the figure) have length 1.
• Finally, we introduce three extra vertices qA and qB and qS , and the edges (qA, ru,i), for
all u ∈ A and i ∈ [K], the edges (qB, xv,j), for all v ∈ B and j ∈ [n], and the edges
(qS , Suv,j), for all u ∈ A, v ∈ B and j ∈ [m]. All these edges (colored black in the figure)
have length ε < 1.
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(a) The general structure of the graph.
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(b) A closer look at an edge (u, v) ∈ E.
The construction is summarized in Figures 2.6a, 2.6b.
In the resulting construction, the number of vertices, denoted by N , is N = AK + Bn +
ABm + 3, and the number of edges, denoted by M , is at least M ≥ AB(Km + m) + AK +
ABm+Bn. Let OPT denote the cost of an optimal HL∞ solution H for this instance. Then,
by a standard pigeonhole principle argument, and since every edge is a unique shortest path,
we get that OPT ≥ MN . We now set the parameters, as follows: A = B = K = n2. With these
values, we have N = Θ(n4 ·m), M = Ω(n6 ·m) and OPT = Ω(n2).
We will describe an intended feasible solution for this instance, that will give an upper bound
on OPT. Let I ⊆ [m] denote an optimal Set Cover of our original Set Cover instance, and let
Ij ∈ I denote the index of an arbitrarily chosen set of the optimal solution that covers xj . The
HL solution is the following:
• Hru,i = {ru,i} ∪
(⋃
v∈B{Suv,j : j ∈ I}
) ∪ {qA, qB, qS}, for u ∈ A and i ∈ [K].
• Hxv,j = {xv,j} ∪
(⋃
u∈A{Suv,Ij}
) ∪ {qA, qB, qS}, for v ∈ B and j ∈ [n].
• HSuv,t = {Suv,t} ∪ {ru,1, ..., ru,K} ∪ {xv,1, ..., xv,n} ∪ {qA, qB, qS}, for u ∈ A, v ∈ B and
t ∈ [m].
• Hqt = {qA, qB, qS}, for t ∈ {A,B, S}.
We now compute the sizes of these hub sets. We have:
• |Hru,i | = B|I|+ 4 = Θ(n2 · |I|), for u ∈ A and i ∈ [K].
• |Hxv,j | = A+ 4 = Θ(n2), for v ∈ B and j ∈ [n].
• |HSuv,t | = K + n+ 4 = Θ(n2), for u ∈ A, v ∈ B and t ∈ [m].
• |Hqt | = 3, for t ∈ {A,B, S}.
Thus, we get that the value of the above solution is ‖H‖∞ = V al = Θ(n2 · |I|). We now show
that the above is indeed a feasible solution. For that, we consider all possible pairs of vertices:
• ru,i - rv,j : The common hub is qA.
• ru,i - Suv,j : The common hub is ru,i.
• ru,i - Swv,j , w 6= u, v 6= u: The common hub is qS .
• ru,i - xv,j : The common hub is Suv,Ij .
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• ru,i - qt, for t ∈ {A,B, S}: The common hub is qt.
• Suv,i - Su′v′,j : The common hub is qS .
• Suv,i - xv,j : The common hub is xv,j .
• Suv,i - xv′,j , u 6= v′, v 6= v′: The common hub is qB (or qS).
• Suv,i - qt, for t ∈ {A,B, S}: The common hub is qt.
• xv,i - xv′,j : The common hub is qB.
• xv,j - qt, for t ∈ {A,B, S}: The common hub is qt
• qt - qt′ , for t, t′ ∈ {A,B, S}: The common hub is qt′ .
Thus, the proposed solution is indeed a feasible solution. Assuming now that we have an f(n)-
approximation algorithm for HL∞, we can obtain a solution H ′ of cost ‖H ′‖∞ ≤ f(N) ·OPT ≤
c·f(N)·n2·|I|. We will now show that we can extract a feasible solution for the original Set Cover
instance, of cost O(f(N)) · |I|. As a reminder, we have already proved that ‖H ′‖∞ = Ω(n2). We
first transform H ′ to a solution H ′′ that will look more like our intended solution, as follows:
• H ′′Suv ,t := H ′Suv ,t ∪ {ru,1, ..., ru,K} ∪ {xv,1, ..., xv,n} ∪ {qA, qB, qS}, for u ∈ A, v ∈ B and
t ∈ [m]. We have |H ′′Suv ,t| ≤ |H ′Suv ,t|+K + n+ 3 ≤ ‖H ′‖∞ + n2 + n+ 3 = O(‖H ′‖∞).
• H ′′qt := H ′qt ∪ {qA, qB, qS}, for t ∈ {A,B, S}. We have |H ′′qt | ≤ |H ′qt | + 3 = O(|H ′qt |) =
O(‖H ′‖∞).
• We now look at H ′ru,i . For every xj ∈ X , we (arbitrarily) pick a set S(xj) ∈ S with
xj ∈ S(xj), that we will use to cover it. Now, if xv,j ∈ H ′ru,i , we remove xv,j from H ′ru,i
and add Suv(xj) to H
′
ru,i (here we slightly abuse notation; the vertex Suv(xj) corresponds
to the vertex Suv,t where t is the index of the set S(xj)). This doesn’t change the size of
H ′ru,i . We also add Suv(xj) to the hub set of xv,j . This increases the size of H
′
xv,j by 1.
The crucial observation here is that since we have decided in advance which set we will
use to cover xj , then |H ′xv,j | can only increase by 1, for every edge (u, v). Thus, the total
increase in |H ′xv,j | is at most A, i.e. |H ′′xv,j | ≤ |H ′xv,j |+ n2 = O(‖H ′‖∞).
The above transformed solution, as shown, has the same (up to constant factors) cost as the
solution that the algorithm returns, i.e. ‖H ′′‖∞ = O(‖H ′‖∞) = O(f(N)) ·n2 · |I|, and is clearly
feasible.
In order to recover a good Set Cover solution, we look at the sets H ′′ru,i ∩ Suv. Each such
intersection can be viewed as a subset Cu,v,i of S. Let Zu,v,i denote the number of elements
that are not covered by Cu,v,i, i.e. Zu,v,i = |X \ (
⋃
S∈Cu,v,i S)|. Our goal is to show that there
exists a {u, v, i} such that |Cu,v,i|+Zu,v,i = O(‖H ′′‖∞/n2). Since there is a polynomial number
of choices of {u, v, i}, we can then enumerate over all choices and find a Set Cover with cost
O(f(N)) · |I|.
To prove that such a good choice exists, we will make a uniformly random choice over
{u, v, i}, and look at the expected value E [|Cu,v,i|+ Zu,v,i]. We have E [|Cu,v,i|+ Zu,v,i] =
E [|Cu,v,i|] + E[Zu,v,i]. We look separately at the two terms. We make the following 2 observa-
tions: ∑
v∈B
|Cu,v,i| ≤ |H ′′ru,i | = O(‖H ′‖∞),
and ∑
u∈A
∑
i∈K
Zu,v,i ≤
∑
j∈[n]
|H ′′xv,j | = n ·O(‖H ′‖∞).
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The second observation follows from the fact that for any given ru,i and edge (u, v), the uncov-
ered elements xv,j must have ru,i ∈ H ′′xv,j . With these, we have
E[|Cu,v,i|] = 1
ABK
∑
u∈A,i∈[K]
∑
v∈B
|Cu,v,i| ≤ 1
ABK
·AK ·O(‖H ′‖∞) = O(‖H ′‖∞/B).
Similarly,
E[Zu,v,i] =
1
ABK
∑
v∈B
∑
u∈A
∑
i∈K
Zu,v,i ≤ 1
ABK
·B · n ·O(‖H ′‖∞) = n
AK
·O(‖H ′‖∞).
Thus, we get that E [|Cu,v,i|+ Zu,v,i] =
(
1
B +
n
AK
) ·O(‖H ′‖∞) = O(‖H ′‖∞/n2) = O(f(N)) · |I|.
This means that there exists a choice of {u, v, i} such that the corresponding Set Cover has size
O(f(N)) · |I|. As already mentioned, there are polynomially many choices, so we can enumerate
them and find the appropriate {u, v, i}, and, thus, recover a Set Cover solution for our original
Set Cover instance of cost O(f(N)) · |I|, where, as already stated, N = Θ(n4 ·m).
Corollary 2.20. It is NP-hard to approximate HL∞ to within a factor better than Ω(log n).
Proof. The previous theorem gives an O(f(O(n4m))-approximation algorithm for Set Cover,
given that an f(n)-approximation algorithm for HL∞ exists. If we assume that there exists
such an algorithm with f(n) = o(log n), then we could use it to approximate Set Cover within
a factor o(logO(n4m)) = o(log poly(n)) = o(log n), and, by Theorem 2.13, this is impossible,
assuming that P 6= NP.
2.6.3 Ω(log n)-hardness for HLp, for p = Ω(log n)
In this section, we use the well-known fact that the `logn-norm of an n-dimensional vector is
within a constant factor from its `∞-norm to conclude that HLp is Ω(log n)-hard to approximate
on graphs with n vertices, for p = Ω(log n).
Theorem 2.21. For any fixed ε > 0, it is NP-hard to approximate HLp to within a factor better
than O(log n), for every p ≥ ε log n.
Proof. Let G = (V,E, l) be a hub labeling instance, and let H(p) denote an optimal HLp solution,
and H(∞) denote an optimal HL∞ solution. We have(∑
u∈V
|H(p)u |p
)1/p
≤
(∑
u∈V
|H(∞)u |p
)1/p
≤ n1/p‖H(∞)‖∞ = 2logn/p‖H(∞)‖∞
≤ 21/ε‖H(∞)‖∞.
If we have an f(n)-approximation for HLp, then this means that we can get a solution H
′ such
that
(∑
u∈V |H ′u|p
)1/p ≤ f(n) · (∑u∈V |H(p)u |p)1/p. From the previous discussion, this implies
‖H ′‖∞ ≤
(∑
u∈V
|H ′u|p
)1/p
≤ f(n) ·
(∑
u∈V
|H(p)u |p
)1/p
≤ (f(n) · 21/ε) · ‖H(∞)‖∞.
By Corollary 2.20, we now conclude that we must have f(n) ≥ c·logn
21/ε
= Ω(log n), where c is
some universal constant.
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2.7 Hub labeling on directed graphs
In this section, we sketch how some of the presented techniques can be used for the case of
directed graphs. Let G = (V,E) be a directed graph with edge lengths l(e) > 0. Instead of
having one set of hubs, each vertex u has two sets of hubs, the forward hubs H
(f)
u and the
backward hubs H
(b)
u . The covering property is now stated as follows: for every (directed) pair
(u, v) and some directed shortest path P from u to v, we must have H
(f)
u ∩H(b)v ∩ P 6= ∅. The
HLp objective function can be written as
(∑
u∈V L
p
u
)1/p
, where Lu = |H(f)u |+ |H(b)u |.
The Set Cover based approach of Cohen et al. [58] and Babenko et al. [19] can be used
in this setting in order to obtain an O(log n)-approximation for HLp, p ∈ [1,∞]. It is also
straightforward to see that there is a very simple 2-approximation preserving reduction from
undirected HLp to directed HLp, implying that an α-approximation for directed HLp would
give a 2α-approximation for undirected HLp. Thus, the hardness results of Section 2.6 can be
applied to the directed case as well, and so we end up with the following theorem.
Theorem 2.22. HLp is Ω(log n)-hard to approximate in directed graphs with n vertices and
multiple shortest paths, for p ∈ {1} ∪ [ε log n,∞], unless P= NP.
Having matching lower and upper bounds (up to constant factors) for the general case,
we turn again to graphs with unique (directed) shortest paths. The notion of pre-hubs can
be extended to the directed case as follows: a family of sets {(Ĥ(f)u , Ĥ(b)u )}u∈V is a family of
pre-hubs if for every pair (u, v) there exist u′ ∈ Ĥ(f)u ∩ Puv and v′ ∈ Ĥ(b)v ∩ Puv such that
u′ ∈ Pv′v.
We now present the LP relaxation for the `1 case (see Figure 2.7). In order to obtain a
feasible set of pre-hubs, for each vertex u ∈ V we construct two trees (both rooted at u): T (f)u is
the union of all directed paths from u to all other vertices, and T
(b)
u is the union of all directed
paths to u from all other vertices. We drop the orientation on the edges, and we note that these
are indeed trees. We proceed as in the undirected case and obtain a set Ĥ
(f)
u from T
(f)
u (using
the variables x
(f)
uv ) of size at most 2
∑
v∈V x
(f)
uv , and a set Ĥ
(b)
u from T
(b)
u (using the variables
x
(b)
uv ) of size at most 2
∑
v∈V x
(b)
uv . It is not hard to see that the obtained sets (Ĥ
(f)
u , Ĥ
(b)
u )u∈V
are indeed pre-hubs.
(DIR− LP1)
min :
∑
u∈V
∑
v∈V
(
x(f)uv + x
(b)
uv
)
s.t.:
∑
w∈Puv
min{x(f)uw , x(b)vw} ≥ 1, ∀(u, v) ∈ V × V,
x(f)uv ≥ 0, ∀(u, v) ∈ V × V,
x(b)uv ≥ 0, ∀(u, v) ∈ V × V.
Figure 2.7: The LP relaxation for HL1 on directed graphs.
We can now use a modified version of Algorithm 2; see Algorithm 4. It is easy to see
that the obtained solution is always feasible, and, with similar analysis as before, we prove
that E[|Ĥ(f)u |] ≤ 2(logD + O(1)) ·
∑
v x
(f)
uv and E[|Ĥ(b)u |] ≤ 2(logD + O(1)) ·
∑
v x
(b)
uv . Thus, in
expectation, we obtain a solution of cost O(logD) ·OPTDIR−LP1 .
The analysis can also be generalized for arbitrary fixed p ≥ 1, similar to the analysis in
Section 2.5.2. The algorithm is modified in the same way, and using the fact that for x, y, p ≥
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Algorithm 4: Algorithm for HL1 on directed graphs with unique shortest paths
1. Solve DIR− LP1 and get an optimal solution {(x(f)uv , x(b)uv )}(u,v)∈V×V .
2. Obtain a set of pre-hubs {(Ĥ(f)u , Ĥ(b)u )}u∈V from x.
3. Generate a random permutation pi : [n]→ V of the vertices.
4. Set (H
(f)
u , H
(b)
u ) = (∅,∅), for every u ∈ V .
5. for i = 1 to n do:
for every u ∈ V do:
for every u′ ∈ Ĥ(f)u such that pii ∈ Puu′ and Ppiiu′ ∩ Ĥ(f)u = {u′} do:
if Ppiiu′ ∩H(f)u = ∅ then H(f)u := H(f)u ∪ {pii}
for every u′ ∈ Ĥ(b)u such that pii ∈ Pu′u and Pu′pii ∩ Ĥ(b)u = {u′} do:
if Pu′pii ∩H(b)u = ∅ then H(b)u := H(b)u ∪ {pii}.
6. Return {(H(f)u , H(b)u )}u∈V .
1, we have xp + yp ≤ (x + y)p ≤ 2p(xp + yp), we can again obtain a solution of cost at
most Op(HarmD) · OPTREL, where OPTREL is the optimal value of the corresponding convex
relaxation. Thus, we obtain the following theorem.
Theorem 2.23. There is an O(logD)-approximation algorithm for HLp, for any fixed p ≥ 1,
on directed graphs with unique shortest paths.
Chapter 3
Hub Labeling on trees
In this chapter, we study the Hub Labeling problem on trees. Although trees might seem a
very simple class of graphs, the problem is not at all trivial even on trees. We will present
several algorithms and results, culminating in the equivalence of HL on trees with a seemingly
unrelated problem, namely the problem of searching for a node in a tree. We first observe that
when the graph is a tree, the length function l does not play any role in the task of choosing
the optimal hubs (it only affects the actual distances between the vertices), and so we assume
that we are simply given an unweighted tree T = (V,E), |V | = n. We start with proving a
structural result about optimal solutions in trees; we show that there always exists a hierarchical
hub labeling that is also an optimal hub labeling. We then analyze a simple and fast heuristic
for HL on trees proposed by Peleg [119], and prove that it gives a 2-approximation for HL1. We
do not know if our analysis is tight, but we prove that there are instances where the heuristic
finds a suboptimal solution of cost at least
(
3
2 − ε
) ·OPT (for every ε > 0). We then refine the
approximation factor by presenting a DP-based polynomial-time approximation scheme (PTAS)
and a quasi-polynomial-time exact algorithms for HLp on trees, for every p ∈ [1,∞].
As mentioned in the introduction, after the publication of our work [14], it was pointed out
to us [76] that our structural result that there always exists a hierarchical hub labeling that is
optimal allows one to cast the Hub Labeling problem on trees as a problem of vertex search
in trees. We discuss this connection after the presentation of our results, and give a complete
description and analysis of how previous results imply exact polynomial-time algorithms for HL
on trees.
3.1 Optimal solutions for trees are hierarchical
Let T = (V,E) be a tree. In this section, we show that any feasible hub labeling H for T can be
converted to a hierarchical hub labeling H ′ of at most the same `p-cost (for every p ∈ [1,∞]).
Therefore, there always exists an optimal solution that is hierarchical.
Theorem 3.1. For every tree T = (V,E), there always exists an optimal HLp solution that is
hierarchical, for every p ∈ [1,∞].
Proof. To prove this, we consider a feasible solution H and convert it to a hierarchical solution
H ′ such that |H ′u| ≤ |Hu| for every u ∈ V . In particular, the `p-cost of H ′ is at most the `p-cost
of H for every p.
The construction is recursive (the underlying inductive hypothesis for smaller subinstances
being that a feasible HL H can be converted to a hierarchical solution H ′ such that |H ′u| ≤ |Hu|
for every u.) First, for each u ∈ V , define an induced subtree Tu ⊆ T as follows: Tu is the union
of paths Puv over all v ∈ Hu. In other words, a vertex w belongs to Hu if there is a hub v ∈ Hu
such that w ∈ Puv. Note that Tu is a (non-empty) connected subtree of T .
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The crucial property that we need is that Tu ∩ Tv 6= ∅, for every u, v ∈ V . To see this,
consider any pair {u, v}, u 6= v. We know that Hu ∩ Hv ∩ Puv 6= ∅. Let w ∈ Hu ∩ Hv ∩ Puv.
By construction, w ∈ Tu and w ∈ Tv, and so Tu ∩ Tv 6= ∅. We now use the fact that a family
of subtrees of a tree satisfies the Helly property (which first appeared as a consequence of the
work of Gilmore [78], and more explicitly a few years later in [81]) that can be stated as follows.
If we are given a family of subtrees of T such that every two subtrees in the family intersect,
then all subtrees in the family intersect (i.e. they share a common vertex).
Let r ∈ ⋂u∈V Tu. We remove r from T . Consider the connected components Q1, ..., Qc of
T − r. Denote the connected component that contains vertex u by Qu. Let H˜u = Hu ∩ Qu.
Note that |H˜u| ≤ |Hu|− 1, since r ∈ Tu, which, by the definition of Tu, implies that there exists
some w /∈ Qu with w ∈ Hu. Consider now two vertices u, v ∈ Qi. They have a common hub
w ∈ Hu ∩ Hv ∩ Puv. Since Puv ⊂ Qu = Qv = Qi, we have w ∈ H˜u ∩ H˜v ∩ Puv. Therefore,
{H˜u : u ∈ Qi} is a feasible hub labeling for Qi. Now, we recursively find hierarchical hub
labelings for the subtrees Q1, . . . , Qc. Denote the hierarchical hub labeling for u in Q
u by H ′′u .
The inductive hypothesis ensures that for every u ∈ Qu, |H ′′u | ≤ |H˜u| ≤ |Hu| − 1.
Finally, define H ′u = H ′′u ∪{r}, for u 6= r, and H ′r = {r}. We show that H ′u is a hub labeling.
Consider u, v ∈ V . If u, v ∈ Qi for some i, then H ′u ∩H ′v ∩ Puv ⊃ H ′′u ∩H ′′v ∩ Puv 6= ∅ since H ′′
is a hub labeling for Qi. If u ∈ Qi and v ∈ Qj (i 6= j), then r ∈ H ′u ∩H ′v ∩ Puv. Also, if either
u = r or v = r, then again r ∈ H ′u ∩H ′v ∩ Puv. We conclude that H ′ is a feasible hub labeling.
Furthermore, H ′ is a hierarchical hub labeling: r  u for every u and  is a partial order on
every set Qi; elements from different sets Qi and Qj are not comparable w.r.t. .
We have |H ′u| = |H ′′u |+ 1 ≤ |Hu| for u 6= r and |H ′r| = 1 ≤ |Hr|, as required.
This theorem allows us to restrict our attention only to hierarchical hub labelings, which
have a much simpler structure than arbitrary hub labelings, when we design algorithms for HL
on trees.
3.2 An analysis of Peleg’s heuristic for HL1 on trees
In this section, we analyze a purely combinatorial algorithm for HL proposed by Peleg in [119]
and show that it returns a hierarchical 2-approximate hub labeling on trees (see Algorithm 5).
In Peleg’s paper [119], it is only proved that the algorithm returns a feasible hub labeling H
with maxu∈V |Hu| = O(log n) for a tree on n vertices.
Definition 3.2. Consider a tree T on n vertices. We say that a vertex u is a balanced separator
vertex if every connected component of T − u has at most n/2 vertices. The weighted balanced
separator vertex for a vertex-weighted tree is defined analogously.
It is well known that every tree T has a balanced separator vertex (in fact, a tree may have
either exactly one or exactly two balanced separator vertices) and such a separator vertex can
be found efficiently (i.e. in linear time) given T . The algorithm by Peleg, named here Tree
Algorithm, is described in the figure below (Algorithm 5).
It is easy to see that the algorithm always returns a feasible hierarchical hub labeling, in
total time O(n log n). To bound its cost, we use the primal-dual approach. We consider the
dual of LP1 (which was presented in Figure 2.1). Then, we define a dual feasible solution whose
cost is at least half of the cost of the solution that the algorithm returns. We formally prove
the following theorem.
Theorem 3.3. The Tree Algorithm (Algorithm 5) is a 2-approximation algorithm for HL1 on
trees.
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Algorithm 5: Tree Algorithm
1. Find a balanced separator vertex r in T ′.
2. Remove r and recursively find a HL in each subtree Ti of T
′ − r. Let H ′ be the
labeling obtained by the recursive procedure.
(If T ′ consists of a single vertex and, therefore, T ′ − r is empty, the algorithm does
not make any recursive calls.)
3. Return Hu := H
′
u ∪ {r}, for every vertex u in T ′ − {r}, and Hr = {r}.
(PRIMAL-LP)
min :
∑
u∈V
∑
v∈V
xuv
s.t.:
∑
w∈Puv
yuvw ≥ 1, ∀ {u, v} ∈ I,
xuw ≥ yuvw, ∀ {u, v} ∈ I, ∀w ∈ Puv,
xvw ≥ yuvw, ∀ {u, v} ∈ I, ∀w ∈ Puv,
xuv ≥ 0, ∀ {u, v} ∈ V × V,
yuvw ≥ 0, ∀ {u, v} ∈ I, ∀w ∈ Puv.
(DUAL-LP)
variables: αuv and βuvw for w ∈ Puv
max :
∑
{u,v}∈I
αuv
s.t.: αuv ≤ βuvw + βvuw, ∀ {u, v} ∈ I , u 6= v,
∀w ∈ Puv,
αuu ≤ βuuu, ∀u ∈ V,∑
v:w∈Puv
βuvw ≤ 1, ∀ (u,w) ∈ V × V,
αuv ≥ 0, ∀ {u, v} ∈ I,
βuvw ≥ 0, ∀ {u, v} ∈ I, ∀w ∈ Puv,
βvuw ≥ 0, ∀ {u, v} ∈ I, ∀w ∈ Puv.
Figure 3.1: Primal and Dual LPs for HL1 on trees.
Proof. The primal and dual linear programs for HL1 on trees are given in Figure 3.1. We note
that the dual variables {auv}u,v correspond to unordered pairs {u, v} ∈ I, while the variables
{βuvw}u,v,w correspond to ordered pairs (u, v) ∈ V ×V , i.e. βuvw and βvuw are different variables.
As already mentioned, it is straightforward to prove that the algorithm finds a feasible
hierarchical hub labeling. We now bound the cost of the solution by constructing a fractional
solution for the DUAL-LP. To this end, we track the execution of the algorithm and gradually
define the fractional solution. Consider one iteration (i.e. one level of the recursion) of the
algorithm in which the algorithm processes a tree T ′ (T ′ is a subtree of T ). Let r be the
balanced separator vertex that the algorithm finds in line 1. At this iteration, we assign dual
variables auv and βuvw for those pairs u and v in T
′ for which Puv contains vertex r. Let n′ be
the size of T ′, A = 2/n′ and B = 1/n′. Denote the connected components of T ′− r by T1, ..., Tt;
each Ti is a subtree of T
′.
Observe that we assign a value to each auv and βuvw exactly once. Indeed, since we split u
and v at some iteration, we will assign a value to auv and βuvw at least once. Consider the first
iteration in which we assign a value to auv and βuvw. At this iteration, vertices u and v lie in
different subtrees Ti and Tj of T
′ (or r ∈ {u, v}). Therefore, vertices u and v do not lie in the
same subtree T ′′ in the consecutive iterations; consequently, we will not assign new values to
auv and βuvw later.
For u ∈ Ti and v ∈ Tj (with i 6= j), we define αuv, βuvw and βvuw as follows
• αuv = A,
• For w ∈ Pur \ {r}: βuvw = 0 and βvuw = A.
• For w ∈ Prv \ {r}: βuvw = A and βvuw = 0.
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• For w = r: βuvr = βvur = B.
For u ∈ Ti and v = r, we define αur, βurw and βruw as follows
• αur = A.
• For w ∈ Pur \ {r}: βurw = 0 and βruw = A.
• For w = r: βurr = βrur = B.
Finally, we set αrr = βrrr = B.
We now show that the obtained solution {α, β} is a feasible solution for DUAL-LP. Consider
the first constraint: αuv ≤ βuvw + βvuw. If u 6= r or v 6= r, A = αuv = βuvw + βvuw = 2B. The
second constraint is satisfied since αrr = βrrr.
We now verify that the third constraint,
∑
v:w∈Puv βuvw ≤ 1, is satisfied. Consider a non-
zero variable βuvw appearing in the sum. Consider the iteration of the algorithm in which we
assign βuvw a value. Let r be the balanced separator vertex during this iteration. Then, r ∈ Puv
(otherwise, we would not assign any value to βuvw) and w ∈ Prv. Therefore, r ∈ Puw; that is, we
assign the value to βuvw in the iteration when the algorithm splits u and w (the only iteration
when r ∈ Puw). In particular, we assign a value to all non-zero variables βuvw appearing in the
constraint in the same iteration of the algorithm. Let us consider this iteration.
If u ∈ Ti ∪ {r} and w ∈ Tj , then every v satisfying w ∈ Puv lies in Tj . For every such v, we
have βuvw = A. Therefore,
∑
v:w∈Puv βuvw ≤ |Tj | · A ≤ n
′
2 · 2n′ = 1, as required. If u ∈ Ti ∪ {r}
and w = r, then we have
∑
v:w∈Puv βuvw =
∑
v:r∈Puv βuvr =
∑
v:r∈Puv B ≤ n′B = 1, as required.
We have showed that {α, β} is a feasible solution. Now we prove that its value is at least half
of the value of the hub labeling found by the algorithm. Since the value of any feasible solution
of DUAL-LP is at most the cost of the optimal hub labeling, this will prove that the algorithm
gives a 2-approximation.
We consider one iteration of the algorithm. In this iteration, we add r to the hub set Hu of
every vertex u ∈ T ′. Thus, we increase the cost of the hub labeling by n′. We are going to show
that the dual variables that we set during this iteration contribute at least n′/2 to the value of
DUAL-LP.
Let ki = |Ti| ≤ n′/2, for all i ∈ {1, . . . , t}. We have
∑
i ki = n
′ − 1. The contribution C of
the variables αuv that we set during this iteration to the objective function equals
C =
∑
i<j
∑
u∈Ti,v∈Tj
αuv +
∑
i
∑
u∈Ti
αur + αrr = A
∑
i<j
kikj +A(n
′ − 1) +B
=
2
n′
∑
i<j
kikj +
2n′ − 1
n′
.
Now, since
∑
j:j 6=i kj = (n
′ − 1− ki) ≥ (n′ − 2)/2, we have
2
n′
∑
i<j
kikj =
1
n′
∑
i 6=j
kikj =
1
n′
∑
i
ki
∑
j:j 6=i
kj
 ≥ n′ − 2
2n′
∑
i
ki =
(n′ − 1)(n′ − 2)
2n′
.
Thus,
C ≥ (4n
′ − 2) + ((n′)2 − 3n′ + 2)
2n′
=
n′ + 1
2
.
We proved that C ≥ n′/2. This concludes the proof.
Given the simplicity of the Tree Algorithm, it is interesting to understand whether the 2
approximation factor is tight or not. We do not have a matching lower bound, but we show an
asymptotic lower bound of 3/2. The instances that give this 3/2 lower bound are, somewhat
surprisingly, the (very symmetric!) complete binary trees.
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Lemma 3.4. The approximation factor of the Tree Algorithm for HL1 is at least 3/2 − ε, for
every fixed ε > 0.
Proof. We consider the complete binary tree of height h, whose size is nh = 2
h+1 − 1 (a single
vertex is considered to have height 0). The cost of the Tree Algorithm on a complete binary
tree of height h, denoted by ALG(h), can be written as
ALG(h) =
{
(2h+1 − 1) + 2 ·ALG(h− 1), h ≥ 1,
1 h = 0.
It is easy to see that the above implies that ALG(h) = 2 · h · 2h + 1, for all h ≥ 0. To obtain a
3/2 gap, we now present an algorithm that gives a hub labeling of size (1 + oh(1)) · 43 · h · 2h on
complete binary trees (where the oh(1) term goes to 0 as h→∞).
It will again be a recursive algorithm (i.e. a hierarchical labeling), only this time the recursion
handles complete binary trees that may have some “tail” at the root. More formally, the
algorithm operates on graphs that can be decomposed into two disjoint parts, a complete binary
tree of height h, and a path of length t. The two components are connected with an edge between
the root of the binary tree and an endpoint of the path. Such a graph can be fully described
by a pair (h, t), where h is the height of the tree and t is the length of the path attached to the
root of the tree.
The proposed algorithm for complete binary trees works as follows. Let p be the root of the
tree. Assuming h ≥ 2, let l be the left child of p, and r be the right child of p. The algorithm
picks l as the vertex with the highest rank, and then recurses on the children of l and on r.
Observe that on the recursive step for r, we have a rooted tree on r, and the original root p is
now considered part of the tail. For h = 0, we have a path of length t + 1, and for h = 1, we
simply remove p and then end up with a path of length t and two single vertices.
Let Path(t) denote the optimal HL1 cost for a path of length t. It is not hard to show that
the Tree Algorithm performs optimally for paths, and a closed formula for Path is
Path(t) = (t+ 1)dlog(t+ 1)e − 2dlog(t+1)e + 1, t ≥ 0.
So, at the base cases, the proposed algorithm uses the Tree Algorithm on paths. Let P (h, t) be
the cost of this algorithm. Putting everything together, we obtain the recursive formula
P (h, t) =

(2h+1 − 1) + t+ 2 · P (h− 2, 0) + P (h− 1, t+ 1), h ≥ 2, t ≥ 0,
5 + t+ Path(t) h = 1, t ≥ 0,
Path(t+ 1), h = 0, t ≥ 0.
The cost of the solution we obtain from this algorithm is P (h, 0). Let f(n) = Path(n+1)+5,
n ≥ 0, and g(h) = C/√h, h ≥ 0, for some appropriate constant C. We prove by induction on
h that
P (h, t) ≤ 4
3
· h · 2h + g(h) · h · 2h + f(h+ t) + h · t, ∀h ≥ 0, t ≥ 0.
The cases with h = 0 and h = 1 are obvious. If h ≥ 2, then
P (h, t) = 2h+1 − 1 + t+ 2 · P (h− 2, 0) + P (h− 1, t+ 1).
By the induction hypothesis, we have that
2 · P (h− 2, 0) ≤ 1
2
· 4
3
h · 2h − 4
3
2h +
1
2
g(h− 2) · (h− 2)2h + 2 · f(h− 2), and
P (h− 1, t+ 1) ≤ 1
2
· 4
3
h · 2h − 2
3
2h +
1
2
g(h− 1) · (h− 1)2h + f(h+ t) + (h− 1) · (t+ 1).
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Thus, we obtain
P (h, t) ≤ 4
3
· h · 2h +
(
g(h− 2) · (h− 2) + g(h− 1) · (h− 1)
2
+
h+ 2f(h− 2)− 2
2h
)
2h+
+ f(h+ t) + h · t.
Choosing the right constant C, we can show that for all h ≥ 2, we have
g(h− 2) · (h− 2) + g(h− 1) · (h− 1)
2
+
h+ 2f(h− 2)− 2
2h
≤ h · g(h),
and so the inductive step is true. This means that
P (h, 0) ≤ 4
3
· h · 2h ·
(
1 +
3
4
g(h) +
3f(h)
4h · 2h
)
= (1 + oh(1)) · 4
3
· h · 2h,
(where the oh(1) term goes to 0 as h → ∞) and so, for any ε > 0 there are instances where
ALG
OPT ≥ 32 − ε.
Performance of the Tree Algorithm for HLp on trees. The Tree Algorithm does not
find a good approximation for the `p-cost, when p is large. Let k > 1 be an integer. Consider
a tree T defined as follows: it consists of a path a1, . . . , ak and leaf vertices connected to the
vertices of the path; vertex ai is connected to 2
k−i − 1 leaves. The tree has n = 2k − 1 vertices.
It is easy to see that the Tree Algorithm will first choose vertex a1, then it will process the
subtree of T that contains ak and will choose a2, then a3 and so on. Consequently, the hub set
Hak equals {a1, . . . , ak} in the obtained hub labeling. The `p-cost of this hub labeling is greater
than k. However, there is a hub labeling H˜ for the path a1, . . . , ak with |H˜ai | ≤ O(log k), for all
i ∈ [k]. This hub labeling can be extended to a hub labeling of T , by letting H˜l = H˜ai ∪ {l} for
each leaf l adjacent to a vertex ai. Then we still have |H˜u| ≤ O(log k), for any vertex u ∈ T . The
`p-cost of this solution is O(n
1/p log k). Thus, for k = p, the gap between the solution H and
the optimal solution is at least Ω(p/ log p). For p = ∞, the gap is at least Ω(log n/ log log n),
asymptotically.
3.3 A PTAS for HL on trees
3.3.1 A PTAS for HL1 on trees
We now present a polynomial-time approximation scheme (PTAS) for HL on trees. We first
present the algorithm for HL1, based on dynamic programming (DP), and then we slightly
modify the DP and show that it can work for HLp, for any p ∈ [1,∞].
Let T = (V,E) be any tree. The starting point is Theorem 3.1, which shows that we can
restrict our attention to hierarchical hub labelings. That is, we can find an optimal solution
by choosing an appropriate vertex r, adding r to every Hu, and then recursively solving HL on
each connected component of T − r (see Section 2.2.3). Of course, we do not know what vertex
r we should choose, so to implement this approach, we use dynamic programming (DP). Let us
first consider a very basic dynamic programming solution. We store a table B with an entry
B[T ′] for every subtree T ′ of T . Entry B[T ′] equals the cost of the optimal hub labeling for tree
T ′. Now if r is the common hub of all vertices in T ′, we have
B[T ′] = |T ′|+
∑
T ′′ is c.c. of T ′−r
B[T ′′]
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(the term |T ′| captures the cost of adding r to each Hu). Here, “c.c.” is an abbreviation for
“connected component”. We obtain the following recurrence formula for the DP:
B[T ′] = |T ′|+ min
r∈T ′
∑
T ′′ is c.c. of T ′−r
B[T ′′]. (3.1)
The problem with this approach, however, is that a tree may have exponentially many subtrees,
which means that the size of the dynamic program and the running time may be exponential.
To work around this, we will instead store B[T ′] only for some subtrees T ′, specifically for
subtrees with a “small boundary”. For each subtree T ′ of T , we define its boundary ∂(T ′) as
∂(T ′) := {v /∈ T ′ : ∃u ∈ T ′ with (u, v) ∈ E}. Consider now a subtree T ′ of T and its boundary
S = ∂(T ′). Observe that if |S| ≥ 2, then the set S uniquely identifies the subtree T ′: T ′ is the
unique connected component of T −S that has all vertices from S on its boundary (every other
connected component of T −S has only one vertex from S on its boundary). If |S| = 1, that is,
S = {u} for some u ∈ V , then it is easy to see that u can serve as a boundary point for deg(u)
different subtrees.
Fix ε < 1. Let k = 4 · d1/εe. In our dynamic program, we only consider subtrees T ′ with
|∂(T ′)| ≤ k. Then, the total number of entries is upper bounded by ∑ki=2 (ni)+∑u∈V deg(u) =
O(nk). Note that now we cannot simply use formula (3.1). In fact, if |∂(T ′)| < k, formula (3.1)
is well defined since each connected component T ′′ of T ′ − r has boundary of size at most
|∂(T ′)| + 1 ≤ k for any choice of r (since ∂(T ′′) ⊆ ∂(T ′) ∪ {r}). However, if |∂(T ′)| = k, it is
possible that |∂(T ′′)| = k + 1, and formula (3.1) cannot be used. Accordingly, there is no clear
way to find the optimal vertex r. Instead, we choose a vertex r0 such that for every connected
component T ′′ of T ′ − r0, we have |∂(T ′′)| ≤ k/2 + 1. To prove that such a vertex exists, we
consider the tree T ′ with vertex weights w(u) = |{v ∈ ∂(T ′) : (u, v) ∈ E}| and find a balanced
separator vertex r0 of T
′ w.r.t. weights w(u) (see Definition 3.2). Then, the weight w of every
connected component T ′′ of T ′ − r0 is at most k/2. Thus, |∂(T ′′)| ≤ k/2 + 1 < 3k/4 < k (we
add 1 because r0 ∈ ∂(T ′′)).
The above description implies that the only cases where our algorithm does not perform
“optimally” are the subproblems T ′ with |∂(T ′)| = k. It is also clear that these subproblems
cannot occur too often, and more precisely, we can have at most 1 every k/2 steps during the
recursive decomposition into subproblems. Thus, we will distribute the cost (amortization)
of each such non-optimal step that the algorithm makes over the previous k/4 steps before
it occurs, whenever it occurs, and then show that all subproblems with boundary of size at
most 3k/4 are solved “almost” optimally (more precisely, the solution to such a subproblem is
(1 + 4/k)-approximately optimal). This implies that the final solution will also be (1 + 4/k)-
approximately optimal, since its boundary size is 0.
We now describe our algorithm in more detail. We keep two tables B[T ′] and C[T ′]. We will
define their values so that we can find, using dynamic programming, a hub labeling for T ′ of
cost at most B[T ′]+C[T ′]. Informally, the table C can be viewed as some extra budget that we
use in order to pay for all the recursive steps with |∂(T ′)| = k. For every T ′ with |∂(T ′)| ≤ k,
we define C[T ′] as follows:
C[T ′] = max
{
0,
(|∂(T ′)| − 3k/4) · 4|T ′|/k} .
We define B (for |T ′| ≥ 3) by the following recurrence (where r0 is a balanced separator):
B[T ′] =
{
(1 + 4/k) · |T ′|+ minr∈T ′
∑
T ′′ is c.c. of T ′−r B[T
′′], if |∂(T ′)| < k,∑
T ′′ is c.c. of T ′−r0 B[T
′′], if |∂(T ′)| = k.
The base cases of our recursive formulas are when the subtree T ′ is of size 1 or 2. In this case,
we simply set B[T ′] = 1, if |T ′| = 1, and B[T ′] = 3, if |T ′| = 2.
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In order to fill in the table, we generate all possible subsets of size at most k that are
candidate boundary sets, and for each such set we look at the resulting subtree, if any, and
compute its size. We process subtrees in increasing order of size, which can be easily done if
the generated subtrees are kept in buckets according to their size. Overall, the running time
will be nO(k).
We will now show that the algorithm has approximation factor (1 + 4/k) for any k = 4t,
t ≥ 1.
Theorem 3.5. The algorithm is a polynomial-time approximation scheme (PTAS) for HL1 on
trees.
Proof. We first argue about the approximation guarantee. The argument consists of an induc-
tion that incorporates the amortized analysis that was described above. More specifically, we
will show that for any subtree T ′, with |∂(T ′)| ≤ k, the total cost of the algorithm’s solution
is at most B[T ′] + C[T ′], and B[T ′] ≤ (1 + 4k) · OPTT ′ . Then, the total cost of the solution to
the original HL instance is at most B[T ] +C[T ], and, since C[T ] = 0, we get that the cost is at
most (1 + 4/k) ·OPT .
The induction is on the size of the subtree T ′. For |T ′| = 1 or |T ′| = 2, the hypothesis
holds. Let’s assume now that it holds for all trees of size at most t ≥ 2. We will argue that it
then holds for trees T ′ of size t + 1. We distinguish between the cases where |∂(T ′)| < k and
|∂(T ′)| = k.
Case |∂(T ′)| < k: Let u0 ∈ T ′ be the vertex that the algorithm picks and removes. The
vertex u0 is the minimizer of the expression minr′∈T ′
∑
T ′′ is c.c of T ′−r′ B[T
′′], and thus, using
the induction hypothesis, we get that the total cost of the solution returned by the algorithm
is at most:
ALG(T ′) ≤ |T ′|+
∑
T ′′ is c.c.
of T ′−u0
(
B[T ′′] + C[T ′′]
)
≤ |T ′|+
∑
T ′′ is c.c.
of T ′−u0
B[T ′′] +
∑
T ′′ is c.c.
of T ′−u0
max
{
0, (|∂(T ′)|+ 1− 3k/4) · 4|T ′′|/k}
= |T ′|+
∑
T ′′ is c.c.
of T ′−u0
B[T ′′] + max{0, |∂(T ′)|+ 1− 3k/4} · (4/k) ·
∑
T ′′ is c.c.
of T ′−u0
|T ′′|
≤ |T ′|+
∑
T ′′ is c.c.
of T ′−u0
B[T ′′] + 4|T ′|/k + max{0, |∂(T ′)| − 3k/4} · 4|T ′|/k
≤ (1 + 4/k) · |T ′|+
 ∑
T ′′ is c.c. of T ′−u0
B[T ′′]
+ C[T ′]
= B[T ′] + C[T ′].
We proved the first part. We now have to show that B[T ′] ≤ (1 + 4/k)OPTT ′ . Consider
an optimal HL for T ′. By Theorem 3.1, we may assume that it is a hierarchical labeling. Let
r ∈ T ′ be the vertex with the highest rank in this optimal solution. We have
OPTT ′ = |T ′|+
∑
T ′′ is comp. of T ′−r
OPTT ′′ .
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By definition, we have that
B[T ′] = (1 + 4/k) · |T ′|+ min
u∈T ′
∑
T ′′ is c.c. of T ′−u
B[T ′′] ≤ (1 + 4/k) · |T ′|+
∑
T ′′ is c.c. of T ′−r
B[T ′′]
(ind.hyp.)
≤ (1 + 4/k) · |T ′|+ (1 + 4/k) ·
∑
T ′′ is c.c. of T ′−r
OPTT ′′ = (1 + 4/k) ·OPTT ′ .
Case |∂(T ′)| = k: Using the induction hypothesis, we get that the total cost of the solution
returned by the algorithm is at most:
ALG(T ′) ≤ |T ′|+
∑
T ′′ is c.c. of T ′−r0
B[T ′′] +
∑
T ′′ is c.c. of T ′−r0
C[T ′′].
By our choice of r0, we have |∂(T ′′)| ≤ 3k/4, and so C[T ′′] = 0, for all trees T ′′ of the forest
T ′ − r0. Thus,
ALG(T ′) ≤ |T ′|+
∑
T ′′ is c.c. of T ′−r0
B[T ′′] = C[T ′] +B[T ′].
We now need to prove that B[T ′] ≤ (1 + 4/k) ·OPTT ′ . We have
B[T ′] =
∑
T ′′ is c.c. of T ′−r0
B[T ′′]
(ind.hyp.)
≤
∑
T ′′ is c.c. of T ′−r0
(
1 +
4
k
)
OPTT ′′ ≤
(
1 +
4
k
)
OPTT ′ ,
where in the last inequality we use that
∑
T ′′ OPTT ′′ ≤ OPTT ′ , which can be proved as follows.
We convert the optimal hub labeling H ′ for T ′ to a set of hub labelings for all subtrees T ′′ of
T ′− r0: the hub labeling H ′′ for T ′′ is the restriction of H ′ to T ′′; namely, H ′′v = H ′v ∩V (T ′′) for
every vertex v ∈ T ′′; it is clear that the total number of hubs in labelings H ′′ for all subtrees
T ′′ is at most the cost of H ′. Also, the cost of each hub labeling H ′′ is at least OPTT ′′ . The
inequality follows.
We have considered both cases, |S| < k and |S| = k, and thus shown that the hypothesis
holds for any subtree T ′ of T . In particular, it holds for T . Therefore, the algorithm finds a
solution of cost at most B[T ] + C[T ] = B[T ] ≤ (1 + 4k)OPT .
Setting k = 4 · d1/εe, as already mentioned, we get a (1 + ε)-approximation, for any fixed
ε ∈ (0, 1), and the running time of the algorithm is nO(1/ε).
3.3.2 A PTAS for HLp on trees
In this section, we describe a polynomial-time approximation scheme (PTAS) for HLp for arbi-
trary p ∈ [1,∞). Our algorithm is a modification of the dynamic programming algorithm for
HL1. The main difficulty that we have to deal with is that the `p-cost of an instance cannot
be expressed in terms of the `p-cost of the subproblems, since it might happen that suboptimal
solutions for its subproblems give an optimal solution for the instance itself. Thus, it is not
enough to store only the cost of the “optimal” solution for each subproblem.
Let
OPT [T ′, t]p = min
H is an HHL for T ′
∑
u∈T ′
(|Hu|+ t)p.
Clearly, OPT [T, 0]p is the cost of an optimal HLp solution for T , raised to the power p. Observe
that OPT [T ′, t]p satisfies the following recurrence relation:
OPT [T ′, t]p = (1 + t)p + min
r∈T ′
∑
T ′′ is a c.c. of T ′−r
OPT [T ′′, t+ 1]p. (3.2)
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Indeed, let H˜ be an HHL for T ′ that minimizes
∑
u∈T ′(|H˜u|+ t)p. Let r′ be the highest ranked
vertex in T ′ w.r.t. the ordering defined by H˜. For each tree T ′′ in the forest T ′ − r′, consider
the hub labeling {H˜u ∩ T ′′}u∈T ′′ = H˜u − r′. Since |H˜u| = |H˜u ∩ T ′′|+ 1, we have∑
u∈T ′′
(|H˜u|+ t)p =
∑
u∈T ′′
(|H˜u ∩ T ′′|+ t+ 1)p ≥ OPT [T ′′, t+ 1]p.
Also, |H˜r′ | = 1. Therefore,
OPT [T ′, t]p =
∑
u∈T ′
(|H˜u|+t)p = (|H˜r′ |+t)p+
∑
T ′′
∑
u∈T ′′
(|H˜u|+t)p ≥ (1+t)p+
∑
T ′′
OPT [T ′′, t+1]p.
The proof of the inequality in the other direction is similar. Consider r that minimizes the
expression on the right hand side of (3.2) and optimal HHLs for subtrees T ′′ of T ′ − r. We
combine these HHLs and obtain a feasible HHL H˜. We get
OPT [T ′, t]p ≤ (1 + t)p +
∑
u∈T ′
(|H˜u|+ t+ 1)p = (1 + t)p +
∑
T ′′
OPT [T ′′, t+ 1]p.
This concludes the proof of the recurrence.
If we were not concerned about the running time of the algorithm, we could have used
this recursive formula for OPT [T ′, t]p to find the exact solution (the running time would be
exponential). In order to get a polynomial-time algorithm, we again consider only subtrees T ′
with boundary of size at most k. We consider the cases when |∂(T ′)| < k and when |∂(T ′)| = k.
In the former case, we use formula (3.2). In the latter case, when |∂(T ′)| = k, we perform the
same step as the one performed in the algorithm for HL1: we pick a weighted balanced separator
vertex r0 of T
′ such that |∂(T ′′)| ≤ k/2 + 1 for every subtree T ′′ of T ′− r0. Formally, we define
a dynamic programming table B[T ′, t] as follows:
B[T ′, t] =
{
(1 + t)p + minr∈T ′
∑
T ′′ is a c.c. of T ′−r B[T
′′, t+ 1], if |∂(T ′)| < k,
(1 + t)p +
∑
T ′′ is a c.c. of T ′−r0 B[T
′′, t], if |∂(T ′)| = k.
The base cases of our recursive formulas are when the subtree T ′ is of size 1 or 2. In this case,
we simply set B[T ′, t] = (1 + t)p, if |T ′| = 1, and B[T ′, t] = (1 + t)p + (2 + t)p, if |T ′| = 2. We
will need the following two claims.
Claim 3.6. For any tree T and a partition of T into disjoint subtrees {T1, ..., Tj} such that⋃j
i=1 Ti = T , we have
j∑
i=1
OPT [Ti, t]
p ≤ OPT [T, t]p.
Proof. Consider an optimal hierarchical solutionH for the HLp problem defined by (T, t). Define
H(i) = {Hu ∩ Ti : u ∈ Ti}. Observe that {H(i)u }u∈Ti is a feasible hub labeling for Ti, since the
original instance is a tree. We have
OPT [T, t]p =
j∑
i=1
∑
u∈Ti
(|Hu|+ t)p ≥
j∑
i=1
∑
u∈Ti
(|H(i)u |+ t)p ≥
j∑
i=1
OPT [Ti, t]
p.
Claim 3.7. For any T ′ and t ≥ 0, B[T ′, t] ≤ OPT [T ′, t]p.
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Proof. We do induction on the size of T ′. For |T ′| ∈ {1, 2}, the claim holds trivially for all
t ≥ 0. Let us assume that it holds for all subtrees of size at most s and for all t ≥ 0. We will
prove that it holds for all subtrees of size s+ 1 and for all t ≥ 0. We again consider two cases.
Case |∂(T ′)| < k:
B[T ′, t] = (1 + t)p + min
r∈T ′
∑
T ′′ is c.c. of T ′−r
B[T ′′, t+ 1]
≤ (1 + t)p + min
r∈T ′
∑
T ′′ is c.c. of T ′−r
OPT [T ′′, t+ 1]p (by ind. hyp.)
= OPT [T ′, t]p.
Case |∂(T ′)| = k:
B[T ′, t] = (1 + t)p +
∑
T ′′ is c.c. of T ′−r0
B[T ′′, t]
≤ (1 + t)p +
∑
T ′′ is c.c. of T ′−r0
OPT [T ′′, t]p (by ind. hyp.)
= OPT [{r0}, t]p +
∑
T ′′ is c.c. of T ′−r0
OPT [T ′′, t]p
≤ OPT [T ′, t]p,
where the last inequality follows from Claim 3.6 and the fact that the connected components
of T ′ − r0 together with {r0} form a partition of T ′.
Theorem 3.8. There is a polynomial-time approximation scheme (PTAS) for HLp for every
p ∈ [1,∞). The algorithm finds a (1+ε) approximate solution in time nO(1/ε); the running time
does not depend on p.
Proof. Fix ε < 1, and set k = 2 · d4/εe. Let H be the solution returned by the dynamic
programming algorithm presented in this section. Consider the set X of all weighted balanced
separators that the algorithm uses during its execution; that is, X is the set of hubs r0 that the
algorithm adds when it processes trees T ′ with |∂(T ′)| = k.
Let H˜u = (Hu \ X) ∪ {u}; the set H˜u consists of the hubs added to Hu during the steps
when ∂(T ′) < k, with the exception that we include u in H˜u even if u ∈ X. It is easy to prove
by induction (along the lines of the previous inductive proofs) that
B[T ′, t] =
∑
u∈T ′
(
|H˜u ∩ T ′|+ t
)p
.
Therefore, B[T, 0] =
∑
u∈V |H˜u|p.
Now, consider a vertex u and its hub set Hu. We want to estimate the ratio |Hu ∩X|/|Hu|.
We look at the decomposition tree implied by the algorithm and find the subinstance T ′ in
which the algorithm picked u as the highest ranked vertex in T ′. The path from the root of the
decomposition tree to that particular subinstance T ′ contains exactly |Hu| nodes. Observe that
in any such path, the nodes of the path that correspond to subinstances with boundary size
exactly k are at distance at least k/2 from each other (since the size of the boundary increases
by at most 1 when we move from one node to the consecutive node along the path). Thus,
there can be at most 2|Hu|/k such nodes. This means that |Hu ∩ X| ≤ 2|Hu|/k, which gives
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|Hu| ≤ (1 + 2k−2) · |Hu \X| ≤ (1 + 2k−2) · |H˜u|. So, the `p-cost of the hub labeling is
‖H‖p =
(∑
u∈V
|Hu|p
)1/p ≤ (1 + 2
k − 2
)
·
(∑
u∈V
|H˜u|p
)1/p
=
(
1 +
2
k − 2
)
·B[T, 0]1/p ≤
(
1 +
2
k − 2
)
·OPT [T, 0],
where the last inequality follows from Claim 3.7. We get that the algorithm finds a hub labeling
of `p-cost at most (1 +
2
k−2) ·OPT . The running time is nO(k) · n = nO(k).
3.3.3 A PTAS for HL∞ on trees
Our approach for HL1 (see Section 3.3.1) works almost as is for HL∞ as well. The only modifi-
cations that we need to make are the following:
• B[T ′] is now defined as
B[T ′] =
{
(1 + 4/k) + minr′∈T ′ maxT ′′ is c.c. of T ′−r′ B[T ′′], if |∂(T ′)| < k,
maxT ′′ is c.c. of T ′−r0 B[T ′′], if |∂(T ′)| = k,
where r0 is the weighted balanced separator vertex of T
′, as defined in the description of
the algorithm for HL1.
• C[T ′] is now equal to C[T ′] = max{0, (|∂(T ′)| − 3k/4) · 4k}.
We can again prove using induction (along the same lines as the proof for HL1) that the total
cost of the solution that the algorithm returns at any subinstance T ′ is at most B[T ′] + C[T ′],
and that it always holds that B[T ′] ≤ (1 + 4/k) · OPTT ′ . Thus, for T ′ = T we have C[T ] = 0,
and so we obtain a solution of cost at most (1 + 4/k) ·OPT in time nO(k).
3.4 Bounds on the size of the largest hub set in optimal solu-
tions
In this section, we give upper bounds on the size of the largest hub set in an optimal HHL
solution in a tree. As Theorem 3.1 guarantees that for any HLp there is always an optimal
solution that is hierarchical, such bounds translate to bounds on the `∞-norm of an optimal
solution for HLp. These will prove very useful for the design of exact algorithms for HLp.
We start by making a very simple observation, namely that the Tree Algorithm (see Algo-
rithm 5) gives a feasible hub labeling H that always satisfies ‖H‖∞ = O(log n), where n is the
size of the tree. More precisely, we get the following theorem.
Theorem 3.9. Let T = (V,E), |V | = n, be an instance of HL∞, and let H denote an optimal
(w.r.t. the `∞-cost) solution. Then, ‖H‖∞ = maxu∈V |Hu| ≤ log n+ 1 ≤ 2 log n = O(log n).
The proof is very straighforward, and thus omitted. Since the `∞-norm of an n-dimensional
vector is within a constant factor to the `logn-norm, we also immediately conclude the following.
Theorem 3.10. Fix some constant ε > 0. Let T = (V,E), |V | = n, be an instance of HLp,
for p ≥ ε log n, and let H denote an optimal (w.r.t. the `p-cost) solution. Then, ‖H‖∞ =
maxu∈V |Hu| = Oε(log n).
Proof. We again consider the solution H ′ that the Tree Algorithm (see Algorithm 5) produces.
We have ‖H ′‖p ≤ n1/p · 2 log n ≤ 21+1/ε · log n. Let H denote an optimal (w.r.t. the `p-cost)
solution for T . We have ‖H‖∞ ≤ ‖H‖p ≤ ‖H ′‖p ≤ 21+1/ε · log n. Thus, we conclude that for
constant ε > 0, we always have ‖H‖∞ = O(log n).
3.4. BOUNDS ON THE SIZE OF THE LARGEST HUB SET IN OPTIMAL SOLUTIONS41
We now turn to the case of p ∈ [1, ε log n) and prove the following theorem.
Theorem 3.11. Fix some constant ε < 0. Let T = (V,E), |V | = n, be an instance of HLp, for
some p < ε log n. Let H denote an optimal (w.r.t. the `p-cost) HHL solution. Then, ‖H‖∞ =
maxu∈V |Hu| = O(p · log n). In particular, if p is constant, then we have ‖H‖∞ = O(log n).
Before proving the theorem, we first prove some useful intermediate lemmas.
Lemma 3.12. Let T = (V,E), |V | = n, be an instance of HLp, for some p ≥ 1, and let H be
an optimal HHL solution. Let T ′ = (V ′, E′), n′ = |V ′|, be a subproblem occuring after p · log n
recursive steps, with n′ > 1 (if any such problem exists). Then,
∑
u∈V ′ |Hu|p ≤ n′ ·(p+2)p logp n.
Proof. If we modify H, and after the first p · log n recursive steps we switch and use the Tree
Algorithm (see Algorithm 5) on the tree T ′, we get a hub labeling where the total contribution of
the vertices of T ′ to the objective value (raised to the power p) is at most n′ ·(p log n+2 log n′)p ≤
n′ · (p+ 2)p · logp n. Thus, ∑u∈V ′ |Hu|p ≤ n′ · (p+ 2)p logp n.
Lemma 3.13. Let T = (V,E), |V | = n, be an instance of HLp, for some p ≥ 1, and let H be
an optimal HHL solution. Let T ′ = (V ′, E′), n′ = |V ′|, be a subproblem occuring after p · log n
recursive steps, with n′ > 1 (if any such problem exists). Let S ⊆ V ′. Then, for every positive
integer k ≤ log n, we have∑
u∈S
(|Hu|+ k)p −
∑
u∈S
|Hu|p ≤ e · (p+ 2)p · n′ · k · logp−1 n.
Proof. Let x, t ≥ 1. By the mean value theorem, for some y ∈ (x, x + t) we have (x+t)p−xpt =
p · yp−1 ≤ p(x+ t)p−1. Moreover, we have (x+t)p−1
xp−1 =
(
1 + tx
)p−1 ≤ et(p−1)/x. Thus, we conclude
that (x+ t)p − xp ≤ et(p−1)/x · tp · xp−1. This means that for every u ∈ V ′ we have
(|Hu|+ k)p − |Hu|p ≤ ek(p−1)/|Hu| · kp · |Hu|p−1 ≤ ek(p−1)/(p·logn) · kp · |Hu|p−1
≤ ek/ logn · kp · |Hu|p−1 ≤ e · kp · |Hu|p−1,
since |Hu| ≥ p · log n and k ≤ log n. The above inequality and Lemma 3.12 now imply that∑
u∈S
(|Hu|+ k)p −
∑
u∈S
|Hu|p ≤ ekp ·
∑
u∈S
|Hu|p−1 ≤ ekp ·
∑
u∈V ′
|Hu|p
|Hu|
≤ ekp · n
′(p+ 2)p logp n
minu∈V ′ |Hu| ≤ e(p+ 2)
p · n′k · logp−1 n.
Lemma 3.14. Let T = (V,E), |V | = n, be an instance of HLp, for some p ≥ 1, and let H be
an optimal HHL solution. Let T ′ = (V ′, E′), n′ = |V ′|, be a subproblem occuring after p · log n
recursive steps, with n′ > 1 (if any such problem exists). Let S ⊆ V ′. Then, for every positive
integer l ≤ log n, we have∑
u∈S
|Hu|p −
∑
u∈S
(|Hu| − l)p ≥ l
e
· |S| · pp logp−1 n.
Proof. For x > l ≥ 1, by the mean value theorem, we get that xp − (x− l)p ≥ lp(x− l)p−1. We
also have x
p−1
(x−l)p−1 =
(
1 + lx−l
)p−1 ≤ e(p−1)l/(x−l). Thus, for u ∈ V ′, we have
|Hu|p−1
(|Hu| − l)p−1 ≤ e
(p−1)l/(|Hu|−l) ≤ e(p−1)l/(p logn−l) ≤ el/ logn ≤ e,
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since l ≤ log n. This implies that |Hu|p − (|Hu| − l)p ≥ lpe · |Hu|p−1, and so we get
∑
u∈S
|Hu|p −
∑
u∈S
(|Hu| − l)p ≥ lp
e
·
∑
u∈S
|Hu|p−1 ≥ l
e
· |S| · pp logp−1 n.
Proof of Theorem 3.11. Let H denote an optimal HHL (w.r.t. the `p-cost), and let’s assume
that there exists u ∈ V such that |Hu| > (p+ l) · log n, for some constant l that will be specified
later. We will transform H into an HHL H ′ such that |H ′u| ≤ (p+ l) · log n for every u ∈ V and
‖H ′‖p < ‖H‖p.
Let hu = |Hu| for every u ∈ V . Let’s consider the (p · log n)-th level of the decomposition
tree, and let T ′ be a connected subtree (i.e. a subproblem) of T at this level, with |T ′| > 1
(by our assumption, such a tree exists). Each vertex of T ′ has more than p · log n hubs. We
now consider the induced ordering of vertices in T ′, and in particular, w.l.o.g. we consider the
ordering that assigns higher rank to the highest rank vertex of the largest connected component
(at each level of the recursion). More precisely, let q1 ∈ T ′ be the first vertex of this ordering
(according to H), q2 be the first vertex of the largest connected component of T
′ \ {q1}, and
so on. We will prove that after a constant number of “iterations”, and in particular after l
iterations, the optimal solution will have split T ′ intro subtrees of size at most n′/2 (where
n′ = |T ′|), otherwise it would not be optimal. So, let’s assume that this is not the case, i.e. let’s
assume that after l iterations (starting with the tree T ′), the largest connected component has
size strictly larger than n′/2. This means that the hub set of more than n′/2 vertices has size
strictly larger than p log n+ l. We now intervene, modify the solution, and we will show that the
resulting solution is strictly better than H, which will give a contradiction. Let A = {q1, ..., ql}
be the set of vertices that are picked in l consecutive steps from the largest component (of each
round), and let S be the largest connected component of T ′ \A. Note that the hub sets of the
vertices of S contain all vertices of the set A. Our assumption implies that |S| > n′/2. We now
modify H as follows. For k = dlog le rounds, we pick balanced separators s1, ..., sk and add them
as hubs, one by one, in the corresponding subproblems, where the balancing is with respect to
the set of vertices A = {q1, ..., ql}. More precisely, in each subproblem, we assign weight 0 to all
vertices not in A, and weight 1 to the vertices of A. Then, s1 is the weighted balanced separator
of T ′, s2 is the weighted balanced separator of a connected component of T ′\{s1} and so on (the
order in which the resulting connected components are processed does not matter). Observe
that after these k steps, no two vertices of A belong to the same subproblem. After these k
steps, we can resume selecting hubs in the order induced by H, and observe now that after k+ l
steps, for each vertex u ∈ S, this process will have added at most k+ 1 hubs, and no more than
that (since the vertices of A have been distributed into different connected components).
Our goal now is to prove that this modified solution is strictly better than the original one,
thus contradicting the optimality of H. We consider the difference (which we denote as ∆) of
the contribution (raised to the power p) of the vertices of T ′ in the original solution and the
contribution of the vertices of T ′ in this modified solution. We will prove that ∆ > 0. We have
∆ ≥
 ∑
u∈T ′\S
hpu +
∑
u∈S
hpu
−
 ∑
u∈T ′\S
(hu + k + 1)
p +
∑
u∈S
(hu + k + 1− l)p

=
(∑
u∈S
hpu −
∑
u∈S
(hu − (l − k − 1))p
)
−
 ∑
u∈T ′\S
(hu + k + 1)
p −
∑
u∈T ′\S
hpu
 .
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By Lemmas 3.14 and 3.13 we get
∆ ≥ (l − k − 1) · |S| · p
p logp−1 n
e
− e(p+ 2)p · n′ · (k + 1) · logp−1 n
>
(
(l − k − 1)
2e
− e
(
1 +
2
p
)p
· (k + 1)
)
· pp · n′ · logp−1 n
≥
(
(l − k − 1)
2e
− e3 · (k + 1)
)
· pp · n′ · logp−1 n.
We now claim that for appropriately chosen constant l, we have (l−k−1)2e − e3 · (k + 1) > 0. For
this to hold, it is sufficient to have l > (2e4 + 1) · (k+ 1). We remind the reader that k = dlog le.
Thus, it is sufficient to have l > (2e4 + 1) · (log l + 2), which holds for every l ≥ 980. We
conclude that if we have |S| > n′/2, then we can get an improved solution, thus contradicting
the optimality of H. This implies that |S| ≤ n′/2.
So far, we have proved that once the recursion reaches the (p · log n)-th level, the size of
the subproblems after that level reduces by a constant factor every l iterations. This implies
that after l log n iterations, the size of the resulting subproblems will be at most 1. Thus,
the total depth of the decomposition tree, or in other words, the `∞-cost of H is at most
p · log n+ l · log n = O(p · log n).
Theorems 3.9, 3.10 and 3.11 now imply the following general theorem for the size of the hub
sets for any HLp.
Theorem 3.15. Let T = (V,E) be a tree with n vertices, and let H be an optimal HHL solution
for HLp, for any p ∈ [1,∞]. Then, ‖H‖∞ = O(log2 n).
We now present an alternative proof of the above statement, thus circumventing the more
involved analysis of the proof of Theorem 3.11.
Alternative proof of Theorem 3.15. The interesting case is when p ≤ ε log n. Let H be an
optimal HHL solution for HLp, and let’s assume that ‖H‖∞ > log2 n. We will show that
after the (log2 n)-th level of the recursive decomposition, the size of the resulting subproblems
reduces by a factor of 2 every 4 log n levels. Thus, the total depth, or in other words, the
size of the largest hub set, will always be at most 5 log2 n. So, let T ′ be a subproblem at the
(log2 n)-th level of the decomposition, and let’s assume that after 4 log n levels, the size of the
largest resulting subproblem (coming from T ′) is x > n′/2, where n′ = |T ′|. This means that
the contribution of the vertices of T ′ to the objective value (raised to the power p) is at least
x · (log2 n+ 4 log n)p + (n′ − x)(log2 n)p.
We now modify the solution and run the Tree Algorithm (see Algorithm 5) on T ′. The
contribution of the vertices of T ′ to the objective value (raised to the power p) in this modified
solution is at most n′(log2 n+ 2 log n)p. Since H is optimal, we must have
n′(log2 n+ 2 log n)p ≥ x · (log2 n+ 4 log n)p + (n′ − x)(log2 n)p.
This is equivalent to
(1 + 2/ log n)p ≥ x
n′
· (1 + 4/ log n)p +
(
1− x
n′
)
.
We have xn′ · (1+4/ log n)p+
(
1− xn′
)
> 12 · (1+4/ log n)p+ 12 . We will now prove that we always
have 12 · (1 + 4/ log n)p + 12 ≥ (1 + 2/ log n)p. Let f(x) = 12 · (1 + 2x)p + 12 − (1 + x)p. We have
f ′(x) = p(1 + 2x)p−1 − p(1 + x)p−1.
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Note that f ′(x) > 0 for every x > 0 (and f ′(0) = 0). Since f is continuous, this implies
that f(x) ≥ f(0) = 0 for every x ≥ 0. We conclude that f(2/ log n) ≥ 0, which implies a
contradiction. This proves that after 4 log n iterations the size of the subproblems has reduced
by a factor of 2. It is easy to see that this argument can be applied at any level of the recursion
at depth at least log2 n, and so we conclude that indeed, after at most 5 log2 n levels, the size
of the subproblems will be at most 1. Thus, ‖H‖∞ = O(log2 n).
3.5 Quasi-polynomial time algorithms for HL on trees
The results of the previous section now imply that the DP techniques presented in Section 3.3
can be used to obtain quasi-polynomial-time algorithms for HLp. This is based on the obser-
vation that the set of boundary vertices of a subtree is a subset of the hub set of every vertex
in that subtree. Thus, Section 3.4 suggests that by restricting our DP to subinstances with
polylogarithmic boundary size, we obtain exact quasi-polynomial time-algorithms. In particu-
lar, we can easily now get the following theorem, as an immediate corollary of the results of the
previous sections.
Theorem 3.16. There exist quasi-polynomial time exact algorithms for HLp on trees, for every
p ∈ [1,∞]. For any fixed ε > 0, the corresponding running times of the algorithms on trees with
n vertices are:
1. nO(logn), when p is either a constant or at least as large as ε · log n,
2. nO(log
2 n), when p is superconstant smaller than ε log n.
3.6 Hub Labeling on trees and the problem of searching on
trees
In this section, we discuss the equivalence of Hub Labeling on trees and the problem of searching
for a node in trees, as first observed and communicated to us by Gawrychowski et al. [76]. The
uniform (i.e. unweighted) vertex-query version of the problem can be described as follows. Let
T = (V,E) be a tree, and let t ∈ V be a hidden marked vertex of the tree. The goal is to detect
vertex t by quering vertices of the tree. A query asks whether a vertex u of the graph is the
target vertex t and if not, the response is the subtree of T − {u} that contains t. A vertex t
is found when the algorithm queries a vertex u, and the response is that u ≡ t. Let Qt ⊆ V
be the set of vertices queried until we find vertex t (note that t ∈ Qt). Our goal is to find a
deterministic strategy that minimizes the following quantity:(∑
t∈V
|Qt|p
)1/p
.
The above problem and related questions (such as variants with edge queries, weighted
versions of the problem and generalizations to arbitrary graphs) have been posed in various
works, as possible generalizations of the standard binary search (see e.g. [89, 121, 114, 30, 90,
67, 63].
We will now formally define the problem and show its equivalence to HLp on trees. A
deterministic strategy can be defined (recursively) as follows.
Definition 3.17. Let T = (V,E) be a tree. A deterministic search strategy D for the tree T is
an ordering 〈pi1, ..., pin〉 of the vertices of T such that:
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1. If V = {u}, then D = 〈u〉.
2. If |V | > 1, then DT ′ = 〈pi2, ..., pin〉T ′ is a deterministic strategy for T ′, for every subtree
T ′ of T − {pi1},
(the notation 〈pi2, ..., pin〉T ′ denotes the restriction of the ordering to the vertices contained in
T ′).
The cost C(T,D, t) of a strategy D = 〈pi1, ..., pin〉 for detecting a vertex t in a tree T is
defined as
C(T,D, t) =
{
1, if t = pi1,
1 + C(T ′, DT ′ , t), if t 6= pi1 and T ′ is the subtree of T − {pi1} that contains t.
Finally, the `p-cost of strategy D for the tree T is defined as
Cp(T,D) =
(∑
t∈V
C(T,D, t)p
)1/p
.
The `∞-cost of strategy D for the tree T is defined as C∞(T,D) = maxt∈V C(T,D, t).
Definition 3.18 (`p-searching in trees). Let T = (V,E) be a tree and let p ≥ 1. The `p-searching
in trees problem asks to compute a deterministic search strategy D for T that minimizes the
cost Cp(T,D) =
(∑
t∈V C(T,D, t)
p
)1/p
. The `∞-searching in trees problem asks to compute a
deterministic search strategy D for T that minimizes the cost C∞(T,D) = maxt∈V C(T,D, t).
By Theorem 3.1, we know that solving HLp on trees is equivalent to finding the optimal
hierarchical hub labeling. Using this result and Definitions 2.3 and 3.17, it is now straighforward
to prove the following theorem (and thus the proof is omitted).
Theorem 3.19. Let T = (V,E) be a tree. Then, for every p ∈ [1,∞], the `p-searching in trees
problem for T is equivalent to optimally solving HLp for T .
In [116] a linear-time exact algorithm is given for the `∞-searching in trees problem. Thus,
this results translates to an exact linear-time algorithm for HL∞ on trees, improving upon the
quasi-polynomial-time algorithm of the previous section. This is exactly the observation that
was communicated to us by Gawrychowski et al. [76]. After realizing that the two problems
are intimately connected, we contacted Eduardo Laber and Marco Molinaro [102] and they
suggested that a slight modification of the algorithm given in the work of Jacobs et al. [90]
“should” work for the `1-searching in trees problem (or equivalently, for HL1 on trees), as
the DP approach of [90] gives an exact algorithm (for the edge-query variant of the problem)
whose running time is 2O(h)poly(n), where n is the number of vertices in the tree and h is the
height (depth) of an optimal search tree for the problem. Thus, if one establishes an O(log n)
upper bound on the height of the search tree, then the algorithm runs in polynomial time. We
remind the reader that we proved this very fact in Section 3.4, when p is either a constant
or p = Ω(log n). Since the algorithm is not written down for the problem as defined above,
we give a complete presentation and proof of correctness of the algorithm, thus establishing
polynomial-time exact algorithms for HLp on trees, when p is either a constant or p = Ω(log n).
Adapting the DP approach of Jacobs et al. [90]. In this section, we present an algorithm
that optimally solves the `p-searching in trees problem and runs in time 2
O(h)poly(n) on a tree
with n vertices. Here, h is the height of an optimal search tree for T (or equivalently, the size
of the largest hub set in an optimal solution). The bounds established in Section 3.4 imply that
for fixed p and for p ∈ [ε log n,∞] (for any fixed ε > 0), the algorithm runs in polynomial time.
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Following the presentation of [90], it will be more convenient to describe a deterministic
search strategy with a tree. To distinguish between the original tree T and a search tree for T ,
we will use the term “vertex” for a vertex of the tree T and the term “node” for a vertex of
the search tree. We will also assume that the input tree T = (V,E) is rooted at some arbitrary
vertex r. Then, a deterministic search strategy can be respresented as a rooted tree D, where
each node corresponds to a query (i.e. a vertex) of the original tree T .
A search tree for a rooted tree T = (V,E) is a rooted tree D = (N,E′, A) where N and
E′ are the nodes and edges of the tree and A : N → V is an assignment. The nodes of the
search tree correspond to queries. More precisely, a path from the root of D to a node u of D
indicates which queries should be made at each step to discover a particular vertex A(u). The
assignment A describes exactly this correspondence between vertices of the original tree and
nodes of the search tree. For each vertex u ∈ V , there is exactly one vertex l of D such that
A(l) = u; in particular, we require a certificate that a vertex was found, and thus, even when
we are left with one vertex in the resulting subtree, we still require that we make the query so
as to discover the vertex (in that case, the corresponding node in the search tree will be a leaf).
It is clear now that |V | = |N |. Moreover, we require the following property. For each inner
(non-leaf) node x ∈ N , its children are partitioned into two classes, left and right. A node has
at most one left child, but might have several right children. If node x ∈ N has a left child,
which we will denote as y0, then for every z ∈ N that is in the subtree hanging from y0, A(z)
is not in any of the subtrees rooted at the children of A(x). All other children of x (if any) are
right children and are denoted as y1, ..., yk. A node z ∈ N is in the subtree hanging from yi,
1 ≤ i ≤ k, if A(z) is in the subtree of T rooted at A(yi).
Given a search tree D for T , let d(x, y) be the number of vertices from x to y in D (note
that we count the number of vertices instead of edges, since, technically, in our definition we
ask to certify that a vertex is found, and thus, we will always query a vertex even if it is the
only one remaining in the resulting tree). Then the `p-cost of the search tree D for tree T is
defined as
Cp(T,D) =
(∑
z∈N
d (root(D), z)p
)1/p
.
It is easy to see that the above definition is equivalent to the definition of cost as defined
previously in terms of the ordering of vertices that a strategy induces. So, from now on, we
will use this tree description of a search strategy, and our goal is to compute the search tree
of minimum cost. For that, we use a slightly modified version of the dynamic programming
approach of [90]. Before describing the algorithm, we introduce a variant of a search tree, similar
to [90]. Since we always consider rooted trees, we use the notation Tu to denote the subtree
hanging from a vertex u of a rooted tree T .
Definition 3.20. Let T = (V,E) be a rooted tree. An extended search tree (EST) for the tree
T is a triple D = (N,E′, A) where N and E′ are the nodes and edges of a rooted tree and the
assignment A : N → V ∪ {blocked, unassigned} satisfies the following properties:
1. For every vertex u of T , D contains exactly one vertex x such that A(x) = u.
2. Every non-leaf node x ∈ N has at most one left child, but it might have several right
children.
3. For every x, z ∈ N with A(x), A(z) ∈ V and x being a non-leaf node, the following holds:
if z is in the subtree of D rooted at a right child yi of x (for some 1 ≤ i ≤ k), then
A(z) ∈ TA(yi), while if it is in the subtree rooted at the left child y0, then A(z) is not in
any of the subtrees hanging from the children of A(x).
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4. If x ∈ N with A(x) ∈ {blocked, unassigned}, then x has exactly one left child and no
right children.
The `p-cost of an EST D = (N,E
′, A) for a tree T = (V,E) is defined as
Cp(T,D) =
 ∑
z∈N :A(z)∈V
d(root(D), z)p
1/p ,
where again d(u, v) denotes the number of nodes betwee u and v in D.
It is straightforward to see that a search tree is also an EST, and that the cost of an optimal
EST is at least as much as the cost of an optimal search tree. For the latter, we can convert any
EST to a search tree by deleting any node x (whose parent is p) with A(x) ∈ {block, unassigned}
and make the (unique) left child y of x the left child of p; we do this one node at a time, and the
resulting tree is a search tree of cost at most the cost of the original EST (w.r.t. any `p-cost).
Before describing the algorithm, we need one more concept. A left path of a rooted search
tree is the path obtained when we traverse the tree (starting from the root) by only going to
the left child, until we reach a node that does not have a left child. A partial left path (PLP) is
a left path where every node is assigned (via a function g) to either blocked or unassigned. Let
D = (N,E′, A) be an EST, and let L = {x1, .., xk} be its left path. We say that D is compatible
with a PLP P = {p1, ..., pq} if k = q and g(pi) = blocked implies that A(xi) = blocked.
We now introduce the subproblems that the DP will be solving. Let T = (V,E) be the
(rooted) input tree with root r. For a vertex u ∈ V , we denote as c1(u), ..., ck(u) the children of
u (we denote the number of children of u as δ(u); here we arbitrarily order the children of u).
Let Tu,i, 1 ≤ i ≤ δ(u), denote the subtree of T containing u and the subtrees hanging from its
first i children, i.e. Tu,i = {u}∪{Tc1(u)}∪ ...∪{Tci(u)}. A problem PB(Tu,i, P ) consists of finding
an EST for the tree Tu,i with minimum `p-cost among all EST’s for Tu,i that are compatible
with P and have height at most B. For simplicity of notation, the subproblem PB(Tu,δ(u), P )
will also be denoted as PB(Tu, P ). In order to recover the optimal search tree for T , in the
end we will return PB(Tr, P ) for sufficiently large B (in particular, for B equal to the bounds
guaranteed by Theorems 3.9, 3.10 and 3.11), such that P is of length B and consists only of
unassigned nodes.
The subproblems are computed bottom-up, and from left to right. We now describe how to
optimally compute PB(Tu,i, P ) for given B, u, i and P . We will always denote as g the function
that assigns blocked or unassigned to the path P , and A the assignment computed for the EST.
The path P will always be assumed to have k vertices, i.e. P = {p1, ..., pk}, such that k ≤ |B|;
if k > |B| we simply declare the subproblem “not feasible”. We will also store the cost of the
optimal solution (w.r.t. the `p-cost) raised to the power p, when p <∞, as this will turn out to
be more convenient. If p =∞, we will simply store the standard `∞-cost.
Base case: Tu has only one vertex u. Let j be the smallest index, if any, such that
g(pj) = unassigned. If there is no such j, then the subproblem is “not feasible”. Otherwise,
the EST is simply the path P where we set A(pj) = u. Its `p-cost, for any p ≥ 1, is equal to jp.
For p =∞, the cost is j.
Case 1: Tu,1 (where u is a non-leaf vertex with at least one child). For simplicity of
notation, let v = c1(u). We assume that we have already solved all subproblems of Tv. In order
to compute an optimal solution for PB(Tu,1, P ), for every t ∈ [k] with g(pt) = unassigned, we
define Pt = {p1, ..., pk} to be the path with assignment gt(pj) = g(pj) for j < t, gt(pt) = blocked
and gt(pj) = unassigned for j > t. For each t, we then construct the EST Dt as follows: we
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consider the optimal EST D′ (with corresponding assignment A′) for PB(Tv, Pt), and then set
A(pt) = u. We then look at the left child of pt in D
′ and the tree hanging from it, we remove
it and “rehang” it as the unique right child of pt. We finish by adding enough blocked nodes in
the left path of this modified EST so as to make it compatible with P . Let Dt be the resulting
EST (if PB(Tv, Pt) is “not feasible”, then we simply cannot construct Dt and the corresponding
value is “not feasible”). It is easy to see that this is indeed an EST for Tu,1 whose depth is
at most B and is compatible with P . Its cost is OPT p(PB(Tv, Pt)) + tp. Finally, among all
(feasible) choices of t, we pick the one that minimizes OPT p(PB(Tv, Pt)) + tp.
We claim now that this is indeed an optimal EST for PB(Tu,1, P ). Let D be an optimal
EST for PB(Tu,1, P ), whose cost (raised to the power p) is OPT p(PB(Tu,1, P )). We first observe
that, by the definition of an EST, the node x with A(x) = u must be in the left path of D,
i.e. A(pt) = u for some t ∈ [k] with g(pt) = unassigned. We will now perform the “reverse”
operation compared to what we did in the previous paragraph. We define Pt = {p1, ..., pk} to
be the path with assignment gt(pj) = g(pj) for j < t, gt(pt) = blocked and gt(pj) = unassigned
for j > t. We then modify D by looking at the (unique) right child of the node pt, and
making the whole subtree hanging from that child the unique left child of the (blocked) node
pt. Let Dt be the resulting EST. First, we observe that Dt does not violate the assignment
gt, since every node after pt is an unassigned node. It is also easy to see that the depth of
Dt is the same as the depth of D. The only property that is, potentially, violated, is the
length of the left path of Dt. As stated, we will eventually set k = B, and so, w.l.o.g. we
will assume that this is the case, i.e. k = B. We now look at the resulting left path of Dt.
If it is at most k, then we can fill the left path of Dt with blocked nodes so as to make it
compatible with Pt. If its length is strictly larger than k, then, since k = B, this would
imply that D’s height is strictly larger than B, which is impossible. Thus, we can always
construct an EST Dt such that OPT
p(PB(Tu,1, P )) = cost(Dt)p+ tp. It is now easy to see that,
since our algorithm considers all possible values of t, it will return a solution of cost at most
OPT p(PB(Tv, Pt)) + tp ≤ cost(Dt)p + tp, and thus, it will compute an optimal solution.
Case 2: Tu,i+1 for some i ≥ 1 (where u is a non-leaf vertex with at least two children).
Again, for simplicity of notation, let T1 = Tc1(u)∪ ...∪Tci(u)∪{u} and T2 = Tci+1(u). Let I be the
set of indices corresponding to the unassigned nodes of P , i.e. I = {j : g(pj) = unassigned}.
We consider all possible bipartitions of these nodes. For a bipartition (I1, I2) of I, let P1 =
{p1, ..., pk} be the path with assignment g1 such that g1(pi) = unassigned for every i ∈ I1
and g1(pi) = blocked, otherwise. We consider the EST D1 of the problem PB(T1, P1) with
corresponding assignment A1. Let pt be the node of the left path such that A(pt) = u. Let
now P2 = {p1, ..., pk} be the path with assignment g2 such that g2(pi) = unassigned if i ∈ I2 or
i > t, and g2(pi) = blocked, otherwise. Let D2 with assignment A2 be the EST of the problem
PB(T2, P2). We first take the “union” D′′ of the two trees, i.e. we align their left paths. By
construction, there is no conflict with the two assignments, since there is no assigned node on
the left path after pt for A1. In order to obtain a valid EST D
′ now for PB(Tu,i+1, P ), we
consider the left child of pt (which is part of D2, as D1 only has unassigned/blocked nodes at
that part of the tree), remove the subtree hanging from there and rehang it as a right child of
pt. Note that the depth of the tree does not change, and, by adding blocked vertices on the left
path of the tree after pt so as to make it compatible with P , we now obtain a valid EST D
′ for
PB(Tu,i+1, P ). Its cost is equal to OPT p(PB(T1, P1)) + OPT p(PB(T2, P2)). Finally, we pick
the bipartition (I1, I2) that minimizes this sum.
We will now show that this is indeed an optimal solution for PB(Tu,i+1, P ). Let D be
an optimal EST for PB(Tu,i+1, P ) with corresponding assignment A, and let pt be the node
of the left path such that A(pt) = u. Let I1 = {i ≤ t : A(pi) ∈ T1} and I2 = {i < t :
A(pi) ∈ T2}. Clearly, g(pi) = unassigned for every i ∈ I1 ∪ I2. It is easy to see that A(pi) ∈
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{unassigned, blocked} for every i > t. Let P1 = {p1, ..., pk} with assignment g1 such that
g1(pi) = unassigned if i ∈ I1, and g1(pi) = blocked, otherwise. We now construct the EST D1
(with assignment A1) for subproblem PB(T1, P1) from D as follows: we look at pi for i ∈ I2 and
we delete all the right children of pi and set A1(pi) = blocked. We also look at pt and delete
its right child that corresponds to a subtree of T2. The resulting tree D1 is indeed an EST for
PB(T1, P1) of depth at most B. Similarly, let P2 = {p1, ..., pk} with assignment g2 such that
g2(pi) = unassigned if i ∈ I2 or i > t, and g2(pi) = blocked, otherwise. We now construct an
EST D2 with assignment A2 for PB(T2, P2) as follows: we consider D, and for every i < t with
i ∈ I1, we delete the right children of pi and set A2(pi) = blocked. For pt, we delete all the
right children corresponding to subtrees of T1, and we move the unique subtree corresponding
to a subtree of T2 and make it the left child of pt. Note that this indeed results to a feasible
solution of height at most B for PB(T2, P2) (after, potentially, adding some blocked nodes in
the left path so as to make it compatible with the length of P2, which, as already mentioned,
can be assumed to be B). It is easy to see that OPT p(PB(Tu,i+1, P )) = costp(D1) + costp(D2).
By construction, our algorithm will consider the set I1 and the corresponding path P1, and
will optimally solve the problem PB(T1, P1). Let D′ be an optimal EST for PB(T1, P1), with
assignment A′. We must have A′(pi) = u for some i ∈ I1. Thus, by construction, the path P ′2
that the algorithm will consider in this case is a path whose blocked vertices are a subset of the
blocked vertices of P2. Let D
′′ be an optimal solution for PB(T2, P ′2). The previous observation
implies that OPT p(PB(T2, P ′2)) ≤ costp(D2), since D2 is a feasible solution for PB(T2, P ′2).
Thus, we conclude that the algorithm returns a solution of cost at most costp(D′)+costp(D′′) =
OPT p(PB(T1, P1))+OPT p(PB(T2, P ′2)) ≤ costp(D1)+costp(D2) = OPT p(PB(Tu,i+1, P )). This
shows that the algorithm indeed computes the optimal solution.
Theorem 3.21. For trees of size n, the above algorithm optimally solves the `p-searching in
trees problem, or equivalently the HLp problem on trees, in time 2
O(h) · poly(n), where h is
the maximum number of queries in an optimal deterministic strategy, or equivalently, the size
of the largest hub set in an optimal HHL solution. In particular, when p is a constant or
p ∈ [ε log n,∞], the running time is poly(n) (since h = O(log n) in such cases); in all other
cases, the running time is nO(logn).
Chapter 4
Open problems from Part I
In this concluding chapter of Part I, we will state a few open problems that we believe are
of interest. Regarding Hub Labeling, there are still quite a few open problems, such as the
following:
1. Is there a constant factor approximation algorithm for Hub Labeling on graphs with
unique shortest paths? As of now, the hardness of approximation results seem to require
that graphs have multiple shortest paths. A first attempt towards answering this ques-
tion would be to construct integrality gap examples for the LP for HL1, introduced in
Figure 2.1.
2. Is it Ω(log n)-hard to approximate HLp on general graphs for the whole range of parameter
p? One should expect this result to hold, so it would be nice to obtain a uniform Ω(log n)-
hardness result for every p ∈ [1,∞] (we remind the reader that in Section 2.6 we proved
Ω(log n)-hardness for HL1 and for HLp when p = [log n,∞]).
3. Can the Op(logD)-approximation algorithm for HLp (presented in Section 2.5) be ex-
tended to work for every p, and in particular for p =∞?
4. A related question that seems to be of interest to the community is whether there exist
poly(log n)-approximation algorithms for the Hierarchical Hub Labeling problem. The
only known approximation algorithms give a polynomial approximation, since the stan-
dard approach is to compare their performance with the cost of the optimal hub labeling
(and not just the optimal hierarchical one), and it is known that there are cases where
the gap between the two optimums is polynomial [79].
As explained in Chapter 3, Hub Labeling on trees is equivalent with the problem of searching
for a node in a tree. Using this equivalence, we showed how one can obtain exact polynomial-
time algorithm for HLp, when p is a fixed constant or when p ∈ [log n,∞] (with n being the
number of vertices on the tree). Some open problems about Hub Labeling and related search
problem in trees are the following:
1. Is the size of the largest hub set in an optimal solution for HLp on trees always O(log n)?
In Section 3.4 we proved that this is indeed the case for constant p and for p ∈ [log n,∞].
It would be nice to obtain this upper bound for every p ∈ [1,∞]. Such a result would
imply polynomial-time algorithms for HLp on trees for every p ∈ [1,∞].
2. There are several generalizations of the problem of searching for a node in a tree, many
of which are NP-hard. A particular one that seems interesting is the generalization intro-
duced by Dereniowski et al. [63], in which they introduce vertex weights that correspond
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to the query time when a vertex is queried. In other words, if T = (V,E) and a strat-
egy makes queries Qt ⊆ V in order to discover vertex t, it pays w(Qt) =
∑
v∈Qt wv for
that vertex. The objective they consider is the `∞-cost, i.e. they minimize the worst-case
query time, which corresponds to minimizing maxt∈V w(Qt). They obtain a QPTAS and
an O(
√
log n)-approximation algorithm (that runs in polynomial time). A natural ques-
tion is whether one can obtain a constant factor approximation algorithm for the problem,
and, ideally, a PTAS.
Part II
Stability and perturbation resilience
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Chapter 5
Bilu-Linial stability and
perturbation resilience
5.1 Introduction and definitions
The notion of stability that we are interested in is the one defined by Bilu and Linial in 2010 [35].
Informally, an instance of an optimization problem is stable if it has a unique optimal solution,
and this solution remains the unique optimal solution under small perturbations of the param-
eters of the input. As Max Cut was the first problem studied in this framework, we will use it
as an example to illustrate the definition.
A Max Cut instance is defined by an edge-weighted undirected graph G = (V,E,w), where
w : E → R>0, and the goal is to find a partition (X,V \ X) of the vertex set such that the
weight of the edges cut (i.e. the edges whose endpoints end up in different sets of the partition)
is maximized. In such an instance, the parameters are simply the edge weights. An instance of
Max Cut is called γ-stable, for some γ ≥ 1, if there is a unique optimal partition (X∗, V \X∗),
and this partition remains the unique optimal solution for every instance G′ = (V,E,w′) that
satisfies we ≤ w′e ≤ γ · we for every e ∈ E.
Given such an instance, the goal is to design an exact polynomial-time algorithm that
recovers this unique optimal partition (X∗, V \X∗). Observe that as γ grows, the restrictions
imposed on the instance are stronger, and fewer instances satisfy the definition. For γ = 1,
the definition is equivalent to the statement that the instance has a unique optimal solution.
From these observations, it follows that the main goal in such a framework is to design exact
algorithms that work for γ-stable instances, for as small value of γ ≥ 1 as possible.
Before giving the formal definition of stability and an overview of previous results, we would
like to give the motivation behind such a notion. It is a well-observed fact that in many real-
life instances, the parameter values are merely approximations to the actual parameters, since
they are obtained from inherently noisy measurements. Thus, it is reasonable to believe, given
that the optimization problem we are solving is meaningful to begin with, that the objective
function is not sensitive to small perturbations of these parameters. Moreover, in many cases,
the objective simply serves as a proxy towards recovering an intended underlying solution, and,
so, small perturbations should not really affect the ground truth. The case of clustering problems
exemplify this belief, as in such problems the objective function is commonly used to guide us
to the ground-truth solution, meaning that we do not really care about computing the exact
optimal value per se, but rather we are interested in recovering the underlying ground-truth
clustering, and we choose the right objective function to help us discover this clustering.
We will now give the formal definition of stability/perturbation resilience for optimization
and clustering problems. The definition of stability was first given in the context of graph
optimization problems by Bilu and Linial [35], was later extended to clustering problems by
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Awasthi et al. [18] under the name perturbation resilience, and finally, the metric version of
perturbation resilience was introduced by Makarychev and Makarychev [107] and published,
along with several other results, in a joint work with these two authors [11].
Definition 5.1 (stability and perturbation resilience [35, 18, 107, 11]). Consider an instance
I = (G,w) of a graph optimization problem with a set of vertex or edge weights wi. An in-
stance (G,w′), with weights w′i, is a γ-perturbation (γ ≥ 1) of (G,w) if wi ≤ w′i ≤ γ · wi for
every vertex/edge i; that is, a γ-perturbation is an instance obtained from the original one by
multiplying each weight by a number from 1 to γ (the number may depend on i).
Now, consider an instance I = (X , d) of a clustering problem, where X is a set of points
and d : X × X → R≥0 is a metric on X . An instance (X , d′) is a γ-perturbation of (X , d) if
d(u, v) ≤ d′(u, v) ≤ γ · d(u, v) for every u, v ∈ X ; here, d′ does not have to be a metric. If, in
addition, d′ is a metric, then d′ is a γ-metric perturbation of (X , d).
An instance I of a graph optimization or clustering problem is γ-stable or γ-perturbation-
resilient if it has a unique optimal solution and every γ-perturbation of I has the same unique
optimal solution/clustering as I. We will refer to γ as the stability or perturbation resilience
parameter.
Adhering to the literature, we call γ-stable instances of graph partitioning problems “γ-Bilu–
Linial stable” or simply “γ-stable” and γ-stable instances of clustering problems “γ-perturbation-
resilient”.
Note that, in principle, the problem of designing algorithms for stable/perturbation-resilient
instances is a promise problem, meaning that a correct algorithm must solve every γ-stable
instance, but, potentially, might return a suboptimal solution, in the case where an instance
turns out not to be stable. To address this, Makarychev et al. [109] introduced the notion of
robust algorithms for stable instances.
Definition 5.2 (robust algorithm [109]). A robust algorithm for a γ-stable (or γ-perturbation-
resilient) instance I is a polynomial-time algorithm that behaves as follows:
• if I is γ-stable, then the algorithm always returns the unique optimal solution.
• if I is not γ-stable, then the algorithm either returns an optimal solution or reports that
the instance is not γ-stable.
Observe that, in particular, a robust algorithm is not allowed to err. The robustness property
is a very useful property to have, especially when using such algorithms for solving real-life
instances, since we do not know whether they are indeed stable or not.
We will now describe the results of previous works in this framework. Bilu and Linial studied
Max Cut in their original paper [35] and showed that one can solve O(n)-stable instances of
Max Cut. The stability threshold, as we call the (current best) upper bound on the stability
parameter γ, for Max Cut on general graphs was later improved to O(
√
n) by Bilu et al. [34],
where they also showed that one can optimally solve (1 + ε)-stable instances of (everywhere)
dense Max Cut. The stability threshold for Max Cut was further improved toO(
√
log n·log logn)
by Makarychev, Makarychev & Vijayaraghavan in 2014 [109], and moreover, their algorithm is
robust. The latter paper also gave some indications that Ω(
√
log n) might be the right answer
for the stability threshold for Max Cut. From now on, we will refer to the work of Makarychev
et al. [109] as [MMV14].
One of the main contributions of [MMV14], apart from introducing the notion of robust
algorithms, was the introduction of a general technique for designing algorithms for stable in-
stances of optimization problems that we heavily rely on in this thesis. Roughly speaking,
[MMV14] introduced some sufficient conditions under which convex relaxations of stable in-
stances are integral. Their result is strong, because it allows for the design of robust algorithms
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for γ-stable instances that can be simply stated as follows: solve the convex relaxation, and if
it is integral then report solution, otherwise report that the instance is not stable. Using this
technique, they proved that the CKR linear programming relaxation ([46]) for another clas-
sic graph partitioning/optimization problem, the (Edge) Multiway Cut problem, is integral for
4-stable instances.
A major contribution towards extending the research agenda proposed by Bilu and Linial
was done by Awasthi, Blum & Sheffet in 2012 [18]. In that work, the authors extend the
definition of stability to clustering problems, and, as mentioned above, in order to make the
distinction between standard optimization problems and clustering problems, they use the term
perturbation resilience to refer to essentially the same notion of stability. The authors then
proceed to show that one can solve 3-perturbation-resilient instances of so-called “separable
center-based” objectives, such as k-median, k-means and k-center. A bit later, Balcan and
Liang [24] showed that the stability threshold for these problems can be improved to 1 +
√
2 ≈
2.414, and in 2016, Balcan, Haghtalab and White [23] showed that one can solve 2-perturbation-
resilient instances of both symmetric and asymmetric k-center. Moreover, they showed that this
threshold of 2 is tight for k-center, unless NP = RP. Finally, Makarychev and Makarychev [107]
showed that one can also solve 2-perturbation-resilient instances of k-median, k-means and other
“natural center-based” objectives, a result that was then merged with our results for Multiway
Cut and covering problems in a single paper [11].
Before proceeding to describe our results, we also introduce here one slightly relaxed notion
of stability. The definition of Bilu-Linial stability, as given in Definition 5.1, is quite strong, in
that it imposes a lot of contraints in an instance. For that, [MMV14] also introduced a relaxed
notion of stability, that allows the optimal solution to slightly change in a γ-perturbation. More
concretely, they introduced the notion of weak stability. The optimal solution of every perturbed
instance of a weakly stable instance is close to the optimal solution of the original instance but
may not be exactly the same. This is arguably a more realistic assumption than γ-stability in
practice, and, following the techniques of [MMV14], our results in many cases extend to this
setting as well. We now give the formal definition of weak stability in the context of graph
optimization problems.
Definition 5.3 (weak stability [MMV14]). Let I = (G,w) be an instance of a graph optimiza-
tion problem with a set of vertex or edge weights wi, and suppose that it has a unique optimal
solution X∗. Let N be a set of feasible solutions that contains X∗. We say that the instance I is
(γ,N )-weakly-stable if for every γ-perturbation (G,w′) and every solution X ′ /∈ N , the solution
X∗ has a strictly better cost than X ′ w.r.t. w′.
Given the above definition, it is clear now that the notion of weak stability indeed generalizes
the notion of stability: an instance is γ-stable if and only if it is (γ, {X∗})-weakly-stable, where
X∗ is the unique optimal solution. We can think of the set N in the definition as a neighborhood
of the optimal solution X∗, i.e. it contains feasible solutions that are “close enough” to the
optimal one. Intuitively, the definition requires that every solution that is sufficiently different
from the optimal solution be significantly worse compared to the optimal solution, but does not
impose any restrictions on the solutions that are close enough to the optimal one.
We note here that, when given a (γ,N )-stable instance, the main task is to recover a solution
X ∈ N in polynomial time. An interesting fact about the algorithms of [MMV14] (and our
algorithms as well) is that the algorithm does not need to know anything about N .
5.2 Our results
Several results mentioned in this section are based on the following works:
56 CHAPTER 5. BILU-LINIAL STABILITY AND PERTURBATION RESILIENCE
• [AMM17]: Haris Angelidakis, Konstantin Makarychev, and Yury Makarychev. Algorithms
for stable and perturbation-resilient problems. Appeared in STOC 2017 ([11]).
• [AMMW18]: Haris Angelidakis, Konstantin Makarychev, Yury Makarychev, and Colin
White. Work in progress ([12]).
• [AABCD18]: Haris Angelidakis, Pranjal Awasthi, Avrim Blum, Vaggos Chatziafratis, and
Chen Dan. Bilu-Linial stability and the Independent Set problem. Preprint ([10]).
In this section, we describe the results that we will present in the next few chapters of this
thesis. Starting with the Edge Multiway Cut problem, in [AMM17] we improve the stability
threshold of Multiway Cut to 2 − 2/k, where k is the number of terminals, and we also give a
polynomial-time algorithm that, given a (2 − 2/k + δ,N )-weakly-stable instance of Minimum
Multiway Cut with integer weights, finds a solution E′ ∈ N (for every δ ≥ 1/poly(n) > 0).
Moreover, we show a lower bound of 4
3+ 1
k−1
− ε for the stability threshold for which our current
approach fails. Finally, we give the first results for the Node Multiway Cut problem, a strict
generalization of the Edge Multiway Cut problem. In particular, we give a robust algorithm
for (k− 1)-stable instances of Node Multiway Cut (and an algorithm for (k− 1 + δ,N )-weakly-
stable instances with integer weights). We also utilize a well-known approximation-preserving
reduction from Vertex Cover to Node Multiway Cut that, combined with the results of the
following chapters, implies strong lower bounds on the existence of robust algorithms for Node
Multiway Cut. Detailed presentation and proofs of the results for Multiway Cut can be found
in Chapter 6.
We then turn to standard covering problems. In all the results that follow, n denotes the
number of vertices in the graph. In [AMM17], we prove that there are no robust algorithms for
n1−ε-stable instances of Vertex Cover (and Independent Set), Set Cover, Min 2-Horn Deletion
and Multicut on Trees, unless P = NP. These hardness results can be found in Chapter 7.
On the positive side, in [AABCD18] we give robust algorithms for (k − 1)-stable instances
of Independent Set on k-colorable graphs, for (∆ − 1)-stable instances of Independent Set on
graphs of maximum degree ∆ and for (1 + ε)-stable instances of Independent Set on planar
graphs. The algorithm for planar graphs can also be extended to work for (1 + ε,N )-weakly-
stable instances with integer vertex weights. We also give a non-robust algorithm for (εn)-stable
instances of Independent Set on general graphs that runs in time nO(1/ε). We note here that all
results for Independent Set can be applied to the Vertex Cover problem as well, since the two
problems are equivalent with respect to exact solvability and the notion of Bilu-Linial stability.
All aforementioned results can be found in Chapter 8.
In Chapter 9 we initiate the study of convex relaxations for perturbation-resilient clustering.
We present a robust algorithm for 2-metric-perturbation-resilient instances of symmetric k-
center, and also give some non-integrality examples of perturbation-resilient instances for the
standard k-median LP relaxation.
Finally, in Chapter 10, inspired by the work of Mihala´k et al. [113], we study stable instances
of the symmetric Traveling Salesman problem (TSP). In particular, we analyze the “subtour-
elimination” relaxation of TSP and prove that its integrality gap is 1 for 1.8-stable instances
of TSP, thus giving a robust analog of the (non-robust) greedy approach of [113] for 1.8-stable
instances of TSP. These results can be found in [AMMW18].
Chapter 6
Stability and the Multiway Cut
problem
In this chapter, we present a robust algorithm for (2−2/k)-stable instances of the Edge Multiway
Cut problem and a robust algorithm for (k − 1)-stable instances of the Node Multiway Cut
problem, where k is the number of terminals. Moreover, following the [MMV14] framework, we
give algorithms for weakly stable instances of these problems, with similar guarantees.
6.1 The Edge Multiway Cut problem
We first define the problem.
Definition 6.1 (Edge Multiway Cut). Let G = (V,E) be a connected undirected graph and let
T = {s1, ..., sk} ⊆ V be a set of terminals. In the Edge Multiway Cut problem, we are given a
function w : E → R>0 and the goal is to remove the minimum weight set of edges E′ ⊆ E such
that in the graph G′ = (V,E \ E′) there is no path between any of the terminals.
Equivalently, the goal is to compute a partition P1, ..., Pk of the set V such that si ∈ Pi, for
each i ∈ [k], Pi ∩ Pj = ∅ for i 6= j and
⋃
Pi = V , so as to minimize the weight of cut edges
(i.e. the edges whose endpoints are in different sets of the partition).
The Multiway Cut problem is one of the very well studied graph partitioning problems. For
k = 2, the problem is simply the Minimum s − t cut problem, which is solvable in polynomial
time. For k ≥ 3, Dahlhaus et al. [62] showed that the problem is APX-hard and gave a combina-
torial (2−2/k)-approximation algorithm. Major progress in terms of the approximability of the
problem was made with the introduction of the so-called CKR linear programming relaxation
by Ca˘linescu, Karloff and Rabani [46] (see Figure 6.1).
Ca˘linescu, Karloff and Rabani gave a rounding scheme for this LP that yields a (3/2−1/k)-
approximation algorithm for Multiway Cut. Karger et al. [94] gave improved rounding schemes
for the relaxation; for general k, they gave a 1.3438-approximation algorithm, and also pin-
pointed the integrality gap when k = 3; in particular, they gave a 12/11-approximation algo-
rithm and proved that this is tight by constructing an integrality gap example of ratio 12/11−ε,
for every ε > 0. The same result was also independently discovered by Cunningham and
Tang [61]. More recently, Buchbinder et al. [43] gave an elegant 4/3-approximation algorithm
for general k and additionally showed how to push the ratio down to 1.3239. Their algorithm
was later improved by Sharma and Vondra´k [122] to get an approximation ratio of 1.2965. This
remains the state-of-the-art approximation for sufficiently large k. Since the Sharma-Vondra´k
algorithm is quite complicated and requires a computer-assisted proof, Buchbinder et al. [44]
recently came up with a simplified algorithm and analytically showed that it yielded roughly
the same approximation ratio as Sharma and Vondra´k’s.
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min :
∑
e∈E
we · d(e)
s.t. : d(u, v) =
1
2
· ‖u¯− v¯‖1, for all u, v ∈ V,
k∑
i=1
ui = 1, for every u ∈ V.
s¯j = ej , for every j ∈ [k],
uj ≥ 0, for every u ∈ V and j ∈ [k].
Figure 6.1: The CKR relaxation for Multiway Cut.
The CKR relaxation also has a remarkable consequence on the approximability of the prob-
lem. Manokaran et al. [111] proved that, assuming the Unique Games Conjecture (UGC), if
there exists an instance of Multiway Cut with integrality gap τ for the CKR relaxation, then it
is NP-hard to approximate Multiway Cut to within a factor of τ − ε of the optimum, for every
constant ε > 0. Roughly speaking, Manokaran et al. ’s result means that, if one believes in the
UGC, the CKR relaxation achieves essentially the best approximation ratio one can hope to get
in polynomial time for Multiway Cut. Despite this strong connection, few lower bounds for the
CKR relaxation are known. Apart from the aforementioned (12/11−ε) integrality gap for k = 3
by Karger et al. [94] and Cunningham and Tang [61], the only other known lower bound until
recently was an 8/
(
7 + 1k−1
)
-integrality gap which was constructed by Freund and Karloff [72]
not long after the introduction of the CKR relaxation. Recently, in a joint work with Yury
Makarychev and Pasin Manurangsi [13], we gave an improved lower bound of 6/
(
5 + 1k−1
)
− ε,
for every constant ε > 0.
In the Bilu-Linial stability framework, an instance G = (V,E,w) of Multiway Cut with
terminal set T ⊆ V is γ-stable if the instance has a unique optimal partition (P1, ..., Pk) and
every γ-perturbation has the same unique optimal partition. Equivalently, the instance is γ-
stable if it has a unique optimal solution E∗ ⊆ E and every γ-perturbation has the same unique
optimal solution E∗. As was proved in the original paper of Bilu and Linial for Max Cut, one
can equivalently write the definition of stability as follows.
Definition 6.2 (stability [35]). Let G = (V,E,w) be an instance of Multiway Cut with terminal
set T ⊆ V . The instance is γ-stable if and only if it has a unique optimal solution E∗ ⊆ E and
for any feasible solution E′ 6= E∗ we have
γ · w(E∗ \ E′) < w(E′ \ E∗).
It is easy to see that the above definition of stability is equivalent to the original definition, as
it considers the “worst-case” perturbation that increases the edges cut by the optimal solution
by a factor of γ.
In [MMV14], the authors prove a very interesting structural result about convex relaxations
and their performance on stable instances, one of them being the CKR relaxation, as given
in Figure 6.1. In particular, they prove the following theorem, which we present here in the
context of Multiway Cut.
Theorem 6.3 ([MMV14]). Let G = (V,E,w) be an instance of Multiway Cut with terminal
set T ⊆ V . Suppose that we are given a convex relaxation for Multiway Cut that assigns length
d(e) ∈ [0, 1] to every edge e ∈ E and its objective function is ∑e∈E we ·d(e). Let d an be optimal
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fractional solution, and suppose that there exists a randomized rounding scheme that, for some
α, β ≥ 1, always returns a feasible solution E′ ⊆ E such that for each edge e ∈ E, the following
two conditions hold:
1. Pr[e is cut] ≤ α · d(e) (approximation condition)
2. Pr[e is not cut] ≥ 1/β · (1− d(e)) (co-approximation condition)
Then, the relaxation is integral for (αβ)-stable instances; in particular the relaxation has a
unique optimal solution that assigns length 1 to every edge that is cut in the unique optimal
integral solution, and 0, otherwise.
In [MMV14] it is observed that it is highly non-trivial to satisfy both properties, and most
rounding schemes for the CKR relaxation indeed do not satisfy both properties. However,
they prove that the Kleinberg-Tardos rounding scheme [99] does satisfy both properties with
αβ = 4. Thus, the CKR relaxation is integral for 4-stable instances. We note here that the
above theorem suggests a very simple algorithm: solve the relaxation, and if it is integral, then
report the solution, otherwise report that the instance is not stable. In particular, the rounding
scheme is not part of the algorithm but is only used in the analysis.
From now one, we call a rounding scheme that satisfies the above properties an (α, β)-
rounding. Since the rounding scheme required by the above theorem is only needed in the
analysis and is not part of the actual algorithm, in [AAM17] we observe that one can reprove
the theorem by designing a rounding scheme only for fractional solutions that satisfy certain
properties. In particular, we will consider “almost integral” fractional solutions and we will
design improved rounding schemes for such solutions. We reprove the theorem of [MMV14]
here by incorporating the above observation. To do that, we first need two definitions.
Definition 6.4. Let G = (V,E,w), T ⊆ V , be an instance of Multiway Cut. Fix ε > 0. We
say that a feasible solution {(u1, ..., uk)}u∈V of the CKR LP relaxation for the instance (G,T )
is ε-close to an integral solution if ui ∈ [0, ε] ∪ [1− ε, 1] for every u ∈ V , i ∈ [k].
Definition 6.5 (ε-local (α, β)-rounding). A randomized rounding scheme for ε-close solutions
of the CKR relaxation is an ε-local (α, β)-rounding, for some α, β ≥ 1, if, given a feasible
solution {(u1, ..., uk)}u∈V with ui ∈ [0, ε] ∪ [1 − ε, 1] for every u ∈ V , i ∈ [k], it always returns
a feasible solution E′ ⊆ E such that for each edge e ∈ E, the following two conditions hold:
1. Pr[e is cut] ≤ α · d(e),
2. Pr[e is not cut] ≥ 1/β · (1− d(e))
Theorem 6.6. Suppose that there exists an ε-local (α, β)-rounding for the CKR LP relaxation,
for some ε > 0. Then, the relaxation is integral for (αβ)-stable instances; in particular the
relaxation has a unique optimal solution that assigns length 1 to every edge that is cut in the
unique optimal integral solution, and 0, otherwise.
Proof. Let G = (V,E,w) be an (αβ)-stable instance of Multiway Cut with terminals T ⊆ V ,
and let E∗ ⊆ E be its unique optimal solution. We denote w(E∗) = OPT . Let {u¯OPT }u∈V
be the CKR solution corresponding to E∗ and dOPT be the resulting distance function. Let’s
assume now that the relaxation is not integral for (G,T ), which means that there exists a non-
integral optimal solution {u¯FRAC}u∈V with corresponding distance function dFRAC such that
OPTLP =
∑
e∈E we · dFRAC(e) ≤ w(E∗). We now define u¯(ε) = (1 − ε) · u¯OPT + ε · u¯FRAC ,
for each u ∈ V . Clearly, u¯(ε) is also non-integral, and by convexity, is a feasible solution. Let
d(ε)(u, v) = 12
∑k
i=1
∥∥u¯(ε) − v¯(ε)∥∥
1
, for every u, v ∈ V .
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We first prove that
∑
e∈E we · d(ε)(e) ≤ OPT . From the subbaditivity of the `1 norm, we
get
d(ε)(u, v) =
1
2
∥∥∥u¯(ε) − v¯(ε)∥∥∥
1
≤ 1− ε
2
· ∥∥u¯OPT − v¯OPT∥∥
1
+
ε
2
· ∥∥u¯FRAC − v¯FRAC∥∥
1
= (1− ε) · dOPT (u, v) + ε · dFRAC(u, v).
Thus, we get that ∑
e∈E
we · d(ε)(e) ≤ (1− ε) ·OPT + ε ·OPTLP ≤ OPT.
We now apply the ε-local (α, β)-rounding to {u¯(ε)}u∈V and d(ε) and obtain a feasible solution
E′ ⊆ E. Observe that d(ε) is non-integral, and thus there exists at least one edge e ∈ E∗ such
that d′(e) < 1 and an edge e′ ∈ E \E∗ such that d′(e′) > 0. This implies that Pr[E′ 6= E∗] > 0.
By the definition of Bilu-Linial stability (see Definition 6.2), in the case where E′ 6= E∗, we
have (αβ) · w(E∗ \ E′) < w(E′ \ E∗). By monotonicity of expectation, this implies that
E[(αβ) · w(E∗ \ E′)] < E[w(E′ \ E∗)].
We now expand each term. We have
E[w(E′ \ E∗)] =
∑
e∈E\E∗
we Pr[e ∈ E′] ≤ α
∑
e∈E\E∗
we · d(ε)(e),
and
E[(αβ) · w(E∗ \ E′)] = (αβ) ·
∑
e∈E∗
we Pr[u /∈ E′] ≥ α ·
∑
u∈E∗
we(1− d(ε)(e)).
Putting things together, we get that∑
u∈E∗
we(1− d(ε)(e)) <
∑
e∈E\E∗
wed
(ε)(e),
which gives w(E∗) <
∑
e∈E wed
(ε)(e). Thus, we get a contradiction.
The above theorem implies that it is sufficient to design a rounding scheme that satisfies
the desired properties and works only for “almost-integral” fractional solutions. We do this in
the next section.
6.1.1 An improved analysis of the CKR relaxation on stable instances
Let G = (V,E,w) be an instance of Multiway Cut with terminal set T = {s1, ..., sk} ⊆ V .
We now present an ε-local (α, β)-rounding with αβ = 2 − 2/k and ε = 1/(10k). Since the LP
solutions we consider are ε-close to an integral one, for every vertex u ∈ V there exists a unique
j ∈ [k] such that d(u, sj) ≤ ε. We denote this j by j(u). Note that, in particular, uj(u) ≥ 1− ε
and uj′ ≤ ε for j′ 6= j(u). We now present our rounding scheme (see Algorithm 6).
Theorem 6.7. Algorithm 6 is an ε-local (α, β)-rounding for the CKR relaxation of Multiway
Cut with αβ = 2 − 2/k and ε = 1/(10k). Given a solution ε-close to an integral one, the
algorithm runs in polynomial time and generates a distribution of multiway cuts with a domain
of polynomial size.
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Algorithm 6: An (α, β)-rounding for “almost integral” fractional solutions of Edge Mul-
tiway Cut
1. Let p = 1/k, θ = 6/(5k) (note that θ > ε).
2. Choose r ∈ (0, θ) uniformly at random.
3. Choose i ∈ {1, . . . , k} uniformly at random.
4. With probability p apply rule A to every u ∈ V ; with probability 1− p apply rule B
to every u ∈ V :
rule A: if uj(u) ≥ 1− r, add u to Pj(u); otherwise, add u to Pi
rule B: if ui < r, add u to Pj(u); otherwise, add u to Pi
5. Return partition P = (P1, . . . , Pk).
Proof. First, we show that the algorithm returns a feasible solution. To this end, we prove that
the algorithm always adds u = st to Pt. Note that j(u) = t. If the algorithm uses rule A, then
uj(u) = 1 > 1 − r, and thus it adds u to Pj(u) = Pt. If the algorithm uses rule B, then ui ≥ r
only when i = j(u); thus the algorithm adds u to Pj(u) = Pt, as required.
Let
α =
2(k − 1)
k2θ
=
5
3
(
1− 1
k
)
and β = kθ =
6
5
.
We will show now that the rounding scheme satisfies the approximation and co-approximation
conditions with parameters α and β. Consider two vertices u and v. Let ∆ = d(u, v). We verify
that the approximation condition holds for u and v. There are two possible cases: j(u) = j(v)
or j(u) 6= j(v). Consider the former case first. Denote j = j(u) = j(v). Note that P (u) 6= P (v)
if and only if one of the vertices is added to Pi and the other to Pj , and i 6= j. Suppose first
that rule A is applied. Then, P (u) 6= P (v) exactly when 1− r ∈ (min(uj , vj),max(uj , vj)] and
i 6= j. The probability of this event (conditioned on the event that rule A is applied) is
Pr[i 6= j] · Pr [1− r ∈ (min(uj , vj),max(uj , vj)]] = k − 1
k
· max(uj , vj)−min(uj , vj)
θ
=
k − 1
k
· |uj − vj |
θ
.
(here we used that max(uj , vj) ≥ 1− ε > 1− θ). Now suppose that rule B is applied. Then, we
have P (u) 6= P (v) exactly when r ∈ (min(ui, vi),max(ui, vi)] and i 6= j. The probability of this
event (conditioned on the event that rule B is used) is
1
k
∑
i:i 6=j
Pr[r ∈ (min(ui, vi),max(ui, vi)]] = 1
k
∑
i:i 6=j
|ui − vi|
θ
,
where again we use the fact that ε < θ. Thus,
Pr[P (u) 6= P (v)] = p · k − 1
k
· |uj − vj |
θ
+ (1− p) · 1
k
·
∑
i:i 6=j
|ui − vi|
θ
=
k − 1
k2θ
∑
i∈[k]
|ui − vi| = 2(k − 1)
k2θ
∆ = α∆.
Now consider the case when j(u) 6= j(v). Then, the approximation condition holds simply
because Pr[P (u) 6= P (v)] ≤ 1 and α∆ ≥ 1. Namely, we have
∆ = d(u, v) ≥ d(sj(u), sj(v))− d(u, sj(u))− d(v, sj(v)) ≥ 1− 2ε ≥ 1− 2/30 = 14/15,
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and α ≥ 53
(
1− 13
)
= 10/9; thus, α∆ ≥ (10/9)× (14/15) > 1.
Let us verify that the co-approximation condition holds for u and v. Assume first that
j(u) = j(v). Let j = j(u) = j(v). Then, ∆ = d(u, v) ≤ d(u, sj) + d(v, sj) ≤ 2ε ≤ 1/15. As we
showed, Pr[P (u) 6= P (v)] ≤ α∆. This implies that Pr[P (u) = P (v)] ≥ 1 − α∆ ≥ β−1(1 −∆),
where the last bound follows from the following inequality 1−β
−1
α−β−1 ≥ 1/65/3−5/6 = 15 ≥ ∆.
Assume now that j(u) 6= j(v). Without loss of generality, we assume that uj(u) ≤ vj(v).
Suppose that rule A is applied. Event P (u) = P (v) happens in the following disjoint cases:
1. uj(u) ≤ vj(v) < 1− r (then both u and v are added to Pi);
2. uj(u) < 1− r ≤ vj(v) and i = j(v).
The probabilities that the above happen are (1−vj(v))/θ and (vj(v)−uj(u))/θ×(1/k), respectively.
Note that du ≡ d(u, sj(u)) = 12
(
1− uj(u) +
∑
t:t6=j(u) ut
)
= 1−uj(u), since we have
∑
t:t6=j(u) ut =
1−uj(u). Similarly, dv ≡ d(v, sj(v)) = 1− vj(v). We express the total probability that one of the
two cases happens in terms of du and dv (using that ∆ ≥ d(sj(u), sj(v))− du− dv = 1− du− dv):(
dv +
du − dv
k
)
· 1
θ
=
(k − 1)dv + du
θk
≥ du + dv
θk
≥ 1−∆
θk
= β−1(1−∆).
Now, suppose that rule B is applied. Note that if ui ≥ r and vi ≥ r, then both u and v are
added to Pi, and thus P (u) = P (v). Therefore,
Pr[P (u) = P (v)| rule B] ≥ Pr[ui ≥ r, vi ≥ r] = 1
k
k∑
i=1
min(ui, vi)
θ
=
1
kθ
k∑
i=1
ui + vi − |ui − vi|
2
=
1
kθ
(1−∆) = β−1(1−∆).
We conclude that
Pr[P (u) = P (v)] ≥ p · β−1(1−∆) + (1− p) · β−1(1−∆) = β−1(1−∆).
We have verified that both conditions hold for α = 2(k − 1)/(k2θ) and β = kθ. As required,
αβ = 2− 2/k.
The algorithm clearly runs in polynomial-time. Since the algorithm generates only two
random variables i and r, and additionally makes only one random decision, the size of the
distribution of P is at most 2× k × (nk) = 2k2n.
From Theorems 6.6 and 6.7 we get the main theorem of this section.
Theorem 6.8. The optimal LP solution for a (2− 2/k)-stable instance of Minimum Multiway
Cut is integral. Consequently, there is a robust polynomial-time algorithm for solving (2−2/k)-
stable instances.
6.1.2 An improved algorithm for weakly stable instances of Edge Multiway
Cut
In this section, we show that the improved analysis of the previous section can be applied to
weakly stable instances, following closely the techniques of [MMV14]. As a reminder, [MMV14]
gives an algorithm for (4 + δ,N )-weakly-stable instances of Multiway Cut. In this section, we
present an algorithm for (2 − 2/k + δ,N )-weakly-stable instances of Multiway Cut. To do so,
we prove the following theorem.
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Theorem 6.9. Assume that there is a polynomial-time ε-local (α, β)-rounding for the CKR
relaxation, for some ε = ε(n, k) > 1/poly(n); here n is the number of vertices and k is the
number of terminals in the instance. Moreover, assume that the support of the distribution
of multiway cuts generated by the rounding has polynomial size1. Let δ > 1/poly(n) > 0.
Then, there is a polynomial-time algorithm for (αβ+ δ,N )-weakly-stable instances of Minimum
Multiway Cut with integer weights. Given an (αβ + δ,N )-weakly-stable instance, the algorithm
finds a solution E′ ∈ N (the algorithm does not know the set N ).
For the proof of the above theorem, we will need two lemmas. We will use the following
lemma from [MMV14].
Lemma 6.10 ([MMV14]). Consider a (γ,N )-weakly-stable instance of Minimum Multiway Cut.
Let E∗ be its unique optimal solution. Then for every multiway cut E′ /∈ N , we have
γ · w(E∗ \ E′) < w(E′ \ E∗).
We also prove the following lemma, similar in spirit to [MMV14].
Lemma 6.11. Suppose that there is a polynomial-time ε-local (α, β)-rounding for the CKR
relaxation, where ε ≥ 1/poly(n) > 0. Let δ ≥ 1/poly(n) > 0. Then there is a polynomial-time
algorithm that, given an (αβ + δ,N )-weakly-stable instance of Minimum Multiway Cut and a
feasible multiway cut E◦, does the following:
• if E◦ /∈ N , it finds a multiway cut E′ such that
w(E′)− w(E∗) ≤ (1− τ) (w(E◦)− w(E∗)) ,
where E∗ is the minimum multiway cut, and τ = εδβ(αβ+δ) ≥ 1poly(n) > 0.
• if E◦ ∈ N , it either returns a multiway cut E′ better than E◦ or certifies that E◦ ∈ N .
Proof. We define edge weights w′e by
w′e =
{
we, if e ∈ E◦,
(αβ) · we, otherwise.
We solve the CKR LP relaxation for Minimum Multiway Cut with weights {w′e}e∈E . If we get
an integral solution, then we report the solution and we are done (since in this case we have
a solution E′ that satisfies w′(E′) ≤ w′(E∗) for some γ-perturbation w′, which implies that
E′ ∈ N ). So, suppose that we get a non-integral optimal solution {u¯}u∈V with corresponding
distance function d. Let OPT ′ denote the optimal integral value of the instance G′ = (V,E,w′).
We have
∑
e∈E w
′
ed(e) ≤ OPT ′. Let {u¯◦}u∈V , d◦, denote the CKR solution corresponding to
solution E◦. For each u ∈ V , we define u¯(ε) = (1− ε)u¯◦ + εu¯. From the subadditivity of the `1
norm we again get that for every u, v ∈ V
d(ε)(u, v) ≤ (1− ε)d◦(u, v) + εd(u, v).
We now apply the ε-local (α, β)-rounding to this solution and get a feasible solution E′. We
have
1If we do not make this assumption, we can still get a randomized algorithm for (αβ + δ,N)-weakly stable
instances.
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E[w(E◦)− w(E′)] = E[w(E◦ \ E′)]− E[w(E′ \ E◦)]
=
∑
e∈E◦
we Pr[e is not cut]−
∑
e∈E\E◦
we Pr[e is cut]
≥ 1
β
∑
e∈E◦
we ·
(
1− d(ε)(e)
)
− α
∑
e∈E\E◦
we · d(ε)(e)
=
1
β
(
w(E◦)−
∑
e∈E
w′e · d(ε)(e)
)
≥ ε
β
(
w(E◦)−OPT ′)
≥ ε
β
(
w(E◦)− w′(E∗))
=
ε
β
(w(E◦ \ E∗)− αβ · w(E∗ \ E◦)) .
Let’s assume now that E◦ /∈ N . Using Lemma 6.10, we get that w(E∗\E◦) < 1αβ+δ ·w(E◦\E∗).
Thus, we conclude that
E[w(E◦)− w(E′)] > εδ
β(αβ + δ)
· w(E◦ \ E∗) ≥ εδ
β(αβ + δ)
· (w(E◦)− w(E∗)) ,
which implies that
E[w(E′)− w(E∗)] < (1− τ) · (w(E◦)− w(E∗)).
This further implies that there exists at least one multiway cut E′ in the distribution that the
rounding scheme produces such that w(E′) − w(E∗) < (1 − τ) · (w(E◦) − w(E∗)). Since the
distribution has polynomial-sized support, we can efficiently identify this E′.
Note that the algorithm does not know whether E◦ ∈ N or not; it tries all multiway cuts
E′ and finds the best one E′′. If E′′ is better than E◦, the algorithm returns E′′; otherwise, it
certifies that E◦ ∈ N .
Proof of Theorem 6.9. We assume that all edge costs are integers between 1 and some W . Let
C∗ be the cost of the optimal solution. We start with an arbitrary feasible multiway cut E(0).
Denote its cost by C(0). Let T = dlog1/(1−τ)C(0)e+2 = O(n2τ logW ) (note that T is polynomial
in the size of the input). We iteratively apply the algorithm from Lemma 6.11 T times: first we
get a multiway cut E(1) from E(0), then E(2) from E(1), and so on. Finally, we get a multiway
cut E(T ). If at some point the algorithm does not return a multiway cut, but certifies that the
current multiway cut E(i) is in N , we output E(i) and terminate the algorithm.
So, let’s assume now that the algorithm does T iterations, and we get multiway cuts
E(0), ..., E(T ). Denote the cost of E(i) by C(i). Note that C(0) > C(1) > ... > C(T ) ≥ C∗.
Further, if E(i) /∈ N then C(i+1) − C∗ ≤ (1 − τ)(C(i) − C∗) and thus C(i+1) − C(T ) ≤
(1 − τ)(C(i) − C(T )). Observe that we cannot have C(i+1) − C(T ) ≤ (1 − τ)(C(i) − C(T ))
for every i, because then we would have
C(T−1) − C(T ) ≤ (1− τ)T−1(C(0) − C(T )) ≤ (1− τ)T−1C(0) < 1,
which contradicts to our assumption that all edge weights are integral (and, consequently,
that C(T−1) − C(T ) is a positive integer number). We find an i such that C(i+1) − C(T ) >
(1− τ)(C(i) − C(T )) and output E(i). We are guaranteed that P (i) ∈ N .
Combining Theorems 6.7 and 6.9, we obtain the main result of this section.
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Theorem 6.12. There is a polynomial-time algorithm that given a (2 − 2/k + δ,N )-weakly-
stable instance of Minimum Multiway Cut with integer weights, finds a solution E′ ∈ N (for
every δ ≥ 1/poly(n) > 0).
6.1.3 Lower bounds for the CKR relaxation on stable instances
In this section, we present a lower bound for integrality of stable instances for the CKR relax-
ation for Minimum Multiway Cut. For that, we first make two claims regarding the construction
of stable instances and the use of integrality gap examples as lower bounds for integrality of
stable instances. We state both claims in the setting of Minimum Multiway Cut, but they can
be easily applied to other partitioning problems as well.
Claim 6.13. Given an instance G = (V,E,w), w : E → R≥0, of Minimum Multiway Cut
with terminals T = {s1, ..., sk}, and an optimal solution E∗ ⊆ E, for every γ > 1 and every
ε ∈ (0, γ − 1), the instance G(E∗,γ) = (V,E,w(E∗,γ)), where w(E∗,γ)e = we/γ for e ∈ E∗, and
w
(E∗,γ)
e = we for e ∈ E \E∗, is a (γ − ε)-stable instance (whose unique optimal solution is E∗).
Proof. First, it is easy to see that for every γ > 1, E∗ is the unique optimal solution for G(E∗,γ).
We will now prove that G(E
∗,γ) is (γ − ε)-stable, for every ε ∈ (0, γ − 1). For that, we consider
any (γ − ε)-perturbation of G(E∗,γ). More formally, this is a graph G′ = (V,E,w′), where
w′e = f(e) · w(E
∗,γ)
e , and f(e) ∈ [1, γ − ε] for all e ∈ E. Let E¯ 6= E∗ be any feasible solution of
(G′, T ). We have
w′(E¯) =
∑
e∈E∗
w′e −
∑
e∈E∗\E¯
w′e +
∑
e∈E¯\E∗
w′e
= w′(E∗)−
∑
e∈E∗\E¯
f(e)w(E
∗,γ)
e +
∑
e∈E¯\E∗
f(e)w(E
∗,γ)
e
≥ w′(E∗)− (γ − ε)
∑
e∈E∗\E¯
w(E
∗,γ)
e +
∑
e∈E¯\E∗
w(E
∗,γ)
e
= w′(E∗)− γ − ε
γ
∑
e∈E∗\E¯
we +
∑
e∈E¯\E∗
we
> w′(E∗)−
∑
e∈E∗\E¯
we +
∑
e∈E¯\E∗
we
= w′(E∗)−
∑
e∈E∗
we +
∑
e∈E¯
we
≥ w′(E∗),
where the last inequality holds because E¯ is a feasible solution for the original instance (G,T )
while E∗ is an optimal solution for (G,T ). Thus, w′(E¯) > w′(E∗), and so E∗ is the unique
optimal solution for every (γ − ε)-perturbation of G(E∗,γ). We conclude that G(E∗,γ) is (γ − ε)-
stable.
We will now use the above claim to show how an integrality gap example for Minimum
Multiway Cut can be converted to a certificate of non-integrality of stable instances.
Claim 6.14. Let (G,T ) be an instance of Minimum Multiway Cut, such that OPT/OPTLP =
α > 1, where OPT is the value of an optimal integral Multiway Cut, and OPTLP is the value
of an optimal fractional solution for the CKR relaxation. Then, for every ε ∈ (0, α − 1), we
can construct an (α − ε)-stable instance such that the CKR relaxation is not integral for that
instance.
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Proof. Let G = (V,E,w), T ⊆ V , be an instance of Minimum Multiway Cut such that
OPT/OPTLP = α > 1. Let γ = α−δ, for any fixed δ ∈ (0, α−1). Let E∗ be an optimal integral
solution, i.e. OPT =
∑
e∈E∗ we. By Claim 6.13, for every ε
′ ∈ (0, γ − 1), G(E∗,γ) is a (γ − ε′)-
stable instance whose unique optimal solution is E∗. Let {u¯}u∈V be an optimal LP solution for
G. We define d(u, v) = 12‖u¯ − v¯‖1, for every u, v ∈ V , and we have OPTLP =
∑
e∈E wed(e).
Note that {u¯}u∈V is a feasible fractional solution for G(E∗,γ), and we claim that its cost for
G(E
∗,γ) is strictly smaller than the (integral) cost of the optimal solution E∗ of G(E∗,γ). For
that, we have
w(E
∗,γ)(E∗) =
∑
e∈E∗
w(E
∗,γ)
e =
1
γ
∑
e∈E∗
we =
α
α− δ
∑
e∈E
wed(e)
>
∑
e∈E
wed(e) ≥
∑
e∈E
w(E
∗,γ)
e d(e),
which implies that the LP is not integral for the instance G(E
∗,γ). Setting δ = ε′ = ε/2 finishes
the proof.
Claim 6.14 allows us to convert any integrality gap result for the CKR relaxation into a
lower bound for non-integrality. Thus, by using the Freund-Karloff integrality gap construction
[72], we can deduce that there are
(
8
7+ 1
k−1
− ε
)
-stable instances of Minimum Multiway Cut for
which the CKR relaxation is not integral. An improved integrality gap construction given in a
joint work with Yury Makarychev and Pasin Manurangsi [13] (as mentioned in the beginning
of the chapter) also implies that there are
(
6
5+ 1
k−1
− ε
)
-stable instances of Minimum Multiway
Cut for which the CKR relaxation is not integral. But, with a more careful analysis, we can
obtain a stronger lower bound. More formally, we prove the following theorem.
Theorem 6.15. For every ε > 0 and k ≥ 3, there exist
(
4
3+ 1
k−1
− ε
)
-stable instances of
Minimum Multiway Cut with k terminals for which the CKR relaxation is not integral.
Proof. We use the Freund-Karloff construction [72], that is, for any k, we construct the graph
G = (V,E,w), where the set of vertices is V = {1, ..., k} ∪ {(i, j) : 1 ≤ i < j ≤ k},
and the set of edges is E = E1 ∪ E2, E1 = {[i, (i, j)], [j, (i, j)] : 1 ≤ i < j ≤ k} and E2 =
{[(i, j), (i′, j′)] : i < j, i′ < j′, |{i, i′, j, j′}| = 3}. Here, we use the notation [u, v] to denote an
edge, instead of the standard (u, v), so as to avoid confusion with the tuples used to describe
the vertices. The set of terminals is T = {1, .., k} ⊂ V . The weights are set in the same way
as in the Freund and Karloff construction, i.e. the edges in E1 all have weight 1 and the edges
in E2 all have weight w =
3
2k . Freund and Karloff proved that by setting the weights in this
way, the graph has an optimal solution that assigns every vertex (i, j), i < j, to terminal i. Let
E∗ ⊆ E be the edges cut by this solution. We have OPT = w(E∗) = (k2)+ 32k · 2(k3) = (k− 1)2.
They also proved that an optimal fractional solution assigns each vertex (i, j) to the vector
(ei + ej)/2, and, thus, the (fractional) length of each edge e ∈ E is d(e) = 12 . This implies that
OPTLP =
1
2
∑
e∈E we =
1
2 ·
(
2
(
k
2
)
+ 32k · 3
(
k
3
))
= OPT/ 8
7+ 1
k−1
.
We now scale the weights of all edges in E∗ down by a factor γ > 1, and, by Claim 6.13,
obtain a (γ − ε)-stable instance G(E∗,γ), whose unique optimal solution is E∗. The cost of this
optimal solution is OPTγ =
1
γ · OPT . We consider the same fractional solution that assigns
every node (i, j) to the vector (ei + ej)/2. The fractional cost now is:
X(E
∗,γ) =
1
2
[
1
γ
·
(
k
2
)
+
3
2γk
· 2
(
k
3
)]
+
1
2
[(
k
2
)
+
3
2k
(
k
3
)]
.
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min :
∑
u∈V \T
wuxu
s.t.:
∑
u∈P
xu ≥ 1, for all P ∈ P,
xsi = 0, for all i ∈ [k],
xu ∈ [0, 1], for all u ∈ V.
Figure 6.2: The standard LP relaxation for Node Multiway Cut.
We want to maintain non-integrality, i.e. we want OPTγ > X
(E∗,γ). Thus, we must have
1
2γ
(k − 1)2 > 1
8
(k − 1)(3k − 2), which gives γ < 4(k − 1)
3k − 2 .
This implies that, for every ε > 0, there exist
(
4
3+ 1
k−1
− ε
)
-stable instances of Minimum Mul-
tiway Cut with k terminals that are not integral with respect to the CKR relaxation.
6.2 The Node Multiway Cut problem
We first define the problem.
Definition 6.16 (Node Multiway Cut). Let G = (V,E) be a connected undirected graph and
let T = {s1, ..., sk} ⊆ V be a set of terminals such that for every i 6= j, (si, sj) /∈ E. In the
Node Multiway Cut problem, we are given a function w : V → R>0 and the goal is to remove
the minimum weight set of vertices V ′ ⊆ V \ T such that in the induced graph G′ = G[V \ V ′],
there is no path between any of the terminals.
The Node Multiway Cut problem is a harder problem than the Edge Multiway Cut problem.
In particular, the Edge Multiway Cut problem reduces in an approximation preserving fashion
to the Node Multiway Cut problem [74]. The problem is polynomially solvable for k = 2 and
APX-hard for k ≥ 3. For every k ≥ 3, for Node Multiway Cut, a 2(1 − 1/k)-approximation
algorithm is known [74], and the same work also proves that the standard LP relaxation (see
Figure 6.2) always has a half-integral optimal solution. Finally, in [74] it is shown that there is an
approximation-preserving reduction from Minimum Vertex Cover to the Minimum Node Mul-
tiway Cut problem, which implies that, assuming P 6= NP, there is no (√2− ε)-approximation
algorithm for Node Multiway Cut [96], and assuming UGC, there is no (2 − ε)-approximation
algorithm [98].
Regarding stability, we first observe that it is straightforward to reprove the theorem of
[MMV14] (see Theorem 6.3) in the setting of Node Multiway Cut, and in particular, one can
easily prove that it suffices to obtain an (α, β)-rounding for a half-integral optimal solution, since
such a solution always exists. We now give such a rounding for the standard LP relaxation for
Node Multiway Cut (see Figure 6.2) that satisfies αβ = k−1, where k is the number of terminals.
Let G = (V,E,w), T = {s1, ..., sk} ⊆ V , be an instance of Node Multiway Cut. The
standard LP relaxation is given in Figure 6.2. The LP has one indicator variable for each vertex
u ∈ V . For each pair of terminals si and sj , i < j, let Pij denote the set of all paths between
si and sj . Let P =
⋃
i<j Pij .
We now present a rounding scheme for the LP (Algorithm 7) that only works for half-
integral solutions. Let {xu}u∈V be a half-integral optimal solution for the LP of Figure 6.2. Let
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V0 = {u ∈ V : xu = 0}, V1/2 = {u ∈ V : xu = 1/2} and V1 = {u ∈ V : xu = 1}. Since x is
half-integral, we have V = V0 ∪V1/2 ∪V1. For a path P , let len(P ) =
∑
u∈P xu. Let Puv denote
the set of all paths between two vertices u and v. We define d(u, v) = minP∈Puv len(P ); we note
that this function is not an actual metric, since we always have some u ∈ V with d(u, u) > 0.
We consider the following rounding scheme (see Algorithm 7).
Algorithm 7: An (α, β)-rounding for half-integral solutions for Node Multiway Cut.
1. Let G′ = G[V0 ∪ V1/2] (if graph G′ has more than one connected component, we
apply the rounding scheme on each connected component, separately).
2. For each i ∈ [k], let Bi = {u ∈ V0 : d(si, u) = 0} and
δ(Bi) = {u ∈ V1/2 : ∃v ∈ Bi such that (u, v) ∈ E}
(we note that the function d is computed separately in each connected component
of G′).
3. Pick uniformly random j∗ ∈ [k].
4. Return X := V1 ∪ (
⋃
i 6=j∗ δ(Bi)).
Theorem 6.17. Algorithm 7 is an (α, β)-rounding for Minimum Node Multiway Cut for half-
integral optimal solutions, for some α and β, with αβ = k−1. More precisely, given an optimal
half-integral solution {xu}u∈V , it always returns a feasible solution X ⊆ V \ T such that for
each vertex u ∈ V \ T , the following two conditions are satisfied:
1. Pr[u ∈ X] ≤ α · xu,
2. Pr[u /∈ X] ≥ 1β · (1− xu),
with α = 2(k−1)k and β =
k
2 .
Proof. We first show that X is always a feasible Multiway Cut. It is easy to see that si /∈ X
for every i ∈ [k]. Let’s fix now a path P between si and sj . If there exists a vertex u ∈ P such
that xu = 1, then clearly the algorithm “cuts” this path, since X contains all vertices whose
LP value is 1. So, let’s assume that for every u ∈ P we have xu ∈ {0, 1/2}. Observe that the
whole path P is contained in the graph G′. Since xst = 0 for every t ∈ [k], we have si ∈ Bi
and sj ∈ Bj and we know that at least one of the sets δ(Bi) or δ(Bj) will be included in the
solution. The LP constraints imply that
∑
q∈P xq ≥ 1. Thus, there are at least 2 vertices in
P whose LP value is exactly 1/2. So, we start moving along the path P from si to sj , and let
q1 ∈ P be the first vertex with xq1 = 1/2. Similarly, we start moving along the path from sj
to si, and let q2 ∈ P be the first vertex with xq2 = 1/2. Our assumption implies that q1 6= q2.
Clearly, d(si, q1) = d(sj , q2) = 1/2, and it is easy to see that q1 ∈ δ(Bi) and q2 ∈ δ(Bj). Thus,
at least one of the vertices q1 or q2 will be included in the final solution X. We conclude that
the algorithm always returns a feasible solution.
We will now show that the desired properties of the rounding scheme are satisfied with
αβ = k − 1. For that, we first prove that ⋃i∈[k] δ(Bi) = V1/2, and moreover, each u ∈ V1/2
belongs to exactly one set δ(Bi). By definition
⋃
i∈[k] δ(Bi) ⊆ V1/2. Let u ∈ V1/2. It is easy to
see that there must exist at least one path P between two terminals such that u ∈ P and xv < 1
for every v ∈ P , since otherwise we could simply set xu = 0 and still get a feasible solution with
lower cost. Let’s assume now that u /∈ ⋃i∈[k] δ(Bi). This means that for any path P between
two terminals si and sj such that u ∈ P and xv < 1 for every v ∈ P , if we start moving from
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si to sj , we will encounter at least one vertex q1 6= u with xq1 = 1/2, and similarly, if we start
moving from sj to si, we will encounter at least one vertex q2 6= u with xq2 = 1/2. Since this
holds for any two terminals si and sj , it is easy to see that we can set xu = 0 and get a feasible
solution with a smaller cost. Thus, we get a contradiction. This shows that
⋃
i∈[k] δ(Bi) = V1/2.
We will now prove that for every u ∈ V1/2 there exists a unique i ∈ [k] such that u ∈ δ(Bi).
Suppose that u ∈ δ(Bi) ∩ δ(Bj), for some i 6= j. Let q1 ∈ Bi such that (u, q1) ∈ E, and let
q2 ∈ Bj such that (u, qj) ∈ E. Let P1 be a shortest path between si and q1, and let P2 be
a shortest path between sj and q2. We now consider the path P
′ = P1 ∪ {u} ∪ P2. This is
indeed a valid path in G′ between si and sj . It is easy to see that
∑
v∈P ′ xv = 1/2, and so an
LP constraint is violated. Again, we get a contradiction, and thus, we conclude that for each
u ∈ V1/2 there exists exactly one i ∈ [k] such that u ∈ δ(Bi).
We are almost done. We will now verify that the two conditions of the rounding scheme are
satisfied. Let u ∈ V \T . If xu = 1, then u is always picked and we have Pr[u is picked] = 1 = xu
and Pr[u is not picked] = 0 = 1 − xu. If xu = 0, then the vertex u will never be picked, and
so Pr[u is picked] = 0 = xu and Pr[u is not picked] = 1 = 1 − xu. So, let’s assume now that
xu = 1/2. By the previous discussion, u ∈ δ(Bi) for some unique i ∈ [k]. Since each set δ(Bi)
is not included in the solution with probability 1/k, we get that
Pr[u is not picked] =
1
k
=
2
k
· 1
2
=
2
k
· (1− xu),
and
Pr[u is picked] =
k − 1
k
=
2(k − 1)
k
· 1
2
=
2(k − 1)
k
· xu.
Thus, the rounding scheme satisfies the desired properties with αβ = 2(k−1)k · k2 = k − 1.
The above theorem, combined with the adaptation of Theorem 6.3 for the problem directly
gives the following result.
Theorem 6.18. The standard LP relaxation for Node Multiway Cut is integral for (k−1)-stable
instances, where k is the number of terminals.
Mimicking the techniques of [MMV14] (or Section 6.1.2), we can also prove the following
theorem about weakly stable instances.
Theorem 6.19. There is a polynomial-time algorithm that, given a (k−1+δ,N )-weakly-stable
instance of Minimum Node Multiway Cut with n vertices, k terminals and integer weights, finds
a solution X ′ ∈ N (for every δ ≥ 1/poly(n) > 0).
We now prove that the above analysis is tight, i.e. there are (k − 1− ε)-stable instances for
which the LP is not integral.
Theorem 6.20. For every ε > 0, there exist (k− 1− ε)-stable instances of the Node Multiway
Cut problem with k terminals for which the LP of Figure 6.2 is not integral.
Proof. We consider a variation of the star graph, as shown in Figure 6.3. The graph G =
(V,E,w) is defined as follows:
1. V = {s1, ..., sk} ∪ {u1, ..., uk} ∪ {c}, with T = {s1, ..., sk} being the set of terminals.
Observe that |V | = 2k + 1.
2. E = {(c, ui) : i ∈ [k]} ∪ {(si, ui) : i ∈ [k]}.
3. For each i ∈ {1, ..., k − 1}, we have wui = 1. We also have wuk = k − 1− ε2 and wc = k3.
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Figure 6.3: An integrality gap example of a stable instance of Node Multiway Cut.
It is easy to see that there is unique optimal integral solution X∗ = {ui : 1 ≤ i ≤ k − 1} of
cost OPT = k−1. It is also clear that any feasible solution must either remove vertex c or must
remove at least k − 1 vertices from the set {u1, ..., uk}. A minimal solution that contains c is
Xc = {c}. We have (k− 1− ε)w(X∗ \Xc) < (k− 1)2 and w(Xc \X∗) = k3. Let’s consider now
a solution that does not contain c. By the previous observations, we only have to consider the
solutions Yi = {u1, ..., uk}\ {ui}, 1 ≤ i ≤ k− 1, and Y0 = {u1, ..., uk}. For any Yi, 1 ≤ i ≤ k− 1,
we have (k−1−ε) ·w(X∗ \Xi) = (k−1−ε) ·wui = k−1−ε and w(Yi \X∗) = wuk = k−1−ε/2.
For Y0 we have (k− 1− ε) ·w(X∗ \ Y0) = 0 and w(Yi \X∗) = w(uk) = k− 1− ε/2. Thus, in all
cases, the stability condition is satisfied with γ = k − 1− ε.
We now look at the LP. Let xui = 1/2 for every i ∈ [k] and let xc = 0. We also set xsi = 0
for every i ∈ [k]. Observe that this is a feasible solution. The objective function is equal to
k − 1
2
+
k − 1− (ε/2)
2
= k − 1− (ε/4) < k − 1 = OPT.
Thus, the integrality gap is strictly greater than 1, and thus, the LP is not integral.
Finally, we show that if there exists an algorithm for γ-stable instances of Node Multiway
Cut, then there exists an algorithm for γ-stable instances of Vertex Cover. This reduction,
combined with the results of the next chapter, implies very strong lower bounds on the existence
of robust algorithms for Node Multiway Cut.
Theorem 6.21. Let A be an algorithm for γ-stable instances of Minimum Node Multiway Cut.
Then, there exists an algorithm B for γ-stable instances of Minimum Vertex Cover. Moreover,
if A is robust, then B is robust.
Proof. We use the straightforward approximation-preserving reduction of Garg et al. [74]. Let
G = (V,E,w) be a γ-stable instance of Minimum Vertex Cover, with V = {u1, ..., un}. We
construct G′ = (V ′, E′, w′), where G′ contains the whole graph G, and moreover, for each
vertex ui ∈ V , we create a terminal vertex si and we connect it to ui with an edge (si, ui) ∈ E′.
As implied, the set of terminals is T = {s1, ..., sn}. The weights of non-terminal vertices remain
unchanged. This is clearly a polynomial-time reduction. We will now prove that each feasible
vertex cover X of G corresponds to a feasible Mulitway Cut of G′ of the same cost, and vice
versa. To see this, let X be a feasible vertex cover of G, and let’s assume that there is a path
between two terminals si and sj in G
′[V ′ \ X]. By construction, this means that there is a
path between ui and uj in G
′[V ′ \X], which implies that there is at least one edge in this path
that is not covered. Thus, we get a contradiction. Since the weight function is unchanged, we
also conclude that w(X) = w′(X). Let now X ′ be a feasible Multiway Cut for G′, and let’s
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assume that X ′ is not a vertex cover in G. This means that there is an edge (ui, uj) ∈ E
such that {ui, uj} ∩ X ′ = ∅. This means that the induced graph G′[V ′ \ X ′] contains the
path si − ui − uj − sj , and so we get a contradiction, since we assumed that X ′ is a feasible
Node Multiway Cut. Again, the cost is clearly the same, and thus, we conclude that there is a
one-to-one correspondence between vertex covers of G and multiway cuts of G′.
Since the cost function is exactly the same, it is now easy to prove that a γ-stable instance
G of Vertex Cover implies that G′ is a γ-stable instance of Multiway Cut, and moreover, if G′
is not γ-stable, then G cannot be γ-stable to begin with. Thus, we can run algorithm A on
instance G′, and return its output as the output of algorithm B. By the previous discussion,
this is a γ-stable algorithm for Vertex Cover, and, if A is robust, then so is B.
The above result, combined with the result of the next chapter (see Theorem 7.5), implies
the following theorem.
Theorem 6.22.
1. For every constant ε > 0, there is no robust algorithm for γ-stable instances of Minimum
Node Multiway Cut, for γ = n1−ε, assuming that P 6= NP .
2. For every constant ε > 0, there is no robust algorithm for γ-stable instances of Minimum
Node Multiway Cut, for γ = n
2(logn)
3/4+ε , assuming that NP 6⊆ BPTIME
(
2(logn)
O(1)
)
.
Chapter 7
Hardness results for robust
algorithms
In this chapter, we prove a very strong negative result about robust algorithms for the Minimum
Vertex Cover problem, and its equivalent, in terms of exact solvability, problem, namely the
Maximum Independent Set problem. We then extend the result to the Min 2-Horn Deletion
problem and the Minimum Multicut on Trees.
7.1 Lower bounds for Vertex Cover
We prove that, under standard complexity assumptions, no robust algorithms (as defined in
Definition 5.2) exist for γ-stable instances of Minimum Vertex Cover, even when γ is very large
(we precisely quantify this later in this section). Before presenting our results, it is worth noting
that robustness is a very desirable property of algorithms, since it guarantees that the output
is always correct, even when the instance is not stable (and it is usually the case that we do not
know whether the input is stable or not). Furthermore, proving that no robust algorithm exists
for γ-stable instances of a given problem implies that no LP/SDP or other convex relaxation
that is solvable in polynomial time can be integral for γ-stable instances of the problem, thus
ruling out the possibility of having an algorithm that solves γ-stable instances by solving the
corresponding relaxation. We now turn our attention to Minimum Vertex Cover, which from
now on we sometimes denote as MVC.
An MVC instance G = (V,E,w), w : V → R≥0, is called γ-stable, for γ ≥ 1, if it has a unique
optimal solution X∗ ⊆ V , and for every γ-perturbation (i.e. for every instance G′ = (V,E,w′)
that satisfies wu ≤ w′u ≤ γ · wu for every u ∈ V ), the solution X∗ remains the unique optimal
solution. In order to prove our impossibility result for Vertex Cover, we need the following
definition.
Definition 7.1 (GAP-IS). For any 0 < α < β, the (α, β)-GAP-IS problem is a promise problem
that takes as input a (vertex-weighted) graph G whose independent set is either strictly larger
than β or at most α and asks to distinguish between the two cases, i.e. decide whether G has
an independent set of weight
• strictly larger than β (i.e. OPT > β; YES instance)
• at most α (i.e. OPT ≤ α; NO instance)
We will prove that the existence of a robust algorithm for γ-stable instances of MVC would
allow us to solve (β/γ − δ, β)-GAP-IS, for every β > 0 and arbitrarily small δ > 0.
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Lemma 7.2. Given a robust algorithm for γ-stable instances of Minimum Vertex Cover, for
some γ > 1, there exists an algorithm that can be used to efficiently solve (β/γ − δ, β)-GAP-IS,
for every β > 0 and every δ ∈ (0, β/γ).
Proof. Given a (β/γ − δ, β)-GAP-IS instance G = (V,E,w), w : V → R≥0, we construct the
graph G′ = (V ′, E′, w′), where V ′ = V ∪ {s}, E′ = E ∪ {(v, s) : v ∈ V }, w′u = wu for all u ∈ V
and w′s = β. Every vertex cover X ⊆ V ′ of G′ is of one of the following forms:
• X = V , with cost w′(X) = w(V ).
• X = (V \ I) ∪ {s}, where I is an independent set of the original graph G. The cost of X
in this case is w′(X) = w(V )− w(I) + β.
Let I∗ ⊆ V denote a maximum independent set of G and OPTIS(G) = w(I∗) denote its cost.
Then, an optimal vertex cover is either V or (V \ I∗) ∪ {s}. Observe that we can never have
w(V ) = w((V \ I∗) ∪ {s}), since this would imply that OPTIS(G) = β, and this is impossible,
given that G is a (β/γ − δ, β)-GAP-IS instance.
We now run the robust algorithm for γ-stable instances of MVC on G′, and depending on the
output Y , we make the following decision:
• Y = V : V is the optimal vertex cover of G′, and so w(V ) ≤ w(V ) − w(I) + β for
all independent sets I of G. This implies that w(I∗) ≤ β, and, since the instance is a
(β/γ − δ, β)-GAP-IS instance, we must have w(I∗) ≤ β/γ − δ. We output NO.
• Y = (V \ I∗) ∪ {s} for some (maximum) independent set I∗: In this case, we have
w(V ) ≥ w(V ) − w(I∗) + β, and so w(I∗) ≥ β. From the above discussion, this implies
that w(I∗) > β, and so we output YES.
• Y = not stable: Since the instance is not γ-stable, it is not hard to see that there must
exist an independent set I of G, such that w(V \I)+γw(I) ≥ w(V \I)+β (since otherwise
the instance would be γ-stable with V being the optimal vertex cover), which implies that
w(I) ≥ β/γ. Thus, w(I∗) > β, and so we output YES.
We designed an algorithm that uses a robust algorithm for γ-stable instances of MVC as a
black-box and solves the (β/γ − δ, β)-GAP-IS problem, for every β > 0 and arbitrarily small
δ > 0.
We now use the known inapproximability results for Maximum Independent Set in conjunc-
tion with Lemma 7.2. In particular, we need the following two theorems, the first proved by
Zuckerman [127] (also proved earlier by H˚astad in [85] under the complexity assumption that
NP 6⊆ ZPP), and the second by Khot and Ponnuswami [97].
Theorem 7.3 (Zuckerman [127]). It is NP-hard to approximate the Maximum Independent Set
to within n1−ε, for every constant ε > 0. Equivalently, it is NP-hard to solve (α, β)-GAP-IS,
for β/α = n1−ε, for every constant ε > 0.
Theorem 7.4 (Khot and Ponnuswami [97]). For every constant ε > 0, there is no polyno-
mial time algorithm that approximates the Maximum Independent Set to within n/2(logn)
3/4+ε
,
assuming that NP 6⊆ BPTIME
(
2(logn)
O(1)
)
.
Combining Lemma 7.2 with the above two theorems, we obtain the following theorem.
Theorem 7.5.
1. For every constant ε > 0, there is no robust algorithm for γ-stable instances of Minimum
Vertex Cover (and Maximum Independent Set), for γ = n1−ε, assuming that P 6= NP.
74 CHAPTER 7. HARDNESS RESULTS FOR ROBUST ALGORITHMS
2. For every constant ε > 0, there is no robust algorithm for γ-stable instances of Minimum
Vertex Cover (and Maximum Independent Set), for γ = n
2(logn)
3/4+ε , assuming that NP 6⊆
BPTIME
(
2(logn)
O(1)
)
.
As an immediate corollary, we get the same lower bounds for stability for Set Cover, since
Minimum Vertex Cover can be formulated as a Set Cover instance.
Corollary 7.6.
1. For every constant ε > 0, there is no robust algorithm for γ-stable instances of Set Cover,
for γ = n1−ε, assuming that P 6= NP.
2. For every constant ε > 0, there is no robust algorithm for γ-stable instances of Set Cover,
for γ = n
2(logn)
3/4+ε , assuming that NP 6⊆ BPTIME
(
2(logn)
O(1)
)
.
7.2 Lower bounds for Min 2-Horn Deletion
In this section, we focus on Min 2-Horn Deletion, and prove that the lower bound for robust
algorithms for MVC can be extended to this problem as well, since MVC can be formulated as a
Min 2-Horn Deletion problem in a convenient way. We start with the definition of Min 2-Horn
Deletion and then state and prove the main theorem of this section.
Definition 7.7 (Min 2-Horn Deletion). Let {xi}i∈[n] be a set of boolean variables and let F =
{Cj}j∈[m] be a set of clauses on these variables, where each C ∈ F has one of the following
forms: xi, x¯i, x¯i ∨ xj, or x¯i ∨ x¯j. In words, each clause has at most two literals and is allowed
to have at most one positive literal. We are also given a weight function w : F → R≥0, and
the goal is to find an assignment f : {x1, ..., xn} → {true, false} such that the weight of the
unsatisfied clauses is minimized.
It will be convenient to work with the dual Min 2-Horn Deletion, in which each clause
contains at most one negated literal. Observe that the two problems are equivalent, since, given
a Min 2-Horn Deletion instance with variables {xi}i∈[n], we can define the variables yi = x¯i,
i ∈ [n], and substitute them in F , thus obtaining a dual Min 2-Horn Deletion with the exact
same value. We now prove the following theorem.
Theorem 7.8.
1. For every constant ε > 0, there is no robust algorithm for γ-stable instances of Min 2-Horn
Deletion, for γ = n1−ε, assuming that P 6= NP .
2. For every constant ε > 0, there is no robust algorithm for γ-stable instances of Min 2-Horn
Deletion for γ = n
2(logn)
3/4+ε , assuming that NP 6⊆ BPTIME
(
2(logn)
O(1)
)
.
Proof. Let us assume that there exists a robust algorithm for γ-stable instances of Min 2-Horn
Deletion, for some γ > 1. We will prove that this would give a robust algorithm for γ-stable
instances of MVC. For that, we consider any MVC instance G = (V,E,w), w : V → R≥0, and
construct an instance F (G) of Min 2-Horn Deletion as follows (for convenience, as explained
above, we assume that each clause contains at most one negation, i.e. we construct a dual Min
2-Horn Deletion formula). We introduce variables {xu}u∈V and |V |+|E| clauses, with Cu := x¯u,
for every u ∈ V , and C(u,v) := xu ∨ xv, for every (u, v) ∈ E. We also assign weights w′, with
w′(Cu) = wu, u ∈ V , and w′(C(u,v)) = 1 + γ ·
∑
q∈V wq, for every (u, v) ∈ E.
Observe that an immediate upper bound for the cost of the optimal assignment of F (G) is∑
u∈V wu, since we can always delete all the clauses Cu and set all variables to true. Thus, an
7.3. LOWER BOUNDS FOR MULTICUT ON TREES 75
optimal assignment never violates a clause C(u,v), (u, v) ∈ E. This means that in an optimal
assignment f∗, for every (u, v) ∈ E, either f∗(xu) = true or f∗(xv) = true. This implies that the
set X(f∗) = {u ∈ V : f∗(xu) = true} is a feasible vertex cover of G. It also means that the cost
of an optimal assignment is
∑
u∈V :f∗(xu)=truewu = w(X(f
∗)). We will now show that X(f∗) is in
fact an optimal vertex cover of G. First, note that the cost of any assignment g (not necessarily
optimal) that does not violate any of the clauses C(u,v), (u, v) ∈ E, is
∑
u∈V :g(xu)=truewu.
Suppose now that there exists a vertex cover X ′ 6= X(f∗) with cost w(X ′) < w(X(f∗)). Let
g(xu) = true if u ∈ X ′, and g(xu) = false if u /∈ X ′. It is easy to see that g does not
violate any of the clauses C(u,v), (u, v) ∈ E. Thus, the cost of the assignment g is equal to∑
u∈V :g(xu)=truewu = w(X
′) < w(X(f∗)), which contradicts the optimality of f∗, and, so, we
conclude that the set X(f∗) is an optimal vertex cover of G.
We will now show that if F (G) is not γ-stable, then G cannot be γ-stable. First, observe that
any γ-perturbation of F (G) has an optimal solution of cost at most γ ·∑u∈V wu, implying that
in every γ-perturbation of F (G), an optimal solution only deletes clauses of the form Cu = xu,
for u ∈ V . In other words, in every γ-perturbation of F (G), an optimal assignment g defines
a feasible vertex cover X = {u ∈ V : g(u) = true}. This also implies that the perturbation of
the weights w(C(u,v)) cannot change the optimal assignment, and so, the weights of the clauses
Cu, u ∈ V , completely specify the optimal value. Moreover, if w˜ is the weight function for a
γ-perturbation of F (G) (whose optimal assignment defines the set X as before), we can use the
observation of the previous paragraph to conclude that the vertex cover X is optimal for the
instance G′ = (V,E,w′), in which w′u = w˜(Cu) for all u ∈ V . Note that G′ is a γ-perturbation
of G. Suppose now that F (G) is not γ-stable. Thus, there exists a subset X ⊆ V such that
an optimal assignment for F (G) deletes the clauses {Cu : u ∈ X} (i.e. f(xu) = true iff u ∈ X)
while there exists a γ-perturbation F ′(G) of F (G) such that an optimal assignment for F ′(G)
deletes the clauses {Cu : u ∈ X ′} for some X ′ 6= X. As argued, X is an optimal vertex cover for
G and X ′ is an optimal vertex cover for some γ-perturbation of G. Since X 6= X ′, the instance
G is not γ-stable.
We are ready to present our robust algorithm for γ-stable instances of MVC. We use the
robust algorithm for γ-stable instances of Min 2-Horn Deletion on F (G). Let Y be the output
of the algorithm, when ran on the instance F (G):
• Y = f , where f : {xu}u∈V → {true, false}: As discussed previously, the set X = {u ∈
V : f(xu) = true} is an optimal vertex cover for G, and so we output X.
• Y = not stable: We output “not stable”, since, by the previous discussion, the MVC
instance cannot be γ-stable.
Plugging in the bounds of Theorem 7.5, we obtain the desired lower bounds.
7.3 Lower bounds for Multicut on Trees
In this section, we combine the result of Section 7.1 with the straightforward approximation-
preserving reduction from Minimum Vertex Cover to Minimum Multicut on Trees, introduced
by Garg et al. [73]. More precisely, we prove the following theorem.
Theorem 7.9. Assuming P 6= NP, there are no robust algorithms for n1−ε-stable instances of
Multicut on Trees.
Before we give the proof of the theorem, we formally define the problem.
Definition 7.10 (Multicut on Trees). Let T = (V,E) be an edge-weighted tree, with non-
negative weights c : E → R≥0. Let {(s1, t1), ..., (sk, tk)} be a specified set of pairs of vertices,
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where each pair is distinct, but vertices in different pairs are not required to be distinct. A
multicut is a set of edges whose removal separates each of the pairs. The problem is to find a
minimum weight multicut in T .
The Minimum Multicut problem is NP-hard even when restricted to trees of height 1 and
unit weight edges. We are now ready to prove Theorem 7.9.
Proof of Theorem 7.9. . Let G = (V,E,w), w : V → R>0, be a γ-stable instance of MVC, with
V = {u1, ..., un}. We consider the following Multicut instance. We construct the star graph
T = (VT , ET , wT ), where VT = {c} ∪ V , ET = {(ui, c)}i=1,...,n and wT : ET → R>0 with
wT (ui, c) = wui , for every i ∈ [n]. The set of demand pairs is D = {(ui, uj) : (ui, uj) ∈ E}.
It is easy to see that any feasible vertex cover X ⊆ V of G corresponds to a feasible multicut
XT = {(u, c) : u ∈ X} and vice versa, and moreover, w(X) = wT (XT ). We will now show that
T is also a γ-stable instance, given that G is a γ-stable instance, and vice versa. Let X∗ ⊆ V
be the unique optimal Vertex Cover for G. By the previous observations, it is easy to see that
X∗T = {(u, c) : u ∈ X∗} is the unique optimal multicut for T . Let T ′ = (VT , ET , w′T ) be any
γ-perturbation of T , i.e. for every (u, c) ∈ ET , wT (u, c) ≤ w′T (u, c) ≤ γ · wT (u, c). We want to
prove that T ′ has the same optimal solution as T . Suppose that T ′ has an optimal solution
XT ′ 6= X∗T . This immediately implies that the graph G′ = (V,E,w′), with w′u = w′T (u, c) for
every u ∈ V , has an optimal vertex cover X ′ = {u ∈ V : (u, c) ∈ X ′T } that is not equal to
X∗. Note that G′ is a γ-perturbation of G, and thus we get a contradiction. So, T is indeed a
γ-stable instance of Multicut. The other direction is proved similarly, namely, if the constructed
T is γ-stable, then G has to be γ-stable.
Suppose now that there exists a robust algorithm for n1−ε-stable instances of Multicut on
Trees. Then, by using the above reduction, one can use such an algorithm to construct a robust
algorithm for MVC, and this is impossible, assuming P 6= NP, as shown in Theorem 7.5.
Chapter 8
Stability and the Independent Set
problem
8.1 Introduction
The Maximum Independent Set problem is a central problem in theoretical computer science
and has been the subject of numerous works over the last few decades. As a result we now have
a thorough understanding of the worst-case behavior of the problem. In general graphs, the
problem is n1−ε-hard to approximate, assuming that P 6= NP [85, 127], and n/2(logn)3/4+ε-hard
to approximate, assuming that NP 6⊆ BPTIME(2(logn)O(1)). On the positive side, the current best
algorithm is due to Feige [69] achieving a O˜(n/ log3 n)-approximation1. In order to circumvent
the strong lower bounds, many works have focused on special classes of graphs, such as bounded-
degree graphs (see e.g. [83, 7, 82, 84, 25, 26, 17, 48]), planar graphs [21] etc. In this chapter, we
continue this long line of research and study the Maximum Independent Set problem (which,
from now on, we denote as MIS) within the beyond worst-case analysis framework introduced
by Bilu and Linial.
In this chapter, our focus is on understanding the complexity of stable instances of MIS,
with an emphasis on designing robust algorithms. From a practical point of view, designing
algorithms for γ-stable instances for small values of γ is highly desirable. Unfortunately, for
general stable instances of MIS this is not always possible. In Chapter 7, we proved that there
is no robust algorithm for n1−ε-stable instances of MIS on general graphs (unbounded degree),
assuming that P 6= NP (see Theorem 7.5). As a result, our focus is on special classes of graphs,
such as bounded-degree graphs and planar graphs, where we prove that one can indeed handle
small values of the stability parameter. Nevertheless, we do provide an algorithm for stable
instances of MIS on general graphs as well.
We now restate the definition of stability in the context of the Independent Set problem. As
in the case of Multiway Cut, we use the following equivalent (and more convenient) definition.
Definition 8.1 (γ-stable instance of MIS). Let G = (V,E,w), w : V → R>0, and let I∗ be
a maximum independent set of G. The instance G is γ-stable, for some parameter γ ≥ 1, iff
w(I∗ \ S) > γ · w(S \ I∗) for every feasible independent set S 6= I∗.
Related Work. As mentioned, there have been many works about the worst-case complex-
ity of MIS and the best known approximation algorithm due to Feige [69] achieves a factor
of O˜(n/ log3 n). For degree-∆ graphs, Halperin [84] designed an O(∆ log log ∆log ∆ )-approximation
algorithm. The MIS problem has also been studied from the lens of beyond worst-case analysis.
1The notation O˜ hides some poly(log logn) factors.
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In the case of random graphs with a planted independent set, the problem is equivalent to the
classic planted clique problem. Inspired by semi-random models of [36], Feige and Killian [70]
designed SDP-based algorithms for computing large independent sets in semi-random graphs.
In the Bilu-Linial stability framework, Bilu [33] analyzed the greedy algorithm and showed
that it recovers the optimal solution for ∆-stable instances of graphs of maximum degree ∆.
The same result is also a corollary of a general theorem about the greedy algorithm and p-
extendible independence systems proved by Chatziafratis et al. [53]. Finally, we would like to
mention that there has also been work on studying MIS under adversarial perturbations to the
graph [106, 49, 27].
Our results. In this chapter, we explore the notion of stability in the context of MIS and signif-
icantly improve our understanding of the problem’s behavior on stable instances. In particular,
using both combinatorial and LP-based methods, we design algorithms for stable instances of
MIS for different classes of graphs. More concretely, we obtain the following results.
• Independent set on planar graphs: We show that on planar graphs, any constant
stability suffices to solve the problem exactly in polynomial time. More precisely, we
provide robust algorithms for (1 + ε)-stable instances of planar MIS, for any fixed ε > 0.
• Independent set on graphs of bounded degree or low chromatic number: We
provide a robust algorithm for solving (k−1)-stable instances of MIS on k-colorable graphs,
and (∆− 1)-stable instances of MIS on graphs of maximum degree ∆.
• Independent set on general graphs: For general graphs, we present an algorithm for
(εn)-stable instances of MIS on n vertices whose running time is nO(1/ε).
• Convex relaxations and stability: We present a structural result about the integrality
gap of convex relaxations of several maximization problems on stable instances: if the
integrality gap is at most α, then it is at most min
{
α, 1 + 1β−1
}
for (αβ)-stable instances,
for any β > 1.
Organization of material. In Section 8.2, we present robust algorithms for stable instances
of MIS on special classes of graphs, such as bounded-degree graphs, planar graphs, and graphs
with small chromatic number. For general, graphs we give a (non-robust) algorithm for stable
instances in Section 8.4.
8.2 Robust algorithms for stable instances of Independent Set
In the next few sections, we obtain robust algorithms for stable instances of MIS by using the
standard LP relaxation and the Sherali-Adams hierarchy. Since there are strong lower bounds
for robust algorithms on general graphs (see Chapter 7), we focus on special classes of graphs,
such as bounded-degree graphs and planar graphs.
8.2.1 Convex relaxations and robust algorithms
In order to design robust algorithms, we use convex relaxations of MIS. An important component
is the structural result of [MMV14] that we extensively used in Chapter 6. We restate the
theorem here, in the context of MIS, for the readers that skipped Chapter 6. We first introduce
a definition and then restate their theorem in the setting of MIS.
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max :
∑
u∈V
wuxu
s.t.: xu + xv ≤ 1, ∀(u, v) ∈ E,
xu ∈ [0, 1], ∀u ∈ V.
Figure 8.1: The standard LP relaxation for Independent Set.
Definition 8.2 ((α, β)-rounding). Let x : V → [0, 1] be a feasible fractional solution of a
convex relaxation of MIS whose objective value for an instance G = (V,E,w) is
∑
u∈V wuxu. A
randomized rounding scheme for x is an (α, β)-rounding, for some parameters α, β ≥ 1, if it
always returns a feasible independent set S, such that for every vertex u ∈ V ,
1. Pr[u ∈ S] ≥ 1α · xu,
2. Pr[u /∈ S] ≤ β · (1− xu).
Theorem 8.3 ([MMV14]). Let x : V → [0, 1] be an optimal (fractional) solution of a convex
relaxation of MIS whose objective value for an instance G = (V,E,w) is
∑
u∈V wuxu. Suppose
that there exists an (α, β)-rounding for x, for some α, β ≥ 1. Then, x is integral for (αβ)-stable
instances; in particular, xu ∈ {0, 1} for every u ∈ V .
The proof is identical to the proof given in [109], and thus, is not repeated here. As already
explained, the theorem suggests a simple robust algorithm: given a convex relaxation for which
we have shown the existence of such a scheme, we solve it, and if the solution is integral, we
report it, otherwise we report that the instance is not stable (observe that the rounding scheme
is used only in the analysis).
In the next section, we study a rounding scheme for the standard LP for MIS, and prove that
it satisfies the properties of the theorem. The standard LP for MIS for a graph G = (V,E,w) has
an indicator variable xu for every vertex u ∈ V , and is given in Figure 1. It is a well-known fact
that the vertices of this polytope are half-integral [115], and thus there always exists an optimal
solution x that satisfies xu ∈
{
0, 12 , 1
}
for every vertex u ∈ V ; moreover, such solution can be
computed in polynomial time. This fact will prove very useful in the design of (α, β)-rounding
schemes (as was already shown in Section 6.2 for Node Multiway Cut), since it essentially allows
us to consider randomized combinatorial algorithms and present them as rounding schemes, as
long as they “preserve” the integral part of the LP (i.e. they never pick a vertex u if xu = 0
and they always pick a vertex if xu = 1).
8.2.2 A robust algorithm for (k − 1)-stable instances of Independent Set on
k-colorable graphs
In this section, we give a robust algorithm for (k − 1)-stable instances of MIS on k-colorable
graphs. The crucial observation that we make is that, since the rounding scheme in Theorem 8.3
is only used in the analysis and not in the algorithm, it can be an exponential-time scheme.
Let G = (V,E,w) be a k-colorable graph, and let x be an optimal half-integral solution. Let
V0 = {u ∈ V : xu = 0}, V1/2 = {u ∈ V : xu = 1/2} and V1 = {u ∈ V : xu = 1}. We consider the
following rounding scheme of Hochbaum [86] (see Algorithm 8).
Theorem 8.4. Let G = (V,E,w) be a k-colorable graph. Given an optimal half-integral solution
x, the above rounding scheme is a
(
k
2 ,
2(k−1)
k
)
-rounding for x.
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Algorithm 8: Hochbaum’s k-colorable rounding scheme
1. Let G1/2 = G[V1/2] be the induced graph on the set V1/2.
2. Compute a k-coloring f : V1/2 → [k] of G1/2.
3. Pick j uniformly at random from the set [k], and set V
(j)
1/2 := {u ∈ V1/2 : f(u) = j}.
4. Return S := V
(j)
1/2 ∪ V1.
Proof. It is easy to see that the rounding scheme always returns a feasible solution. For u ∈
V0∪V1, the properties are trivially satisfied. Let u ∈ V1/2. We have Pr[u ∈ S] ≥ 1k = 2k · 12 = 2k ·xu.
We also have Pr[u /∈ S] ≤ 1− 1k = k−1k = 2(k−1)k · 12 = 2(k−1)k · (1− xu).
Combining Theorems 8.3 and 8.4, we get the following result.
Theorem 8.5. The standard LP for MIS is integral for (k − 1)-stable instances of k-colorable
graphs.
It is easy to see that the above result is tight. For that, we fix some small ε > 0. For
any k ≤ n, we consider a clique of k vertices {u1, ..., uk}, and n− k vertices {q1, ..., qn−k} that
are of degree 1, and whose only neighbor is uk. We set wui = 1, for every i ∈ {1, ..., k − 1},
wuk = k − 1− ε/2 and wqi = ε4(n−k) for every i ∈ [n− k]. It is easy to see that unique optimal
solution is X∗ = {uk} with cost w(X∗) = k − 1 − ε/2. Let Xi = {ui} ∪ {q1, ..., qn−k}, for
i ∈ [k − 1]. We have
(k − 1− ε) · w(Xi \X∗) = (k − 1− ε) · w(Xi) = (k − 1− ε) · 1 + (ε/4)
= k − 1− 3ε/4 < k − 1− ε/2 = w(X∗)
= w(X∗ \Xi).
It is easy to verify now that this covers all interesting solutions (i.e. maximal), and so the
instance is indeed (k− 1− ε)-stable. If we now consider the fractional solution that assigns 1/2
to every vertex, we get a solution of cost k − 1− ε/4 + ε/8 > w(X∗), and thus, the integrality
gap of the LP is strictly larger than 1.
It is a well-known fact that the chromatic number of graph of maximum degree ∆ is at most
∆ + 1. Thus, the above result implies a robust algorithm for ∆-stable instances of graphs of
maximum degree ∆. This gives a robust analog of the result of Bilu [33]. And, although the
above example seems to suggest that the result is tight, we will now see how we can slightly
improve upon it by using Theorem 8.5 and Brook’s theorem [42].
Theorem 8.6 (Brook’s theorem [42]). The chromatic number of a graph is at most the maxi-
mum degree ∆, unless the graph is complete or an odd cycle, in which case it is ∆ + 1.
MIS is easy to compute on cliques and cycles. Thus, by Brook’s theorem, every interesting
instance of maximum degree ∆ is ∆-colorable. More formally, we obtain the following theorem.
Theorem 8.7. There exists a robust algorithm for (∆− 1)-stable instances of MIS, where ∆ is
the maximum degree.
Proof. The algorithm is very simple. If ∆ ≤ 2, then the graph is a collection of paths and cycles,
and we can find the optimal solution in polynomial time. So, let’s assume that ∆ > 2. In that
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case, we first separately solve all K∆+1 disjoint components (we pick the heaviest vertex of each
K∆+1), if any, and then we solve the standard LP on the remaining graph (whose stability is
the same as the stability of the whole graph). The remaining graph, as implied by Brook’s
theorem, is ∆-colorable. If the LP is integral, we return the solution (for the whole graph),
otherwise we report that the instance is not stable.
8.2.3 Robust algorithms for (1 + ε)-stable instances of Independent Set on
planar graphs
In this section, we design a robust algorithm for (1+ε)-stable instances of MIS on planar graphs.
We note that Theorem 8.5 already implies a robust algorithm for 3-stable instances of planar
MIS, but we will use the Sherali-Adams hierarchy (which we denote as SA from now on) to
reduce this threshold down to 1 + ε, for any fixed ε > 0. In particular, we show that O(1/ε)
rounds of SA suffice to optimally solve (1+ε)-stable instances of MIS on planar graphs. We will
not introduce the SA hierarchy formally, and we refer the reader to the many available surveys
about LP/SDP hierarchies (see e.g. [55]). The t-th level of the SA relaxation for MIS has a
variable YS for every subset S ⊆ V of vertices of size at most |S| ≤ t+ 1, whose intended value
is YS =
∏
u∈S xu, where xu is the indicator variable of whether u belongs to the independent
set. The relaxation has size nO(t), and thus can be solved in time nO(t). For completeness, we
give the relaxation in Figure 8.2.
max :
∑
u∈V
wuY{u}
s.t.:
∑
T ′⊆T
(−1)|T ′| · (YS∪T ′∪{u} + YS∪T ′∪{v} − YS∪T ′) ≤ 0, ∀(u, v) ∈ E, |S|+ |T | ≤ t,
0 ≤
∑
T ′⊆T
(−1)|T ′| · YS∪T ′∪{u} ≤
∑
T ′⊆T
(−1)|T ′| · YS∪T ′ , ∀u ∈ V, |S|+ |T | ≤ t,
Y∅ = 1,
YS ∈ [0, 1], ∀S ⊆ V, |S| ≤ t+ 1.
Figure 8.2: The Sherali-Adams relaxation for Independent Set.
Our starting point is the work of Magen and Moharrami [106], which gives a SA-based
PTAS for MIS on planar graphs, inspired by Baker’s technique [21]. In particular, [106] gives
a rounding scheme for the O(t)-th round of SA that returns a (1 + O(1/t))-approximation. In
this section, we slightly modify and analyze their rounding scheme, and prove that it satisfies
the conditions of Theorem 8.3. For that, we need a theorem of Bienstock and Ozbay [32]. For
any subgraph H of a graph G = (V,E), let V (H) denote the set of vertices contained in H.
Theorem 8.8 ([32]). Let t ≥ 1 and Y be a feasible vector for the t-th level SA relaxation of
the standard Independent Set LP for a graph G. Then, for any subgraph H of G of treewidth
at most t, the vector (Y{u})u∈V (H) is a convex combination of independent sets of H.
The above theorem implies that the t-th level SA polytope is equal to the convex hull of all
independent sets of the graph, when the graph has treewidth at most t.
The rounding scheme of Magen and Moharrami [106]. Let G = (V,E,w) be a planar
graph and {YS}S⊆V :|S|≤t+1 be an optimal t-th level solution of SA. We denote Y{u} as yu, for
any u ∈ V . We first fix a planar embedding of G. The vertex set V can then be naturally
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partitioned into sets V0, V1, ..., VL, for some L ∈ {0, ..., n − 1}, where V0 is the set of vertices
in the boundary of the outer face, V1 is the set of vertices in the boundary of the outer face
after V0 is removed, and so on. Note that for any edge (u, v) ∈ E, we have u ∈ Vi and v ∈ Vj
with |i − j| ≤ 1. We will assume that L ≥ 4, since, otherwise, the input graph is at most
4-outerplanar and, in such cases the problem can be solved optimally [21].
Following [21], we fix a parameter k ∈ {1, ..., L}, and for every i ∈ {0, ..., k − 1}, we define
B(i) =
⋃
j≡i(mod k) Vj . We now pick an index j ∈ {0, ..., k − 1} uniformly at random. Let
G0 = G[V0 ∪ V1...∪ Vj ], and for i ≥ 1, Gi = G[
⋃ik+j
q=(i−1)k+j Vq], where for a subset X ⊆ V , G[X]
is the induced subgraph on X. Observe that every edge and vertex of G appears in one or two
of the subgraphs {Gi}, and every vertex u ∈ V \B(j) appears in exactly one Gi.
Magen and Moharrami observe that for every subgraph Gi = (V (Gi), E(Gi)), the set of
vectors {YS}S⊆V (Gi):|S|≤t+1 is a feasible solution for the t-th level SA relaxation of the graph
Gi. This is easy to see, as the Independent Set LP associated with Gi is weaker than the LP
associated with G (on all common variables), since Gi is a subgraph of G, and this extends to
SA as well. We need one more observation. In [37], it is proved that a k-outerplanar graph has
treewidth at most 3k−1. By construction, each graph Gi is a (k+ 1)-outerplanar graph. Thus,
by setting t = 3k + 2, Theorem 8.8 implies that the vector {yu}u∈V (Gi) (we remind the reader
that yu = Y{u}) can be written as a convex combination of independent sets of Gi.
Let pi be the corresponding distribution of independent sets of Gi, implied by the fractional
solution {yu}u∈V (Gi). We now consider the following rounding scheme, which always returns
a feasible independent set S of the whole graph. For each Gi, we (independently) sample an
independent set Si of Gi according to the distribution pi. Each vertex u ∈ V \B(j) belongs to
exactly on graph Gi and is included in the final independent set S if u ∈ Si. A vertex u ∈ B(j)
might belong to two different graphs Gi, Gi+1, and so, it is included in the final independent
set S only if u ∈ Si ∩ Si+1. The algorithm then returns S.
Before we analyze the algorithm, we note that standard arguments that use the tree decom-
position of the graph show that the above rounding scheme is constructive (i.e. polynomial-time;
this fact is not needed for the proof of integrality of SA for stable instances of planar MIS, but
it will be used when designing algorithms for weakly stable instances).
Theorem 8.9. The above randomized rounding scheme always returns a feasible independent
set S, such that for every vertex u ∈ V ,
1. Pr[u ∈ S] ≥ k−1k · yu + 1k · y2u,
2. Pr[u /∈ S] ≤ (1 + 1k) · (1− yu).
Proof. First, it is easy to see that S is always a feasible independent set. We now compute the
corresponding probabilities. Since the marginal probability of pi on a vertex u ∈ Gi is yu, we
get that, for any fixed j, for every vertex u ∈ V \ B(j), we have Pr[u ∈ S] = yu, and for every
vertex u ∈ B(j), we have Pr[u ∈ S] ≥ y2u. Since j is picked uniformly at random, each vertex
u ∈ V belongs to B(j) with probability exactly equal to 1k . Thus, we conclude that for every
vertex u ∈ V , we have
Pr[u ∈ S] ≥ k − 1
k
· yu + 1
k
· y2u ≥
k − 1
k
· yu,
and
Pr[u /∈ S] ≤ 1−
(
k − 1
k
· yu + 1
k
· y2u
)
= 1− yu + yu
k
· (1− yu) ≤
(
1 +
1
k
)
· (1− yu).
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The above theorem implies that the rounding scheme is a
(
k
k−1 ,
k+1
k
)
-rounding. It is easy
now to prove the following theorem.
Theorem 8.10. For every ε > 0, the SA relaxation of
(
3
⌈
2
ε
⌉
+ 5
)
= O(1/ε) rounds is integral
for (1 + ε)-stable instances of MIS on planar graphs.
Proof. The theorem is a direct consequence of Theorem 8.3 and Theorem 8.9. For any given
k ≥ 2, by Theorem 8.9, the rounding scheme always returns a feasible independent set S of G
that satisfies Pr[u ∈ S] ≥ k−1k · yu and Pr[u /∈ S] ≤
(
1 + 1k
) · (1− yu) for every vertex u ∈ V . By
Theorem 8.3, this means that {yu}u∈V must be integral for (1 + 2k−1)-stable instances. For any
fixed ε > 0, by setting k =
⌈
2
ε
⌉
+ 1, we get that 3
⌈
2
ε
⌉
+ 5 = O(1/ε) rounds of Sherali-Adams
return an integral solution for (1 + ε)-stable instances of MIS on planar graphs.
Again, by using the techniques of [MMV14] combined with Theorem 8.9, we also get the
following result.
Theorem 8.11. For every fixed ε > 0, there is a polynomial-time algorithm that, given a
(1 + ε,N )-weakly-stable instance of planar MIS with integer weights, finds a solution S ∈ N .
8.3 Stability and integrality gaps of convex relaxations
In this section, we state a general theorem about the integrality gap of convex relaxations of
maximization problems on stable instances. As already stated, [MMV14] was the first work
that analyzed the performance of convex relaxations on stable instances, and gave sufficient
conditions for a relaxation to be integral (see Theorem 8.3). Here, we show that, even if the
conditions of Theorem 8.3 are not satisfied, the integrality gap still significantly decreases as
stability increases.
Theorem 8.12. Consider a convex relaxation for MIS that assigns a value xu ∈ [0, 1] to every
vertex u of a graph G = (V,E,w), such that its objective function is
∑
u∈V wuxu. Let α be its in-
tegrality gap, for some α > 1. Then, the relaxation has integrality gap at most min
{
α, 1 + 1β−1
}
for (αβ)-stable instances, for any β > 1.
Proof. Let G = (V,E,w) be an (αβ)-stable instance, let I∗ denote its (unique) optimal indepen-
dent set and OPT = w(I∗) be its cost. We assume that β is such that 1 + 1β−1 < α (otherwise
the statement is trivial), which holds for β > 1 + 1α−1 .
Let OPTREL be the optimal value of the relaxation, and let’s assume that
OPTREL
OPT > 1 +
1
β−1 . We now claim that
∑
u∈I∗ wuxu < (β − 1) ·
∑
u∈V \I∗ wuxu. To see this, suppose that∑
u∈I∗ wuxu ≥ (β − 1) ·
∑
u∈V \I∗ wuxu. We have OPTREL =
∑
u∈I∗ wuxu +
∑
u∈V \I∗ wuxu ≤(
1 + 1β−1
)
·∑u∈I∗ wuxu ≤ (1 + 1β−1) · OPT, which implies that OPTRELOPT ≤ 1 + 1β−1 . This
contradicts our assumption, and so we conclude that
∑
u∈I∗ wuxu < (β − 1) ·
∑
u∈V \I∗ wuxu.
This implies that
∑
u∈V \I∗ wuxu >
OPTREL
β .
We now consider the induced graph H = G[V \I∗]. Let S ⊆ V \I∗ be an optimal independent
set of H. We observe that the restriction of the fractional solution to the vertices of graph
H is a feasible solution for the corresponding relaxation for H. Thus, since the integrality
gap is always at most α, we have w(S) ≥ 1α ·
∑
u∈V \I∗ wuxu. Finally, we observe that S
is a feasible independent set of the graph G. The definition of stability now implies that
w(I∗ \S) > (αβ) ·w(S \I∗), which gives w(I∗) > (αβ) ·w(S). Combining the above inequalities,
we conclude that OPT = w(I∗) > OPTREL. Thus, we get a contradiction.
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The above result is inherently non-constructive. Nevertheless, it suggests approximation
estimation algorithms for stable instances of MIS, such as the following.
Corollary 8.13 (Bansal et al. [26] + Theorem 8.12). For any fixed ε > 0, the Lovasz θ-function
SDP relaxation has integrality gap at most 1 + ε on O˜
(
1
ε · ∆log3/2 ∆
)
-stable instances of MIS of
maximum degree ∆, where the notation O˜ hides some poly(log log ∆) factors.
We note that the theorem naturally extends to many other maximization graph problems,
and is particularly interesting for relaxations that require super-constant stability for the recov-
ery of the optimal solution (e.g. the Max Cut SDP with `22 triangle inequalities has integrality
gap 1 + ε for
(
2
ε
)
-stable instances although the integrality gap drops to exactly 1 for Ω(
√
log n)-
stable instances).
In general, such a theorem is not expected to hold for minimization problems, but, in our
case of study, MIS gives rise to its complementary minimization problem, the minimum Vertex
Cover problem, and it turns out that we can prove a very similar result for Vertex Cover as
well. More precisely, we prove the following.
Theorem 8.14. Suppose that there exists a convex relaxation for Independent Set whose ob-
jective function is
∑
u∈V wuxu and its integrality gap, w.r.t. Independent Set, is α. Then, there
exists a min
{
2, 1 + 1β−2
}
-estimation approximation algorithm for (αβ)-stable instances of Ver-
tex Cover, for any β > 2.
Before we prove the Theorem, we will need the following Lemma.
Lemma 8.15. Let G = (V,E,w) be a γ-stable instance of MIS whose optimal independent set
is I∗. Let v ∈ I∗. Then, the instance G˜ = G[V \({v}∪N(v))] is also γ-stable, and its maximum
independent set is I∗ \ {v}.
Proof. It is easy to see that I∗ \ {v} is a maximum independent set of G˜. We will now prove
that the instance is γ-stable. Let’s assume that there exists a perturbation w′ of G˜ such that
I ′ 6= (I∗ \ {v}) is a maximum independent set of G˜. This means that w′(I ′) ≥ w′(I∗ \ v). We
now extend w′ to the whole vertex set V by setting w′u = wu for every u ∈ {v}∪N(v). It is easy
to verify that w′ is now a γ-perturbation for G. Observe that I ′ ∪ {v} is a feasible independent
set of G, and we now have w′(I ′ ∪ {v}) = w′(I ′) +w′v ≥ w′(I∗ \ v) +w′v = w′(I∗). Thus, we get
a contradiction.
Proof of Theorem 8.14. In this proof, we use a standard trick that is used for turning any good
approximation algorithm for Maximum Independent Set to a good approximation algorithm
for Minimum Vertex Cover. The trick is based on the fact that, if we solve the standard LP
for Independent Set and look at the vertices that are half-integral, then in the induced graph
on these vertices, the largest independent set is at most the size of the minimum vertex cover,
and thus, any good approximate solution to Independent Set would directly translate to a good
approximate solution to Vertex Cover.
Let G = (V,E,w) be an (αβ)-stable instance of Vertex Cover and let X∗ ⊆ V be its (unique)
optimal vertex cover, and I∗ = V \X∗ be its (unique) optimal independent set. We first solve the
standard LP relaxation for MIS (see Figure 8.1) and compute an optimal half-integral solution
x. The solution x naturally partitions the vertex set into three sets, V0 = {u : xu = 0},
V1/2 = {u : xu = 1/2} and V1 = {u : xu = 1}. It is well known (see [115]) that V1 ⊆ I∗ and
V0 ∩ I∗ = ∅. Thus, it is easy to see that I∗ = V1 ∪ I∗1/2, where I∗1/2 is an optimal independent
set of the induced graph G[V1/2] (similarly, X
∗ = V0 ∪ (V1/2 \ I∗1/2)).
We now use the simple fact that N(V1) = V0. By iteratively applying Lemma 8.15 for the
vertices of V1, we get that G[V1/2] is (αβ)-stable, and so it has a unique optimal independent
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set I∗1/2. Let X
∗
1/2 = V1/2 \ I∗1/2 be the unique optimal vertex cover of G[V1/2]. It is easy to see
that solution {xu}u∈V1/2 (i.e. the solution that assigns value 1/2 to every vertex) is an optimal
fractional solution for G[V1/2]. This implies that w(I
∗
1/2) ≤
w(V1/2)
2 ≤ w(X∗1/2).
Since G[V1/2] is (αβ)-stable, by Theorem 8.12 we know that the integrality gap of a convex
relaxation relaxation for G[V1/2] is at most min{α, β/(β− 1)}. Let A = min{α, β/(β− 1)}, and
let FRAC be the optimal fractional cost of the relaxation for G[V1/2], w.r.t. MIS. Thus, we get
that w(I∗1/2) ≥ 1A · FRAC. From now on, we assume that β > 2, which implies that 1 ≤ A < 2.
We now have
w(V1/2)− FRAC ≥ w(V1/2)−A · w(I∗1/2) = w(V1/2)− w(I∗1/2)− (A− 1) · w(I∗1/2)
≥ w(X∗1/2)− (A− 1) · w(X∗1/2) = (2−A) · w(X∗1/2).
We conclude that w(X∗1/2) ≤ 12−A · (w(V1/2)− FRAC). Thus, for any β > 2,
w(V0) + (w(V1/2)− FRAC) ≥ w(V0) + (2−A)w(X∗1/2) ≥ (2−A)(w(V0) + w(X∗1/2)
= (2−A)w(X∗).
Since 12−A ≤ β−1β−2 , we get that we have a
(
1 + 1β−2
)
-estimation approximation algorithm for Ver-
tex Cover on (αβ)-stable instances. We now combine this algorithm with any 2-approximation
algorithm for Vertex Cover, and always return the minimum of the two algorithms. This con-
cludes the proof.
Corollary 8.16 (Bansal et al. [26] + Theorem 8.14). For every fixed ε > 0, there exists a
(1 + ε)-estimation approximation algorithm for O˜
(
1
ε · ∆log3/2 ∆
)
-stable instances of Minimum
Vertex Cover of maximum degree ∆, where the notation O˜ hides some poly(log log ∆) factors.
8.4 Combinatorial algorithms for stable instances of Indepen-
dent Set on general graphs
In this section, we use our algorithm for (k − 1)-stable instances of k-colorable graphs and the
standard greedy algorithm as subroutines to solve (ε ·n)-stable instances on graphs of n vertices,
in time nO(1/ε). Thus, from now on we assume that ε > 0 is a fixed constant. Before presenting
our algorithm, we will prove a few lemmas. First, we need the following standard fact about
the chromatic number of a graph. For any graph G, let χ(G) be its chromatic number. We also
denote the neighborhood of a vertex u as N(u) = {v : (u, v) ∈ E}.
Lemma 8.17 (Welsh-Powell coloring). Let G(V,E) be a graph, where n = |V |, and let d1 ≥ d2 ≥
... ≥ dn be the sequence of its degrees in decreasing order. Then, χ(G) ≤ maxi min{di + 1, i}.
Proof. The lemma is based on a simple observation. We consider the following greedy algorithm
for coloring. Suppose that u1, ..., un are the vertices of the graph, with corresponding degrees
d1 ≥ d2 ≥ ... ≥ dn. The colors are represented with the numbers {1, ..., n}. The greedy coloring
algorithm colors one vertex at a time, starting from u1 and concluding with un, and for each
such vertex ui, it picks the “smallest” available color. It is easy to see that for each vertex
ui, the color that the algorithm picks is at most “i”. Since the algorithm picks the smallest
available color, and since the vertex ui has di neighbors, we observe that the color picked will
also be at most “di + 1”. Thus, the color of vertex ui is at most min{di + 1, i}. It is easy to see
now that when the algorithm terminates, it will have used at most maxi min{di + 1, i} colors,
and thus χ(G) ≤ maxi min{d1 + 1, i}.
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We can now prove the following useful fact.
Lemma 8.18. Let G = (V,E) be a graph, with n = |V |. Then, for any natural number k ≥ 1,
one of the following two properties is true:
1. χ(G) ≤ ⌈nk ⌉, or
2. there are at least
⌈
n
k
⌉
+ 1 vertices in G whose degree is at least
⌈
n
k
⌉
.
Proof. Suppose that χ(G) >
⌈
n
k
⌉
. Let u1, ..., un be the vertices of G, with corresponding degrees
d1 ≥ d2 ≥ ... ≥ dn. It is easy to see that max1≤i≤dnk emin{di + 1, i} ≤
⌈
n
k
⌉
. We now observe
that if ddnk e+1 <
⌈
n
k
⌉
, then we would have maxdnk e+1≤i≤n min{di + 1, i} ≤
⌈
n
k
⌉
, and thus, by
Lemma 8.17, we would get that χ(G) ≤ ⌈nk ⌉, which is a contradiction. We conclude that we
must have ddnk e+1 ≥
⌈
n
k
⌉
, which, since the vertices are ordered in decreasing order of their
degrees, implies that there are at least
⌈
n
k
⌉
+ 1 vertices whose degree is at least
⌈
n
k
⌉
.
We will also need the following lemma.
Lemma 8.19. Let G = (V,E,w) be γ-stable instance of MIS whose optimal independent set is
I∗. Then, G˜ = G[V \X] is γ-stable, for any set X ⊆ V \ I∗.
Proof. Fix a subset X ⊆ V \ I∗. It is easy to see that any independent set of G˜ = G[V \ X]
is an independent set of the original graph G. Let’s assume that G˜ is not γ-stable, i.e. there
exists a γ-perturbation w′ such that I ′ 6= I∗ is a maximum independent set of G˜. This means
that w′(I ′) ≥ w′(I∗). By extending the perturbation w′ to the whole vertex set V (simply by
not perturbing the weights of the vertices of X), we get a valid γ-perturbation for the original
graph G such that I ′ is at least as large as I∗. Thus, we get a contradiction.
Since we will need the standard greedy algorithm as a subroutine, we explicitly state the
algorithm here (see Algorithm 9).
Algorithm 9: The greedy algorithm for MIS
1. Let S := ∅ and X := V .
2. while (X 6= ∅):
Pick u := arg maxv∈X{wv}.
Set S := S ∪ {u} and X := X \ ({u} ∪N(u)).
3. Return S.
Bilu [33] proved the following theorem.
Theorem 8.20 ([33]). The Greedy algorithm (see Algorithm 9) solves ∆-stable instances of
MIS on graphs of maximum degree ∆.
We will now present an algorithm for (n/k)-stable instances of graphs with n vertices, for
any natural number k ≥ 1, that runs in time nO(k). Let G = (V,E,w) be a (n/k)-stable instance
of MIS, where n = |V |. The algorithm is defined recursively (see Algorithm 10).
Theorem 8.21. The above algorithm optimally solves (n/k)-stable instances of MIS on graphs
with n vertices, in time nO(k).
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Algorithm 10: The algorithm for (n/k)-stable instances of MIS
Unbounded-Degree-Alg(G, k):
1. If k = 1, run greedy algorithm (Algorithm 9) on G, report solution and exit.
2. Solve standard LP relaxation for G and obtain (fractional) solution {xu}u∈V .
3. If {xu}u∈V is integral, report solution and exit.
4. Let X = {u ∈ V : deg(u) ≥ ⌈nk ⌉}, and for each u ∈ X, let Gu = G[V \ ({u} ∪N(u))].
5. For each u ∈ X, run Unbounded-Degree-Alg(Gu, k − 1) and obtain independent
set Su. Set Iu = Su ∪ {u}.
6. Let G˜ = G[V \X] and run Unbounded-Degree-Alg(G˜, k − 1) to obtain independent
set I˜.
7. Return the maximum independent set among {Iu}u∈X and I˜.
Proof. We will prove the theorem using induction on k. Let G = (V,E,w), n = |V |, be a (n/k)-
stable instance whose optimal independent set is I∗. If k = 1, Theorem 8.20 shows that the
greedy algorithm computes the optimal solution (by setting ∆ = n−1), and thus our algorithm
is correct.
Let k ≥ 2, and let’s assume that the algorithm correctly solve (N/k′)-stable instances of
graphs with N vertices, for any 1 ≤ k′ < k. We will show that it also correctly solves (N/k)-
stable instances. By Lemma 8.18, we know that either the chromatic number of G is at most⌈
n
k
⌉
, or there are at least
⌈
n
k
⌉
+ 1 whose degree is at least
⌈
n
k
⌉
. If the chromatic number is at
most
⌈
n
k
⌉
, then, by Theorem 8.5 we know that the standard LP relaxation is integral if G is
(
⌈
n
k
⌉− 1)-stable. We have ⌈nk ⌉− 1 ≤ ⌊nk ⌋ ≤ n/k. Thus, in this case, the LP will be integral and
the algorithm will terminate at step (3), returning the optimal solution.
So, let’s assume that the LP is not integral forG = (V,E,w), which means that the chromatic
number of the graph is strictly larger than
⌈
n
k
⌉
. This means that the set of vertices X = {u ∈
V : deg(v) ≥ ⌈nk ⌉} has size at least |X| ≥ ⌈nk ⌉ + 1. Fix a vertex u ∈ X. If u ∈ I∗, then,
by Lemma 8.15, we get that Gu is (n/k)-stable, and moreover, I
∗ = {u} ∪ I∗u, where I∗u is the
optimal independent set of Gu. Note that Gu has at most n −
⌈
n
k
⌉ − 1 ≤ ⌊ (k−1)k · n⌋ = n′
vertices. It is easy to verify that n/k ≥ n′/(k − 1), which implies that Gu = (Vu, Eu, w) is a( |Vu|
k−1
)
-stable instance with |Vu| vertices. Thus, by the inductive hypothesis, the algorithm will
compute its optimal independent set Su ≡ I∗u.
There is only one case remaining, and this is the case where X ∩ I∗ = ∅. In this case, by
Lemma 8.19, we get that G˜ = G[V \X] is (n/k)-stable. There are at most n−⌈nk ⌉−1 vertices in
G˜, and so, by a similar argument as above, the graph G˜ = (V˜ , E˜, w) is a
( |V˜ |
k−1
)
-stable instance
with |V˜ | vertices, and so, by the inductive hypothesis, the algorithm will compute its optimal
independent set.
It is clear now that, since the algorithm always picks the best possible independent set, then
at step (7) it will return the optimal independent set of G. This concludes the induction and
shows that our algorithm is correct.
Regarding the running time, it is quite easy to see that we have at most k levels of recursion,
and at any level, each subproblem gives rise to at most n new subproblems. Thus, the total
running time is bounded by poly(n) · nk+1 = nO(k). Thus, the algorithm always runs in time
88 CHAPTER 8. STABILITY AND THE INDEPENDENT SET PROBLEM
nO(k).
It is immediate now that, for any given ε > 0, we can set k = d1/εe, and run our algorithm
in order to optimally solve (εn)-stable instances of MIS with n vertices, in total time nO(1/ε).
8.5 The greedy algorithms solves weakly stable instances of MIS
In this section, we observe that the greedy algorithm, analyzed by Bilu [33], solves (∆,N )-
weakly-stable instances of MIS on graphs of maximum degree ∆. Let G = (V,E,w) be a graph
of maximum degree ∆, and N(u) = {v : (u, v) ∈ E}.
Theorem 8.22. Given a (∆,N )-weakly-stable instance of MIS of a graph of maximum degree
∆, the Greedy algorithm (see Algorithm 9) returns a solution I ∈ N in polynomial time.
Proof. Let I be the solution returned by the greedy algorithm, and let I∗ be the unique optimal
solution. We will prove that w(I∗ \ I) ≤ ∆ · w(I \ I∗). For that, we define the perturbation w′
that sets w′u = ∆ ·wu for every u ∈ I and w′u = wu for every u ∈ V \ I. We will now prove that
I is optimal for G′ = (V,E,w′). Let I ′ be an optimal solution for G′. We look at the execution
of the greedy algorithm, and let u1, ..., ut be the vertices that the algorithm picks, in that order.
Clearly, u1 is a vertex of maximum weight. Since the degree is at most ∆, this means that
∆ ·wu1 ≥ w(N(u1)). Thus, if N(u1) ∩ I ′ 6= ∅, then we can always define a feasible independent
set (I ′ \ N(u1)) ∪ {u1} whose cost (w.r.t. w′) is at least as much as the cost of I ′. Thus, we
can always obtain an optimal independent set I ′1 for G′ that contains u1. We now remove the
vertices {u1} ∪N(u1) from the graph and look at the induced graph G′[V \ ({u1} ∪N(u1))]. It
is again easy to see that u2 is a vertex of maximum weight in G
′[V \ ({u1}∪N(u1))]. So, we can
use the same argument to show that there exists an optimal solution I ′2 that contains both u1
and u2. Applying this argument inductively, we conclude that there exists an optimal solution
for G′ that contains all the vertices {u1, ..., uk}. In other words, I is an optimal solution for G′.
This means that w′(I ′) ≥ w(I∗), which implies that w(I∗ \ I) ≤ ∆ · w(I \ I∗). This concludes
the proof.
Chapter 9
LP-based results for
perturbation-resilient clustering
In this chapter, we apply LP-based techniques to obtain a robust algorithm for 2-metric-
perturbation-resilient instances of symmetric k-center, and also exhibit some lower bounds for
the integrality of the k-median LP relaxation on perturbation-resilient instances. We note here
that the robust algorithm for 2-metric-perturbation-resilient instances of symmetric k-center
presented in Section 9.1 was also independently obtained by Chekuri and Gupta [54]; in fact,
they extend the result for the case of asymmetric k-center as well.
9.1 A robust algorithm for 2-metric-perturbation-resilient sym-
metric k-center
The k-center problem is a very well studied clustering problem with many applications (see
e.g. [47, 50, 57, 66, 117]). One classical application of k-center is the problem of placing k fire
stations in a city so as to minimize the maximum time for a fire truck to reach any location. For
symmetric k-center, which will be our case of study in this section, there is a 2-approximation
algorithm and, moreover, the problem is NP-hard to approximate within a factor of 2 − ε
(see [87, 88]).
The problem was first studied in the context of stability and perturbation resilient by
Awasthi et al. [18], in which they gave a non-robust algorithm for 3-perturbation-resilient in-
stances of symmetric k-center. Balcan et al. [23] obtained improved results, and specifically
they gave a non-robust algorithm for 2-perturbation-resilient instances of both symmetric and
asymmetric k-center. They also proved that there are no algorithms for (2 − ε)-perturbation-
resilient instances of symmetric k-center, unless NP = RP. A non-robust algorithm for 2-metric-
perturbation-resilient instances of symmetric k-center was subsequently given in [107, 11]. In
this section, we give a robust algorithm for 2-metric-perturbation-resilient instances of sym-
metric k-center, based on linear programming. We first define the problem. Throughout this
chapter, we denote the distance of a point u to a set A as d(u,A) = minv∈A d(u, v).
Definition 9.1 (symmetric k-center). Let (X , d) be a finite metric space, |X | = n, and let
k ∈ [n]. The goal is to select a set C ⊂ X of k centers (i.e. |C| = k), so as to minimize the
objective maxu∈X d(u,C).
We will always assume that the distance function is symmetric (i.e. d(u, v) = d(v, u) for
every u, v ∈ X ). We crucially use the following theorem, first proved by Balcan et al. [23].
We reprove the theorem here, confirming that the original proof works for metric perturbation
resilience and not only perturbation resilience.
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P(R) :
∑
v∈X
yv ≤ k,
xuv ≤ yv, ∀(u, v) ∈ X ×X ,∑
v∈B(u,R)
xuv ≥ 1, ∀u ∈ X,∑
v∈X\B(u,R)
xuv = 0, ∀u ∈ X,
0 ≤ xuv ≤ 1 ∀(u, v) ∈ X × X ,
0 ≤ yv ≤ 1, ∀v ∈ X .
Figure 9.1: The symmetric k-center polytope.
Theorem 9.2 ([23]). Let (X , d) be an α-metric-perturbation-resilient instance of symmetric
k-center with optimal value R∗, for some α > 1. Let C ⊂ X be a set of k centers such that
maxu∈X d(u,C) ≤ α · R∗. Then, the Voronoi partition induced by C is the (unique) optimal
clustering.
Proof. Let C be a set of k centers with maxu∈X d(u,C) ≤ α ·R∗. Let c(u) = arg minc∈C d(u,C),
breaking ties arbitrarily. We define l(u, v) = α · d(u, v) for all u ∈ X and v ∈ X \ {c(u)}. For
every u ∈ X , we also set l(u, c(u)) = α ·min{d(u, c(u)), R∗}. Let d′ be the shortest-path metric
induced by the length function l. We first show that d′ is an α-metric perturbation. It is easy to
see that for all u, v ∈ X , we have d′(u, v) ≤ αd(u, v). We also observe that l(u, c(u)) ≥ d(u, c(u)),
since α · R∗ ≥ d(u, c(u)). Thus, any path from u to v has length (w.r.t. edge length l) at least
the length based on distances d. This implies that d′(u, v) ≥ d(u, v), and so we conclude that
d′ is indeed an α-metric perturbation.
We will now prove that the optimal cost for the instance (X , d′) is exactly αR∗. To see
this, let’s assume that there is a set of centers C ′ such that maxu∈X d′(u,C ′) < αR∗. Let
u, v ∈ X such that d(u, v) ≥ R∗. By construction, it is easy to see that d′(u, v) ≥ αR∗.
Thus, if d′(u, v) < αR∗, then we must have d(u, v) < R∗. Since maxu∈X d′(u,C ′) < αR∗, we
must have d(u,C ′) < R∗ for every u ∈ X , and so this contradicts the optimality of R∗. We
conclude that the optimal cost of (X , d′) is exactly α ·R∗, since it cannot be less than that and
maxu∈X d′(u,C) ≤ αR∗, by construction. This means that C is an optimal set of centers for
(X , d′), whose induced Voronoi partition (under d′) gives the unique optimal clustering.
Finally, we show that the Voronoi partition induced by C under d is the same as the Voronoi
partition under d′. This is easy to verify, as for any point u ∈ X , its distance to c(u) is at most
αR∗, and the only “shortcuts” that are created by d′ involve pairwise distances of length at
least αR∗. Thus, we have d′(u, c(u)) = d′(u,C). This concludes the proof.
We now define the LP we will use. Let B(u, r) = {v ∈ X : d(u, v) ≤ r}. For every R > 0, let
P(R) be the polytope as defined in Figure 9.1. Observe that polytope is described by poly(n)
variables and inequalities. In the intended integral solution, the variable yv denotes whether
v is selected as a center or not, and xuv is 1 if u is “served” by center v. Let (x, y) ∈ P(R),
given that P(R) 6= ∅. Let suppu(x, y) = {v ∈ X : xuv > 0} denote the set of centers which
u is (fractionally) connected to; we call this set the support of u. When the solution (x, y) is
clear from the context, we will write suppu instead of suppu(x, y). We now prove the following
lemma.
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Lemma 9.3. Let (X , d, k) be a 2-metric-perturbation-resilient instance of symmetric k-center
with optimal clustering {C1, ..., Ck} and optimal value R∗. Let R ≤ R∗. If P(R) 6= ∅, then for
every (x, y) ∈ P(R), for every i ∈ [k] and u ∈ Ci, we have suppu(x, y) ⊆ Ci.
Proof. Let’s assume that (x, y) ∈ P(R) 6= ∅. We consider the following standard greedy algo-
rithm:
1. Let A := X and j := 0.
2. while (A 6= ∅):
- let j := j + 1.
- pick any point u ∈ A.
- set Bj := B(u, 2R) ∩A and bj := u
- let A := A \Bj .
3. Return clustering {B1, ..., Bj}.
We will prove that the above algorithm is a 2-approximation algorithm for symmetric k-center.
It is trivial to prove that the algorithm always terminates, since u ∈ B(u, 2R) ∩ A for every
u ∈ A. We will now prove that j ≤ k. For that, we will prove that every center bi that the
algorithm picks is “fully paid for” by the fractional solution, and thus, at most k such centers
are opened. To see this, we first observe that for every point u ∈ X , suppu ⊆ B(u,R) ⊆
B(u, 2R). This means that if at some iteration i we have two different points u, u′ ∈ A such
that v ∈ suppu ∩ suppu′ , then, if the algorithm sets bi = u, we have u′ ∈ Bi, as d(u, u′) ≤
d(u, v) + d(v, u′) ≤ R + R = 2R. Using induction, this implies that at the end of iteration
i, the remaining points in A \ Bi have disjoint support from the centers b1, ..., bi−1 that the
algorithm has already opened. So, whenever the algorithm opens a center bi, we know that∑
v∈suppbi
xuv ≥ 1, which implies that
∑
v∈suppbi
yv ≥ 1, and, by the previous observation,
none of these y-variables have paid for any other already open center. Thus, the variables
{yv}v∈suppbi can fully pay for the center bi. By induction, this holds for every center that the
algorithm opens, and since
∑
v∈X yv ≤ k, we get that the algorithm opens at most k centers.
Thus, we get a feasible solution of cost at maxi∈[k] maxu∈Bi d(u, bi) ≤ 2R ≤ 2R∗.
By Theorem 9.2, we now get that the clustering returned by the previous algorithm must
in fact be the optimal clustering {C1, ..., Ck}. Now, fix a point u ∈ Ci. The above algorithm
always works, regardless of how the elements of A are selected at each iteration. Thus, if the
algorithm selects u in the first iteration, then B1 = B(u, 2R) must be equal to the optimal
cluster Ci, and, as noted in the previous paragraph, suppu ⊆ B(u, 2R). Thus, suppu ⊆ Ci, for
every i ∈ [k] and u ∈ Ci.
We are now ready to state the main theorem of this section.
Theorem 9.4. Let (X , d, k) be a 2-metric-perturbation-resilient instance of symmetric k-center
with optimal clustering {C1, ..., Ck} and optimal value R∗. Let P(R) be the polytope, as defined
in Figure 9.1. Then, for every R < R∗, P(R) = ∅.
Proof. Let’s assume that for some R < R∗, P(R) 6= ∅, and let (x, y) ∈ P(R). By Lemma 9.3,
we know that for every i ∈ [k] and u ∈ Ci, we have suppu ⊆ Ci. This means that, for any
u ∈ Ci, we have 1 ≤
∑
v∈suppu xuv ≤
∑
v∈suppu yv ≤
∑
v∈Ci yv. This, combined with the fact
that
∑
v∈X yv ≤ k, implies that we must have
∑
v∈Ci yv = 1, for every i ∈ [k]. This further
implies that for every u, u′ ∈ Ci, suppu = suppu′ . Let supp(i) = suppu, for any u ∈ Ci. By the
previous discussion, this is well defined.
We now pick any point qi ∈ supp(i), for each i ∈ [k]. From the observations of the previous
paragraph, it is easy to see now that we have maxu∈Ci d(u, qi) ≤ R < R∗. Thus, we get a feasible
(integral) solution (with centers {q1, ..., qk}) with cost at most R < R∗, which is a contradiction.
Thus, we must have P(R) = ∅ for every R < R∗.
92 CHAPTER 9. LP’S AND PERTURBATION-RESILIENT CLUSTERING
Corollary 9.5. There exists an efficient robust algorithm for 2-metric-perturbation-resilient
instances of symmetric k-center.
Proof. The previous theorem suggests a very simple robust algorithm. We check all possible
values of R (there are at most O(n2) such values), and let R¯ be the smallest value such that
P(R¯) 6= ∅. We also use any 2-approximation algorithm (e.g. the greedy algorithm presented
above) and let R′ be the cost of the clustering returned by the algorithm. If R¯ = R′, we return
the clustering computed by the algorithm, otherwise we report that the instance is not stable.
The correctness follows from the previous discussion.
9.2 The k-median LP relaxation
The k-median problem is yet another fundamental location problem in combinatorial optimiza-
tion, that has received much of attention throughout the years (see e.g. [51, 92, 91, 16]. The
current best algorithm is due to Byrka et al. [45] and gives a (2.675+ε)-approximation, building
upon the recent breakthrough of Li and Svennson [103]. On the negative side, Jain et al. [91]
proved that the k-median problem is hard to approximate within a factor 1 + 2/e ≈ 1.736.
Moreover, the natural LP relaxation of k-median, which we will introduce in this section, is
known to have an integrality gap of at least 2. The best upper bound is by Archer et al. [15]
who showed that the integrality gap is at most 3 by giving an exponential-time rounding algo-
rithm. In contrast, the best polynomial-time LP-rounding algorithm achieves an approximation
ratio of 3.25 [52].
Again, in the setting of perturbation resilience, the problem was first studied by Awasthi et
al. [18], in which they gave a non-robust algorithm for 3-perturbation-resilient instances of k-
median with no Steiner points (proper definitions are given below) and a non-robust algorithm
for (2+
√
3)-perturbation-resilient instances in general metrics (with Steiner points). Balcan and
Liang [24] gave a non-robust algorithm for (1+
√
2)-perturbation-resilient instances k-center with
no Steiner points. Finally, a non-robust algorithm for 2-metric-perturbation-resilient instances
of k-median with no Steiner points was given in [107, 11]. In this section, we initiate the study
of the k-median LP for perturbation-resilient instances, and we present some constructions of
perturbation-resilient instances of k-median for which the standard LP relaxation is not integral.
We first define the problem.
Definition 9.6 (k-median). Let {X ,F , d} such that X ∪ F is a finite metric space, |X | = n,
and let k ∈ [n]. Our goal is to select a set C ⊆ F of k centers so as to minimize the function∑
u∈X d(u,C).
We will consider two classes of instances. The first is when X ∩ F = ∅, and we will say
that these are instances with Steiner points, and the second is when X = F , and we will say
that these are instances with no Steiner points. We remind the reader that the algorithm for 2-
metric-perturbation-resilient instances of [11] works for instances with no Steiner points; a slight
modification of it can work for 3-metric-perturbation-resilient instances with Steiner points.
9.2.1 Instances with Steiner points
In this section, we prove that for every ε > 0, there exist (2−ε)-perturbation-resilient instances
of k-median with Steiner points for which the standard LP relaxation is fractional. In particular,
we consider the instance shown in Figure 9.2.
The set of points (clients) to be clustered is X = {u1, ..., un}, and the set of facilities is
F = {f1, ..., fn, fn+1}, where fi ≡ ui, for 1 ≤ i ≤ n (in case we want to have X ∩F = ∅, we can
simply consider facilities at an ε′-distance from each point, for sufficiently small ε′ = ε′(n) > 0).
The black edges all have length 1 (i.e. d(ui, fn+1) = 1 for every i ∈ [n]) and the blue edge
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fn+1
u3u2u1 unun−1
11 1 1 1
1 + δ
(k = n− 1)
Figure 9.2: An integrality gap perturbation-resilient instance for k-median with Steiner points.
min :
∑
u∈X ,f∈F
d(u, f)x(u, f)
s.t.:
∑
f∈F
x(u, f) = 1, ∀u ∈ X ,
x(u, f) ≤ zf , ∀u ∈ X, f ∈ F ,∑
f∈F
zf ≤ k,
x(u, f) ≥ 0, ∀u ∈ X , f ∈ F ,
zf ≥ 0, ∀f ∈ F .
Figure 9.3: The standard k-median LP relaxation for instances with Steiner points.
has length d(un−1, n) = 1 + δ, where δ = n(n−1)2 . Let d : (X ∪ F) × (X ∪ F) → R≥0 be the
shortest-path metric induced by the above graph.
We now consider the k-median objective, with k = n− 1, and the standard LP relaxation,
given in Figure 9.3. In this relaxation, the variables {zf}f∈F denote which facilities are open
and the variables x(u, f) denote which facilities the point u is (fractionally) connected to.
Optimal integral solution. We first show that the clustering Ci = {ui}, 1 ≤ i ≤ n − 2,
Cn−1 = {un−1, un} is the unique optimal clustering, with corresponding centers F = {f1, ..., fn−1}.
The cost of this clustering is 1+δ. Observe that if we open facility fn+1 or if we open both fn−1
and fn, then the cost will be at least 2, which is strictly larger than 1+δ for every n ≥ 3. Thus,
F is indeed an optimal selection of centers for the unique optimal clustering {C1, ..., Cn−1}
whose cost, as noted, is OPT = 1 + δ.
We will now show that the instance is γ-perturbation-resilient, for γ = 2−δ1+δ . In order for the
optimal clustering to change after some perturbation, un−1 or un must join some other cluster,
or they must be in separate clusters with 1 point each:
• un−1 moves together with ui, for some 1 ≤ i ≤ n− 2: The cost of any such solution is at
least 2, and the cost of the original optimal clustering is now at most γ(1 + δ). We have
γ(1 + δ) = 2− δ < 2. Thus, the original optimal clustering remains strictly better.
• un moves together with ui, for some 1 ≤ i ≤ n− 2: This case is identical to the above.
• un−1 and un are in separate clusters by themselves, and ui, uj move together in some
cluster, with 1 ≤ i < j ≤ n−2. The cost of this solution is 2, while the cost of the original
optimal clustering is, again, at most γ(1 + δ) = 2 − δ < 2, and, so, it remains strictly
better.
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Thus, the instance is γ-perturbation-resilient for γ = 2−δ1+δ .
Fractional solution. Consider the fractional solution zfi = x(ui, fi) =
n−2
n−1 , for every i ∈ [n],
zfn+1 =
1
n−1 and x(ui, fn+1) =
1
n−1 for every i ∈ [n]. Note that this is indeed a feasible solution.
The cost for each point ui is
1
n−1 and, so, the optimal fractional cost is at most
OPTLP ≤ n
n− 1 = 1 +
1
n− 1 < 1 +
n
n− 1 ·
1
n− 1 = 1 + δ = OPT.
Thus, we have proved that OPTLP < OPT , and so the integrality gap of the LP is strictly
larger than 1. We are ready to formally state our result.
Theorem 9.7. For every ε > 0, there exist (2 − ε)-perturbation-resilient instances for which
the standard LP relaxation for k-median with Steiner points is not integral.
Proof. By the previous analysis, we know that for every n ≥ 3, there exist
(
2−δ
1+δ
)
-perturbation-
resilient instances of k-median with n points (where δ = n/(n − 1)2) for which the LP has
integrality gap strictly larger than 1. Thus, for any given ε > 0, we want to have 2−δ1+δ ≥ 2− ε,
which is equivalent to δ ≤ ε3−ε . Setting n ≥ 12/ε, the previous inequality is satisfied.
9.2.2 Instances with no Steiner points
In this section, we prove that for every ε > 0, there exist (φ−ε)-perturbation-resilient instances
of k-median with no Steiner points for which the standard LP relaxation is fractional, where φ =
1+
√
5
2 ≈ 1.618 is the golden ratio. In particular, we consider the instance shown in Figure 9.4.
11 1 1
U1 U2 Un−1 Un
1/α
U3
v
1 + δ
Figure 9.4: An integrality gap perturbation-resilient instance for k-median with no Steiner
points.
Each vertex Ui is a “super-vertex”, i.e. it contains n different points at pairwise distances
0 (in order to have a proper metric, we can set the points in pairwise distances ε′ = ε′(n) > 0
for sufficiently small ε′). The center v of the star is a single vertex. Thus, the set of points to
be clustered is X = (⋃i Ui) ∪ {v}, and we are allowed to open a center (facility) at any point
u ∈ X . Note that |X | = n2 + 1. The black edges have length 1 (i.e. d(Ui, v) = 1, i ∈ {2, ..., n}),
the blue edge has length 1 + δ where δ = 2αn (i.e. d(Un−1, Un) = 1 + δ), and the green edge
has length 1/α, where α ∈ (1.5, 2) is a constant to be specified later (i.e. d(U1, v) = 1/α). Let
d : X × X → R≥0 be the shortest-path metric on the above graph.
We now consider the k-median objective, with k = n− 1, and the standard LP relaxation,
given in Figure 9.5.
Optimal integral solution. We first show that the clustering C = {C1, ..., Cn−1} is the
unique optimal clustering, where:
• C1 = U1 ∪ {v}, with any point of U1 serving as a center.
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min :
∑
u,c∈X
d(u, c)x(u, c)
s.t.:
∑
c∈X
x(u, c) = 1, ∀u ∈ X ,
x(u, c) ≤ zc, ∀u, c ∈ X,∑
c∈X
zc ≤ k,
x(u, c) ≥ 0, ∀u, c ∈ X ,
zc ≥ 0, ∀c ∈ X .
Figure 9.5: The standard k-median LP relaxation for instances with no Steiner points.
• Ci = Ui, for 2 ≤ i ≤ n− 2, with any point of the cluster serving as a center.
• Cn−1 = Un−1 ∪ Un, with any point of the cluster serving as a center.
The cost of this clustering is n(1 + δ) + 1/α = n
(
1 + 2αn
)
+ 1/α = n + 3/α. In order to prove
that the above clustering is indeed the unique optimal clustering, we do some case analysis.
Let’s assume that there exists an optimal solution that opens a center in v. Then, it is easy to
see that the best clustering we can get is the following: one cluster is U1 ∪ Uj ∪ {v}, for any
j ∈ {2, ..., n}, and the remaining clusters are exactly the sets Ui, i ∈ [n] \ {1, j}. Its cost is
n+ n/α > n+ 3/α for every n > 3.
Let’s assume now that v is not a center. It is easy to see that opening two centers in the
same location can never lead to an improved solution (for sufficiently small ε′). Thus, the only
other case we have to consider is when we have centers both in Un−1 and Un. Then, it is again
easy to see that the best clustering we can get is the following: one cluster is U1 ∪Uj ∪ {v}, for
any j ∈ {2, ..., n − 2}, with a center in U1 (since we have assumed that v cannot be a center),
and the remaining clusters are exactly the sets Ui, i ∈ [n] \ {1, j}. Its cost is n(1 + 1/α) + 1/α
which, similar to the previous paragraph, is strictly larger than n+ 3/α for every n > 3. Thus,
the clustering C is indeed the optimal clustering and its cost is OPT = n+ 3/α.
We will now show that the instance is γ-stable, for γ = αnαn+4 · α < α. We first observe
that there is no way that any set Ui will be “split” into two clusters. Since γ < α, it is also
immediate that v will always be clustered together with U1, unless we open centers both in v
and in some point of U1. Let’s assume that this is indeed the case. Then it is easy to see that
the cost of the clustering is at least 2n, and the cost of clustering C is at most γ ·OPT . We will
now show that γ ·OPT < αn. We have
γ ·OPT = αn
αn+ 4
· α(n+ 3/α) = αn
αn+ 4
· αn+ 3αn
αn+ 4
= αn
(
αn
αn+ 4
+
3
αn+ 4
)
= αn · αn+ 3
αn+ 4
< αn.
Since α ∈ (1.5, 2) we immediately get that γ ·OPT < αn < 2n, and, thus, the original optimal
clustering remains strictly better in this case.
So from now on, we assume that v and U1 belong to the same cluster. If the center of
such a cluster is v, then from the analysis above, the cost of any such clustering is at least
n/α+ n = n(1 + 1/α). Since γ ·OPT < αn, it is sufficient to require that α ∈ (1.5, 2) is picked
such that α ≤ 1 + 1/α. Let’s assume that this is indeed satisfied. Then, it is clear that the
original optimal clustering remains strictly better in this case as well. Thus, we can now assume
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that v and U1 belong to the same cluster and the center of this cluster is some point in U1.
Suppose we open a center both in Un−1 and Un, and so the sets Un−1 and Un are separated.
From previous analysis, the cost is at least n(1 + 1/α) + 1/α, which is strictly worse than the
case considered in the beginning of the paragraph. So, the only remaining case is when, wlog,
Un is in the same cluster as Uj , for some j ∈ {1, ..., n − 2}. The cost of such a clustering is at
least n(1 + 1/α) + 1/α, and, so, again, this falls into the previous analysis.
So, we conclude that the instance is indeed γ-stable, for γ = αnαn+4 ·α, given that α ∈ (1.5, 2)
and α ≤ 1+1/α. Solving this last inequality gives 1−
√
5
2 ≤ α ≤ 1+
√
5
2 . Since we want the largest
possible value of γ, we set α = 1+
√
5
2 = φ, the golden ratio (note that φ ≈ 1.618 ∈ (1.5, 2)).
Thus, the above instance is γ-stable for γ = φnφn+4 · φ, and its optimal value is OPT = n+ 3/φ.
Fractional solution. We arbitrarily pick some point ci ∈ Ui, for each i ∈ [n] and set zci =
n−2
n−1 . We also set zv =
1
n−1 . We then set x(u, ci) = zci for each i ∈ [n] and u ∈ Ui, and also set
x(u, v) = zv for all u ∈ X . Finally, we set x(v, c1) = zc1 . Again, it is easy to see that this is a
feasible solution. The cost for each point u ∈ U1 is 1φ(n−1) , the cost for each point u ∈ Ui for
any i ∈ {2, ..., n} is 1n−1 and the cost for v is n−2φ(n−1) . Thus, the optimal fractional value is at
most
OPTLP ≤ n
φ(n− 1) +
n(n− 1)
n− 1 +
n− 2
φ(n− 1) = n+
2
φ
< n+
3
φ
= OPT.
Thus, for n > 3, the integrality gap of the LP is strictly larger than 1. We are ready to formally
state our result.
Theorem 9.8. For every ε > 0, there exist (φ − ε)-perturbation-resilient instances for which
the standard LP relaxation for k-median with no Steiner points is not integral.
Proof. By the previous analysis, we know that for every n ≥ 4, there exist
(
φn
φn+4 · φ
)
-pertur-
bation-resilient instances of k-median with n2 + 1 points for which the LP has integrality gap
strictly larger than 1. Thus, for any given ε > 0, it is easy to see that by setting n ≥ 4/ε, we
have
(
φn
φn+4 · φ
)
≥ φ− ε.
Chapter 10
Stability and the Traveling Salesman
problem
In this chapter, we prove that the standard “subtour-elimination” LP has integrality gap exactly
1 for 1.8-stable instances of the (symmetric) Traveling Salesman problem (which we denote as
TSP from now on). For completeness, we first define the problem.
Definition 10.1 (symmetric TSP). Let G = (V,E,w) be a complete graph with n vertices, where
w : V × V → R≥0 is a metric. The goal is to compute an ordering (tour) of the vertices pi :
[n]→ V that contains all vertices so as to minimize the total length of the tour ∑ni=1w(pii, pii+1)
(where we set pin+1 = pi1).
TSP is one of the most famous problems and has been studied for decades. However,
its exact approximability is still unknown. Christofides’ classic algorithm from 1976 [56] is a
1.5-approximation algorihtm. Improving this guarantee is a notorious open question in approx-
imation algorithms. It is conjectured that the LP given in Figure 10.1 has an integrality gap
of 4/3, but the current best upper bound on the integrality gap only matches Christofides’
performance.
min :
∑
e∈E
wexe
s.t.: x(δ(u)) = 2, ∀u ∈ V
x(δ(S)) ≥ 2, ∀S ⊂ V, S /∈ {∅, V }
xe ∈ [0, 1], ∀e ∈ E,
Figure 10.1: The subtour-elimination LP for TSP.
In the stability framework, the only work that has studied TSP so far that we are aware of is
the work of Mihala´k et al. [113], in which they prove that a simple greedy algorithm solves 1.8-
stable instances. In this chapter, we will show that the integrality gap of the LP of Figure 10.1
is exactly 1 for 1.8-stable instances. This directly implies a robust analog of the algorithm
of [113]. Before proving our result, we introduce the notation used in the LP of Figure 10.1.
For a subset S ⊆ V of vertices, we denote as δ(S) the set of edges with exactly one endpoint in
S, and x(E′) =
∑
e∈E′ xe, for any E
′ ⊂ E.
We now prove a few lemmas that we need. The following lemma was first proved in [113].
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Lemma 10.2 ([113]). Let G = (V,E,w) be a γ-stable instance of TSP, and let O = (e1, ..., en)
be the unique optimal tour. If there exists i ∈ [n] such that w(ei)w(ei+1) > q (where en+1 ≡ e1), then
γ < (q+1)
2
q2+1
.
Proof. Let’s assume that there exist consecutive edges ei, ei+1, such that w(ei) > q · w(ei+1).
This means that there must exist 3 consecutive edges et, et+1, et+2 in the optimal tour such
that w(et) > q · w(et+1) and w(et+1) ≤ q · w(et+2). Let et = (u1, u2), et+1 = (u2, u3) and
et+2 = (u3, u4).
We consider the tour C = (O\{et, et+2})∪{(u1, u3), (u2, u4)}. Since the instance is γ-stable,
we must have w(u1,u3)+w(u2,u4)w(et)+w(et+2) > γ. We have
w(u1, u3) + w(u2, u4)
w(et) + w(et+2)
≤ w(et) + 2w(et+1) + w(et+2)
w(et) + w(et+2)
= 1 +
2w(et+1)
w(et) + w(et+2)
< 1 +
2w(et+1)
q · w(et+1) + w(et+1)/q = 1 +
2q
q2 + 1
.
Thus, we conclude that γ < (q+1)
2
q2+1
.
The above lemma implies that for γ = 1.8, we have w(ei)w(ei+1) ≤ 2 for every i ∈ [n]. We now
prove a useful lemma that is a consequence of the previous one. Throughout the rest of the
text, we use the following notation. The optimal tour is denoted by O and is simply the order
in which edges (or vertices) are visited in the tour, and for each vertex u ∈ V , the two edges of
O that are adjacent to u are denoted as eu,1 and eu,2.
Lemma 10.3. Let G = (V,E,w) be a 1.8-stable instance of TSP and let u and v be two non-
adjacent (w.r.t. the optimal tour) vertices. Then, we have w(u, v) > 12 · (w(eu,i) + w(ev,j)), for
every i, j ∈ {1, 2}.
Proof. To simplify notation, we set e = (u, v). W.l.o.g. we assume that the edges eu,2 and
ev,2 are non-adjacent, since otherwise eu,1 − ev,1 and eu,2 − ev,2 are adjacent and thus the total
number of vertices of the graph is exactly 6. We now distinguish between two cases:
Case 1: the edges eu,1 and ev,1 are non-adjacent (see Figure 10.2). We consider the tour
C = O \ {eu,1, ev,1, ev,2} ∪ {e, x, y}. We have
1.8 <
w(e) + w(x) + w(y)
w(eu,1) + w(ev,1) + w(ev,2)
≤ w(eu,1) + 2w(e) + w(ev,1) + w(ev,2)
w(eu,1) + w(ev,1) + w(ev,2)
= 1 +
2w(e)
w(eu,1) + w(ev,1) + w(ev,2)
.
This gives w(e) > 45 · w(eu,1)+w(ev,1)+w(ev,2)2 . Using Lemma 10.2, we get that w(ev,2) ≥ w(ev,1)/2.
Thus, we conclude that w(e) > 45 ·
(
w(eu,1)
2 +
3w(ev,1)
4
)
. Note that using the fact that w(ev,1) ≥
w(ev,2)/2, we also get that w(e) >
4
5 ·
(
w(eu,1)
2 +
3w(ev,2)
4
)
.
By symmetry of the above argument, we also get that w(e) > 45 ·
(
3w(eu,1)
4 +
w(ev,1)
2
)
and
w(e) > 45 ·
(
3w(eu,1)
4 +
w(ev,2)
2
)
Adding the corresponding inequalities, we conclude that w(e) >
1
2 · (w(eu,1) + w(ev,1)) and, similarly, w(e) > 12 · (w(eu,1) + w(ev,2)). Using symmetry again, we
conclude that for every i, j ∈ {1, 2}, w(e) > 12 · (w(eu,i) + w(ev,j)).
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eu,1
x
e
v
eu,2
yu
ev,2
ev,1
Figure 10.2: Case 1: edges eu,1 and ev,1 are not adjacent.
Case 2: eu,1 and ev,1 are adjacent (see Figure 10.3). W.l.o.g. we assume that w(ev,1) ≤ w(eu,1).
We consider the tour C = (O \ {eu,1, ev,2}) ∪ {e, x}. We have
1.8 <
w(e) + w(x)
w(eu,1) + w(ev,2)
≤ w(e) + w(ev,1) + w(ev,2)
w(eu,1) + w(ev,2)
,
which implies that w(e) > 1.8w(eu,1) + 1.8w(ev,2)−w(ev,1)−w(ev,2). This further implies that
w(e) >
4
5
(w(eu,1) + w(ev,2)) ≥ 4
5
(
w(eu,1) +
w(ev,1)
2
)
≥ 4
5
(
3w(eu,1)
4
+
3w(ev,1)
4
)
.
Thus, we conclude that w(e) > 45
(
w(eu,1)
2 +
3w(ev,1)
4
)
. The above inequalities also immediately
imply that w(e) > 45
(
3w(eu,1)
4 +
w(ev,1)
2
)
. Adding the two inequalities, we again get that w(e) >
1
2 · (w(eu,1) + w(ev,1)). It is also immediate to get that w(e) > 12 · (w(eu,1) + w(ev,2)).
The remaining inequalities (i.e. that w(e) > 12 · (w(eu,2) + w(ev,j)) for j ∈ {1, 2}) fall into
Case 1, and so an identical proof as in Case 1 gives the desired inequalities.
e
vu
ev,2eu,2
xeu,1
ev,1
Figure 10.3: Case 2: edges eu,1 and ev,1 are adjacent.
We are now ready to prove the main theorem.
Theorem 10.4. The LP of Figure 10.1 has integrality gap 1 for 1.8-stable instances of TSP.
Proof. Let’s assume that the integrality gap is strictly larger than 1, and let G = (V,E,w) be
a 1.8-stable instance such that OPTLP < OPT . Let x be an optimal fractional solution, and
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eu,2
eu,1
u
ζ(u)
Figure 10.4: The fractional support of the LP solution.
let O = (u1, u2, ..., un, u1) be the unique optimal tour, where ui ∈ V . Let ζ(u) = {e ∈ E \ O :
e adjacent to u and xe > 0} (see Figure 10.4).
We have x(ζ(u)) =
∑
e∈ζ(u) xe = 2 − xeu,1 − xeu,2 . Since the fractional optimal is strictly
better than the integral optimal, we have
∑
e∈O wexe +
∑
e/∈O wexe <
∑
e∈O we which implies
that
∑
e/∈O wexe <
∑
e∈O we(1− xe).
Let e = (u, v) /∈ O such that xe > 0. Its contribution to the sum is wexe. Lemma 10.3
implies that wexe > ye,u,1 · w(eu,1)2 + ye,u,2 · w(eu,2)2 + ye,v,1 · w(ev,1)2 + ye,v,2 · w(ev,2)2 , for any non-
negative numbers ye,u,1, ye,u,2, ye,v,1, ye,v,2 such that ye,u,1 + ye,u,2 = ye,v,1 + ye,v,2 = xe. Thus,
we can write
∑
e/∈O
wexe >
∑
u∈V
w(eu,1)
2
∑
e∈ζ(u)
ye,u,1 +
w(eu,2)
2
∑
e∈ζ(u)
ye,u,2
 .
Since ye,u,1 + ye,u,2 = xe, we get that∑
e∈ζ(u)
ye,u,1 +
∑
e∈ζ(u)
ye,u,2 =
∑
e∈ζ(u)
xe = (1− xeu,1) + (1− xeu,2).
This implies that there exists a choice of values ye,u,1, ye,u,2 such that
∑
e∈ζ(u) ye,u,1 = 1− xeu,1
and
∑
e∈ζ(u) ye,u,2 = 1− xeu,2 . Plugging this to the inequality above, we get that∑
e/∈O
wexe >
∑
u∈V
(
w(eu,1)
2
(1− xeu,1) +
w(eu,2)
2
(1− xeu,2)
)
.
Observe that the edges appearing in the above sum are exactly the edges of the optimal tour.
Moreover, since each edge has 2 endpoints, each edge of the optimal tour appears twice in the
above sum. Thus, we conclude that∑
e/∈O
wexe >
∑
e∈O
we(1− xe),
which is a contradiction. Thus, the integrality gap of the LP is exactly 1.
The above theorem immediately suggests a robust algorithm for 1.8-stable instances of
TSP: we run the greedy algorithm of Mihala´k et al. [113], and then, by solving the LP, we verify
whether the solution that we got from the greedy algorithm is optimal or not.
101
We also make the following interesting observation. If one looks closely at the proof of the
above theorem, the exponentially many “subtour elimination” constraints are not really used
in the above proof. This means that even if we drop them, the LP would still have integrality
gap exactly 1 on 1.8-stable instances. In other words, the much simpler “cycle-cover” LP is
sufficient to obtain a robust algorithm for 1.8-stable instances of TSP.
Chapter 11
Open problems from Part II
In this concluding chapter of Part II, we will state a few open problems related to Bilu-Linial
stability that we believe are of interest.
1. Since the Edge Multiway Cut problem is one of the very well studied problems, it would
be nice to pinpoint the performance of the CKR relaxation on γ-stable instances. In
Chapter 6, we have shown that, as k grows, the CKR LP is integral for 2-stable instances
and non-integral for (4/3−ε)-stable instances, so it would be interesting to close this gap.
2. In Chapter 8, we presented several combinatorial and LP-based algorithms for stable
instances of Independent Set. However, as the current state-of-the-art algorithms for
Independent Set on bounded-degree graphs use SDPs (and corresponding hierarchies), it
is only natural to ask what is the performance of SDPs on stable instances. In particular,
does the Lova´sz Theta function SDP [104] solve o(∆)-stable instances of Independent Set
on graphs of maximum degree ∆?
3. It would be interesting to further explore the power of convex relaxations for perturbation-
resilient instances of clustering problems such as k-median and k-means. Our preliminary
results in Chapter 9 about symmetric k-center (which were obtained independently and
also extended to the asymmetric case of k-center in [54]) reinforce our belief that convex
relaxations, in most cases, perform at least as good as combinatorial algorithms. It would
be interesting to explore the power of the standard LP relaxation for k-median, and
either obtain lower bound constructions for (2 − ε)-perturbation-resilient instances of
k-median (thus excluding the possibility of improved algorithms by using the LP), or
obtain upper bounds for γ-perturbation-resilient instances, for γ < 2 (the latter would
be an improvement over the combinatorial algorithm that solves 2-perturbation-resilient
instances of k-median [11]).
4. As already implied, an interesting fact about stable instances is that, in most cases, convex
relaxations seem to perform at least as good as the best combinatorial algorithms. A very
useful property of algorithms based on the integrality of convex relaxations on stable
instances is that the algorithms are robust (i.e. they never err). It would be interesting
to find a problem for which there is a gap between the performance of non-robust and
robust algorithms. More precisely, it would be interesting to demonstrate a problem for
which there is a lower bound of γ for robust algorithms that solve γ-stable instances and
for which there is a non-robust algorithm that solves γ′-stable instances, for γ′ < γ.
5. Since the notion of stability of Bilu and Linial is quite general and versatile, many more
problems could, potentially, be studied in this framework, such as Sparsest Cut, Balanced
Cut, Minimum k-Cut etc.
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