We find here another (not of the CROC-type) compactification of the Kontsevich spaces K(m, n). This compactification is a Stasheff-type compactification, in particular, it is exactly the Stasheff compactification when n = 1 or m = 1. The boundary strata of this compactification are products of the spaces K(m ′ , n ′ ) and of the Stasheff polyhedra. Then we construct a dg Lie algebra naturally associated with this compactification. This dg Lie algebra describes some deformation theory in which the deformation theory of (co)associative bialgebras can be naturally imbedded.
1 A Stasheff-type compactification of the Kontsevich spaces K(m, n)
First of all, recall the definition of the spaces K(m, n) due to Maxim Kontsevich (see also [Sh] ). We show in the sequel that these spaces and its compactification introduced below play a crucial role in the deformation theory of (co)associative bialgebras. First define the space Conf(m, n). By definition, m, n ≥ 1, m + n ≥ 3, and Conf(m, n) = {p 1 , . . . , p m ∈ R (1) , p i < p j f or i < j; q 1 , . . . , q n ∈ R (2) , q i < q j f or i < j} (1)
Here we denote by R (1) and by R (2) two different copies of a real line R.
Next, define a 3-dimensional group G 3 acting on Conf(m, n). This group is a semidirect product G 3 = R 2 ⋉ R + (here R + = {x ∈ R, x > 0}) with the following group law:
where a, b, a ′ , b ′ ∈ R, λ, λ ′ ∈ R + . This group acts on the space Conf(m, n) as (a, b, λ) · (p 1 , . . . , p m ; q 1 , . . . , q n ) = (λp 1 + a, . . . , λp m + a; λ −1 q 1 + b, . . . , λ −1 q n + b) (3)
In other words, we have two independent shifts on R (1) and R (2) (by a and b), and R + dilatates R (1) by λ and dilatates R (2) by λ −1 . In our conditions m, n ≥ 1, m + n ≥ 3, the group G 3 acts on Conf(m, n) freely. Denote by K(m, n) the quotient-space. It is a smooth manifold of dimension m + n − 3.
Example
Let m = n = 2. Then the space K(2, 2) is 1-dimensional. It is easy to see that (p 2 − p 1 ) · (q 2 − q 1 ) is preserved by the action of G 3 , and it is the only invariant of the G 3 -action on K(2, 2). Therefore, K(2, 2) ≃ R + . There are two "limit" configurations:
Now we are going to construct a compactification K(m, n) of the space K(m, n). For this we consider the limit configurations. It means that in the configuration the distances between some points tend to 0 or to ∞. We say that a limit configuration is admissible if there are at least two points on the first line or at least two points on the second line with a finite distance between them. We consider the space of limit configurations.
Describe first the strata of codimension 1. A picture for a typical stratum of codimension 1 is drawn in Figure 1 .
Here in Figure 1 "f.d." is an abbreviated from "finite distance". What is drawn in the Figure is as follows:
Among the points {p 1 , . . . , p m } on the lower line some points {p s+1 , p s+2 , . . . , p s+m 1 } move close to each other for some 1 ≤ s ≤ m, m 1 ≥ 2. We say that these points are close to each other in order ε. Other points on this line, {p 1 , . . . , p s }⊔{p s+m 1 +1 , . . . , p m } are on the finite distance from each other and from the group of points {p s+1 , p s+2 , . . . , p s+m 1 }.
On the second line the points {q t+1 , . . . , q t+n 1 } are at finite distance from each other, while the distance between any two points from {q 1 , . . . , q t } ⊔ {q t+n 1 +1 , . . . , q n } is infinite in order 1 ε . Here 1 ≤ t ≤ n, n 1 ≥ 2. Denote n 2 = n − n 1 . In the notations of [Sh] , that is in the CROC compactification, this stratum was K 1,...,1,n 1 ,1,...,1 m 2 +1 × K n 2 +1 1,...,1,m 1 ,1,...,1 . Here we identify this stratum with K(m 2 + 1, n 1 ) × K(m 1 , n 2 + 1). Let us explain this formula: We just forget about the "inner life" in points {q s + 1, . . . , q s+m 1 } and think about this group as about a single point. Then we have m 2 + 1 points on the lower line. On the upper line, we forget about all infinite points (their positions are defined up to a finite shift, but they have non-trivial ratios) and then we obtain the space K(m 2 + 1, n 1 ). Now apply to the Figure the "infinite" element (0, 0, 1 ε ∈ G 3 . Then we obtain a symmetric picture where the two lines are changed to each other. Namely, we have now some points went to infinity on the lower line, and some point moving infinitely close to each other on the upper line. Then we associate with this transformed picture the space K(m 1 , n 2 + 1). In this computation, the ratios of the infinitely far or infinitely close to each other points become finite, and we take them into the account. The stratum finally is the product "over the two scales", K(m 2 + 1, n 1 ) × K(m 1 , n 2 + 1). The reader can check that dim K(m 2 + 1,
All other strata are compositions of these degenerations of codimension 1. They are labeled by trees and are isomorphic to products of several spaces K(m ′ , n ′ ). The number of factors in the product less by 1 is the codimension of the stratum.
Remark. When n = 1 or m = 1, we obtain the Stasheff compactification.
Remark. The CROC compactification from [Sh] is a blow-up of our compactification here. There exists a canonical projection from the CROC compactification to our compactification.
2 The (co)associative bialgebras and the compactification Let A be a (co)associative bialgebra. It means that A is a vector space equipped with two operations m :
called the product and the coproduct, correspondingly. These operations should obey the following axioms:
Our goal in this paper is to construct a deformation dg Lie algebra for the deformation theory of (co)associative bialgebras. In the simpler case of associative algebras the cohomological Hochschild complex with the Gerstenhaber bracket solves the analogous problem.
The idea is to associate the terms of the complex with all spaces K(m, n). Namely, we attach to K(m, n) the space Hom(A ⊗m , A ⊗n ) in degree
This degree is particularly motivated by the Gerstenhaber-Schack complex (see below), and particularly by other reasons. Next, we attach to each stratum σ of
Then we form the bracket in the dg Lie algebra from these operations. The idea is to deduce the Jacobi identity from the identity ∂ 2 = 0 where ∂ is the boundary chain differential on K(m, n), see [M1] .
First of all, we define the operations U σ . For this, recall the following construction from [Sh] which we used in the definition of the preCROC End(V ):
Let V be a vector space, and suppose we have
and
We are going to define their composition which belongs to
The construction is as follows:
First define
Now we apply {Θ i } to this element in V ⊗ℓ 1 ℓ 2 : we define an element G : V ⊗ℓ 1 ℓ 2 → V ⊗m as follows:
By definition, the element Q is the composition φ
Now suppose we have a stratum of codimension 1 in K(m, n) which is isomorphic to K(m 2 + 1, n 1 ) × K(m 1 , n 2 + 1). There are several such strata, depending on the numbers s and t in Section 1. Suppose these numbers are fixed.
To apply the CROC construction above, we should associate to this stratum homomorphisms
. . .
We denote Ψ s+1 := Ψ, Θ t+1 := Θ, the preimages of the operation U σ . We use the bialgebra structure on A to define the others Ψ i 's and Θ j 's. Namely, we set
Remark. When m 2 = 0 we suppose that m 0 = Id, also when n 2 = 0 we suppose that ∆ 0 = Id.
Example 1
When n 2 = 0, n 1 = 1, we obtain the classical "Gerstenhaber-type" substitution of Θ inside Ψ. To get the Gerstenhaber bracket we need to take the sum over all possible substitutions (depending on s), and to alternate over Ψ and Θ.
Example 2
Suppose that in the bialgebra A both product and coproduct are 0. Then the only nonzero compositions will be when either n 2 = 0 or when m 2 = 0. Thus we recover the Kontsevich's concept of
, [MV] .
Example 3
Suppose that m 1 = 2, n 1 = 2, m 2 = 0, n 2 = 0. Then we have the only 1 stratum σ, and , b) ).
Example 4
Suppose m 2 = 2, n 2 = 2, m 1 = 0, n 1 = 0. Then again we have the only 1 stratum σ, and
3 The (co)associative bialgebras and the compactification (ii)
The theory developed above has a serious lack. Namely, the cases when n 1 = 1 or m 1 = 1 should be considered as distinguished. The reason is that if say n 1 = 1, we have at the upper line many points at the infinite distance from each other, and no one point is distinguished. In particular, we a priori do not no to which point to attach a cochain Ψ ∈ Hom(A ⊗m , A). A priori we can attach it to any of these infinitely far from each other points. To take the sum over the all possibilities is not a good idea, because it is the only one stratum, and we attach our compositions U σ to strata. We choose the following solution:
We consider the spaces K 1,1,...,1 m and K n 1,1,...,1 as "new generators".
Recall here our definition of the space K n 1 ,...,n ℓ 2 m 1 ,...,m ℓ 1 (generalizing the Kontsevich space K(m, n)) from [Sh] :
Fist define the space Conf
Here R (i,j) are copies of the real line R. Now we have an ℓ 1 + ℓ 2 + 1-dimensional group G ℓ 1 ,ℓ 2 ,1 acting on Conf
. It contains ℓ 1 + ℓ 2 independent shifts
This group is isomorphic to R ℓ 1 +ℓ 2 ⋉ R + . We say that the lines R (1,1) , R (1,2) , . . . , R (1,ℓ 1 ) (corresponding to the factor λ) are the lines of the first type, and the lines R (2,1) , R (2,2) , . . . , R (2,ℓ 2 ) (corresponding to the factor λ −1 ) are the lines of the second type. Denote K
In [Sh] we constructed the CROC compactification of the spaces K(m, n) such that the boundary strata are products of spaces K
Remark. It is clear that the spaces K 1,1,...,1 m and K n 1,1,...,1 we are interesting in here are canonically isomorphic to the Stasheff polyhedra St m and St n , correspondingly. Now we should take in the account all the boundary interactions of codimension 1 between K(m, n), K 1,1,...,1 m , and K n 1,1,...,1 . The following list exhausts the all interactions: It remains to relate these boundary strata with operations on cochains.
We associate with the space K 1,1,...,1 (n copies) m the space [Hom(A ⊗m , A)] ⊗n in degree m − 1. Notice that this degree does not depend on n. As well, we associate with the space K n 1,1,...,1 (m copies) the space [Hom(A, A ⊗n )] ⊗m in degree n − 1.
We consider the cases (1.1)-(2.2) separately.
Here the construction is analogous to the construction in (11)-(13), but here with the same Θ i 's we set that Ψ 1 ⊗ Ψ 2 ⊗ · · · ⊗ Ψ n is the element we put to the correspondence to the space K 1,1,...,1 (n copies) m 2 +1 .
(1.2)
This case is analogous to the previous one.
(1.3)
We suppose that what is attached to K 1,1,...,1 (n copies m is Ψ 1 ⊗ Ψ 2 ⊗ · · · ⊗ Ψ n , and attached to K n 1,1,...,1 (m copies) is Θ 1 ⊗ · · · ⊗ Θ m . Then we apply (11)- (13).
We take the tensor power of the Gerstenhaber "substitution" operation.
(2.2)
It is dual to (2.1). Denote also U σ the operation corresponding to the boundary stratum σ. Now we are ready to introduce our main object-a dg Lie algebra.
The dg Lie algebra
Let A be a (co)associative bialgebra. Denote
(Recall the convention (X • [n]) k = X n+k , in particular, if X has the only degree 0, X[−n] is "the object X in degree n). Now we introduce on ℵ a structure of a graded Lie algebra (first with 0 differential (17) is a skew-symmetric map, defined as follows: Denote by S n 1 ,n 2 m 1 ,m 2 the set of all boundary strata in K(m 1 + m 2 , n 1 + n 2 ) with the parameters (m 1 , m 2 ) on the lower line, and with the parameters (n 1 , n 2 ) on the upper line.
Then for Ψ ∈ Hom(A ⊗m 2 +1 , A ⊗n 1 ) and for Θ ∈ Hom(A ⊗m 1 , A ⊗n 2 +1 ) we set
This component of the bracket corresponds to the boundary strata of the type K(m 2 + 1, n 1 ) × K(m 1 , n 2 + 1) ֒→ K(m 1 + m 2 , n 1 + n 2 ). Now we attach analogous brackets [, ] 2 − [, ] 6 to the strata (1.1)-(2.2) listed in Section 3.
We do it in the same way as in (18), namely, we take the sum over all (combinatorially) different boundary strata, take the sum with signs, and then alternate (if it is possible). We use the operations U σ for this boundary strata found in Section 3. We do not write down the formulas, the reader can easily reconstruct them.
Notice that the brackets are compatible with the grading.
[, ] i defined as above satisfies the (super-)Jacobi identity.
We postpone the proof till the next Section where we derive it from some general arguments and the Markl's construction [M1] . Of course, it can be checked "by hands" but it will take probably a lot of time.
Notice here a very strong difference with the Gerstenhaber bracket construction: here our operations U σ use the product and the coproduct, while the Gerstenhaber bracket makes sense for any vector space, and only the Hochschild differential uses the algebra structure. 
Lemma. (i) Let
The last case corresponds to the case (1.3) in Section 3. It is clear that x 1 = 0 expresses the associativity, x 2 = 0 expresses the coassociativity, and x 3 + x 4 = 0 expresses the compatibility. Thus, for a bialgebra structure (m 0 , ∆ 0 ) on A we constructed a dg Lie algebra.
Corollary. (i) The map
Conjecture. For A = S(V ), the dg Lie algebra ℵ is formal.
It would be interesting to find the cohomology of ℵ in this case, in particular, to compare them with Hom(∧ • V, ∧ • V ).
In the next papers we are going to prove this formality using integrals over configuration spaces.
Thus, the situation is as follows: we constructed a dg Lie algebra ℵ such that solutions of the Maurer-Cartan equation of a very special form give us associative bialgebras. It would be very interesting to understand better the dg Lie algebra ℵ, in particular, its role in the deformation theory. 
CROCs and the proofs
We will be very brief here. The idea of the proof of Main Theorem is to introduce some concept, call it here 1 2 CROCs, such that the chain complex ( Then we consider derivations which is the tangent space to the maps of 1 2 CROCs → End(A) at the point arose from the initial bialgebra structure on A. Then the chain differential in defines on the space of these derivations a dg Lie algebra structure. Here we use very strongly that is a free minimal model of H • ( ). See [M1] for details on this construction.
