Abstract. We introduce a limit tower structure on the space of all bounded Radon measures on a completely regular space and we extend the Prohorov's theorem of narrow compactness. In the particular case of Polish spaces, we give a sequential version of this extension.
Prohorov's classical theorem states that a bounded set H ⊆ M b (T ) is relatively narrowly compact if the following condition is satisfied:
∀ε > 0, ∃K ε compact ⊆ T : |µ| T \ K ε < ε, ∀µ ∈ H.
(1.1)
In Section 4, we obtain a sequential version of Theorem 3.8 on the subset M 1 (T ) ⊆ M b (T ) of all probabilities on the Polish space T . So, every sequence (µ n ) n∈N 
contains a subsequence p 2t -convergent in M 1 (T ), where t = t({µ n : n ∈ N}) (see Theorem 4.9) . In particular, we prove that the limit tower structurep on the set of probabilities is induced by a probabilistic metric on this space.
Limit tower structures.
Let X be a set, B(X) the set of all filterbases on X, and 2 X the power set of X; for every F ∈ B(X), F is the filter generated by F. For x ∈ X, letẋ denote the fixed ultrafilter generated by {x}.
Definition 2.1 (see [3, Definition 1]). A limit structure on X is a function q : B(X)→ 2 X satisfying
x ∈ q(ẋ), x ∈ X, (2.1)
2) q F ∩ G = q(F) ∩ q(G), ∀F, G ∈ B(X). (2.3)
A pair (X, q), where q is a limit structure on X is called a limit space.
Remark 2.2. The statement "x ∈ q(F)" will be written F q → x and we say that F q-converges to x. Remark 2.3. In [3] , a limit structure is a function q : F(X) → 2 X , where F(X) denotes the set of all filters on X, satisfying
If we extend such a function q to B(X) letting q(F) = q(F ), then (2.4) is equivalent to (2.1), (2.2), and (2.3).
Remark 2.4.
If τ is a topology on X and we define F qτ → x if and only if ᐂ τ (x) ⊆ F , then q τ is a limit structure on X (here ᐂ τ (x) denotes the neighborhood filter of x in (X, τ)). More exactly we have the following proposition. Proposition 2.5 (see [3, Proposition 2] ). Let q be a limit structure on X; the necessary and sufficient condition for a topology τ to exist on X, such that q = q τ , is that q fulfills the following condition:
(F) Let {F j : j ∈ J} be a family of filterbases on X and {x j : j ∈ J} ⊂ X be such that
Definition 2.6 (see [3, Definition 4] ). A limit towerp on a set X is a familyp = {p a : a ∈ [0, +∞]} of limit structures on X satisfying the following conditions:
If x ∈ p a (F), we say that F is p a -convergent to x and we denote this by F pa → x. Ifp is a limit tower on X, (X,p) is called a limit tower space.
The axiom (F) defined in Proposition 2.5 has a natural extension to a limit tower space (X,p):
(2.9) Definition 2.7. A limit towerp on X which satisfies (F) is called a topological limit tower.
Remark 2.8. From [3, Theorems 9, 13 and Proposition 12(b)] we know that a topological limit tower is an isomorphic form of a Löwen's approach structure (see [8] ). 
We remark that 
Proof. For every
Remark 3.3. Note that p 0 is the narrow convergence structure on M b (T ). Indeed,
subbase for the neighbourhood system of µ in the narrow topology on M b (T ); so that F is narrowly convergent to µ.
Thus p 0 is the finest limit structure ofp.
Remark 3.5. We may interpret inf{a : F pa → µ} as the degree of narrow convergence of filterbase F to µ.
We remark that H is 0-relatively compact if and only if H is relatively narrowly compact.
A
Let (T ) be the family of all compact sets on T ; for every bounded set
We remark that t(H) ∈ [0, +∞) and t(H) = 0 if and only if H is tight. We say that t(H)
is the degree of tightness of H. Now we give an extension of Prohorov's theorem.
Proof. Let X be the Stone-Čech compactification of T and i :
is the topological dual of the Banach space (C(X), · ) and the narrow topology on M b (X) is the weak * -topology, w * , of this dual space.
B ∈ B} is a filterbase on I(H). So that, there exists a filter
The filterbase B is a filterbase on H so that B = ∅. Let B 0 be a set in B; then I(B 0 ) ∈ I(B) ⊆ G.
For every n ∈ N, there exists µ n ∈ B 0 such that I(µ n ) ∈ G n (I(B 0 ) ∩ G n = ∅). Therefore, from (1) and (3), for every n ∈ N, 
Obviously, J is a continuous linear mapping on C b (T ). For every ε > 0, from (2), there
with |g| ≤ 1 and 
is a w * -neighborhood of ν 0 and so is a member of G (G
for every B ∈ B, G ∩ I(B) = ∅ (I(B) ⊆ G).
Hence there exists µ ∈ B such that I(µ) ∈ G. Then, for every k = 1,...,n, from (4) and (5), we have
Let F be the filter generated by the filterbase
Then B ⊆ F and F
p t(H)
→ µ 0 , so that H is a t(H)-relatively compact set.
Remark 3.9. If H is tight in M b (T ) then t(H) = 0, so that H is a relatively narrowly
compact set and we obtain Prohorov's theorem. 
Proof. We suppose that H is an a-relatively compact subset of
Let U be a relatively compact neighborhood of K and f :
From (1), (3), (4), and (6) we obtain the following contradiction: Remark 3.14. From Remark 3.11 and Theorem 3.12, we obtain (in the case of locally compact spaces) 
For every bounded set H = {x
Let (x p ) p∈N ⊆ [0, 1] be a sequence; we define
and, from (2), we obtain
We easily remark that x p t → x, where x = (x n ) n and 
Probabilistic metric on M 1 (T ). Let (T , d) be a Polish space and let
be the subset of all probabilities on T . We say that a net
We denote this by µ i a → µ. So,p = {p a : a ∈ [0, +∞]} is the narrow limit tower induced on M 1 (T ) (see Remark 3.6). If X is the Stone-Čech compactification of T , the subset 
lim sup 
In [4, Theorem 1] we proved that such a family ᏸ is an equivalent gradated form of a probabilistic metric (F , T m ), where, for every µ, ν ∈ M 1 (T ) and a > 0,
and T m (a, b) = max{a + b − 1, 0}. For the space of distribution functions, equivalent probabilistic metrics are introduced in [5, 6, 9] .
In Theorem 4.7 we compare the narrow limit tower with the convergence structures induced by the family of semi-pseudometrics ᏸ = {L a : a ∈ [0, 1]}. So, this theorem is an important step to obtain a sequential version of Theorem 3.8.
Proof. (i) We suppose that L a (µ i ,µ) → 0; then, for every n ∈ N * , there exists i n ∈ I such that, for every i ≥ i n , L a (µ i ,µ) < 1/n. Therefore,
From ( 
We denote for all n ∈ N, S n = S rn (t n ). . For every t ∈ A F there exists S n such that t ∈ S n and S n ∩F = ∅. Then, from (1), d(t, F ) ≤ 2·r n < ε/3, so that t ∈ F ε/3 . Then, from (2), (3), and (4), we have 
