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Abstract
We calculate the power spectrum of electric field-driven ion transport through cylindrical
nanometer-scale pores using both linearized mean-field theory and Langevin dynamics simula-
tions. With the atom-sized cutoff radius as the only fitting parameter, the linearized mean-field
theory accurately captures the dependence of the simulated power spectral density on the pore ra-
dius and the applied electric field. Remarkably, the linearized mean-field theory predicts a plateau
in the power spectral density at low frequency ω, which is confirmed by the Langevin dynam-
ics simulations at low ion concentration. At high ion concentration, however, the power spectral
density follows a power law that is reminiscent of the 1/ωα dependence found experimentally at
low frequency. Based on simulations with and without ion-ion interactions, we attribute the low-
frequency power law dependence to ion-ion correlations. Finally, we show that the surface charge
density has no effect on the frequency dependence of the power spectrum.
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I. INTRODUCTION
Measuring the ionic current passing through a nanometer-scale membrane pore has
emerged over the past couple of decades as a versatile technique to study nanometer-scale
transport processes [1]. In particular, nanopores are being used to study the properties
of translocating biological molecules; to count them, measure their size and translocation
velocity, or even – in the case of DNA – determine their sequence [2–4]. The sensitivity of
such measurements is limited by the noise level, which typically increases with decreasing
frequency ω = 2pif [5]. A high signal-to-noise ratio, as well as a consistent noise spec-
trum across individual devices, are among the requirements for a nanopore system to be of
practical use. Apart from limiting the measurement accuracy, however, the noise level can
sometimes be used to study the microscopic properties of a nanofluidic system, such as the
adsorption of molecules on the walls of a nanometer-scale cavity [6]. At low frequency, the
power spectrum S (ω) of the ionic current through an electrolyte-filled nanopore typically
follows a power law S (ω) ∝ 1/ωα with α ≈ 1, which is referred to as pink noise, or flicker
noise, or 1/f noise [7, 8]. At high frequency, S (ω) is dominated by thermal or capacitive
noise [8, 9].
Ever since the discovery of the near-universal appearance of pink noise in electrical sys-
tems, its microscopic origins have been heavily debated. Measurements in protein channels
indicate that the pink noise in biological nanopores is related to small conformational fluc-
tuations of the open nanopore [10, 11]. These results are supported by experiments on
nanopores in membranes with varying flexibility, showing pink noise in pores in flexible
membranes, and a quadratic noise spectrum (α = 2) in pores in solid membranes [12].
Other explanations of pink noise include surface charge fluctuations [13] and the rectifying
nature of conical pores [14]. Alternatively, the noise is thought to originate not in the prop-
erties of the nanopore, but instead in the nonequilibrium dynamics of charge carriers under
confinement. The first of these possible explanation stems from Hooge, whose measurements
on homogeneous metal samples showed that the amplitude of the pink noise is proportional
to the concentration of mobile charge carriers [15]. Further evidence is provided by the
observation that stationary confining walls affect the velocity autocorrelation function of
colloidal particles at long time scales [16]. Fractional Brownian motion, which can be used
to describe pink noise, also governs subdiffusive motion of molecules under confinement [17].
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Based on careful analysis of noise measurements in solid-state nanopores filled with ionic
liquids, Tasserit et al. reached the conclusion that pink noise is caused by a cooperative
effect in the ionic motion [18]. In computer simulations, pink noise has only been observed
in nanochannels when the single-file motion is enforced artificially [19].
Identifying the source of noise in nanopores is essential for efforts to optimize experimental
setups, and to design nanopore systems for use in large-scale technological applications.
Moreover, a comprehensive understanding of the power spectrum of nanopore ion currents
would constitute the basis of a new probe of the pore’s microscopic properties, allowing
researchers to extract a wealth of information from a part of the measured signal that has
traditionally been discarded. However, a systematic theoretical investigation of the noise
spectrum in nanopores filled with an aqueous electrolyte has been lacking so far.
In this paper, we present the first comprehensive theoretical analysis of the nonequilib-
rium noise spectrum of an ion current through a rigid nanopore using implicit water. We
derive an analytical expression for the noise spectrum in the mean-field regime, providing a
tool to analyze and interpret experimental results in both the high and the low frequency
limits. We compare our analytical expressions with the results of Langevin dynamics simu-
lations, showing excellent agreement at high frequency. Although the low frequency results
follow our theoretical linearized mean-field prediction at low ion concentration, at high ion
concentration the simulation results deviate from the linearized mean-field prediction, and
show a nonzero α, indicative of pink noise. Our results suggest that ion correlations are a
source of pink noise in nanopores.
II. LINEARIZED MEAN FIELD THEORY
We consider a system consisting of a cylindrical nanopore of length L and radius R con-
necting two reservoirs. Because the ion current through the system is ultimately determined
by the flux through the pore, we base our model on the ion flux density J± (x, t) inside the
nanopore, with x denoting the position in three dimensions and t denoting the time. We
model the electrolyte filling the nanopore as ions of valency ±1 in implicit water. Note that
the model implies that nonlinear terms originating in the coupling of the ionic motion to the
fluid velocity are ignored. The ion concentrations C± (x, t) are governed by the continuity
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equation,
∂C±
∂t
+∇ · J± = 0. (1)
The corresponding flux densities J± (x, t) are given by the Nernst-Planck equation,
J± = −D±∇C± ∓D±C± eE
kBT
+ η, (2)
where E (x, t) is the applied electric field, e denotes the ion charge, and η (x, t) denotes the
thermal noise that accounts for fluctuations in the environment, most importantly the effect
of collisions between water molecules and ions. From here on, we restrict ourselves to the
case where the ion diffusion coefficients are equal, D+ = D− = D, which is accurate for many
common salts, such as KCl and KNO3. Because of the cylindrical geometry we have only
two independent coordinates, one parallel to the length of the pore (‖) an one perpendicular
to the pore wall (⊥). We are interested in the current in parallel direction in response to an
electric field that is constant inside the pore and nonzero only in parallel direction E (x, t) =
E‖. We determine the Fourier transforms (denoted by .˜..) of Eqs. 1 and 2 as a function
of the wave vectors q‖ and q⊥ and the frequency ω [20], and calculate the power spectral
density S (ω) from the Fourier-transformed current density J˜+‖
(
q‖, q⊥, ω
) − J˜−‖ (q‖, q⊥, ω).
In terms of the Cartesian coordinates (Fig. 1a), the perpendicular wave vector is defined
by q2⊥ = q
2
⊥1 + q
2
⊥2. Multiplying by the Fourier-transformed lateral surface area A˜(q⊥) of
the pore, and integrating over all wave vectors inside the nanopore, we arrive at the power
spectral density S (ω) [20],
S = 2
∫ Λ−1
R−1
d2q⊥
(2pi)2
∫ Λ−1
L−1
dq‖
2pi
A˜2 〈|J˜+‖ − J˜−‖ |2〉 (3)
with R and L being the radius and the length of the pore, respectively, and Λ being the
cut-off length, which is of the order of the particle size. The factor 2 stems from the integral
over negative wave vectors q‖. The ensemble average is denoted by 〈...〉 and the squared
area function A˜(q⊥)2 is given by [20]
A˜2 = (2pi)2
[
R2
q2⊥
− 2R sinRq⊥
q3⊥
− 2 cosRq⊥
q4⊥
+
2
q4⊥
]
. (4)
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FIG. 1. Snapshots from our simulations with (a) the membrane with the nanopore, (b) the top
view of the membrane with the radius R indicated, and (c) the side view of the simulation box
with the membrane thickness L indicated. The red and blue particles depict the charged ions, the
yellow particles depict the membrane, and the white particles depict the pore wall that might be
charged or uncharged. In (a) and (b) the ions are not shown.
The average modulus square Fourier-transformed current density 〈|J˜+‖
(
q‖, q⊥, ω
)−J˜−‖ (q‖, q⊥, ω) |2〉
is calculated from Eqs. 1 and 2 as [20]
〈|J˜+‖ − J˜−‖ |2〉 =
8DC0
[
eE‖
kT
]2[
ω2
D2
+ q4⊥
][
q2⊥ + q
2
‖
]
([
q2⊥ + q
2
‖
]2
+
[
eE‖
kT
]2
q2‖− ω
2
D2
)2
+ 4 ω
2
D2
[
q2⊥ + q
2
‖
]2 , (5)
with C0 being the bulk ion density. Together with Eqs. 4 and 5, Eq. 3 is solved numerically
to get the linearized mean-field prediction.
Remarkably, Eq. 5 – and therefore S (ω) – is independent of the frequency ω in the limit
ω → 0, in clear contradiction to the low-frequency S (ω → 0) ∝ 1/ωα behavior observed
experimentally. It is interesting to note that the same calculation in one dimension leads
to S (ω → 0) ∝ ω2, which is incompatibly not only with experimental results, but also
with effectively one-dimensional simulations [19]. At vanishing electric field E‖, the noise
spectrum becomes independent of ω.
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III. SIMULATIONS
We perform Langevin dynamics simulations of ions passing a membrane pore under in-
fluence of an applied potential difference using the molecular simulation package Espresso
[21]. The Langevin equation for particle i reads
mi
∂ui
∂t
= −
∑
j 6=i
∇Vij + F i − γui + ξi, (6)
with ui (t) being the particle’s velocity in units A˚/τ , γ = 1 kBTτ/A˚
2 being the friction
coefficient, with τ being the time scale and kBT being the thermal energy. The random force
ξi (t) satisfies 〈ξi (t) ξi (t′)〉 = 6kBTγδ (t− t′). Because the only dynamical particles in our
simulation are the ions, the particles are assumed to be of equal mass mi = 1 kBTτ
2/A˚2,
effectively incorporating the mass into the time scale τ . The index j runs over all other
particles of the system and the potential Vij (rij) (in units of kBT ) comprises the Coulomb
interactions and the Lennard-Jones interactions, truncated and shifted to form a Weeks-
Chandler-Andersen potential,
Vij = lB
qiqj
rij
+ 4ij
[(
σij
rij
)12
−
(
σij
rij
)6]
+ Vshift, (7)
with rij being the distance between particles i and j and qi being the charge of particle i in
units of the elementary charge e. The Bjerrum length lB = e
2/ (4piεε0kBT ), with ε0 being the
permittivity of vacuum, is set to lB = 7 A˚, modeling electrostatic interactions in water with
a dielectric constant of ε = 80. The long-ranged electrostatic interactions are treated using
P3M (particle-particle-particle mesh) Ewald summation with an automatically determined
real-space cutoff [21]. The Lennard-Jones potential is truncated and shifted to zero at
rij = 2
1/6σij, using Vshift = ij/4. We use the Lennard-Jones parameters ij = 0.5 kBT for all
particles, σij = 3 A˚ for ion-ion interactions, and σij = 9 A˚ for ion-membrane interactions.
The applied potential difference across the membrane is modeled by the external force F i,
where we use the approximation that the electric field exerts a force in x‖-direction inside
the pore only,
F i =
{
qiE if 0 < x‖ < L
0 otherwise,
(8)
with E (x, t) = E‖. The electric field is varied between E‖ = 0.3 kBT/
(
eA˚
)
and E‖ =
1.6 kBT/
(
eA˚
)
, which at L = 48 A˚ corresponds to a potential difference between 0.4 V and
2 V.
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The time scale τ is calibrated by calculating the conductivity in simulations of a bulk
system with an applied homogeneous electric field, and comparing it to the conductivity of
a solution of potassium chloride, leading to τ = 5 ps [20].
We construct a membrane of thickness L = 48 A˚ consisting of membrane particles on a
cubic lattice with a lattice constant of 6 A˚, connected on both sides to a reservoir of width
W = 96 A˚ and height H = 100 A˚. Permeating the membrane, we construct a cylindrical pore
of varying radii R = {6, 13, 19, 25, 28} A˚. The reservoirs and the pore are filled with positive
and negative ions at three different concentrations, C0 = {3 · 10−6, 3 · 10−5, 3 · 10−4} A˚−3,
corresponding to C0 = {0.005, 0.05, 0.5} mol/l. The membrane is verified to be impermeable
to ions. The membrane particles are frozen. We use a simulation time step of 0.06τ and
perform simulations of 3 · 107 time steps (Figs. 2-3). For Fig. 5 we use 1 · 108 time steps
(with interactions) and 3 ·108 time steps (without interactions). We discard 5000 time steps
for equilibration and calculate the current every 100 time steps. We use periodic boundary
conditions in all directions. We verify that the effect of the periodic boundary conditions,
which affects fluctuations in general [22], is negligible in our case [20].
We calculate the current I‖ =
∫
(J+‖ −J−‖ )dA, equal to the integral of the current density
over the lateral area A of the pore, from the integrated velocity in parallel direction
I‖ =
1
L
∑
i
{
qi (ui)‖ if 0 < x‖ < L
0 otherwise,
(9)
where the index i runs over all positive and negative ions.
From the current we calculate the power spectrum using the Welch method with a Ham-
ming window, an overlap of 0.5, and 100 windows [23].
IV. RESULTS AND DISCUSSION
Pore radius & ion concentration. – In Fig. 2 we show the power spectral density
S(ω), calculated from the Langevin dynamics simulations, as a function of the frequency ω
(solid lines). The curves have been fitted with the linearized mean-field expression of Eq.
3 (dashed lines), using the high wave vector cutoff Λ as the only fitting parameter. Eq.
3 fits the curves with remarkable accuracy for all pore radii. All curves show a transition
around ω = 10−2 τ−1, and a power law decrease S ∝ 1/ωb at high frequency. At even
higher frequency, S is dominated by white noise (not shown). At low ion concentrations
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FIG. 2. The power spectral density S of the ionic current in units of the inverse time scale τ ,
as a function of the frequency ω on a log-log scale, for ion concentrations (a) C0 = 3 · 10−6 A˚−3,
(b) C0 = 3 · 10−5 A˚−3, and (c) C0 = 3 · 10−4 A˚−3. Solid curves denote S from simulations for 5
different radii, and dashed lines denote fits with Eq. 3. The fitting parameter Λ = 7 A˚ for R = 28,
25, and 19 A˚, Λ = 6 A˚ for R = 13 A˚, and Λ = 2.6 A˚ for R = 6 A˚for all concentrations. The applied
electric field is E‖ = 0.8 A˚−1.
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FIG. 3. The power spectra of the ion current through a pore of R = 25 A˚ at a concentration of
C0 = 3 · 10−4 A˚−3, at different applied electric field strengths inside the pore (0.3, 0.8, 1.2, and 1.6
kBT/
(
eA˚
)
). With increasing electric field strength, the transition frequency shifts upward, and
the background white noise decreases.
(C0 = 10
−6 A˚−3 and C0 = 10−5 A˚−3, Figs. 2a-b), S exhibits a plateau at low frequency, as
predicted by the linearized mean-field theory. At higher ion concentration (C0 = 10
−4 A˚−3,
Fig. 2c), the linearized mean-field theory still captures the high frequency simulation results.
At low frequency, however, we do not find a plateau, but S continues to increase with
decreasing frequency instead, following a power law S ∝ 1/ωa. This behavior is reminiscent
of the 1/ωα dependence of S found experimentally at low frequency.
Electric field. – We perform simulations of the pore of R = 25 A˚ at a concentration of
C0 = 3 · 10−4 A˚−3, varying the electric field from 0.3 to 1.6 kBT/(eA˚) (Fig. 3). Again, the
linearized mean-field theory (dashed lines) fits the transition in the frequency domain very
well for all electric fields, without further adjustable parameters. The transition frequency
shifts to higher frequencies for higher electric fields. As predicted, the dependence of S (ω)
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FIG. 4. (a) The power a of the fits S (ω) ∝ ω−a (ω < 10−2 τ−1) as a function of concentration
C0. The dashed line denotes the linearized mean-field prediction of Eqs. 3–5. (b) The power b
of the fits S (ω) ∝ ω−b (ω > 10−2 τ−1) as a function of the radius R. The electric field is set to
E‖ = 0.8 kBT/(eA˚).
on ω vanishes for vanishing electric field.
Limiting behavior. – We fit the low frequency regime (ω < 10−2τ−1) and the high
frequency regime (ω > 10−2τ−1) with power laws with exponents a and b, respectively (see
Fig. 2c). Apart from the case R = 6 A˚, the exponent a shows a strong dependence on
the ion concentration C0 (Fig. 4a), increasing from a < 0.05 for C0 = 3 · 10−6 to a > 0.15
for C0 = 3 · 10−4. For radii R > 6 A˚, a is largely independent of R, suggesting that the
power law behavior is an intrinsic property of nonequilibrium ion transport, rather than a
consequence of the confinement. In contrast, the exponent b depends on the radius, but is
independent of the ion concentration, as predicted by Eq. 3 (Fig. 4b).
Ion correlations. – The strong dependence of a on C0, which is not predicted by mean-
field theory, suggests a strong effect of ion correlations. To investigate this low-frequency
power law dependence of the power spectrum in more detail, we perform simulations with
Vion−ion = 0 for the ion-ion interactions at the high concentration C0 = 4 · 10−4, eliminating
ion correlations. Ion-membrane interactions are left unchanged. We perform extra long
simulations in a pore with R = 25 A˚. In Fig. 5, we show the power spectrum obtained with
Vion−ion (rij) = 0, and compare it with the the power spectrum obtained with full interactions
(Vion−ion (rij) given by Eq. 7). Clearly, with Vion−ion (rij) = 0 the power spectrum saturates
at low frequency, in agreement with the linearized mean-field prediction. Therefore, the
departure from linearized mean-field theory at high concentrations shown in Fig. 4a is due
to the ion correlations caused by the ion-ion interaction term Vion−ion (rij).
Surface charge. – Typically, both synthetic and biological aqueous pores have a finite
10
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FIG. 5. The power spectrum with the ion-ion interaction potential Vion−ion (rij) given by Eq.
7 (with interactions, red line) and with Vion−ion (rij) = 0 (without interactions, blue line). The
spectrum is calculated in a R = 25 A˚ channel with E‖ = 0.8 kBT/(eA˚).
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FIG. 6. The power spectral density of the ionic current through charged and uncharged pores of
radii 25 A˚ and 13 A˚ at a concentration of 3 · 10−4 A˚−3 and an electric field of 0.8 kBT/(eA˚).
surface charge density. The interactions between the charged surface and the ions has been
suggested as the source of the 1/ω power law at low frequency [13, 14]. We investigate the
effect of surface charges by allocating negative charges on the surface of the pores, balanced
by extra positive ions in solution. The charges are located at the membrane particles located
in a cylindrical shell between R < r < R+ 6 A˚, with the total charge equal to Q = −19e for
R = 13 A˚ and Q = −26e for R = 25 A˚. The corresponding power spectra are shown in Fig.
6. No differences are observed in the shape, the transition frequency, or the power laws at
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low and high frequency, in agreement with Ref. [18]. In the charged pores, the magnitude of
the power spectral density is 20% higher than in the uncharged pores, which we attribute to
the increased ion density due to ions screening the surface charge. The increase in the power
spectral density corresponds indeed to the increased number of ions in the pore, which we
determine independently.
V. CONCLUSIONS
We calculate the power spectrum of electric field driven ion transport through cylindri-
cal nanometer scale pores using both linearized mean-field theory and Langevin dynamics
simulations. We derive that the linearized mean-field theory predicts a plateau in the power
spectrum at low frequency, which is not found in experiments. Furthermore, the linearized
mean-field theory predicts a decreasing power law at high frequency, where the power de-
pends on the applied electric field. At low ion concentrations (0.005 mol/l - 0.05 mol/l),
the Langevin dynamics simulations confirm the mean-field predictions with high accuracy,
including the electric field dependence of the power law decrease at high frequency and the
plateau at low frequency. Our linearized mean-field expression fits the simulation data using
only one adjustable parameter, the cut-off small length scale Λ, varying between 6 A˚ and
7 A˚ for all curves, apart from R = 6 A˚, which gives Λ = 3 A˚. At high ion concentration (0.5
mol/l), the simulated power spectrum is still accurately described by our linearized mean-
field theory at high frequency, but at low frequency the simulation curves do not exhibit
a plateau. Instead, the power spectrum increases with decreasing frequency with a power
law S(ω) ∝ 1/ωa, with 0.14 < a < 0.18. We attribute this deviation from the mean-field
prediction to ion-ion correlations that are not present in the linearized mean-field theory.
Finally, we study the effect of a finite surface charge density on the inside of the nanopore.
Contrary to reports in literature [13, 14] we find no significant dependence of the power
spectrum on the surface charge density.
VI. APPENDIX
Derivation of the governing equations. – To derive J˜+‖ (q, ω)− J˜−‖ (q, ω), we switch
to index notation where α, β, and γ correspond to the three components of our coordinate
12
system. After applying a standard Fourier transform to Eqs. 1 and 2,
J˜zα =
3∑
β=1
[
−iD
ω
qαqβJ˜
z
β −
D zeEα
ω kBT
qβJ˜
z
β − η˜α
]
, (10)
with .˜.. denoting the Fourier transform, q being the wave vector, ω being the frequency, and
z = ±1 denoting the ion charge. Rewriting Eq. 10 leads to:
−η˜α =
3∑
β=1
J˜zβ
[
δαβ +
iD
ω
qαqβ +
D zeEα
ω kBT
qβ
]
=
3∑
β=1
J˜zβMαβ,
(11)
where Mαβ denotes the matrix
Mαβ = δαβ +
iD
ω
qαqβ +
D zeEα
ω kBT
qβ. (12)
Combining Eqs. 11 and 12 and solving for J˜zγ , we find
J˜zγ =
1
det(M)
[
3∑
β=1
[
−iD
ω
qγqβ η˜β − D zeEγ
ω kBT
qβ η˜β
]
+ η˜γ
3∑
β=1
[
1
3
+
iD
ω
qβqβ +
D zeEβ
ω kBT
qβ
]]
.
(13)
Because of our cylindrical symmetry, the flux has two unique components: Parallel (‖)
and perpendicular(⊥) (Fig. 1a). The electric-field is nonzero only in parallel direction
E = (0, 0, E‖). Because we are interested in the longitudinal flow of ions through the pore,
we concentrate on the flux in the parallel direction:
J˜z‖ (q, ω) =
iD
ω
[
q⊥1q‖η˜⊥1 + q⊥2q‖η˜⊥2 + q2⊥1η˜‖ + q
2
⊥2η˜‖
]
1 + iD
ω
[
q2‖ + q
2
⊥1 + q
2
⊥2
]
+
D zeE‖
ω kBT
q‖
+
−D zeE‖
ω kBT
[
q⊥1η˜⊥1 + q⊥2η˜⊥2
]
+ η˜‖
1 + iD
ω
[
q2‖ + q
2
⊥1 + q
2
⊥2
]
+
D zeE‖
ω kBT
q‖
,
(14)
with q⊥1 and q⊥2 being the two perpendicular wave vectors. The power spectrum of the
noise is proportional to the bulk concentration C0,
〈ηγ (x, t) ηβ(x′, t′)〉 = 2DC0δγβδ(x− x′)δ(t− t′)
〈η˜γ(q, ω)η˜β(q′, ω′)〉 = 2DC0δγβ(2pi)4δ(q + q′)δ(ω + ω′).
(15)
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Using short-hand notation, we derive from Eqs. 14-15
〈|J˜+‖ − J˜−‖ |2〉 ≡
∫ ∫ ∫
dq′⊥1dq
′
⊥2dq
′
‖
(2pi)3
∫
dω′
2pi
[
〈[J˜+‖ (q, ω)− J˜−‖ (q, ω)][J˜+‖ (q′, ω′)− J˜−‖ (q′, ω′)]〉] =
8DC0
[
eE‖
kT
]2[
ω2
D2
+ q4⊥
][
q2⊥ + q
2
‖
]
([
q2⊥ + q
2
‖
]2
+
[
eE‖
kT
]2
q2‖− ω
2
D2
)2
+ 4 ω
2
D2
[
q2⊥ + q
2
‖
]2 .
(16)
The power spectral density S (ω) of the current I‖ (t) defined on the domain 0 < t < T
is given by the limit of T →∞ of
S (ω) =
1
T
〈|I˜‖ (ω) |2〉 = 1
T
〈I˜‖ (ω) I˜‖ (−ω)〉, (17)
which can be written as
S (ω) =
1
T
∫
T
dt
∫
T
dt′ e−iω(t−t
′) 〈I‖ (t) I‖ (t′)〉. (18)
We write I‖ (t) as the integral of the current density J+‖ (x, t)− J−‖ (x, t) at a given position
in the direction of x‖ over the lateral surface area A of the pore,
S (ω) =
1
T
∫
T
dt
∫
T
dt′ e−iω(t−t
′)∫∫
A
dx⊥1dx⊥2
∫
dx‖
∫∫
A
dx′⊥1dx
′
⊥2
∫
dx′‖δ(x‖)δ(x
′
‖)
〈[J+‖ (x, t)− J−‖ (x, t) ][J+‖ (x′, t′)− J−‖ (x′, t′) ]〉.
(19)
Expressing the delta functions and the current density in Eq. 19 in terms of their Fourier
transforms, we arrive at
S (ω) =
1
T
∫
T
dt
∫
T
dt′ e−iω(t−t
′)∫∫
A
dx⊥1dx⊥2
∫
dx‖
∫∫
A
dx′⊥1dx
′
⊥2
∫
dx′‖∫
dq⊥1
2pi
∫
dq⊥2
2pi
∫
dq‖
2pi
e−i(q⊥1x⊥1+q⊥2x⊥2+q‖x‖)∫
dq′⊥1
2pi
∫
dq′⊥2
2pi
∫
dq′‖
2pi
e−i(q
′
⊥1x
′
⊥1+q
′
⊥2x
′
⊥2+q
′
‖x
′
‖)∫
dω′
2pi
∫
dω′′
2pi
eiω
′teiω
′′t′
∫
dq′′‖
2pi
eiq
′′
‖x‖
∫
dq′′′‖
2pi
eiq
′′′
‖ x
′
‖
〈[J˜+‖ (q, ω′)− J˜−‖ (q, ω′) ][J˜+‖ (q′, ω′′)− J˜−‖ (q′, ω′′) ]〉.
(20)
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Performing the integrals over ω′′, q′, q′′‖ , q
′′′
‖ , x‖, and x
′
‖, and using the short-hand notation
of Eq. 16 leads to
S (ω) =
1
T
∫
T
dt
∫
T
dt′ e−iω(t−t
′)∫∫
A
dx⊥1dx⊥2
∫∫
A
dx′⊥1dx
′
⊥2∫
dq⊥1
2pi
∫
dq⊥2
2pi
∫
dq‖
2pi
e−i(q⊥1(x⊥1−x
′
⊥1)+q⊥2(x⊥2−x′⊥2))∫
dω′
2pi
eiω
′(t−t′)〈|[J˜+‖ (q, ω′)− J˜−‖ (q, ω′) ]|2〉.
(21)
We rearrange the exponential functions and perform the integrals over t, t′ and ω′, yielding
S (ω) =
∫
dq⊥1
2pi
∫
dq⊥2
2pi
∫
dq‖
2pi
A˜2(q⊥)
〈|[J˜+‖ (q, ω)− J˜−‖ (q, ω) ]|2〉, (22)
with the squared Fourier-transformed area function being given by
A˜2(q⊥) =
∫∫
A
dx⊥1dx⊥2
∫∫
A
dx′⊥1dx
′
⊥2
e−i(q⊥1(x⊥1−x
′
⊥1)+q⊥2(x⊥2−x′⊥2))
=
∫ 2pi
0
dθ
∫ 2pi
0
dθ′
∫ R
0
dx⊥
∫ R
0
dx′⊥ x⊥ x
′
⊥ e
−iq⊥(x⊥−x′⊥),
(23)
with x⊥ =
√
x2⊥1 + x
2
⊥2 and θ = arctan(x⊥2/x⊥1) being the cylindrical coordinates and
q⊥ =
√
q2⊥1 + q
2
⊥2. Combining Eqs. 16 and 22, and performing the integrals in Eq. 23, we
arrive at Eqs. 3-5.
Time scale. – We calibrate the time scale τ from the conductivity of a bulk system of
1003 A˚3, calculated from a linear fit of the current as a function of the electric field E (Fig.
7). Experimentally, the conductivity is given by
1
C0
dI
dE
= A
(
D+ +D−
) e2
kBT
, (24)
with A the lateral surface area and D+ = D− = 0.2 A˚2/ps being the diffusion coefficient of
K+ and Cl−. We calculate the time scale τ from a linear fit to the curve in Fig. 7 up to
C0 = 3 · 10−4 and comparison with Eq. 24, giving τ = 5 ps.
Finite-size effects. – To check the effect of the simulation box size, we vary the reservoir
size between 50 A˚ and 288 A˚ in x‖-direction and between 96 A˚ and 288 A˚ in x⊥-direction.
15
05
10
15
20
1 2 3 4 5
E [kBT/(eÅ)]
0
2
4
6
[e
/τ
]
9.0
6.0
4.2
3.0
1.8
1.2
0.6
C0 [10-4Å-3]
10-1
I
d 
 /d
E
 [e
2 Å
/(k
B
T 
τ)
I
C0 [Å-3]
0 2 4 6 8 10-4
8
FIG. 7. The electrical conductivity of a bulk system of ions (100× 100× 100 A˚) as a function of
the ionic concentration C0. Inset: The current as a function of the electric field.
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FIG. 8. The power spectra of pores with radius R = 13 A˚and length L = 48 A˚, each connected
to two reservoirs of size W ×W ×H. The total simulation box is W ×W ×L+ 2H, with periodic
boundary conditions in all directions. The simulations are performed with Vion-ion = 0.
The power spectra are independent of the reservoir size (Fig. 8), from which we conclude
that the periodic boundary conditions do not affect the ion fluctuations.
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