[1] This work presents new water surface elevation data including evidence of the spatial correlation of water surface waves generated in shallow water flows over a gravel bed without appreciable bed forms. Careful laboratory experiments have shown that these water surface waves are not well-known gravity or capillary waves but are caused by a different physical phenomenon. In the flow conditions studied, the shear present in shallow flows generates flow structures, which rise and impact on the water-air interface. It is shown that the spatial correlation function observed for these water surface waves can be approximated by the following analytical expression W( ) = e -2 / 2 2 w cos(2 L -1 0 ). The proposed approximation depends on the spatial correlation radius, w , characteristic spatial period, L 0 , and spatial lag, . This approximation holds for all the hydraulic conditions examined in this study. It is shown that L 0 relates to the depth-averaged flow velocity and carries information on the shape of the vertical velocity profile and bed roughness. It is also shown that w is related to the hydraulic roughness and the flow Reynolds number.
Introduction
[2] Most practical free surface flows are turbulent. One common class of flow for which there is a surprisingly poor understanding is shallow water flow over a rough surface. In this flow the boundary roughness is similar to, or one order of magnitude less than, the flow depth. This type of turbulent flow is found in gravel bed rivers, overland flows and in partially filled pipes in drainage systems. In order to improve our understanding of the shallow water flow phenomenon, some researchers have focused on parameterizing the energy loss mechanisms at the solid rough boundary, whilst others have investigated the energy loss mechanisms within the body of the flow. The solid-fluid boundary has received considerable attention, but little study has been given to the fluid-air interface and the spatial information that the fluidair interface may contain. Brocchini and Peregrine [2001] identified that the dynamics of the air-water boundary was ill studied and they described a framework for future theoretical and experimental studies into the role of turbulence on the behavior of the water-air free surface. For certain conditions they identified that turbulence may be generated at the air-water interface due to breaking waves or by shearing at bed boundary layers causing flow structures which then rise and impact with the air-water boundary. They produced a two-parameter framework, based on a consideration of the stabilizing processes of gravity and surface tension. Whilst the focus of their work was turbulence generated by breaking waves, they also identified a class of systems in which the behavior of the free surface was caused by the upward and streamwise movement of moderately coherent flow structures. Their two-parameter space used length and velocity scale, rather than Froude and Weber numbers to categorize these flow structures and the free surface interface. Given that there have been a limited number of studies that have examined the behavior of the free surface, they were not able to propose definitive boundaries due to the lack of experimental data. However, they defined a region between breaking wave and quiescent flow in which gravity dominates turbulence and the impact of surface tension is limited. This region corresponds with typical river flows, and it is in this region in which this current study is placed.
[3] There have been a small number of experimental studies in which observations were used to study the linkage between turbulent structures in the flow beneath the free surface and the dynamics of the surface itself [e.g., Konmori et al., 1989; Rashidi et al., 1992; Smolentsev and Miraghaie, 2005; Savelsberg and Van de Water, 2009] . Studies by Nimmo-Smith et al. [1999] and Kumar et al. [1998] made systematic attempts to relate measurable characteristics of the flow surface to the energy dissipation mechanisms within the flow. Smolentsev and Miraghaie [2005] examined the characteristics and advection of surface water features created in a laboratory channel at a wide range of turbulence levels. When considering flows over sediment deposits, studies of flow turbulence have shown the generation and evolution of flow structures which scale with depth, exhibit high levels of vorticity, and create quasi-cyclic but persistent flow patterns, e.g., Grass et al. [1991] . Further studies in gravel bed rivers have confirmed the presence of such structures in nature [e.g., Kirkbride and Ferguson, 1995; Ferguson et al., 1996; Dinehart, 1999; Buffin-Belanger et al., 2000] . It has been seen that once these features are formed, they migrate downstream, deform, and amalgamate to produce circular regions of local upwelling on the water surface (boils). Jackson [1976] was the first to describe a scenario in which a vertical flow structure interacts with the water surface, creating secondary vortices. Some studies have suggested that boil generation is the result of flow separation behind dunes [Kostaschuk and Church, 1993] , but other studies have found that surface upwellings occur without the presence of significant bed forms [Roy et al., 1999] , and others have argued that there may be several different generation mechanisms for such water surface features [Babakaiff and Hickin, 1996] .
[4] Roy et al. [2004] presented a detailed study into the size and dynamics of large depth scale turbulent structures found in gravel bed rivers. An array of point velocity measurement devices was used and measurements were made at multiple locations in order to perform a space-time correlation of the collected velocity data to estimate the size and advection of the large-scale flow structures. The correlation of the velocity data indicated that the size of these flow structures scales with flow depth, such that the streamwise length of these structures was observed to be 1.0 to 3.0 times the flow depth and the width was around 0.5 to 1.0 times the flow depth. Their review of previous experimental work [e.g., Konmori et al., 1989; Shvidchenko and Pender, 2001; Liui et al., 2001] , which used a variety of measurement methods (e.g., visualization, velocity correlation, and PIV), indicated that their scaling was reasonably general both in the laboratory and in the field. In these studies flow structure lengths ranged from two to five water depths and structure widths were in the range of one to two water depths. The difference in length and width scaling may be due to differences in estimating flow structure persistence. Roy et al. [2004] also demonstrated that the advecting velocity of these structures was close to the depth mean flow velocity. Therefore, it appears reasonable to suggest that the temporal dynamics of a water surface should reflect the scale and frequency of the large-scale flow structures beneath and so may provide potential information about the energy losses within the flow and, possibly the resistance exerted by a water-worked sediment bed on the flow.
[5] This paper examines in detail the temporal dynamics of the water surface of several steady "uniform" flow conditions in a laboratory flume with a uniform thickness gravel bed. It presents results which illustrate that the behavior of a dynamic water surface is very different from that observed in the case of ordinary gravity waves in shallow flows. The dynamic water surface roughness observed is a quasi-Gaussian process in the statistical sense and a quasi-periodic process in terms of the characteristic spatial period in the roughness pattern. A simple analytical approximation for the spatial correlation function which describes accurately the observed dynamic behavior of the water surface waves observed under different bulk flow conditions is proposed. [6] This section describes the experimental setup and instrumentation that were used to measure the gravel bed elevation, uniform flow depth, time-dependent water level elevation relative to the uniform water depth, and the flow rate. It is estimated that the bed elevation data were measured to within˙0.25 m, the uniform flow depth was accurate to within˙0.25 mm, and the time-dependent water level elevation was accurate to within 0.01 mm. The discharge was accurate to˙0.25 l/s, and the depth-averaged velocity therefore to within˙0.005 m/s.
Experimental Methodology

Hydraulic Flume
[7] A series of experiments was conducted in which the behavior of the water surface was altered by adjusting the general flow conditions of a range of steady, uniform shallow flows over a rough, sediment boundary. During these tests, the dynamics of the free surface boundary were measured carefully at a number of locations. The experiments were carried out in a 12 m long, sloping rectangular flume which is w = 459 mm wide (see Figure 1 ). The flume was tilted at a slope which varied from 0.001 to 0.004 in 0.001 increments. Volumetric flow rates of up to 0.03 m 3 /s were used in the reported experiments. The flume had a well-mixed gravel placed in its base and was scraped to a uniform level so there were no significant topographical features. The gravel particles had a density of 2600 kg/m 3 and median grain size of D 50 = 4.4 mm. The measurement section was located at 9.5 m from the upstream end of the flume as shown in Figure 1 . The bed surface roughness was measured at the test section of the flume using a laser displacement sensor attached to a computer controlled scanning frame. This was used to obtain elevation data of the sediment boundary on an orthogonal grid with a spatial resolution of 0.5 mm. The profiler was a Keyence LK-G82 laser displacement sensor. The bed elevation data were then used to calculate the second-order Kolmogorov structure function of the bed topography using the method proposed by Nikora et al. [1998] and extended to two-dimensional areas by Goring et al. [1999] . This method involves comparing a fixed section of the bed elevation data with a section of the same size whose position is translated within the scanned area. By assessing the correlation between the reference area and the translated area, a calculation can be made as to the correlation length of the bed topography in both streamwise and lateral directions. For this work, the reference and translated areas were 100 mm 100 mm square. Figure 2 represents the bed structure correlation as the translated area is moved away from the reference area in the streamwise direction. This figure also shows the probability density function for the bed roughness estimated along the streamwise direction. It is apparent that above a lag of around 10 mm, there is no significant spatial correlation of the bed surface elevation. This suggests that any correlation observed on the water surface above this lag is not as a result of any feature on the bed having an individual influence on the flow surface, but that the surface pattern is generated by the bed roughness as a whole.
[8] A constant head pump was used to recirculate water in the flume. Control of the discharge (flow rate) from the pump was achieved with an adjustable valve in the flume inlet pipe. The discharge was determined using a u-tube manometer connected to a standard orifice plate assembly [BS 5167-1, 1997] . The depth of the flow was controlled with an adjustable gate at the downstream end of the flume to ensure uniform flow conditions throughout as long a section as possible and in particular the measurement section of the flume. The uniform flow depth was measured with a point gauge and by means of wave probes.
Hydraulic Conditions
[9] The hydraulic conditions studied in this work were designed to investigate the change in the water surface patterns as a function of the flow depth and velocity for a range of submergences similar to those found in gravel bed rivers [e.g., Ferguson, 2007; Robert, 1990] . For this study, 16 flow conditions were considered. A summary of the hydraulic conditions is given in Table [Barr, 1963] 
where
is the Darcy-Weisbach friction factor, S f is the energy slope, g is the acceleration due to gravity, R h = Dw/(2D + w) is the hydraulic radius and Re is the depth-based Reynolds number. This number is calculated from discharge and mean water depth, which are each accurate to 0.5 l/s and 0.5 mm, respectively. The Reynolds number is calculated to two significant figures as shown in this table. The range of flow depths was produced so that the ratio of depth to equivalent roughness height (D/k s ) varied from 1.51 to 8.46 (see Table 1 ), which is within the range of relative submergence values found in gravel bed rivers without appreciable bedforms by Ferguson [2007] .
[10] For brevity, the shear velocity is not shown in Table 1 , but it is used later in the manuscript for nondimensionalizing. The shear velocity can be easily calculated from the depth and bed slope data presented in Table 1 as
Wave Probes
[11] A nonequidistant array of seven calibrated, conductance wave probes was installed along the centerline of the flume at the test section to measure the instantaneous elevation of the water surface. Each of the probes in the array consisted of two vertical, parallel tinned copper wires which were separated by a 15 mm distance oriented laterally to the main flow direction. The diameter of these wires was 0.24 mm. The probe wires were attached to 2 mm thick plastic anchor plates which were held onto the base of the flume by the weight of the gravel layer. Since these anchor plates were below the gravel layer, they did not affect the flow. The top of each probe wire was attached to a screw mechanism allowing the wires to be held under tension to keep them vertical without exceeding the elastic limit of the wire and causing permanent deformation. Once the probes were calibrated, the tension was not altered. Figure 3 shows the position of the probe array with respect to the flume upstream end and indicates the streamwise separations between the individual probes. The wave probes were regularly cleaned and calibrated to guarantee the accuracy of the water surface elevation measurements for the adopted range of hydraulic conditions. The calibration procedure involved recording the voltage levels for all the probes under static, still water conditions at six different water depths that spanned the full range of flow depths considered in this work (see Table 1 ). This allowed linear regression lines to be derived empirically to convert the instantaneous voltage recorded on a particular probe into an accurate instantaneous water depth. [12] The probes were connected to standard WM1A wave probe control units provided by Churchill Controls. The outputs of the probe control units were connected to a National Instruments X-series PXIe-6356 data acquisition card. The control units provided an analog output to the data acquisition card, which was capable of measuring to an accuracy of 0.3 mV. This was over an input range of -10 to +10 V, which was tuned to cover depths from 0 to 200 mm, resulting in a measurement resolution of 0.003 mm. It was found that electrical noise was in the order of 1 mV or 0.01 mm, and for this reason, data presented in this manuscript are shown to two decimal places. The data acquisition card digitized the analog wave probe signals simultaneously at 10 kHz in 1 millisecond packets. Each of these packets was acquired at a trigger rate of 100 Hz and the water level measured within each 1 millisecond packet was averaged to eliminate any chance of periodic high-frequency noise. The resultant 20 s 100 Hz digitized wave probe signals were detrended using a standard least mean squares technique. The 20 s duration for the recording of the wave probe signals was sufficient to ensure that the standard deviation in the rms water surface elevation (see Table 1 ) settled to withiṅ 5%. Figure 4 presents an example of the averaged power spectrum recorded on probes 1-7 for conditions 1, 4, and 7 and the corresponding water surface elevation time series data recorded on probe 4. The data presented in Figure 4 are shown at frequencies below 20 Hz. The dominant spectral content is below 10 Hz, and the amplitude of the water surface elevation spectrum above this frequency is approximately 10 3 times lower than the maximum amplitude. Also, the wave monitor itself includes a 20 Hz analog filter. This was also the cutoff frequency of a third-order low-pass Butterworth filter which was applied to remove highfrequency noise from the wave probe signals.
[13] As Figure 3 shows, some of the probes on which these signals were recorded were in close streamwise proximity to each other. This may give rise to the possibility of vortex shedding from an upstream probe generating capillary waves which would influence the data obtained from the downstream probes. The frequency of the flow structures which could potentially be generated by the vortex shedding was estimated using the Strouhal theory for two-dimensional flow over a circular cylinder [Posdziech and Grundmann, 2007] . For the range of velocities given in Table 1 , the diameter-based Reynolds numbers for vortex shedding from a 0.25 mm-thick probe's wire ranged from 80 to 170, giving respective Strouhal numbers of 0.15 to 0.19 [Posdziech and Grundmann, 2007] . Vortex shedding at these Strouhal numbers and flow conditions would generate flow structures at frequencies of 200 to 500 Hz, which is well outside the range of the spectral components observed in the wave probe signals. Further, it can be shown empirically that the probe wires have a negligible impact on the statistical and spectral properties of the turbulence-generated surface roughness. In this experiment run at flow condition 5, individual probes were sequentially removed from the upstream end of the array so that only probe 7 remained in the array at the end. The signals from the probes in the progressively truncated probe array were recorded, and their statistical and spectral characteristics were compared against those obtained in the experiment with the original array. The first probe in the truncated probe array would provide a signal which had no interference from the remaining probes located downstream. The other probes in this array would provide signals which could be potentially contaminated with the vortices shed from the remaining upstream probes.
[14] Figure 5 presents the probability density functions calculated for the wave probe signals with and without potential interference in condition 5. The solid lines presented in these two graphs correspond to the best fit for the Gaussian probability density function,
2 2 , where Á is the water surface elevation. The values of the standard deviation (or rms water surface elevation) which correspond here to the best fit to the PDF data with and without potential interference are as follows:
= 0.736 mm and = 0.749 mm, respectively. These results show that the presence of the upstream wave probes results in little interference. More specifically, it is found that (i) the behavior of the probability density data for the water surface elevation measured using either a truncated wave probe array or the original, seven-probe array, closely follows the Gaussian distribution, a finding that is consistent with the quasi-Gaussian statistical behavior of the rough water flow surface reported in [Nazarenko et al., 2010] ; (ii) the standard deviation in the fitted Gaussian distribution changes only marginally (within˙2%) when an upstream probe(s) is removed; (iii) the scattering in the measured probability density data for the wave surface elevation is relatively small, within the measurement error and it does not seem to change when the upstream probe(s) is removed; and (iv) the change in the PDF data related to removing one of the upstream wave probes is smaller than the degree of natural scattering in the signals recorded on the individual probes.
[15] Figure 6 presents the power spectral density, Q S( f ), calculated for the wave probe signals whose probability density functions are discussed in the previous paragraph (see also Figure 5 ). The solid lines in the graphs presented in Figure 6 correspond to the lines of best fit which were achieved using the function log Q S( f ) = 1/(A + B p f ) with the following values of the coefficients A and B: A = -0.0650 and B = 0.00518 for the signal spectra with potential interference from the upstream probes; and A = -0.0644 and B = 0.00506 for the signal spectra without probe interference. Here Q S stands for the power spectral density and f stands for the frequency in Hertz. The obtained spectral data also suggest that the effect of probe interference on the signals recorded by the probe array is small and affects the measured power spectra by less than˙2%.
Free Surface Roughness in a Shallow Water Flow
[16] Figure 7 presents a photograph of the surface roughness pattern which corresponds to condition 1 (see Table 1 ). This image of the surface roughness pattern is representative of the hydraulic conditions studied in this work. The authors believe that the surface roughness pattern observed in these hydraulic conditions is strongly turbulence driven and not significantly influenced by gravity waves. The following experimental work was carried out to prove this point: (i) gravity waves were generated in the absence of flow for a range of depths and their dispersion characteristics were measured; (ii) gravity waves were generated in the presence of flow for the same range of depths and their dispersion characteristics were measured; and (iii) the obtained dispersion characteristics for the gravity waves were compared Frequency (Hz) Figure 6 . The power spectra of the water surface elevation for flow condition 5 (left) with and (right) without potential probe interference. The dots correspond to the individual wave probe data, and the solid curves correspond to the lines of best fit which is obtained using the function log
against the dispersion characteristics of the observed turbulence-generated water surface pattern. Gravity waves were generated in each case by impacting the free surface with a 50 mm square bar which had the same length as the flume width. This bar was applied perpendicular to the flow direction and parallel with the flow surface. In each case the bar penetrated the surface by 10 mm and then was quickly withdrawn to avoid the interference with the flow and with the resultant gravity wave. These experiments were designed to illustrate that in the presence of flow, the true velocity at which a gravity wave travels in the reference frame should also include the surface flow velocity component. Therefore, the gravity waves should propagate downstream faster than the mean surface flow velocity, whereas the turbulencegenerated water surface roughness, which is unrelated to the gravity wave phenomenon, should propagate at a different velocity. If this is close to or less than the surface velocity then this suggests a link with underlying turbulent structures, as indicated by Roy et al. [2004] . Guo and Shen [2010] suggested that propagating waves only account for 2.2 to 12.1% of the potential energy of the free surface, the rest being due to turbulence induced surface roughness.
Dispersion Relations for Gravity and Turbulence-Generated Waves
[17] Figures 8a and 8b show the time histories of the gravity waves recorded on wave probes 4-7 in the absence and presence of flow, respectively. Figure 8(c) shows the time history of the turbulence-generated waves in the flume under conditions similar to condition 4. The vertical scale in these graphs is the probe separation in meters. The amplitude of the wave probe signals here is not to scale. The top signal in each of these two graphs corresponds to the upstream probe (probe 4 in Figure 3) , and the graphs illustrate how the gravity wave propagates downstream from probe 4 to probe 7.
[18] The water surface elevation data for the gravity waves recorded on the wave probe array can be used to calculate the phase velocity of these waves and compare it against that measured in the case of the turbulence-generated water surface roughness. The phase velocity of a wave, c p , is defined as the ratio of the wave frequency, !, to its wave number, k, i.e., c p = !/k. In the case of a water wave, this velocity can be estimated using two different methods. The first method can be applied when there is a good degree of coherence between two water surface elevation signals, Á m (t) and Á n (t), which are recorded simultaneously on two wave probes m and n separated by the distance mn . This can be the case, when a gravity wave with a reasonably deterministic shape propagates through a wave probe array. The phase velocity of this wave can be determined from the ratio of the Fourier spectra estimates for Á m (t) and Á n (t). Provided that the attenuation of the wave between these two points is small, the phase velocity is given by c p (
and O Á n (!) are the Fourier spectra estimates of the Á m (t) and Á n (t) signals, respectively. The second method can be applied when the behavior of the water surface elevation is more random, i.e., when the water surface roughness pattern caused by the turbulence in the flow appears as much more complex. In this case, the application of the above spectral method for phase velocity estimation can be unsuccessful because the coherence between these two signals is likely to be too low to enable us to determine the phase difference, arg{ O Á n (!)/ O Á m (!)}, with a sufficient degree of accuracy. In these circumstances, a bank of narrow band filters with center frequencies ! j can be adopted. The signals Á m (t) and Á n (t) can be passed through this filter bank so that pairs of the filtered signals Á m (t, ! j ), and Á n (t, ! j ) can be used to determine the lag at which the temporal cross-correlation function between these signals exhibits an extremum, mn (! j ). The phase velocity as a function of frequency can then be estimated from c p (! j ) = mn / mn .
[19] The graphs shown in Figures 9 present the dispersion curves for the phase velocity of the gravity waves in the presence and absence of flow and the phase velocity of the water surface roughness observed for turbulent flow over the rough gravel boundary. The flow conditions in these experiments corresponded to those selected for condition 4 (see Table 1 ). Here the Fourier spectrum analysis method was used to determine the phase velocity of these gravity waves from the ratio of the phase spectra measured with two wave probes separated by a known distance. Correlation analysis (the second method which is described further in section 3.2) was applied to filtered flow data to determine the phase velocity spectrum with which the turbulence-generated water surface roughness pattern appears to propagate. Figure 9a illustrates that in the absence of flow (still water), the phase velocity follows closely the theoretical curve which is obtained with the standard gravity wave theory found in Landau and Lifshitz [2000] . It is clear that in the presence of flow, the velocity of the gravity waves combines with surface flow velocity. The surface roughness patterns that we observe in the experiments detailed in section 2.2, however, propagate at a velocity that is close to that of the flow surface. Therefore, the water surface roughness patterns are not due to ordinary gravity waves.
[20] From this analysis it was found that the frequency dependence of the velocity at which the turbulencegenerated flow structures propagate is markedly different to that measured in the case of the gravity waves (compare Figure 9a against Figure 9b) . The velocity at which this pattern propagates is less than or equal to the flow surface velocity which is measured by timing the transport of a floating tracer over a defined length. This propagating velocity is always between the mean flow velocity and surface flow velocity (see Figure 9b ) for all the experiments performed as a part of this study. These findings agree with the observations of [Smolentsev and Miraghaie, 2005] who also observed that water surface waves generated by strong turbulence appeared to have a celerity close to the mean flow velocity and that the celerity of gravity-capillary waves were different. These findings are also consistent with the particle image velocimetry results reported by Fujita et al. [2011] who suggested that the celerity of the roughness pattern on the free surface is lower but close to that of the surface velocity. These observations clearly show a propagation velocity between the surface and depth-averaged velocity, suggest a link between the advecting surface features and underlying turbulent flow structures.
Correlation Characteristics of Turbulence-Generated Surface Roughness
[21] Under certain hydraulic conditions, the observed variations in the water surface elevations in a shallow water flow are controlled by the turbulent structures which emanate from the bed where the flow interacts with the fixed sediment boundary. These structures are transported and shaped by the flow and cause the distinct flow pattern which is clearly visible on the free surface (see Figure 7) . The pattern of the water surface is continuously changing in time and space, and it is convenient to study its behavior in terms of the spatial correlation function which captures the statistical and spectral characteristics of the dynamic water-air interface. The spatial correlation function is also a convenient measure of the coherence and variance in the water surface roughness between two points which are separated in space. In this way it is reasonable to suggest that the spatial correlation function can be used to estimate the amplitude of a coherent structure and speed with which it propagates and dissipates in the shallow water flow.
[22] The time-dependent signals measured with each probe pair in each of the flow conditions listed in Table 1 were cross-correlated to determine the maximum amplitude of the temporal correlation function (or its extremum). In this way the spatial correlation function for the water surface elevation above the uniform flow depth, W( , y, ) = Á(x, y, t)Á(x -, y -y, t -) could be reconstructed for the values of that corresponded to the discrete spatial lags between pairs of individual probes in the probe array, = mn . The number of unique probe pairs which can be used to calculate the spatial correlation as a function of the lag between the probes in a seven-probe array is N = 22 which includes one extra point that corresponds to a probe correlated against itself (i.e., autocorrelation data for zero lag). Table 2 lists the probe pairs which were used to determine the values of the spatial correlation function and the distances corresponding to the lag between each individual probe pair.
[23] In the reported experiments, the spatial correlation function was determined in two steps.
Step I was to use data recorded on the seven-probe array to calculate the temporal, normalized cross-correlation function between probes m and n which is estimated from
where Á m (t) and Á n (t) are the time-dependent water surface elevations recorded on probes m and n which are separated by the distance mn , t is the time, T = 20 sec is the measurement period and is the time lag. The root mean square (rms) water surface elevations, , are listed in Table 1 . The value of for a given flow condition was determined as the average of the standard deviations for the data recorded on each of the probes in the wave probe array. The variation in the rms of the water surface elevations from one wave probe to another for a given flow condition was less that 10% which is supported with the probability density function data shown in Figure 5 . An observation of the data listed in Table 1 suggests that the value of depends on the flow velocity and that generally increases with depth average flow velocity.
[24] The temporal, normalized cross-correlation function W mn ( ) was then presented as a function of the distance x = V .
Step II was to locate the extreme value (either a maximum or minimum at = e ) in the temporal crosscorrelation function that would correspond to the maximum similarity in the water surface roughness pattern transported by the water flow from probe m to probe n within the analysis window. The results from the above two steps are illustrated in Figure 10 which shows the temporal cross-correlation functions between probe pairs 77 (0 mm), 76 (30 mm) and 65 (50 mm) for conditions 1, 4, and 7, respectively. A round marker shows the position of the extremum in the temporal correlation data. This corresponds to the instant when two signals recorded on the two probes separated in space are most closely correlated. For some flow conditions and some probe lags, the position of this extremum was found to be close to the distance by which the two probes are separated. For others, the position of this extremum was shifted. Three sets of wave probe data from three reproducibility experiments were used for each of these three conditions to estimate the maximum variation in the position of this extremum. It was estimated as˙16 mm. Such a variability can be explained by the complex interaction of flow structures with multiple scales with the water surface, which is believed to be a pseudo-random process. The observed value of the correlation lag is controlled by the timescale of the production of coherent flow structures and by the advecting flow velocity that, in turn, controls how the observed water surface roughness propagates and dissipates. Since the coherent structures transported by the flow travel at (or near) the depth-averaged flow velocity [Roy et al., 2004] , it seems reasonable that a spatial distribution of time averaged streamwise velocities over a rough boundary [Nikora et al., 2001] will result in a distribution of the advection velocities for the coherent structures. This explains why the temporal location of the cross-correlation extrema occurs within a distribution about the temporal location for which all structures traveling at the mean flow velocity would occur. This level of spatial variability in the streamwise velocity relates well with the variability observed in the temporal position of the extremum value.
[25] Figures 10 show that the temporal cross-correlation functions obtained for flow conditions 1 and 4 flip their sign as the spatial lag between the probes increases from 0 to 70 mm. In these two conditions the flow depth is relatively low. As a result, the scale of the turbulent structures generated in these types of flow is believed to be relatively small and the structures themselves resemble whirls with some spatial scale, temporal period and characteristic lifetime [Hof et al., 2006] . Because the water surface roughness, which is caused by the propagation of these structures, is quasiperiodic, the correlation function is expected to flip sign. This type of behavior is typical for a correlation function of a quasi-periodic roughness process. The value of the spatial correlation function for this type of process will be negative when two wave probes in the probe array are separated by a distance of 1/4L 0 < < 3/4L 0 , where L 0 is the characteristic spatial period. Clearly, when the depth of the flow is relatively low, then the scale of the turbulent structures is relatively small, and the pattern of roughness is relatively fine. In this case, the probe lags at which the data are plotted in Figure 10 (condition 1), are larger than 1/4L 0 , so that the correlation function flips its sign at a certain value of the lag. As the flow depth increases (see Figure 10 for condition 4), the scale of the turbulent structures increases proportionally and falls in the range of 40 < 1/4L 0 < 50 mm. In this case, the flow roughness pattern is relatively coarse and the correlation function does not flip its sign until the probe lag becomes greater than 50 mm. Finally, when the flow is sufficiently deep (condition 7), the scale of the turbulent structures is large in comparison with the probe lag, hence the maximum of the correlation function is positive and the temporal cross-correlation functions do not flip for the probe lags reported in this work (see Figure 10 for condition 7). As Figure 11 shows, with greater spatial probe lag the correlation extrema do flip sign even for the deeper flow depths.
[26] The temporal correlation functions were obtained for all seven wave probe pairs and for all 16 flow conditions. The experimentally determined values of the spatial correlation function, W( mn , 0, e ), for conditions 1, 4, and 7 are presented in Figures 11. These figures also present the error bars which illustrate the variability in the temporal correlation function extrema obtained using a number of wave probe recordings for each of these three conditions. The errors presented in these figures were estimated as the maximum difference between the results obtained from the three reproducibility experiments. These findings enable the following three conclusions: (i) the surface wave pattern has a clear characteristic spatial period; (ii) the amplitude of the spatial correlation function attenuates progressively as a function of the spatial lag, ; and (iii) the shape of the spatial correlation function can be best approximated with a simple analytical expression which is a combination of a periodic function and an exponentially decaying term which contain information on the characteristic spatial period of the turbulence-generated waves and on the correlation radius in the water surface wave pattern, respectively.
[27] A simple analytical expression for the spatial correlation function which combines the properties of an 
where is the spatial lag. The parameters w and L 0 in (4) carry a clear physical sense. The parameter w relates to the spatial radius of correlation (correlation length). The value of L 0 relates to the characteristic period in the surface wave pattern. Alternatively, the spatial correlation function can be expressed in terms of the wave number, q 0 = 2 /L 0 , that is characteristic to this particular water surface pattern, i.e.,
w cos (q 0 ).
The choice of the Gaussian correlation function (or squared exponential covariance) is not uncommon. The function is smooth, differentiable and used widely to represent a quasistochastic surface roughness [e.g., Paciorek, 2003; Bass and Fuks, 1979] .
[28] It is desirable to estimate the values of w and L 0 which correspond to a particular hydraulic condition. In this work the Nelder-Mead (simplex) bounded optimization method [Nelder and Mead, 1965 ] was adopted to find those values of w and L 0 which would provide the best fit to an experimentally determined spatial correlation function. In this optimization process the criterion was the minimum of the function.
where x = { w , q 0 } was the design vector. The values of the correlation radius, characteristic wave number and spatial period recovered from the optimization analysis are listed in Table 3 for the 16 hydraulic conditions studied. Figure 11 illustrates the fit between the mean experimental data for W( mn ) (marker) and the values of W( ) predicted by approximation (5) (continuous lines) for the values of w and q 0 taken from Table 3 for conditions 1, 4, and 7.
The Influence of the Hydraulic Condition on the Observed Free Surface Roughness Characteristics
[29] It has been suggested by Brocchini and Peregrine [2001] that if the water surface pattern is not associated with gravity waves then the spatial correlation pattern is related to the underlying turbulence. It is now useful to examine the spatial correlation parameters listed in Table 3 as a function of the corresponding hydraulic parameters listed in Table 1 for the 16 experimental flow conditions. A simple examination of the data in Table 1 shows that the root mean square of the water surface elevation depends almost linearly with the depth-averaged velocity and flow depth. This simple relationship also indicates that there is likely to be a physical connection between the bulk flow parameters and the water surface pattern. From Table 3 it can be seen that the values of the characteristic period and the correlation radius generally increase with depth although this pattern is less clear. Given the range of slope, velocity, and depth combinations, it was possible to determine generalized nondimensional relationships between the surface wave pattern and the underlying flow. Figure 12 shows that the nondimensional characteristic period demonstrates a strong consistent nonlinear relationship with the ratio of depth-averaged flow velocity to shear velocity. This figure indicates that the spatial characteristic length generally carries information on the shape of the vertical velocity profile and the underlying bed roughness for a range of hydraulic conditions. Figure 13 shows that the correlation radius, which reflects the dissipation of the surface pattern, can be nondimensionalized with the equivalent hydraulic roughness and can be shown to be a linear function of the flow Reynolds number and so carries a clear physical sense that the spatial organization of the water surface waves is related to the dissipation of energy by the turbulent flow. Although the main aim of this paper was to study and quantify the spatial correlation patterns of free surface waves in shallow rough flows, the data collected and the analytical function used to describe the spatial correlation provide clear evidence of a link between the surface pattern and the underlying turbulence and character of the shearing flow. By comparing the length scale of the water surface waves with the scaling of the underlying turbulent flow features summarized by Roy et al. [2004] , by demonstrating that the celerity of the flow features is different from gravity waves, and by indicating the similarity with some observations in other studies such as Smolentsev and Miraghaie [2005] and Savelsberg and Van de Water [2009] , we observe that the water surface correlation pattern is strongly controlled by the underlying turbulent flow features. Our observations do conflict to some extent with those of Savelsberg and Van de Water [2009] who conceptualized the water surface pattern generation mechanisms as a series of randomly generated capillary-gravity waves that travel in all directions but whose scale is inherited from the underlying turbulent flow. These divergent views can however fit with the concepts first proposed by Brocchini and Peregrine [2001] and the experimental observations of Smolentsev and Miraghaie [2005] who identified a wide potential range of different water surface behaviors in which the different generation mechanisms can coexist, but noted that under some conditions certain processes dominate. For the hydraulic conditions close to the free surface flows encountered in gravel bed rivers, we proposed that it is the underlying flow turbulence that is the dominant process producing the spatial water surface pattern. Because of this dominance, the detailed measurement of the spatial properties of the water surface offers the potential to deduce the character of the underlying turbulence. The existence of a physical linkage between the flow surface and the underlying turbulence, at submergences similar to those in gravel bed rivers, offers the potential for flow measurement in the field simply by measuring the water surface behavior and then determining its spatial correlation pattern. This means that flow measurement may now become possible in situations such as eroding or aggrading channel reaches in which the physical placement of flow measurement instruments in the flow is not possible due to practical constraints. [30] This work has reported on the water surface behavior of shallow turbulent flows over a rough sediment surface.
Conclusions
The flow conditions were selected to reflect those found in natural gravel bed rivers. These conditions have been reproduced through controlled laboratory experiments in a hydraulic flume with a rough gravel deposit with several constant bed slopes, variable depth-averaged flow velocity (0.17 Ä V Ä 0.57 m/s), flow depth (0.040 Ä D Ä 0.100 m) and relative submergence (1.51 Ä D/k s Ä 8.46). In these experiments a nonequidistant array of wave probes has been used to study in detail the pattern of water surface elevations in the turbulent flow over a rough sediment bed. The presented results illustrate that the wave probes do not interfere and are capable of measuring accurately the spatiotemporal pattern of surface waves. The comparative experiments illustrate that, for this range of hydraulic conditions, the free surface roughness is not due to ordinary gravity waves. The surface pattern of this roughness can be described by a spatial correlation function that is closely approximated with a simple analytical expression W( ) = e , where is the rms water surface elevation, w is the spatial correlation radius, and L 0 is the characteristic spatial period. This analytical expression was found to be applicable over the range of experimental hydraulic conditions. The parameters w and L 0 can define objectively the surface wave pattern which develops in this type of flow. The values of these parameters have been found to vary systematically with bulk hydraulic parameters and so were considered to carry a clear physical sense. The value of L 0 describes the characteristic period in the wave pattern observed on the flow surface, and the value of w relates to the rate with which the coherent turbulent structures dissipate in the flow. These findings quantify a clear physical linkage between the spatial correlation pattern of the water surface and the prevailing flow conditions and so pave the way to the development of a new measurement technique for the hydraulic processes in shallow, turbulent flows. The new method is based on the observation of the pattern in the water surface waves from which the nature and scale of the hydraulic processes in an open channel flow can then be inferred. This may allow measurements of hydraulic conditions in such shallow turbulent flows, when the insertion of conventional flow measurement instrumentation may not be possible due to practical constraints.
