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PARTICLE DENSITY IN DIFFUSION-LIMITED ANNIHILATING
SYSTEMS
TOBIAS JOHNSON, MATTHEW JUNGE, HANBAEK LYU, AND DAVID SIVAKOFF
Abstract. Place an A-particle at each site of a graph independently with proba-
bility p and otherwise place a B-particle. A- and B-particles perform independent
continuous time random walks at rates λA and λB , respectively, and annihilate
upon colliding with a particle of opposite type. Bramson and Lebowitz studied
the setting λA = λB in the early 1990s. Despite recent progress, many basic
questions remain unanswered for when λA 6= λB . For the critical case p = 1/2 on
low-dimensional integer lattices, we give a lower bound on the expected number of
particles at the origin that matches physicists’ predictions. For the process with
λB = 0 on the integers and the bidirected regular tree, we give sharp upper and
lower bounds for the expected total occupation time of the root at and approaching
criticality.
1. Introduction
We consider two-type diffusion limited annihilating systems (DLAS) on integer lattices
and directed regular trees. Initially every vertex has a particle that is independently of
type A with probability p and otherwise is of type B. In continuous time, A-particles
perform simple random walk at rate λA and B-particles at rate λB . If two particles of
opposite types collide, both are removed from the system. Note that particles annihilate
pairwise and there is no limit to the number of like-particles that can occupy a single
site. See Figure 1 for a simulation on the path.
Figure 1. Diffusion-limited annihilation with p = 1/2 and λB = 0 on the
path with 2000 vertices. Vertical lines are B-particles. Time runs from
bottom to top.
Physicists have been interested in this process as a model for irreversible reactions
with mobile particles since the papers [OZ78] and [TW83]. The mean-field prediction for
the model is that the density of both particle types should decay at rate t−1 if p = 1/2,
while the density of the less common particle type should decay exponentially if p 6= 1/2.
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It was widely observed in the physics literature that while these predictions were correct
in high dimension, the model followed different asymptotics in low dimension. But as
Bramson and Lebowitz noted in [BL88], “the answers given in that literature do not
always agree.” They then rigorously determined the asymptotics of the model on Zd
for all values of d when λA = λB in [BL91]. Let ρt denote the expected number of
A-particles at the origin at time t. Bramson and Lebowitz showed that when p = 1/2,
ρt 
{
t−d/4, d ≤ 3
t−1, d ≥ 4(1)
using the notation f(t)  g(t) to denote that f(t)/g(t) is bounded above and by below
by positive constants (which may depend on d and p) for all t. On the other hand,
when p < 1/2,
ρt = e
−gd(t),(2)
with
gd(t) 

t1/2, d = 1
t/ log t, d = 2
t, d ≥ 3.
This confirms that the model deviates from the mean-field behavior in dimensions d ≤ 3
when p = 1/2 and in dimensions d ≤ 2 when p 6= 1/2.
The closely related system annihilating random walk was already known not to
exhibit mean field behavior in low dimension. This process typically starts with one
particle per site with particles performing independent random walks at rate 1. Any
collision results in mutual annihilation. Arratia proved in [Arr83] that βt, the density
of particles at the origin at time t, satisfies
βt 

t−1/2, d = 1
t−1 log t, d = 2
t−1, d ≥ 3
.(3)
Arratia’s work built on similar results from Bramson and Griffeath [BG80] for coalescing
random walk. This is the process in which particles coalesce upon colliding (equivalently
one particle is annihilated each collision). These one-type models are easier to analyze
than the two-type case because they have nice monotonicity properties, and also enjoy
a dual process known as the voter model. This makes it possible to connect βt to the
range of a simple random walk, which leads to the exponents in (3). There is no known
tractable dual for DLAS.
The asymptotics given in (1) and (2) were also conjectured to hold for asymmetric
jump rates [LC95, Koz96, KR84]. However, a lack of symmetry makes these dynamics
more difficult to analyze. For example, Bramson and Lebowitz analyzed DLAS with a
coupling that first ignores the type of a particle and later reveals it. Such a coupling
is valid only when λA = λB. A bound on ρt when λA 6= λB was proven in the recent
paper [CRS18] by Cabezas, Rolla, and Sidoravicius. They showed that for any choice
of jump rates λB ≥ 0 and λA > 0, it holds that ρt ≥ C/t on a large class of transitive,
unimodular graphs when the particle densities are in balance. Additionally the same
authors in [CRS14] proved Brownian scaling for the number of visits to the origin for
the process on the integers with drift. Cristali, Jiang, Junge, Kassem, Sivakoff, and
York considered a discretized version of DLAS on finite graphs and studied the time to
extinguish all particles [CJJ+19]. Recently Ahlberg, Griffiths, and Janson studied the
critical behavior of DLAS with equal jump rates and branching random walks [AGJ20].
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Cabezas, Rolla, and Sidoravicius further proved that DLAS undergoes a phase
transition from infinite visits from A-particles to the root (recurrence) when p ≥
1/2 to only finitely many visits (transience) for p < 1/2. This built on previous
recurrence/transience results by the same authors [CRS14] for the special case λB = 0,
which they named the particle-hole model. An abelian property ensures their results
also hold in discrete time. Damron, Gravner, Junge, Lyu, and Sivakoff reproduced
similar results for the case λB = 0 with A-particles performing discrete time random
walk, and also derived some quantitative estimates on the expected number of particles
to visit the origin in [DGJ+19]. Inspired by recent results in parking on random graphs
[LP16a, GP19], the authors named this setting the parking process.
As we were writing up our results, Przykucki, Roberts, and Scott released a paper
concerning the parking process on the integers [PRS19]. For the case p = 1/2, they
proved lower and upper bounds on the expected occupation time of the root, EpVt =∫ t
0
ρsds, that matched the conjectured behavior up to a sub-logarithmic factor:
t3/4(log t)−1/4 . E1/2Vt . t3/4.(4)
The notation f(t) . g(t) means f(t) = O(g(t)). Addressing a conjecture from [DGJ+19]
concerning the rate EpV∞ grows as p approaches 1/2, they further proved that as p ↑ 1/2
EpV∞ . (1− 2p)−6.(5)
Both (4) and (5) use couplings to variants of DLAS. One variant has A-particles follow
directions stored at vertices, and the other has A-particles ignore certain collisions with
B-particles. We take a different perspective and use couplings based on path-swapping
to improve the estimates from [PRS19] (see Section 1.4 for discussion of other couplings
used to study DLAS). Additionally, we provide several other estimates on ρt which we
summarize below and then state more precisely.
For d ≤ 3, we give a lower bound of ρt ≥ (t log t)−d/4 for the p = 1/2 case (see
Theorem 1). This is consistent with the behavior with equal jump rates given in (1)
and (4) for the case λB = 0 in discrete time on Z. Our work and [PRS19] are the
first confirmations of deviation from mean-field behavior with unequal jump rates. For
d = 1 and λB = 0, we also give an upper bound on the total occupation time for a
site that essentially confirms that the asymptotics of (1) hold in this case (Theorem 2).
This agrees with the upper bound in [PRS19] except ours is proven in continuous time.
Addressing (5), we prove that, up to a logarithmic factor, EpVt grows like (1− 2p)−3
(Theorems 3 and 4).
Our final results investigate high-dimensional behavior with nonequal jump rates.
While this remains an open problem for lattices, we consider the model with λB = 0 on
a directed regular tree. Here, we give an upper bound on the total occupation time for
the p = 1/2 case that is consistent with order t−1 density decay, and we give bounds as
p ↑ 1/2 (Theorems 5 and 6). To the best of our knowledge, this is the only instance in
which mean-field behavior has been proven to occur with nonequal jump rates.
1.1. Statement of results. We consider the two-type DLAS on a given rooted graph
where each vertex initially contains exactly one particle, which has type A with proba-
bility p, with jump rates for the two particle types given by λA and λB . Without loss
of generality, we can take one of the jump rates to be 1. We take λA = 1 in all results
except for Theorem 3, where doing so would result in a needless loss of generality.
Let Nt be the number of A-particles at the root at time t. Let ρt = ENt, which
we refer to as the density of A-particles at time t. Finally, let Vt =
∫ t
0
Ns ds be the
aggregate time spent by A-particles at the origin up to time t. All of our results concern
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the asymptotic behavior of ρt and EVt on transitive graphs, rendering the choice of root
irrelevant.
Our first result is a general lower bound for the asymmetric case with particle
types in balance, confirming the lower bounds (up to a logarithmic factor) of the
Bramson-Lebowitz asymptotics (1) in low dimension.
Theorem 1. Let λA = 1 and 0 ≤ λB ≤ 1. On Zd with d ≤ 3 and p = 1/2 there exists
a constant C > 0 that does not depend on λB such that
ρt ≥ C(t log t)−d/4
for all sufficiently large t
Next, we provide an upper bound that, combined with Theorem 1 and the fact
that EVt =
∫ t
0
ρsds, strongly supports the conjecture that ρt  t−1/4 when d = 1 and
λA 6= λB .
Theorem 2. Let λA = 1 and λB = 0. On Z with p = 1/2 there exists C > 0 such that
EVt ≤ Ct3/4
for all sufficiently large t.
As mentioned at (5), there is interest in determining the critical exponent of EpV∞
as p ↑ 1/2. We provide a lower bound on the rate EpV∞ diverges for d ≤ 3 for general
jump rates λB ≥ 0 of the B-particles, as well as an upper bound when d = 1 and
λB = 0.
Theorem 3. Let 0 < λA ≤ 1 and 0 ≤ λB ≤ 1. On Zd for d ≤ 3 there exists a constant
C > 0 such that
EpV∞ ≥ C (1− 2p)
−(4/d)+1
− log (1− 2p)
for all 1/4 < p < 1/2.
Theorem 4. Let λA = 1 and λB = 0. On Z, there exists C > 0 such that
EpV∞ ≤ C (1− 2p)−3
for all 1/4 < p < 1/2.
Theorem 4 improves on the result (5) proven in [PRS19] (although our result is for
the continuous- rather than discrete-time process). Furthermore, note that the upper
and lower bounds proven in Theorems 3 and 4 match up to a logarithmic factor for the
d = 1, λB = 0 case.
Our last results concern the mean-field behavior observed on high-dimensional lattices.
Such behavior had never been confirmed for DLAS with asymmetric speeds. To this
end, we consider the case λB = 0 on ~T2d, the bidirected 2d-regular tree. This is the
2d-regular tree where each vertex has d of its edges directed away from it, and d edges
directed towards it. It is natural to study DLAS on this graph because the numbers of
incoming A-particles to the root from the different branches evolve independently. We
prove that EVt diverges logarithmically, which strongly suggests that ρt  t−1.
Theorem 5. Let λA = 1 and λB = 0. For some positive absolute constants c and C,
it holds for all d ≥ 2 on ~T2d with p = 1/2 that
c log t ≤ EVt ≤ C log t
for all large t.
Finally, as in Theorems 3 and 4, we investigate how quickly EpV∞ diverges as p ↑ 1/2.
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Theorem 6. Let λA = 1 and λB = 0. For some positive absolute constants c, C, and
η, it holds on ~T2d for all 12 − η < p < 12 and d ≥ 2 that
c log
(
1
2
− p
)−1
≤ EpV∞ ≤ C log
(
1
2
− p
)−1
.
1.2. Definitions and notation. DLAS on a graph with vertex set V is a continuous-
time Markov process ζt = (ζt(v))v∈V on state space ZV . The quantity |ζt(v)| denotes
the number of particles at site v at time t. The sign of ζt(v) is positive if these particles
are of type A and negative if they are of type B. The dynamics of the process are as
described earlier: particles of types A and B jump at rates λA and λB, respectively;
a particle at vertex u takes its next step to v with probability K(u, v), where K is a
given random walk kernel; and when a particle jumps onto a site with a particle of
the opposite type, both particles are instantly annihilated. The infinitesimal generator
corresponding to this description is given explicitly in [CRS18, Section 2]. A graphical
construction proving that such a Markov process exists is sketched in [BL91] and given
in [CRS18]. We describe this construction immediately prior to Lemma 2.5 and give
two additional constructions of our own in Section 3, not because the existence of the
process is in doubt, but because each of these constructions leads to our path-swapping
coupling (see Subsection 3) and our key lemmas (see Section 2).
If we do not mention the random walk kernel K specifically, then we take it to be the
simple random walk kernel on the given graph. Our default initial conditions consist of
one particle per site, each of which independently is an A-particle with probability p
or a B-particle with probability 1 − p. We will also frequently consider these initial
conditions restricted to a subset of the graph, with the rest of the graph initially devoid
of particles.
In the previous section, we defined the quantities Nt, ρt, and Vt. We will also use
the notation D(H) to denote the discrepancy between A-particles and B-particles on
a subgraph H, defined as the number of A-particles minus the number of B-particles
initially placed in a subgraph H in a given instance of DLAS. We denote by 0 the origin
of the lattices and torus, and also the root of the bidirectional tree.
1.3. Overview of proofs. Our results rely on a variety of couplings that allow us
to make comparisons to systems with modified initial particle counts and paths that
particles follow. We sketch the main ideas below and then provide precise statements
of the comparisons in the next section.
Theorems 1 and 3, lower bounds for d = 1, 2, 3. The idea behind Theorem 1 is to
compare ρt to the occupation time of the root on a torus Td2r with width r = C
√
t log t,
which we denote as ρ¯t. The width of the torus is chosen so that the extra particles
beyond distance r in the process on Zd and the boundary identifications in Td2r are
unlikely to change ρt or ρ¯t (see Lemma 2.2). So it is enough to estimate ρ¯t.
As the number of vertices in Td2r is on the order of rd, standard large deviation
estimates give that, with positive probablity, there are rd/2 more A- than B-particles
in the initial configuration. Since the torus is a finite graph, these surplus A-particles
are never annihilated. Translation invariance ensures that
ρ¯t &
rd/2
|Td2r|
& (t log t)−d/4.
The critical exponent bound given in Theorem 3 uses the same idea, but optimizes
the size of the torus as a function of p and uses more precise estimates for the A-particle
surplus in the initial configuration. Similar ideas are used when making estimates on
the correlation length in first passage percolation [ADH17]. Note that Bramson and
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Lebowitz [BL91] also made use of fluctuations in the initial configuration when studying
the symmetric speeds case. See the heuristic at [BL91, p. 4].
Theorems 2 and 4, upper bounds for d = 1. The starting point is to consider a sequential
version of DLAS in which A-particles are released one at a time according to an arbitrary
prescribed ordering. The first A-particle travels until it annihilates with a B-particle
or time t elapses. Then, in this new environment, the next A-particle is released and
does the same, and so on. For λB = 0, Lemma 2.3 establishes that the occupation
time of the root is stochastically larger in this variant than that in the original process.
Moreover, the subadditivity result in Lemma 2.4 reduces the problem to studying the
one-sided version of DLAS with particles only at the positive integers.
For Theorem 2, we run the sequential process on the half-line, releasing A-particles
in order of their distance from the origin. We show that an A-particle starting at k has
probability O(k−1/2) of visiting the origin in time t (Lemma 4.2). Summing over all k
from 1 to
√
t and using random walk concentration bounds to bound the contributions
of particles starting beyond distance
√
t, we obtain a bound of O(t1/4) on the number of
distinct particles visiting the origin in the half-line process. If a particle visits the origin,
we expect it to spend at most time O(t1/2) up to time t there, by basic properties of
random walk, yielding the O(t3/4) bound for the one-sided sequential process.
The sequential release of particles is essential to the proof of Lemma 4.2, which
gives a bound on the probability of A-particles visiting the origin. The main idea is
that for an A-particle starting at k to reach 0, the A-particles in [1, k − 1] must have
already annihilated all B-particles that were initially there. The typical surplus of
the A-particles against the B-particles in [1, k − 1] is O(k1/2), and the probability of
the A-particle at k reaching 0 is maximized if all the surplus A-particles annihilate
B-particles to the right of position k. We then estimate the chance of the A-particle
at k reaching 0 using a refined “gambler’s ruin” estimate (Proposition C.4), in which
we bound the chance of the particle hitting 0 by time t and before visiting the first
remaining B-particle located approximately k1/2 steps to its right.
To prove Theorem 4, as in the proof of Theorem 2, for an A-particle started at k
to visit 0 in the sequential process there must be more A- than B-particles initially in
[0, k] and the particle must overcome the gambler’s ruin effect. Now the probability
of having more A-particles than B-particles in [0, k] is exponentially unlikely, with
exponent that decays as p ↑ 1/2. We obtain a precise estimate for this decay, as stated
in Lemma 4.5. Another added complication is that, rather than stopping each particle
at time t, we consider t =∞ and accordingly must run each A-particle until it collides
with a B-particle. A symmetry observation allows us to control the contributions from
these extra visits.
It seems challenging to us to generalize this approach to higher dimensional lattices,
because there is no longer a simple way to control the probability an A-particle at
distance k reaches the origin. One would have to understand the spatial correlations
between unvisited B-particles as the process evolves. These correlations appear quite
significant (see [DGJ+19, Figure 2].) It also appears difficult to make analogous
estimates, even in d = 1, for λB > 0. In our construction of DLAS in Section 3.1,
A-particles move as rate-λA random walks interspersed with “invisible” periods in
which they move as rate-λB random walks. When λB = 0, we use this to prove that
the version of DLAS with sequential release of A-particles dominates the usual DLAS.
When λB > 0, the analogous dominating process is one where an annihilated A-particle
may regenerate at the site of an earlier annihilation. We were not able to generalize
our argument to this more complex process in the present paper, and leave this as a
subject of our future work.
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Theorems 5 and 6, results on bidirected tree ~T2d. These results are proven rather
differently from the other estimates. To avoid some technical issues in this explanation,
consider DLAS in discrete time. Let Wn denote the number of visits to the root by
A-particles in n steps of this process and let v1, . . . , vd be the vertices whose out-edges
lead to the root of ~T2d. We can express Wn+1 in terms of the number of visits to
v1, . . . , vd in time n. From the self-similarity of the tree, each of these quantities is an
independent copy of Wn. We thus obtain a distributional equation (31) giving the law
of Wn+1 in terms of the law of Wn. Analysis of this equation shows that the growth of
the mean of Wn depends on its concentration (see Lemma 5.4).
The lower bound follows from an anticoncentration estimate we prove for Wn
(Lemma 5.20). The upper bound on EWn follows from a concentration bound proven
with the technique of size-bias couplings. The idea of this technique is that stochastic
inequalities between a random variable and its size-bias transform can be translated
into concentration inequalities for the random variable. The problem then turns to
computing the size-bias transform of Wn and showing that it does not differ from Wn by
too much. To size-bias a sum of independent terms, one chooses a single term at random
to bias, leaving the others unaffected (hence the title of the survey paper [AGK19]).
Thus, to size-bias Wn, we bias the number of returns coming from one of its children.
Recursively, this creates a ray on which the process is altered. The result is something
like placing an extra A-particle at every vertex along this ray, and concentration then
follows from showing that this adds only O(1) visits to the root. The actual details are
more complicated; see Lemma 5.16 and Proposition 5.17 and the discussion thereafter.
These size-biasing techniques seem novel to us in the context of particle systems. To
put them in context, size-biasing has a long history in Stein’s method for distributional
approximation (see [Ros11, Sections 3.4 and 4.3]). More recently, size-biasing methods
have been developed for proving concentration [GG11, AB15, CGJ18]. On a different
track, a technique of creating a spine with altered behavior to bias a statistic of a
Galton–Watson tree was used in [LPP95] to prove the Kesten–Stigum Theorem (other
good references are [LP16b, Chapter 12] and [AGK19, Section 7]). This technique was
later used to prove many results on branching processes; for example, see [HH09] and
[Shi15, Chapters 4 and 5]. These two uses of size-biasing, Stein’s method and spine
techniques, finally met in [PR11] where Stein’s method together with the construction
from [LPP95] is used to prove a quantitative version of Yaglom’s theorem on critical
Galton–Watson trees. Of all uses of size-biasing, the most relevant to this paper is used
in [HS18] to analyze the Derrida–Retaux model from statistical physics. This model
is essentially DLAS with λB = 0 but on a directed rather than bidirected tree; see
[DR14, CDH+17, CDD+19].
1.4. Past couplings. There is some precedent of using couplings to describe DLAS,
which we describe and distinguish from our approach now. We mentioned just below
(5) that Przykucki, Roberts, and Scott view particle motion in DLAS with λB = 0 as
sites having instructions that particles follow. This perspective is a special case of a
more general abelian property for the equivalent particle-hole model mentioned earlier
[CRS14, Lemma 1]. Say DLAS with λB = 0 stabilizes if all A-particles are eventually
destroyed. [CRS14, Lemma 1] implies that, if the DLAS stabilizes, the total time spent
by A-particles at each site is the same regardless of the order the A-particles move.
Our results require a similar, but more general, abelian property. First off, we are
also interested in the situation that B-particles move, which is not covered by [CRS14].
Furthermore, we make comparisons to systems with A- and B-particles removed, as
well as to the state of systems before all A-particles stabilize, or that never stabilize.
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The main results in [CRS18] rely on comparisons to systems in which a small fraction
of sites with zero A-particles instead start with one A-particle, and a small fraction
of sites with one A-particle instead start with no A-particles (see [CRS18, Lemma 4]).
Special particles called tracers are used to track the discrepancy between the coupled
original and modified systems [CRS18, (2)]. We rely on a path swapping construction
that is similar, but the role of tracers is fulfilled by making A-particles invisible. Our
approach gives us the abelian property described in the last paragraph and also lets us
make comparisons to systems with A- and B-particles removed.
1.5. Organization. Section 2 contains statements of some important lemmas as well
as descriptions of variants of DLAS that couple to the original process. Section 3
gives a formal construction of the process and proofs of these key lemmas. We prove
our main results for DLAS on lattices (Theorems 1, 2, 3, and 4) in Section 4. In
Section 5, we prove our main results on DLAS on bi-directional trees (Theorems 5 and
6). The appendix that follows contains some useful asymptotic estimates for the initial
configuration and for simple random walk.
2. Key lemmas
In this section, we first present a toolkit of lemmas for DLAS, whose proofs are given
in Section 3. A reader more interested in how the lemmas are applied may safely read
the statements and skip ahead to Section 4. Accordingly, we start with a quick overview
of the lemmas and where they are used.
• Lemma 2.1 shows that ρt does not change much when all particles beyond
distance
√
Ct log t from the root of the torus or lattice are removed and for
particles at distance ct or greater from the root of the bidirected tree are
removed. We use the lemma in the proofs of Lemma 2.2, Theorem 5, and
Theorem 6.
• In Lemma 2.2 we relate DLAS on Zd to DLAS on a torus. We use this to prove
the lower bounds on the lattice, Theorems 1 and 3.
• Lemma 2.3 shows that when λB = 0, the occupation time of 0 in DLAS is
stochastically larger if we release A-particles one at a time, letting each one run
for a fixed time t or until annihilation before running the next. This result is
crucial for proving Theorems 2 and 4, our upper bounds for one-dimensional
DLAS.
• Lemma 2.4 is a subadditivity result saying that when λB = 0, dividing the
particles of DLAS into two sets and running them as two independent systems
makes the combined number of visits to the root stochastically larger. We need
this for Theorems 2 and 4.
• Lemma 2.5 cites the intuitive result from [CRS18] that removing A-particles
results in fewer visits to the root by A-particles. We use this in Section 5 and
also internally in the proofs of the other lemmas of this section.
Now we state the lemmas precisely.
Lemma 2.1. Let ρ
(r)
s be the density of A-particles at the root in DLAS with 0 ≤ λB ≤ 1
and 0 < λA ≤ 1 at time s with particles beyond distance r from the root (in the `∞
metric) removed from the initial configuration.
For ~T2d with d ≥ 2 and r = dcte, it holds for some absolute constant c and all s ≤ t
that ∣∣ρs − ρ(r)s ∣∣ ≤ e−t.
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For the torus Td2r and for Zd, ∣∣ρt − ρ(r)t ∣∣ ≤ C1tde−C0r2/t
for constants C0, C1 > 0 and all r, t satisfying 1 ≤
√
t ≤ r ≤ 2t.
Lemma 2.2. Let ρt be the density of A-particles for DLAS on Zd with 0 ≤ λB ≤ 1
and 0 < λA ≤ 1. Let ρ¯t be the density of A-particles for DLAS on the torus Td2r at time
t with
√
t ≤ r ≤ 2t. There exist c, C > 0 that do not depend on t and r such that
|ρt − ρ¯t| ≤ Ctde−cr2/t
for all t ≥ 1.
We will use a path-swapping construction to prove Lemmas 2.1 and 2.2, but we will
not use the construction itself outside of that section. On the other hand, in Sections 4.3
and 4.4, we will consider a variant of DLAS that we call the sequential process run for
time t. Let λB = 0 and fix a time t ≤ ∞. Assume that DLAS on a given graph has
standard initial conditions restricted to a subset H of the graph (possibly the entire
graph). Place any ordering on the vertices of H, and let it induce an ordering on the
A-particles according to their initial positions. With all other particles holding still, let
the first A-particle carry out its random walk up to time t or until it hits a B-particle, in
which case it and the B-particle are annihilated as usual. Then, in this new landscape
of B-particles, run the second A-particle in the same way, and so on.
Define the occupation time of the root for this process to be the sum of the time
spent at the root by each A-particle. Using the path-swapping construction, we will
show that the sequential process dominates the usual DLAS, in the sense that the
occupation time of the root is stochastically larger in the sequential process than in the
usual DLAS. For random variables X and Y , we use the notation X  Y to denote that
X is stochastically dominated by Y in the standard sense that P(X ≤ t) ≥ P(Y ≤ t) for
all t, or equivalently that there exists a coupling of X and Y so that X ≤ Y a.s.
Before we give this result, we state a technical condition that we will assume to avoid
issues of blow-up in finite time. Consider a graph G, random walk kernel K, and initial
configuration of A- and B-particles. We say that the system satisfies the finite random
walk condition if for any site v and time t, the expected number of distinct walkers that
visit v up to time t is finite when we place a single rate 1 random walk with kernel K
on each vertex of the graph and let them run independently without interacting. This
property holds in all cases that we consider in this paper (see Appendix A).
Lemma 2.3. Suppose the finite random walk condition holds and λB = 0. Consider
DLAS on a given graph with standard initial conditions, possibly restricted to some
subset of the graph. Let Vt be as usual the total occupation time of the root by A-particles
in DLAS up to time t ≤ ∞. For a given ordering of vertices on the subset of the graph,
let V ′t be the total occupation time of the root in the sequential process run for time t.
Then Vt  V ′t .
Next, imagine dividing the particles in DLAS into two classes and running each as a
separate instance of DLAS. Intuitively, the combined particle density in the separated
processes should dominate the density in the origin DLAS, since more annihilations
will occur in the original process. We prove this for the λB = 0 case.
Lemma 2.4. Suppose the finite random walk condition holds and that λB = 0. Label
each particle in a given DLAS as either a positive or negative particle. Consider two
independent DLAS systems: one with only the positive particles present, and one with
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only the negative particles present. Let V +t and V
−
t be the total occupation times of the
root in each of these processes. For all t ≥ 0 it holds that
Vt  V +t + V −t .
Finally, we describe the construction of DLAS from [CRS18] (see Figure 2 left) and
state some of its consequences. In this construction, after the initial configuration is
specified, each particle is assigned a putative trajectory, a continuous-time random walk
path with a given random walk kernel jumping at rate λA or λB depending on the
particle’s type. Every particle is also assigned a braveness, which is a number sampled
independently and uniformly from [0, 1] that will be used to break ties when deciding
which particles should have an interaction. Each particle then moves according to
its putative trajectory. When a particle moves to a site containing particles of the
opposite type, it annihilates with the opposite-type particle of the highest braveness.
The Markov process ζt(v) is then defined as the number of A-particles minus the number
of B-particles present at vertex v at time t. See Section 2 and Appendix A of [CRS18]
for a more detailed account and proof that ζt is well defined and is DLAS. Note that
we need this construction (or one along its lines) to be able to discuss the path of a
specific particle, since when DLAS is defined only as a Markov process on ZV with no
underlying graphical construction, the identities of two particles on the same vertex are
not tracked.
As one would expect, adding A-particles or deleting B-particles from the initial
configuration in this construction can only lengthen the lifespan of A-particles and
shorten the lifespan of B-particles.
Lemma 2.5 ([CRS18, Lemma 3]). Let ζ and ζ ′ be two instances of DLAS defined by
the construction from [CRS18], and suppose ζ0(v) ≤ ζ ′0(v) for all v. Couple the processes
by giving the same putative trajectories and braveness to corresponding particles. Then
every A-particle in ζ has the same or shorter lifespan as its corresponding particle in ζ ′,
every B-particle in ζ ′ has the same or longer lifespan as its corresponding particle in ζ,
and consequently ζt(v) ≤ ζ ′t(v) for all v and t ≥ 0.
3. Process construction and proofs of key lemmas
In this section, we give alternative constructions of DLAS and then present the proofs
of the lemmas from the previous section.
3.1. The path-swapping construction of DLAS. In the following construction,
there are three types of particles: visible A-particles, invisible A-particles, and B-
particles. If we ignore the invisible A-particles, the resulting process is two-type DLAS,
as we will show in Proposition 3.1. Our only assumption on λA and λB is that it is not
the case that λA = λB = 0.
Fix an ordering of vertices on a graph G, and fix an initial condition of A- and
B-particles with at most one particle per site. Number the A-particles starting from 1 in
the order induced by the ordering of vertices. Assign to each particle a continuous-time
random walk path with rate λA or λB , depending on its type. Also give each particle a
braveness, a number sampled independently and uniformly on [0, 1] that will be used
to break ties when choosing which to interact. Initially, all A-particles are visible.
All particles move according to their currently assigned paths, though particles will
sometimes swap paths according to interaction rules to be described shortly. An A-
particle’s number never changes, however. As a shorthand for the A-particle numbered
n, we write an.
We now describe the particle interactions, starting with what occurs when a particle
moves to a site containing a single particle:
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Figure 2. (Left) Construction of DLAS in [CRS18]. (Right) Path-swapping
construction of DLAS. Blue dots and red squares represent A- and B-particles,
respectively. The trajectory of each A-particle is given by a path of fixed
color. The particle’s number is written beside the path. Particles have solid
paths while visible and dotted paths while invisible.
Annihilation A visible A-particle and a B-particle at the same site interact as follows:
The B-particle is destroyed. The A-particle becomes invisible, and it takes on
the braveness and remaining path of the destroyed B-particle.
Swapping Invisible an interacts with visible am at the same site with n > m as
follows: an becomes visible and am becomes invisible, and the two particles
swap bravenesses and the remainders of their paths.
In all other cases (two visible A-particles, two B-particles, or an invisible A-particle
and a higher-numbered visible A-particle), the two particles do not interact. Note that
according to these dynamics, B-particles and invisible A-particles are always assigned
paths that originally belonged to B-particles, while visible A-particles are assigned
paths originally belonging to A-particles. Hence, visible A-particles move at rate λA,
while invisible A-particles and B-particles move at rate λB .
When a particle moves to a site containing multiple particles, the same two inter-
actions occur, once we decide which pairs of particles interact. The procedures given
below describe how this is done. They assume that there are only finitely many particles
at a site, which we will ensure by our conditions on the graph and initial configuration.
(i) Visible an moves to site x at time t: For each k ≥ 1, let I(k) denote the set of
all B-particles and all invisible A-particles of number greater than k on site x at
time t. Repeat the following procedure until it terminates, starting with k = n:
• If I(k) is empty, then no interaction occurs and the procedure terminates.
Otherwise, let p denote the particle in I(k) of highest braveness.
• If p is a B-particle, then ak and p undergo Annihilation as described
earlier, with ak assuming the braveness and remainder of the path of p.
Then the procedure terminates.
• If p is an invisible A-particle, say aj , then Swapping occurs between ak
and aj . Thus there is a newly visible particle aj with j > k. Now set
k ← j and repeat the procedure.
(ii) Invisible an moves to site x at time t: For each k ≥ 1, let J (k) denote the set
of all visible A-particles of number less than k on site x at time t. Repeat the
following procedure until it terminates, starting with k = n.
• If J (k) is empty, then no interaction occurs and the procedure terminates.
Otherwise, let aj denote the particle in J (k) of highest braveness.
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• Particles ak and aj undergo Swapping as described before, with ak be-
coming visible and aj becoming invisible. Set k ← j and repeat the
procedure.
(iii) B-particle moves to site x at time t: Let J be the set of all visible A-particles
on site x.
• If J is empty, then no interaction occurs and the procedure terminates.
Otherwise, let an denote the particle in J of highest braveness.
• The B-particle and an undergo Annihilation, and an becomes invisible.
Now follow the procedure given in (ii) as though the newly invisible particle
an has just moved to site x.
In all cases, the above procedures terminate: In procedure (i), the index k increases
at each step. Because there are only finitely many particles on site x, we must eventually
have I(k) = ∅, ending the procedure. Similarly, in procedure (ii), the index k decreases
at each step. And procedure (iii) only has a single step before terminating or initiating
procedure (ii). Also observe that after a particle moves to a site and one of the
procedures is applied, the site will not simultaneously have B-particles and visible
A-particles.
We call the interacting particle system defined above the path-swapping construction
of DLAS.
Proposition 3.1. Suppose the finite random walk condition holds. Fix an arbitrary
ordering of the graph’s vertices and an arbitrary initial configuration with at most one
particle per site. Form the path-swapping construction of DLAS.
(a) The construction gives a realization of the two-type DLAS with the given initial
configuration, in the following sense: Define ζt by setting ζt(v) to the count of
visible A-particles at time t on vertex v if any are present, or by setting −ζt(v)
to the count of B-particles at time t on vertex v if any are present, or by setting
ζt(v) = 0 if no particles are present at v. Then ζt is the two-type DLAS on the
given graph with the given initial configuration.
(b) For each n ≥ 1, almost surely, removing an+1, an+2, . . . from the initial configu-
ration does not alter the trajectories or visibility of a1, . . . , an.
Proof. First we prove the proposition for initial configurations with only finitely many
particles. In this case, it is clear that the construction is well defined. The idea behind
(a) is that if we observe the path-swapping construction but ignore the A-particles’
numbers and the invisible A-particles, we simply see the usual two-type DLAS. To see
this, first note that the swap interaction is irrelevant when A-particles are unnumbered,
since it simply replaces a visible A-particle with one of a different number. Following
the rules given in (i), if a visible A-particle moves to a site containing B-particles, after
some possible swapping, a B-particle and a visible A-particle are annihilated. Following
the rules in (iii), if a B-particle moves to a site, then it annihilates with an A-particle
there, after which there may be swap operations. Thus the particles interact as they
would in the usual DLAS. Next, observe that conditional on the history of the process
up to time t, the paths assigned to visible A-particles and B-particles from t onward
are independent random walks with rates λA and λB , respectively. This concludes the
proof of (a) with finitely many particles.
To prove (b) with finitely many particles, consider the process with A-particles
a1, . . . , an. We will show that the addition of an+1 to the initial configuration does
not alter the trajectories or visibility of a1, . . . , an. The only difference is that an+1
may take on and extend the path of one of the smaller numbered A-particles. The
idea is that while visible, the highest-numbered A-particle does not interact with other
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A-particles; while invisible, it interacts with them exactly as would the B-particle whose
path it has adopted.
In full detail, when an+1 is added to the system, while visible it reacts only with
B-particles by the rules of the system. If it never becomes invisible, then a1, . . . , an are
unaffected by its presence. Now, suppose an+1 first becomes invisible at some time s.
It can only do so by reacting with some B-particle b and adopting its braveness and
path from time s onwards. We claim that an+1 will next interact with a particle exactly
when b would have, and the particle it interacts with will emerge with the same state
in both cases.
If a visible A-particle moves onto an+1 and initiates a sequence of interactions
governed by rule (i), each set I(k) will contain an+1 since it is the highest-numbered
A-particle, just as each set I(k) would have contained b in the system without an+1.
Since an+1 takes on the braveness of b, it will react with a visible A-particle ak exactly
when b would have. The only difference is that an+1 will undergo swapping rather than
annihilation; in both cases, ak becomes invisible and takes the path and braveness of
an+1 or b, and the only difference is that an+1 continues on along as a visible A-particle
along the extended path of ak, while b is destroyed.
Similarly, if an+1 initiates a reaction governed by rule (ii) by moving onto a site x,
then it reacts with the highest braveness particle in J (n+1), which consists of all visible
A-particles on x. This is the same as what would have occurred when b moved onto x,
initiating a reaction governed by rule (iii), and after the reaction the two systems are
identical except that b is destroyed while an+1 is left visible.
We have thus shown that if an+1 becomes invisible at time s and then interacts with
a visible A-particle at time s′, then following this reaction the system is in exactly the
state it would have been in the absence of an+1 except for the presence of visible an+1.
This process can be iterated each subsequent time an+1 becomes invisible to conclude
that the addition of an+1 leaves unaltered the trajectories and visibility of a1, . . . , an.
By induction, the trajectories and visibility of a1, . . . , an are unchanged by the addition
of finitely many subsequently numbered A-particles.
Now, we extend this to infinitely many particles. The issue here is that we must
show that each particle in the construction has a well defined trajectory. This would
not be the case, for example, if infinitely many particles reach a site v in finite time
and no particle is the first to do so. We start by proving that the construction is well
defined and properties (a) and (b) hold for systems with infinitely many B-particles
but only finitely many A-particles. We claim that up to any finite time t0, only finitely
many B-particles have an interaction. Indeed, let GA be the subgraph spanned by
the trajectory of A-particles up to time t0. That is, it consists of the finitely many
sites contained in the paths initially assigned to the A-particles up to time t0. By the
finite random walk condition, only finitely many B-particles visit GA up to time t0.
Since every visible A-particle up to time t0 must be following one of these paths, only
finitely many B-particles have an interaction up to time t0. Thus all trajectories are
well defined up to arbitrary time t0 (and hence for all time), since the system is equal
to a truncated version of itself with only finitely many particles, plus infinitely many
B-particles that just follow their initial random walks up to time t0. Properties (a) and
(b) then follow by considering the truncated version of the system up to time t0.
Finally, we consider systems with infinitely many A- and B-particles. For any finite
time t0, we will show that the trajectory of a given particle is eventually unchanging as
we add a1, a2, . . . to the system one at a time, thus showing all trajectories to be well
defined. For an A-particle, in fact the trajectory of an is unchanged by each addition of
an+1, an+2, . . . by (b) for systems with finitely many A-particles and infinitely many
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B-particles. For a B-particle, whose trajectory is simply the path initially assigned to it
up to its annihilation time, we will show its annihilation time is eventually unchanged
by the addition of A-particles. Indeed, let GB be the finite set of sites that the path
initially assigned to the B-particle visits up to time t0, and condition on GB. Now
consider the trajectory of an (which is the same regardless of how many A-particles
of numbers > n have been added to the system). At all times, conditional on the
past, an is moving either as rate λA or a rate λB random walk. Let λ = max{λA, λB}.
Thus the probability of an visiting GB by time t0 is bounded by the probability of
a rate λ random walk visiting GB by time t0. By the finite random walk condition,
these probabilities are summable over n, and hence almost surely only finitely many
A-particles have trajectories that visit GB up to time t0. Thus the trajectories of all
particles up to any finite time stabilize as we add A-particles to the system, giving us
well defined trajectories for all particles in path-swapping construction with infinitely
many particles. Now, on any finite subgraph up to any finite time, the system is
identical to one with only finitely many A-particles, from which properties (a) and (b)
carry over. 
3.2. Consequences of the path-swapping construction. For DLAS process ζt, let
ζAt (v) and ζ
B
t (v) denote respectively the number of A- and B-particles at site v at
time t; that is, ζAt (v) = 1{ζt(v) ≥ 0}ζt(v) and ζBt (v) = −1{ζt ≤ 0}ζt(v).
Lemma 3.2. Suppose the finite random walk condition holds. Let ζt be DLAS on G
with a given initial configuration, generated by the path-swapping construction with
A-particles a1, a2, . . .. Let ζ¯t be DLAS generated by the same path-swapping construction
with particles an+1, an+2, . . . removed from the initial configuration. Then the following
hold:
ζAt (v)− ζ¯At (v) =
∞∑
k=n+1
1{ak is at site v at time t and is visible},(6)
ζ¯Bt (v)− ζBt (v) =
∞∑
k=n+1
1{ak is at site v at time t and is invisible},(7)
ζt(v)− ζ¯t(v) =
∞∑
k=n+1
1{ak is at site v at time t}.(8)
Proof. We will prove (6) and (7); then (8) follows immediately. For (6), by Proposi-
tion 3.1(b), the trajectories and visibility of a1, . . . , an are identical in the two processes.
Hence ζ has all the visible A-particles at site v at time t that ζ¯ does, plus whichever of
an+1, an+2, . . . are present there, proving (6).
For (7), first observe that at any time ζ has all the visible A-particles present in ζ¯
and possibly more. Hence, the lifespan of each B-particle in ζ is the same or shorter
than the lifespan of the corresponding B-particle in ζ¯. Now, suppose a B-particle is
present at site v at time t in ζ¯ but not in ζ. This means that in ζ, the B-particle
collides with ak1 for k1 > n prior to time t. When the B-particle is annihilated, ak1
becomes invisible and takes its path. While invisible, ak1 may collide prior to time t
with visible ak2 for k2 < k1, become visible, and swap paths, and ak2 may collide with
visible ak3 for k3 < k2, but it must be that all ki > n: if not, then the B-particle would
have been annihilated in ζ¯. Thus some invisible A-particle numbered n+ 1 or above is
always following the path of the B-particle and will be present in the system defining ζ
at time t, proving (7). 
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Proof of Lemma 2.1. We first provide the argument for the bidirected tree, then explain
how to adapt it to the lattice and torus. Let Br denote the ball of radius r around
the root in ~T2d and let r = bctc for a constant c > 1 to be chosen. We go in two
steps, first deleting all A-particles outside of Br, then deleting all B-particles. Let ζ be
DLAS generated by the path-swapping construction, ordering the A-particles a1, a2, . . .
consistent with their distance from the root. Let N be the first index such that aN is
initially outside Br. Let ζ
′ be DLAS formed by the same path-swapping construction
with aN , aN+1, . . . deleted, and let ρ
′
t be the expected number of A-particles at the root
in ζ ′ at time t. By Lemma 3.2,
ρs − ρ′s =
∞∑
k=N
P(ak is at the root at time s and is visible).(9)
Now we bound this sum. Consider a particle ak starting at a particle at a vertex
with a path of out-edges to the root of length u > r. We claim that
P(ak is at the root at time s) ≤ e−(u−t)2/ud−u.(10)
Indeed, the particle conditional on the past at any time moves either as a rate λA or
rate λB random walk. Since λA, λB ≤ 1, the probability of the particle taking more
than u jumps before time s ≤ t is bounded by the probability that a Poi(t)-distributed
random variable is u or greater, which is at most e−(u−t)
2/u by Lemma C.2 (note that
u ≥ t since c > 1). Independently of this, the probability of the particle hitting the root
in any amount of time is d−u, since at each step it has a 1/d chance of jumping toward
the root and it must do so every step. Since both of these must occur for ak to be at
the root at time s, this proves (10).
The number of A-particles that can reach the root in u steps is du (see Figure 4).
Thus, splitting up the sum according to u, it holds for s ≤ t that
∞∑
k=N
P(ak is at the root at time s) ≤
∞∑
u=dcte
e−(u−t)
2/u ≤ e−t/2
for a sufficiently large choice of c. By (9),
0 ≤ ρs − ρ′s ≤ e−t/2.(11)
Now, consider ζ ′ but swap the particle types A and B, swapping λA and λB as well.
Number the A-particles (formerly B-particles) consistent with their distance from the
root, and delete the ones outside of Br in the path-swapping construction to form ζ¯.
From this perspective, ρ¯t − ρ′t is a difference in density of B-particles. By the same
argument as above using (7) instead of (6), we obtain
0 ≤ ρ¯t − ρ′t ≤ e−t/2.(12)
The lemma now follows from (11) and (12).
For the lattice, observe that each coordinate of a random walk is a one-dimensional
lazy simple random walk on the integers. Thus, the probability the particle started at
x with ‖x‖∞ = u > r is at the root at time s ≤ t is bounded by the probability the
maximum of a simple random walk from 0 exceeds u at time t. By Lemma C.1 this is
bounded by e−u
2/4t.
Let bu = |{x ∈ Zd : ‖x‖∞ = u}| ≤ Cud−1. We then have the expected number of
A-particles started at distance r+ 1 ≤ u ≤ 2t to reach the root by time t is bounded by
2t∑
u=r+1
bue
−u2/4tdu ≤
2t∑
u=r+1
Cud−1e−u
2/4t = O(td−1e−r
2/4t).(13)
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The asymptotic bound is obtained by comparing the middle sum in (13) to the integral∫ 2t
r
ud−1e−u
2/4t ≤ (2t)d−2
∫ 2t
r
ue−u
2/4tdu
= C ′td−1
∫ t
r2/4t
e−wdw ≤ C ′td−1e−r2/4t.(14)
Now, for u = 2t+ k with k ≥ 1 we use Lemma C.2 to bound the expected number of
A-particles that reach the root by time t with
∞∑
k=1
b2t+k exp
(−(t+ k)2
2(2t+ k)
)
= O(tde−c
′t).(15)
The asymptotic claim follows from a similar approach as at (14).
Combining (13) and (15) gives that the sum of probabilities that each A-particle
started beyond r is occupying the root at time t is O(tde−cr
2/t). We then conclude in
a similar manner as with ~T2d. That is we delete all A-particles and apply Lemma 3.2.
Then we switch the names of the remaining particles and repeat the argument. The
argument for the torus is similar, but only uses the estimate at (13). 
We now prove that DLAS on Td2r is comparable to DLAS on Zd. We start with an
outline of the argument. First we couple the particle types and random walk paths
at each site. Letting F be the event that a particle started within distance r of the
root interacts with the boundary, we show that P(F ) is small. We then show that the
density of particles at the root of the torus and of the lattice does not change much
when all particles beyond distance r are removed. With this removal, the processes on
the torus and lattice are identical when F occurs. And, on the event F c, the density of
particles at the root can be easily controlled by comparing to DLAS systems with only
A-particle present. Since P (F ) is small, we obtain a good estimate on |ρt − ρ¯t|.
Proof of Lemma 2.2. Identify the site x¯ ∈ Td2r with x ∈ Zd in the canonical way that
comes from viewing the torus as a quotient space on the lattice with points in (−2r, 2r]d
representatives of each equivalence class. Couple the particle type starting at x¯ to be
the same as the type at x. Using the natural identification of points outside of (−2r, 2r]d
to the equivalence class representative in Td2r, couple the random walk trajectory at x¯
to that at x. We will refer to sites with some coordinate entry equal to 2r as boundary
sites of Td2r.
Let Br = {x¯ ∈ Td2r : ‖x‖∞ ≤ r}. Let Dx¯ be the event that in time t the particle
started at x¯ ∈ Br reaches a boundary site of Td2r. As x¯ ∈ Br, the distance from x¯ to
a boundary site is at least r. Hence, P(Dx¯) is bounded by the probability that a rate
1 simple random walk has displacement at least r by time t. Each coordinate of the
d-dimensional simple random walk on Zd forms a lazy simple random walk on Z. Let
F = ∪x¯∈BrDx¯ be the event that some particle started inside of Br reaches a boundary
site of the torus. Lemma C.1 and a union bound over the initial locations x¯ ∈ Br and d
coordinates give
P (F ) ≤ d|Br|e−r2/t ≤ d(2r)de−r2/t ≤ d(4t)de−r2/t.(16)
Note that Lemma C.1 still applies to a lazy random walk since the maximum of lazy
random walk is dominated by that of a simple random walk.
Let ρ∗t and ρ¯
∗
t be the expected density of particles at 0 at time t for the lattice and
torus, respectively, with all particles beyond distance r deleted (in the `∞-norm). By
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Lemma 2.1 we have
|ρt − ρ∗t |, |ρ¯t − ρ¯∗t | ≤ Ctde−cr
2/t.(17)
Hence, it suffices to compare ρ∗t and ρ¯
∗
t .
Let Z and Z¯ be the number of A-particles at the origin at time t on the lattice
and torus, respectively, with the particles beyond distance r deleted from the initial
configuration. We claim that
Z1{F c} = Z¯1{F c}
since, on the event F c, the random walk paths are identical for corresponding particles
in the two coupled processes. It follows that
|ρ∗t − ρ¯∗t | =
∣∣E[(Z − Z¯)1{F}]∣∣
The Cauchy-Schwartz inequality and the simple bound E[(Z − Z¯)2] ≤ E[Z2] + E[Z¯2]
give ∣∣E[(Z − Z¯)1{F}]∣∣ ≤√E[Z2] + E[Z¯2]√P(F ).(18)
It follows from Lemma 2.5 that both Z and Z¯ are dominated by the counts of
A-particles at the root in systems with an A-particle initially at every site. Call these
dominating counts on the lattice and torus Z ′ and Z¯ ′, respectively. By symmetry of the
underlying graphs, E[Z ′] = 1 = E[Z¯ ′] for all t ≥ 0. Using this fact and expressing Z ′
and Z¯ ′ as sums of independent indicators for whether or not the particle started at each
site is at 0 at time t, it is straightforward to prove that E[(Z ′)2],E[(Z¯ ′)2] ≤ 2. In full
detail, letting px be the probability a particle started at x is at 0 at time t, expanding
E[(Z ′)2] and (E[Z ′])2 gives
E[(Z ′)2] = 2
∑
x,y∈Zd,x 6=y
pxpy +
∑
x∈Zd
px ≤ (E[Z ′])2 + E[Z ′] = 2.
Proceeding with similar reasoning also gives that E[(Z¯ ′)2] ≤ 2.
It follows from (18) that
|ρ∗t − ρ¯∗t | ≤ 2
√
P (F ).(19)
Using (16), we have P (F ) ≤ C3tde−c4r2/t with c4, C3 > 0. Applying this to (19) and
then using (17) with the triangle inequality gives
|ρt − ρ¯t| ≤ C ′tde−c′r2/t
for some constants c′, C ′ > 0. 
We now turn to Lemma 2.3. Fix the ordering of vertices and the initial configuration
for the sequential process, and consider the path-swapping construction of DLAS with
the same ordering and initial configuration. To prove Lemma 2.3, we will use the
path-swapping construction to generate the sequential process, forming a coupling to
show the stochastic domination claimed in the lemma. We will refer to the A-particles
in the path-swapping construction as a1, a2, . . . and the A-particles in the process we
generate as a′1, a
′
2, . . .. We give the two processes the same initial conditions. Now, we
give the algorithm to generate the paths of a′1, a
′
2, . . .. Throughout, up to time t is to
be interpreted as forever when t =∞. When we refer to the trajectory of a particle in
the path-swapping construction, we mean the actual path that it takes, not the path
initially assigned to the particle. On the other hand, we will simply refer to the paths of
particles in the sequential process, since these particles simply follow their paths until
annihilation or time t.
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Algorithm A. For n ≥ 1, suppose that the paths of a′1, . . . , a′n−1 have already been
constructed. To form the path of a′n, take the visible pieces of the trajectory of an and
concatenate them one after the next. Stop appending visible pieces when a′n ends one of
these pieces at the site of a B-particle not annihilated by any of a′1, . . . , a
′
n−1, or when
time t is reached, or when there are no more visible pieces of the trajectory of an to
append.
Thus, the path of a′n is made of the first k visible pieces of the trajectory of an, for
some k ≥ 1. We call each such portion of the path of a′n a chunk. It is not apparent
that this algorithm makes a′n halt on encountering a B-particle not annihilated by
a′1, . . . , a
′
n−1, since a priori a
′
n could encounter a B-particle in the middle of a chunk. It
also may seem possible that a′n might halt without hitting a B-particle when no more
visible pieces of trajectory are available for appending. In fact, neither of these ever
occurs, as we show in the next lemma. Together with this, we show that the path of a′n
contains all visible portions of the trajectory of an, which implies Lemma 2.3, once we
show that the process defined by the paths a′1, a
′
2, . . . truly is the sequential process.
Lemma 3.3. The following statements hold for all n:
(a) The particle a′n can hit an unannihilated B-particle only at the end of a chunk.
(b) If a′n does not hit an unannihilated B-particle at the end of a chunk, then
another chunk follows (i.e., there is an additional visible portion of an).
(c) The path of a′n follows the visible portions of the trajectory of an and includes
all segments of such portions up to time t.
Proof. We prove this by induction on n. For the n = 1 case, we consider the path-
swapping construction with all A-particles but a1 deleted, which does not affect the
trajectory of a1 by Proposition 3.1(b). We can then see that a1 turns invisible forever
forever when it hits a B-particle, since there are no lower-numbered A-particles to make
it visible again. Thus the path of a′1 is made up of a single chunk, and all claims follow.
Now, suppose the lemma is true with n replaced by any of 1, . . . , n − 1. Consider
the path-swapping construction with an+1, an+2, . . . deleted, which again does not alter
the trajectories of a1, . . . , an by Proposition 3.1(b). We now prove (a)-(c). Suppose
a′n hits an unannihilated B-particle b
′, and let b be the corresponding B-particle in
the path-swapping construction. None of a′1, . . . , a
′
n−1 hits b
′, and therefore none of
a1, . . . , an−1 hits b before time t by (c). Hence, an hits b and become invisible when it
visits the site containing b. Thus (a) holds.
Next, let s′ be the end of a chunk of a′n, and let s be the corresponding time that
an becomes invisible. Let v be the site at the end of the chunk. Since an turned
invisible at site v, there must be a B-particle b at v surviving in the path-swapping
construction until time s. Let b′ denote the corresponding B-particle in the sequential
process. If a′n does not hit b
′ at time s′, then one of a′1, . . . , a
′
n−1 has already annihilated
b′. Since these particles follow the visible portions of their corresponding particles in
the path-swapping construction by (c), one of a1, . . . , an−1 visits v at some time (not
necessarily before time t). The first visit must occur after time s, since b survives
until time s. Hence one of a1, . . . , an−1 visits v after time s, thereby turning an visible
again. Thus there is another visible portion of the trajectory of an after the current
one, proving (b).
From the construction, a′n follows the visible portions of the trajectory of an. To
prove (c), it remains to prove that the path of a′n includes all visible portions of this
trajectory up to time t. If a′n reaches time t without being annihilated, then its path
contains visible portions of the trajectory of an of total duration t. These portions must
therefore contain all visible portions up to time t, proving (c) in this case. Otherwise,
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let s′ < t be the time that a′n is annihilated. At this time, a
′
n hits a B-particle at a
site v that a′1, . . . , a
′
n−1 never visit. Since (c) holds for a
′
1, . . . , a
′
n−1, this implies that
none of a1, . . . , an−1 visits v before time t. Thus an after turning invisible at site v is
not made visible again until after time t (or never). The path of a′n therefore contains
all visible portions of the trajectory of an up to time t, proving (c). 
Lemma 3.4. Given a1, a2, . . . from the path-swapping process, the process given by the
paths of a′1, a
′
2, . . . generated by Algorithm A is the sequential process.
Proof. We must show that conditional on the paths of a′1, . . . , a
′
n−1 and the locations of
B-particles, the path of a′n is a random walk stopped if it hits a B-particle that was not
hit by any of a′1, . . . , a
′
n−1. From Lemma 3.3(a)–(b), the path of a
′
n terminates if and
only if it hits a B-particle not annihilated by a previous particle. Thus it only remains
to show the following claim:
Claim 3.5. Conditional on the paths of a′1, . . . , a
′
n−1 and initial segment of the path of
a′n of the duration s
′, the remainder of the path of a′n after time s
′ assuming it has not
yet been annihilated is an unconditioned random walk.
Let Ft be the σ-algebra generated by the initial configuration of the path-swapping
construction, the bravenesses, and the paths assigned to a1, . . . , an up to time t. Let T
be the time when the elapsed visible portions of the trajectory of an reach duration s
′,
and observe that T is a stopping time with respect to the filtration (Ft)t≥0. At time T ,
the particle an is almost surely visible and is following the path originally belonging
to some particle aN for some N . Let v be its location. By Proposition 3.1(b) we may
consider the path-swapping construction to have only A-particles a1, . . . , an present
without affecting their trajectories, implying that 1 ≤ N ≤ n.
Now, consider a version of this path-swapping process in which the path originally
assigned to aN from time T on is replaced by a random walk independent from all else.
As a shorthand, call the original path-swapping construction PSC and the altered one
P̂SC. Let SP be the process output by Algorithm A with PSC as the input and ŜP
the process output with P̂SC has input. By the strong Markov property, P̂SC has the
same law as PSC. Hence SP and ŜP also have the same law. Let aˆ1, aˆ2, . . . denote the
A-particles of P̂SC, and let aˆ′1, aˆ
′
2, . . . denote the A-particles of ŜP.
We claim that a′k and aˆ
′
k have identical paths all the way to time t for 1 ≤ k ≤ n− 1,
and that a′n and aˆ
′
n have identical paths to time s
′. The second claim is clear, since the
trajectories of an and aˆn are identical up to time T . For the first claim, observe that by
Proposition 3.1(b), deleting an from PSC does not alter the trajectories of a1, . . . , an−1,
and deleting aˆn from P̂SC does not alter the trajectories of aˆ1, . . . , aˆn−1. If an and
aˆn have no interactions before time T , then N = n and deleting an from PSC and aˆn
from P̂SC renders the two processes identical, establishing the first claim in this case.
Suppose instead that an and aˆn do have an interaction before time T . Consider the
last time before T they hit a B-particle and are made invisible before hitting visible
A-particle aM and aˆM for some M ∈ {1, . . . , n − 1} who carry the paths originally
belonging to aN and aˆN . When an and aˆn are deleted from their respective processes,
particles aM and aˆM instead hit the B-particles that previously annihilated with an
and aˆn. The remaining portion of their paths are thus discarded. Hence deleting an
from PSC and aˆn from P̂SC again renders the two processes identical, proving the first
claim.
To show Claim 3.5 and complete the proof, let G be the σ-algebra generated by the
paths of a′1, . . . , a
′
n−1 and by initial segment of duration s
′ of the path of a′n. By the
construction of P̂SC and ŜP, given G the portion of the path of aˆ′n from time s
′ on
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is a random walk from v, the location of a′n at time s
′. But G is also the σ-algebra
generated by the paths of aˆ′1, . . . , aˆ
′
n−1 and by initial segment of duration s
′ of the path
of aˆ′n, since we have shown these paths to be identical to their counterparts in SP. Thus
we have shown Claim 3.5, except for ŜP rather than for SP. Since SP and ŜP have the
same law, this completes the proof. 
Proof of Lemma 2.3. Consider the coupling of the path-swapping construction and the
sequential process established by Lemma 3.4. Under this coupling, we have V ′t ≥ Vt by
Lemma 3.3(c), which proves V ′t  Vt. 
Remark 3.6. In [CRS18], Cabezas, Rolla, and Sidoravicius use tracer particles to keep
track of the difference between two realizations of DLAS started from different initial
configurations. In our construction, the A-particles themselves play the role of tracer
particles by changing their visibility. For example, compare Lemma 3.2 to [CRS18,
equation (2)].
3.3. Polarized construction of DLAS and proof of Lemma 2.4. We give an
alternative construction of DLAS by assigning polarities to particles, which we use
to establish the subadditivity of DLAS stated in Lemma 2.4. The coupling relies on
B-particles being stationary. So throughout we assume that λB = 0. The construction is
similar to that of path-swapping DLAS with two differences: First, instead of assigning
numbers to the A-particles, here we assign a polarity, either positive or negative. Second,
instead of visible and invisible A-particles swapping paths, A-particles trade visibility.
We now describe the construction more precisely. We refer to the usual DLAS
(following the CRS construction) restricted to the initial positive (resp., negative)
particles and their assigned random walk paths as the positive (resp., negative) process.
Particles in the polarized construction assume four states by combining two polarities
and visibilities. All particles are visible initially, and B-particles are always visible.
Visible A-particles jump at rate λA, which we take to be 1 without loss of generality.
Invisible A-particles and B-particles are stationary. Particles retain their polarities
forever, but they change visibility according to the following interaction rules.
A+B: The B-particle is destroyed and the A-particle becomes invisible.
A+A: Suppose the two particles meet at site v. There are three cases to consider:
(i) If both particles are visible, then no interaction occurs.
(ii) If one is visible and the other is invisible but of opposite polarity, then
whichever particle matches the polarity of the B-particle initially at v
becomes (or remains) invisible. The other A-particle becomes (or remains)
visible and continues following its originally assigned path.
(iii) If one is visible and the other is invisible with the same polarity, say
positive, then whichever particle arrives at the site earlier in positive DLAS
becomes (or remains) invisible. The other becomes (or remains) visible
and continues following its originally assigned path.
Note that from the dynamics of the process and because B-particles and invisible A-
particles are stationary, there is never more than one B-particle on a site. Consequently
a particle only ever collides with one particle at a time, and so the rules above are well
defined. We call the interacting particle system defined above the polarized construction
of DLAS. See Figure 3 for a depiction of the rules.
Our first claim is that if we consider only the visible particles in this construction
and ignore their polarities, we obtain DLAS.
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Figure 3. A realization of polarized DLAS (left) and the corresponding
behavior of the positive (middle) and negative (right) processes. Dots and
squares represent A- and B-particles, respectively. Dashed lines are the
trajectories of invisible particles.
Proposition 3.7. Suppose the finite random walk condition holds. Let ζt(v) be the
count of visible A-particles of either polarity on site v at time t if any are present;
otherwise let −ζt(v) be the count of B particles on site v at time t. Then ζt is DLAS.
Proof. The argument is similar to that of Proposition 3.1. Again, the idea is that if only
visible particles are tracked, the system evolves with the same rules as the usual DLAS.
Indeed, when an A-particle (necessarily visible) moves onto a B-particle, the A-particle
becomes invisible and the B-particle is destroyed. And when a visible A-particle lands
on an invisible A-particle, the choice of which is to be visible is independent of the future
portions of the two particles’ paths. Hence the future steps of the visible A-particle
remain those of a rate 1 random walk. 
Proof of Lemma 2.4. We claim that every A-particle in polarized DLAS travels at most
a subset of its corresponding path in positive or negative DLAS. Since each particle
travels only along its assigned paths in both the polarized and the corresponding positive
or negative process, and since it can only be paused in the polarized process, it will
follow that the total time spent at the root is less in polarized DLAS than in the sum
of positive and negative DLAS.
To this end, without loss of generality, fix a positive A-particle, say a+. If it survives
forever in the positive DLAS, the claim holds for a+. Hence we assume that in positive
DLAS, it is destroyed at some site v colliding with a positive B-particle, say b+. If
a+ remains for infinite time invisible at some site it arrives to earlier in the polarized
DLAS, then the claim holds for a+. Hence we may assume a+ reaches v in the polarized
process, and the proof is complete once we show that it remains invisible there forever.
Under the dynamics of the polarized process, on any site that starts with a B-particle
there is always a B-particle or an invisible A-particle. Hence, when a+ reaches v in
the polarized process it will collide with either b+ or an invisible A-particle. In the
first case, we claim that a+ remains invisible on v forever. Indeed, any forthcoming
collision with a negative A-particle does not affect visibility of a+ due to rule (ii); the
same is true for future collisions with positive A-particles due to rule (iii), since a+
is assumed to be the first particle that visits v in the positive DLAS. In the second
case, in which a+ collides with an invisible A-particle, we claim that a+ also remains
invisible on v forever. If the invisible A-particle is negative, then rule (ii) causes a+
to become invisible. If the invisible A-particle is positive, then rule (iii) causes a+ to
become invisible, since a+ is the first A-particle that visits v in the positive DLAS. In
both cases, a+ then remains invisible by the same argument as in the first case. 
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4. Proof of main results on the integer lattice
In this section we prove our main results for DLAS on the integer lattice, which are
stated in Theorems 1, 2, 3, and 4. Throughout this section, we denote the number of
A-particles minus the number of B-particles on a finite subset H0 ⊆ Zd by D(H0).
4.1. A lower bound on ρt for DLAS on Zd. We first derive Theorem 1 from
Lemma 2.2.
Proof of Theorem 1. Let r = dC√t log te, and let ρ¯t be the density of A-particles at
time t on Tdr as in Lemma 2.2. By this lemma, we may choose C large enough so that
|ρt − ρ¯t| . (t log t)−d/4.
It then suffices to show that
ρ¯t & (t log t)−d/4.
Let D = D(Tdr) denote the difference between the initial number of A- and B-particles
on Tdr . We can express D as the sum of |T dr | i.i.d. random variables taking value in
{−1, 1} with mean 0. The central limit theorem and the fact that |Tdr |  (t log t)d/2
guarantee that there is a constant c > 0 so that
inf
t≥0
P
(
D > (t log t)d/4
)
> c.
Notice that on the event D > (t log t)d/4, there are at least (t log t)d/4 A-particles on
the torus that survive forever. Hence the expected number of A-particles in the system
at time t is at least c(t log t)d/4. By translation invariance,
ρ¯t ≥ c(t log t)
d/4
|TdR|
≥ c′(t log t)−d/4. 
4.2. A lower bound on the critical exponent in low dimension. The idea for
the proof of Theorem 3 is due to Michael Damron. To give a lower bound on the critical
exponent for EpV , we replicate the proof of Theorem 1 for p < 1/2 using a more refined
estimate in place of the central limit theorem. We state the estimate now and prove it
in Appendix B.
Lemma 4.1. Let D = D(Bdr) for DLAS on Zd. Then there exists an absolute constant
c1 > 0 so that the following implication holds:
(20) r ≤
(
c1
1− 2p
)2/d
=⇒ Pp
(
D ≥ c1rd/2
)
≥ c1.
Proof of Theorem 3. Let  = 1− 2p. Given , we define
r = r() =
⌊
(c1)
−2/d⌋,
where c1 is the constant in Lemma 4.1. By this lemma,
Ep
[
# of A-particles that survive forever on Tdr
] ≥ c21rd/2.
Let ρ¯t be the density of A-particles in DLAS on Td2r. By translation invariance, for all
s ≥ 0 and p ∈ [1/4, 1/2),
ρ¯s ≥ c
2
1r
d/2
|Tdr |
≥ c21
r−d/2
(2 + 1/r)d
≥ 2c∗1,(21)
where c∗1 > 0 is a constant that may only depend on d.
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Now by Lemma 2.2, setting t = t() = r()
2
2d
c2
log r()
for a small enough constant c2 that
does not depend on p, we have |ρt − ρ¯t| ≤ c∗12 for all p ∈ [1/4, 1/2). Applying (21),
we deduce that ρt ≥ c∗1 for all p ∈ [1/4, 1/2). Note that ρs is decreasing in s since
particles can only disappear (see [CRS18, Lemma 2] for a formal proof). Hence we have
ρs ≥ c∗1 for all s ≤ t and p ∈ [1/4, 1/2). Therefore, for all p ∈ [1/4, 1/2),
EpV∞ ≥ EpVt =
∫ t
0
ρs ds ≥ c∗1t ≥ C
−4/d+1
− log()
for some constant C > 0 that may only depend on d. This shows the assertion. 
4.3. An upper bound on EVt for DLAS on Z. In subsection, we prove Theorem 2,
showing that occupation time of the origin in DLAS on Z is O(t3/4) when p = 1/2 and
λB = 0.
We will work with the sequential process defined in Section 3.1. Recall that in this
process, we order the graph’s vertices and then run the A-particles one at a time in
sequence. Each A-particle runs until annihilation or time t. By Lemma 2.3, the total
occupation time of the origin in this process is stochastically larger than the total
occupation time of the origin in true DLAS up to time t. Until the final proof of
Theorem 2, we will work with the sequential process with particles present initially
only on the positive integers, with vertices ordered 1, 2, . . .. We call this the one-sided
sequential process.
We start by proving an estimate on the probability an A-particle at distance k reaches
the origin. We then use this to bound the expected occupation time of the origin in the
one-sided sequential process. This and Lemma 2.3 will lead to the proof of Theorem 2.
Lemma 4.2. Let Gk be the event that there is an A-particle initially at k and that it
visits the root in the one-sided sequential process run for time t. Then for 1 ≤ k ≤ 2t,
P(Gk) ≤ Ck−1/2e−k2/12t
for an absolute constant C.
Proof. We start by defining two random variables that are functions of the initial
particle configuration. Fix k, and let D = D[1, k − 1] be the number of A-particles
minus the number of B-particles initially in [1, k − 1]. Observe that D is distributed
as 2 Bin(k − 1, 1/2)− (k − 1). Let Li be the number of steps to the right of position k
that the ith B-particle is found. Since Li is a sum of i independent random variables
with the geometric distribution with parameter 1/2 on {1, 2, . . .},
ELi = 2i.(22)
Let Fk−1 be the σ-algebra generated by the locations of all B-particles and the
paths of A-particles starting at positions 1, . . . , k− 1 in the one-sided sequential process.
This represents the information available after running the process for the A-particles
at positions 1, . . . , k − 1. Let Fk be the event that no B-particles remain at these sites
and that there is an A-particle at position k. The event Gk cannot occur unless Fk
occurs, since an A-particle at site k cannot move to the origin without colliding with
one of these B-particles. If Fk occurs, then the key quantity is the distance to the right
of k that the first remaining B-particle is found. Call this value R, setting it to 0 if Fk
does not occur. Given R and that Fk occurs, the question is whether a simple random
walk will reach the origin from k in t steps without moving to site R + k. Hence, using
the gambler’s ruin probability of reaching the origin without moving to site R+ k in
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any number of steps, we obtain the bound
P(Gk | Fk−1) ≤ R
R+ k
≤ R
k
(23)
for all k ≥ 1. When k ≥ 3√t, we can apply Proposition C.4 to obtain
P(Gk | Fk−1) ≤ 2R
R+ k
e−k
2/12t ≤ 2R
k
e−k
2/12t.(24)
We claim that R ≤ L1+D on the event Fk. Indeed, for Fk to occur, the A-particles
initially in [1, k − 1] must annihilate all B-particles on that interval (and in particular
D ≥ 0). The remaining D A-particles can then annihilate at most the first D B-particles
to the right of position k. If Fk does not occur, then R = 0 and so R ≤ L1+|D|. Thus it
follows from (23) and (24) that
P
(
Gk
∣∣ Fk−1) = O(L1+|D|
k
e−k
2/12t
)
.
Hence
P(Gk | D) = E
[
P
(
Gk
∣∣ Fk−1) ∣∣∣∣ D] ≤ E
[
L1+|D|
k
∣∣∣∣∣ D
]
O
(
e−k
2/12t
)
=
2(1 + |D|)
k
O
(
e−k
2/12t
)
,
where the final equality uses (22) together with the independence of D from (Li)i≥1.
Taking expectations gives
P(Gk) ≤ 1
k
(1 + E|D|)O(e−k2/12t) ≤ 1
k
(
1 +
√
ED2
)
O
(
e−k
2/12t
)
= O(k−1/2e−k
2/12t
)
. 
Proposition 4.3. Let U+t be the total occupation time of the origin in the one-sided
sequential process run for time t. Then EU+t = O
(
t3/4
)
.
Proof. Let Xk be the total time that an A-particle starting at position k occupies the
origin in the one-sided sequential process run for time t. As in Lemma 4.2, let Gk be
the event that there is an A-particle initially at position k that visits the origin. Then
EXk = E[Xk | Gk]P(Gk) ≤ t1/2P(Gk),
bounding E[Xk | Gk] by the occupation time of the origin up to time t by a random
walk starting at the origin, which is at most t1/2 by Lemma C.3.
We break EU+t into two parts:
EU+t =
b2tc∑
k=1
EXk +
∞∑
k=b2tc+1
EXk ≤ t1/2
(b2tc∑
k=1
P(Gk) +
∞∑
k=b2tc+1
P(Gk)
)
.(25)
For the first sum, we apply Lemma 4.2 and then bound the sum by an integral to get
b2tc∑
k=1
P(Gk) ≤ C
∫ ∞
0
x−1/2e−x
2/12t dx = C
∫ ∞
0
t1/4u−1/2e−u
2/12 du
= O(t1/4).
(26)
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For the second sum, we bound P(Gb2tc+1+i) by the probability of a random walk having
displacement 2t+ i in time t and apply Lemma C.2 to get
P(Gb2tc+i+1) ≤ exp
(
− (t+ i)
2
2(2t+ i)
)
.
Hence
∞∑
k=b2tc+1
P(Gk) ≤
∞∑
i=0
exp
(
− (t+ i)
2
2(2t+ i)
)
= O
(
e−t/4
)
.(27)
Equations (26) and (27) together with (25) prove the proposition. 
Remark 4.4. It is possible to avoid the work of proving Proposition C.4 in the appendix
as follows. First, use the usual gambler’s ruin computation rather than Proposition C.4
in Lemma 4.2, proving only that P(Gk) = O(k−1/2). Then in (25), break EU+t into
three sums, bounding the first using the estimate P(Gk) = O(k−1/2), the second using
the moderate deviations estimate Lemma C.1 for the random walk, and the last using
Lemma C.2 as was done. The downside of this approach is that it adds an extra
logarithmic factor to the bound given in Proposition 4.3.
Now we have all of the necessary estimates to prove our theorem.
Proof of Theorem 2. Let V +t and V
−
t denote the total occupation time of the origin
by A-particles in DLAS on Z with p = 1/2 up to time t with particles placed initially
only at positive integers and only at negative integers, respectively. Let V 0t denote the
occupation time of the origin by A-particles in DLAS with only a single particle started
at the origin (i.e., the local time of the origin by a single random walk if an A-particle
is placed at the origin, and zero otherwise). Applying Lemma 2.4 twice, we have
EVt ≤ EV +t + EV 0t + EV −t .
By Lemma 2.3 and Proposition 4.3, we have EV +t ≤ EU+t = O(t3/4), and by symmetry
the same bound holds for EV −t . Finally EV 0t ≤ t1/2 by Lemma C.3, completing the
proof that EVt = O(t3/4). 
4.4. An upper bound on the critical exponent for DLAS on Z. In this section,
we prove Theorem 4. First we need a fairly precise estimate for the expected discrepancy
between A- and B-particles. The proof is given in Appendix B.
Lemma 4.5. Fix k ≥ 1 and let D = D[0, k − 1] for DLAS on Z. It holds for
1/4 < p < 1/2 that
E[1{D ≥ 0}D] ≤ C(1− 2p)−2k−1/2
(
2
√
p(1− p)
)k
for some C > 0 that does not depend on k nor p.
As in our proof of Theorem 2, we will use the sequential version of DLAS defined in
Section 3.1. Consider the sequential process run for infinite time with all particles in the
initial configuration removed from the negative integers. Order the vertices 0, 1, 2, . . ..
Let Uk be 0 if a B-particle starts at site k; otherwise, let it be the total time spent at
the root by the A-particle initially at position k. The following estimate is most of the
work in proving Theorem 4.
Lemma 4.6. With D as in Lemma 4.5,
EUk = 2p(1− p)−1E
[
1{D ≥ 0}(1 +D)].
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Proof. Let Li be the number of steps to the right of position k to the ith B-particle in
the sequential process on the halfline. Let L = 1{D ≥ 0}LD+1. Let {k → 0} denote
the event that there is an A-particle at k and it reaches the origin, which can hold only
if D ≥ 0 and there is an A-particle at k. In this case, by the time an A-particle at k is
run, the A-particles starting within [0, k − 1] have annihilated all B-particles in that
region, as well as the first D B-particles to the right of k. Hence, by the gambler’s ruin
calculation,
P(k → 0 | L) = pL
k + L
.
Conditional on L, each time the particle visits the origin, it is annihilated without
returning with probability
r =
1
2
1
k + L
.
This is the probability it moves to the right on its first step and then reaches L before
returning to to the origin. Hence, conditional on {k → 0}, the number of visits to 0
by the particle at k is distributed geometrically on the positive integers with success
probability r. Since the particle stays at 0 for expected time 1 on each visit,
E[Uk | L] = P(k → 0 | L)
r
= 2pL.(28)
As in (22), we have ELi = i/(1 − p), since Li is a sum of i independent geometric
random variables with success probability 1− p. Since L = 1{D ≥ 0}L1+D,
E[L | D] = (1− p)−11{D ≥ 0}(1 +D).(29)
Taking expectations in (28) and (29) completes the proof. 
Proof of Theorem 4. Let U+ be the occupation time of 0 in the sequential process on
the halfline run for infinite time, and observe that U+ =
∑∞
k=0 Uk. It suffices to show
that EpU+ ≤ C(1− 2p)−3 for an absolute constant C, since then Lemmas 2.3 and 2.4
complete the proof as in the conclusion of the proof of Theorem 2.
By Lemmas 4.5 and 4.6, we have EUk ≤ C0(1− 2p)−2k−1/2ak for some C0 > 0 and
all 1/4 < p < 1/2, where a = 2
√
p(1− p). Thus,
EU+ =
∞∑
k=1
EUk ≤ C0(1− 2p)−2
∞∑
k=1
k−1/2ak.(30)
Making the substitution t = log1/2(1/a)
√
x and using that log1/2(1/a) > 0 gives∫ ∞
1
x−1/2axdx = 2 log−1/2(1/a)
∫ ∞
log1/2(1/a)
e−t
2
dt ≤ √pi log−1/2(1/a).
It follows that
∞∑
k=1
k−1/2ak ≤ a+
∫ ∞
1
x−1/2axdx ≤ 1 +√pi log−1/2(1/a).
It is straightforward to check that
lim
p↑1/2
(1− 2p)−1
log−1/2(1/a)
=
1
2
.
Thus,
∑∞
k=1 k
−1/2ak . (1− 2p)−1 as p ↑ 1/2. Using this in (30) gives that, for some
constant C3 > 0, we have
EU+ ≤ C3(1− 2p)−3. 
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Figure 4. The tree ~T4, a 4-regular tree with oriented edges. Pictured is the
the portion of the tree that leads to the root 0, which forms a binary tree.
5. Mean field behavior on bidirected trees
Consider the infinite 2d-regular tree with some vertex 0 distinguished as the root.
At each vertex v, orient d of the edges to point toward v and d to point away. Define
the random walk kernel K to send a walker at v along each of the d out-edges with
probability 1/d. We denote this oriented tree by ~T2d. In this section, we consider the
two-type DLAS on ~T2d with λB = 0. As usual, the initial configuration is one particle
per site, where each particle is independently given type A with probability p. The
subset of ~T2d made up of vertices with a path to the root forms a rooted d-ary tree (see
Figure 4). We will ignore the rest of the tree, since no particles from it can contribute
to Vt. We define level k of the tree as the d
k vertices in this subtree at distance k from
the root.
By Lemma 2.1, when bounding EVt we can ignore particles far from the root. Thus,
our strategy will be to work with DLAS with particles removed beyond some level n
(which we will later take to be dcte) and to ignore time, counting the total number of
visits to the root by A-particles in any amount of time. The main goal of this section is
to prove the following bounds on this quantity.
Proposition 5.1. Consider DLAS on ~T2d with particles initially placed only at levels
1, . . . , n. Let Wn denote the number of A-particles that visit the root in any amount of
time.
(a) If p = 1/2, then for absolute constants c and C, it holds for all d, n ≥ 2 that
c log n ≤ EWn ≤ C log n.
(b) If  = 1/2 − p > 0, then EWn approaches a finite limit as n → ∞, and for
absolute constants c, C, and η, it holds for all 0 <  < η and all d ≥ 2 that
c log
(
1

)
≤ lim
n→∞EWn ≤ C log
(
1

)
.
Before we go further, we show how these bounds prove Theorems 5 and 6. First, we
invoke Lemmas 2.1 and 2.5 to relate Vt and Wn.
Lemma 5.2. For some absolute constant c,
EWbt/2c −O(1) ≤ EVt ≤ EWdcte +O(1).
Proof. We start with the upper bound. Let c be the constant from Lemma 2.1. Fix
t ≥ 0, and for each s ≥ 0, let ρs and V s respectively denote the density and the total
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occupation time at time s of the root by A-particles in DLAS on ~T2d with particles
beyond level ct removed from the initial configuration. Then by Lemma 2.1,
EVt ≤ EV t +
∫ t
0
|ρs − ρs| ds ≤ EV∞ + te−t.
Since any A-particle visiting the root is either immediately annihilated by a B-particle
or remains there for expected time 1, we have EV∞ ≤ EWdcte + p (the reason for the
extra p is that V∞ includes the possible contribution that an A-particle initially at the
root provides to the root’s occupation time.) This completes the proof of the upper
bound.
For the lower bound, let V˜t denote the total occupation time of the root by A-
particles in DLAS on ~T2d with the starting configuration containing A-particles only
at levels 1, . . . , bt/2c. By Lemma 2.5, we have EVt ≥ EV˜t. Let N˜t be the total number
of A-particles in this truncated system that visit the root in time t. Since each A-
particle moving to the root stays there for expected time 1 except possibly the first one
(which is immediately annihilated if the root initially contains a B-particle), we have
EV˜t ≥ EN˜t − 1. Thus it suffices to show that EN˜t ≥ EWbt/2c −O(1).
Let N˜ be the number of A-particles in this truncated initial configuration whose
underlying random walk paths visit the root, whether or not they are annihilated before
reaching it. There are dk vertices at level k, and a random walk starting at such a vertex
has probability 1/d of moving toward the root at each step and hence has probability
d−k of ever visiting the root. By expressing N˜ as a sum of indicators, we find that
EN˜ = O(t) and EN˜2 = O(t2). Now, let E be the event that the underlying random
walk for each particle counted by N˜ makes at least t/2 jumps in time t. On this event,
we have V˜t = Wbt/2c, since all particles that ever visit the origin will do so in time t. It
follows that
V˜t ≥Wbt/2c1E ≥Wbt/2c − N˜1Ec .
Now we bound E[N˜1Ec ]. The probability that a random walk path jumps fewer
than t/2 times in time t is bounded by e−bt for some b > 0, by basic concentration
properties of the Poisson distribution. Thus P(Ec | N˜) ≤ N˜e−bt. This yields E[N˜1Ec ] ≤
e−btEN˜2 = O(1), and therefore EV˜t ≥ EWbt/2c −O(1). 
Proof of Theorem 5. The theorem follows immediately by applying Lemma 5.2 followed
by Proposition 5.1(a). 
Proof of Theorem 6. Let  = 1/2− p. By Lemma 5.2 and Proposition 5.1(b),
lim sup
t→∞
EpVt ≤ C log(1/) +O(1) ≤ C ′ log(1/)
and
lim inf
t→∞ EpVt ≥ c log(1/)−O(1) ≥ c
′ log(1/)
for sufficiently small . Since Vt converges upwards to V∞, by the monotone convergence
theorem EpV∞ exists and is bounded above by C ′ log(1/) and below by c′ log(1/). 
5.1. A recursive distributional equation for Wn. We now set out to prove Propo-
sition 5.1. The main idea to understand Wn is to take advantage of the recursive
structure of the tree. Let v1, . . . , vd be the vertices at level 1 of the tree (see Figure 4).
For any of these vertices, the number of A-particles visiting them in this system is
distributed as Wn−1. Because the tree is directed, these counts are independent. Thus,
we obtain a distributional equation expressing the distribution of Wn in terms of d
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independent copies of Wn−1 as follows. Let W
(1)
n−1, . . . ,W
(d)
n−1 denote these counts. Let
Yi be 1 if vi initially contains an A-particle and be −1 if it initially contains a B-particle.
From the dynamics of the system, the number of A-particles with a chance of moving
from vi to the root is
(
W
(i)
n−1 + Yi
)+
, where (·)+ = max{0, ·}. Each of these A-particles
independently moves to the root with probability d−1. Hence,
Wn
d
=
d∑
i=1
Bin
((
W
(i)
n−1 + Yi
)+
, d−1
)
.(31)
Notationally, we will express this relationship between Wn−1 and Wn by defining
an operator A on probability distributions that maps the law of Wn−1 to the law of
Wn. Let Y1, . . . , Yd be independent, each equal to 1 with probability p and −1 with
probability 1−p. Let X1, . . . , Xd be independent copies of an arbitrary random variable
X taking values in the nonnegative integers. Then we define the result of applying A
to the law of X by
AX =
d∑
i=1
Bin
((
Xi + Yi
)+
, d−1
)
.(32)
We will sometimes abuse notation and treat AX as a random variable with this
distribution. The following lemma summarizes the fact given in (31):
Lemma 5.3. The random variables (Wn)n≥0 from Proposition 5.1 satisfy the distribu-
tional equality
Wn+1
d
= AWn.
Our goal now is to use the operator A to analyze the growth of EWn. We make the
following observation:
Lemma 5.4. Let X be a random variable taking nonnegative integer values. Then
EAX = EX + 2p− 1 + (1− p)P(X = 0).(33)
Proof. This follows from the definition of A and the statement
E
[
(Xi + Yi)
+
]
= EX + EYi + P(Xi = 0)P(Yi = −1),
where X1, . . . , Xd and Y1, . . . , Yd are independent with Xi
d
= X and Yi equal to 1 with
probability p and to −1 with probability 1− p. 
This shows that the growth of Wn depends on its concentration, in that P(Wn = 0)
is the key quantity in (33) when we apply it to bound EWn+1−EWn. Heuristically, the
explanation for the growth rate of EWn is that Wn has a Poisson-like lower tail, and in
particular P(Wn = 0) ≈ e−cEWn . In the critical case p = 1/2, Lemma 5.4 then gives
EWn+1 − EWn ≈ Ce−cEWn .
Solving this difference equation shows that EWn grows logarithmically. In the subcritical
case, a similar difference equation shows that EWn converges as n tends to infinity and
gives bounds on the limit.
The lower bounds in Proposition 5.1 are proven just as in this description. We
need an anticoncentration bound of the form P(Wn = 0) ≥ Ce−cEWn . To get this, we
consider the worst-case scenario, when Wn is as concentrated as possible. One can
then calculate that even in this case, AWn is not too concentrated, and therefore Wn+1
satisfies the desired anticoncentration bound.
The upper bounds in Proposition 5.1 are more difficult. For technical reasons, we
bound the expectations of a sequence of random variables (Un)n≥0 that serves as a
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stochastic upper bound for (Wn)n≥0. We then show an exponential concentration bound
for the lower tail of Un using the theory of size-bias couplings.
In Sections 5.2 and 5.3, we lay out some background material we will need for this
argument. The upper bounds from Proposition 5.1 are proven in Section 5.4 followed
by the lower bounds in Section 5.5.
5.2. Concentration by size-bias coupling. Let pi be a probability distribution on
the nonnegative real numbers with mean µ. The size-bias transform of pi is the
distribution pis with Radon–Nikodym derivative
dpis(x)
dpi
=
x
µ
.
We will often abuse notation and speak of the size-bias transform of a random variable
as another random variable, rather than referring to their distributions. In this spirit,
the size-bias transform of a random variable X on the nonnegative integers is the
random variable Xs with distribution given by
P(Xs = k) =
k
EX
P(X = k).
We will in general use the notation Xs to denote the size-bias transform of X.
The size-bias transform comes up in a variety of contexts; see [AGK19] for a broad
survey. Our interest here has its roots in Stein’s method for distributional approximation.
If a random variable and its size-bias transform are close to each other in the right sense,
one can use Stein’s method to prove that the random variable is approximately Gaussian
or Poisson (see [Ros11, Sections 3.4 and 4.3]). It was eventually realized that the same
approach could be used to prove concentration inequalities [GG11, AB15, CGJ18]. The
starting point is that if X and its size-bias transform satisfy Xs
d
=X + 1, then X is
Poisson [AGK19, Corollary 11.3]. If instead Xs  X + 1, then it can be proven that X
satisfies a Poisson-like tail concentration bound [AB15, Theorems 1.2–1.3]. We use a
result that relaxes the condition Xs  X + 1 further. A coupling of X and its size-bias
transform Xs is (c, p)-bounded for the upper tail if
P(Xs ≤ X + c | Xs) ≥ p a.s.,
and is (c, p)-bounded for the lower tail if
P(Xs ≤ X + c | X) ≥ p a.s.
In this language, the condition Xs  X + 1 is that X admits a size-bias coupling that
is (1, 1)-bounded for the upper and lower tails.
Proposition 5.5 ([CGJ18, Theorem 3.3]). Let µ = EX and let h(x) = (1 + x) log(1 +
x)− x for x ≥ −1.
(a) If X admits a size-bias coupling that is (c, p)-bounded for the upper tail, then
for all x ≥ 0,
P
(
X − µ/p ≥ x) ≤ exp(− µ
cp
h
(
px
µ
))
≤ exp
(
− x
2
2c(x/3 + µ/p)
)
.
(b) If X admits a size-bias coupling that is (c, p)-bounded for the lower tail, then
for all 0 ≤ x ≤ pµ,
P
(
X − pµ ≤ −x) ≤ exp(−pµ
c
h
(
− x
pµ
))
≤ exp
(
− x
2
2pcµ
)
.
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In particular, under the hypotheses of part (b) of this theorem, we have P(X = 0) ≤
exp(−pµ/c) by setting x = pµ. (In [CGJ18], part (b) of this theorem is stated with the
condition x < pµ, but taking a limit extends it to x = pµ.)
To use this theorem, we will need to compute size-bias transforms. In general, this
can be done effectively for random variables that are sums of simpler random variables
(e.g., indicators), which need not be independent (see [AGK19, Section 2.4]). The
case of a size-bias transform of an independent sum is the simplest one: just choose a
random summand with probability in proportion to its expectation, and then apply the
transform to that summand only. The following lemma is a formal statement of this:
Lemma 5.6 ([AGK19, eq. (25)]). Let S = X1 + · · · + Xn, where X1, . . . , Xn are
nonnegative random variables. Choose I from {1, . . . , n} independently of all else,
choosing I = i with probability EXi/ES. Then
Ss
d
= X1 + · · ·+Xn +XsI −XI .
We use the notation Bin(X, p) to denote the p-thinning of a nonnegative integer–
valued random variable X. That is, Bin(X, p) is defined as
∑X
i=1Bi, where B1, B2, . . .
are independent of each other and X and have distribution Ber(p). The size-bias
transform can be computed as follows:
Lemma 5.7. Let Y = Bin(X, p). Then
Y s
d
= 1 + Bin(Xs − 1, p).
Proof. First, note that the size-bias transform of Bin(n, p) is 1 + Bin(n − 1, p) by
Lemma 5.6. The result then follows from [AGK19, Lemma 2.4], which describes the
size-bias transform of a mixture. 
Finally, size-biasing ignores any mass the distribution places on 0:
Lemma 5.8. Let X> denote a random variable distributed as X conditioned on X > 0.
Then (X>)s
d
= Xs.
Proof. This follows immediately from the definition of the size-bias transform. 
The size-bias transform does not mesh well with the usual stochastic order, in that
it is not true in general that X  Y implies that Xs  Y s. But this is true in a
stronger stochastic order known as the likelihood ratio order. For integer-valued random
variables X and Y , we say that X lr Y if P(Y = k)/P(X = k) is increasing over the
union of the supports of X and Y , interpreting this quantity as ∞ when P(Y = k) > 0
and P(X = k) = 0. It is not hard to show that X lr Y implies X  Y [SS07,
Theorem 1.C.1].
Proposition 5.9. Let X and Y take values in the nonnegative integers. If X lr Y ,
then Xs lr Y s.
Proof. By definition of the size-bias transform,
P(Y s = n)
P(Xs = n)
=
(EX)P(Y = n)
(EY )P(X = n)
.
This is increasing in n since X lr Y . 
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5.3. Log-concave random variables. Let X be a random variable taking values in
the nonnegative integers, and let Pn = P(X = n). We say that X and its distribution
are log-concave if
(i) P 2n ≥ Pn−1Pn+1 for all n ≥ 1; and
(ii) the sequence P0, P1, . . . has no internal zeros (i.e., if Pi, Pk > 0 for i < k, then
Pj > 0 for all i ≤ j ≤ k).
Our need for log-concave random variables boils down to the following fact, which will
be used in combination with Proposition 5.9 at a key moment.
Lemma 5.10. Let X be a random variable taking values in the nonnegative integers.
Then X lr X + 1 if and only if X is log-concave.
Proof. Let Pn = P(X = n) as above. If (Pn)n≥1 has no internal zeros and N is the
highest value such that PN > 0 (allowing N =∞), then the statements
Pn−1Pn+1 ≤ P 2n for all n ≥ 1
and
Pn−1
Pn
≤ Pn
Pn+1
for all 1 ≤ n ≤ N
are equivalent. The first of these statements is the log-concavity of (Pn)n≥0, and the
second is the meaning of X lr X + 1 under the assumption of no internal zeros. Thus,
the log-concavity of X implies X lr X + 1. For the other direction, we just need to
show that X lr X + 1 implies that (Pn)n≥0 has no internal zeros. Indeed, suppose
Pi, Pj > 0 for i < j. Since Pi/Pi+1 ≤ Pj−1/Pj , we have Pi+1 > 0, and then we can
proceed to show that Pi+2 > 0, and so on. 
Next, we state a few technical facts about log-concave random variables, which come
from translating combinatorial results into probabilistic ones. The first result we give is
well known; see [Sta89, Proposition 2] for the most standard proof, or see [Lig97] for a
completely elementary proof.
Proposition 5.11. If X and Y are log-concave and independent, then so is X + Y .
Next, we show that log-concavity is preserved under thinning, which follows quickly
from a combinatorial result of Brenti’s [Bre89]. We suspect that this has been used
before, but we could not find it stated anywhere.
Proposition 5.12. Let X be log-concave. Then Bin(X, p) is also log-concave for any
0 < p < 1.
Proof. First, we prove this under the assumption that X has finite support. Let
Pn = P(X = n) as before. We call a sequence x0, x1 . . . log-concave if it satisfies the
same conditions as P0, P1, . . ., i.e., no internal zeros and x
2
n ≥ xn−1xn+1 for n ≥ 1.
From the log-concavity of (Pn)n≥0, it follows by direct calculation that the sequence
{(1− p)nPn}n≥0 is also log-concave. Now, let
Qk =
∞∑
n=k
(
n
k
)
(1− p)nPn.
By [Bre89, Theorem 2.5.3], the sequence (Qk)k≥0 is log-concave (this is where we use
that X has finite support). This implies that the sequence{(
p
1− p
)k
Qk
}
k≥0
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is log-concave, by direct calculation. And now we have proven that Bin(X, p) is
log-concave, since
P
(
Bin(X, p) = k
)
=
∞∑
n=k
(
n
k
)
pk(1− p)n−kP(X = n) =
(
p
1− p
)k
Qk.
Finally, we remove the condition that X has finite support with a limit argument.
Let Xn be distributed as X conditioned on X ≤ n. Then Xn → X in distribution.
Since Xn is log-concave and has finite support, Bin(Xn, p) is log-concave. It is then
straightforward to see that Bin(Xn, p) converges in distribution to Bin(X, p) and that
a weak limit of log-concave random variables is log-concave. 
5.4. Upper bounds on root visits. As we mentioned at the end of Section 5.1, we
will define a sequence (Un)n≥0 that serves as an upper bound for (Wn)n≥0. Let U0 = 1
a.s. Then inductively define the sequence by
Un+1
d
= AU>n ,
where we use the notation X> as in Lemma 5.8. The overarching goal of the section
is to show that Un admits a size-bias coupling bounded for the lower tail, which we
do by induction. By the link between concentration and growth under the operator A
outlined before, this will let us prove EUn = O(log n), which is enough because Un is
an upper bound for Wn. We start by proving this fact.
Lemma 5.13. For all n ≥ 0,
Wn  Un.
Proof. We prove this by induction, starting with 0 = W0  U0 = 1. Now suppose that
Wn  Un. By an obvious coupling, X  Y implies that AX  AY . Since Un  U>n ,
we have Wn  U>n , and applying A to both sides of this inequality yields Wn+1  Un+1
by Lemma 5.3. 
The point of working with (Un) rather (Wn) is that we will be able to show that
the random variables (Un) are log-concave. First we give a technical lemma in this
direction.
Lemma 5.14. Let Y1, . . . , Yd be i.i.d. random variables taking values ±1 with P(Yi =
1) = p. For d ≥ 2 and p ≥ 4/9, the random variable
Bin
(
d∑
i=1
(Yi + 1), d
−1
)
(34)
is log-concave.
Proof. First, consider the case d ≥ 3. We claim that for p ≥ 3/7, the distribution
Bin(Yi + 1, 1/3) is log-concave. Indeed, let X have this distribution. We only need to
check that P(X = 1)2 ≥ P(X = 0)P(X = 2). A computation shows that
P(X = 1)2 − P(X = 0)P(X = 2) = (7p− 3)p
27
,
confirming the claim. For x ≤ 1/3, the distribution Bin(Yi + 1, x) is a thinning of
Bin(Yi + 1, 1/3) and hence is log-concave by Proposition 5.12. By viewing (34) as
d∑
i=1
Bin
(
Yi + 1, d
−1),
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we see that it is a sum of independent log-concave random variables for any d ≥ 3 and
by Proposition 5.11 is log-concave.
Now we turn to the case d = 2. Let X be distributed as (34), and let Pk = P(X = k)
for k = 0, . . . , 4. We then compute directly
P 21 − P0P2 =
(9p− 4)(3p− 4)2p
128
,
P 22 − P1P3 =
(
13
(
p− 1213
)2
+ 6413
)
p2
64
,
P 23 − P2P4 =
(9p− 4)p2
128
,
all of which are positive for p ≥ 4/9. 
Proposition 5.15. If p ≥ 4/9, then Un is log-concave for all n ≥ 0.
Proof. We prove this by induction. Trivially, U0 is log-concave. Now, assume that Un
is log-concave. This implies that U>n is log-concave, since the sequence (P(U>n = k))k≥0
is a rescaled version of the sequence (P(Un = k))k≥0 with the k = 0 term set to zero.
Let X1, . . . , Xd be i.i.d. copies of U
>
n , and let Y1, . . . , Yd be i.i.d. random variables
taking values ±1 with P(Yi = 1) = p. Looking back at the definition of A in (32), the
distribution of Un+1 is given by
AU>n = Bin
(
d∑
i=1
(Xi + Yi), d
−1
)
(35)
= Bin
(
d∑
i=1
(Xi − 1) +
d∑
i=1
(Yi + 1), d
−1
)
= Bin
(
d∑
i=1
(Xi − 1), d−1
)
+ Bin
(
d∑
i=1
(Yi + 1), d
−1
)
.(36)
We have taken advantage of the inequality Xi ≥ 1, first to replace (Xi + Yi)+ in (32)
with Xi + Yi, and next so that the parameters in the binomial distributions are both
nonnegative.
Since Xi is log-concave, so is Xi − 1. Thus the first term on the right-hand side
in (36) is a thinned sum of log-concave random variables and hence is log-concave by
Propositions 5.11 and 5.12. The second term is log-concave by Lemma 5.14. A final
application of Proposition 5.11 shows that (36) is a log-concave distribution, completing
the induction. 
Now, we start seting up an induction to show that Un admits a size-bias coupling
that is (1, q)-bounded for the lower tail for q > 0.
Lemma 5.16. Let X1, . . . , Xd be distributed as U
>
n , and let Y1, . . . , Yd be i.i.d. random
variables taking values ±1 with P(Yi = 1) = p ≥ 4/9, and let all be independent of each
other. Let Usn be independent of X2, . . . , Xd as well. For all n ≥ 0,
Usn+1  1 + Bin
(
Usn + (Y1 + 1)
s − 1, d−1
)
+ Bin
(
d∑
i=2
(Xi + Yi), d
−1
)
Proof. As in (35),
Un+1
d
=
d∑
i=1
Bin
(
Xi + Yi, d
−1).
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By Lemma 5.6, we obtain the size-bias transform of Un+1 by choosing a term in this
sum at random and biasing it. Since all terms are identically distributed, we can just
bias the first term. Applying Lemma 5.7 to this term, we obtain
Un+1
d
= 1 + Bin
(
(X1 + Y1)
s − 1, d−1)+ d∑
i=2
Bin
(
Xi + Yi, d
−1).(37)
Now, we stochastically bound (X1 + Y1)
s. We first rewrite it as
(
(X1 − 1) + (Y1 + 1)
)s
,
noting that X1 − 1 and Y1 + 1 are both nonnegative. By Lemma 5.6,
(X1 + Y1)
s d=
{
(X1 − 1)s + (Y1 + 1) with probability a,
(X1 − 1) + (Y1 + 1)s with probability 1− a,
(38)
for some a that we will avoid calculating.
Now, we show that both parts of this mixture are stochastically dominated by
Usn + (Y1 + 1)
s. First observe that Un is log-concave by Proposition 5.15, and therefore
so is X1
d
= U>n . Thus X1 − 1 is log-concave, and X1 − 1 lr X1 by Lemma 5.10.
Applying Proposition 5.9 and that dominance in the lr-order implies dominance in the
usual, one demonstrates that (X1−1)s  Xs1 d= U>sn . Finally, U>sn d= Usn by Lemma 5.8,
establishing that (X1 − 1)s  Usn. Next, we have Y1 + 1  (Y1 + 1)s, a fact about
size-biasing (it holds because X lr Xs in general by direct calculation). This completes
the proof that the first part of the mixture is dominated by Usn + (Y1 + 1)
s. To show
this for the second part, we simply note that X1 − 1  (X1 − 1)s  Usn.
Since Usn + (Y1 + 1)
s stochastically dominates both parts of the mixture in (38),
it stochastically dominates (X1 + Y1)
s as well. Applying this to (37) completes the
proof. 
Now we show the existence of our size-bias coupling for Un. The idea is to iterate
the stochastic relation proven in Lemma 5.16 to obtain a stochastic relation between
Un and U
s
n that implies the existence of the coupling.
Proposition 5.17. Let p ≥ 4/9 and q = ∏∞i=1(1 − 2−i)2 ≈ .083. For all n ≥ 0, the
random variable Un admits a size-bias coupling that is (1, q)-bounded for the lower tail.
Proof. The bulk of the proof is to show that for all n ≥ 1,
Usn  1 +
n∑
i=1
Bin
(
2, d−i
)
+ Un,(39)
which we prove by induction. Let X1, . . . , Xd be distributed as U
>
n , and let Y1, . . . , Yd
be i.i.d. random variables taking values ±1 with P(Yi = 1) = p, all independent of each
other. For the base case, set n = 1. Then by Lemma 5.16,
Us1  1 + Bin
(
Us0 + (Y1 + 1)
s − 1, d−1
)
+ Bin
(
d∑
i=2
(Xi + Yi), d
−1
)
 1 + Bin(2, d−1)+ Bin( d∑
i=2
(Xi + Yi), d
−1
)
 1 + Bin(2, d−1)+ Bin( d∑
i=1
(Xi + Yi), d
−1
)
d
= 1 + Bin
(
2, d−1
)
+ U1.
From the first to the second line, we have applied the inequality Us0 + (Y1 + 1)
s − 1 ≤ 2,
since Us0 = 1 and (Y1 + 1)
s ≤ 2. The last equality is due to the definition of U1.
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Now, we assume the lemma holds for n, and we show it holds for n + 1. Apply
Lemma 5.16 together with the inductive hypothesis to obtain
Usn+1  1 + Bin
(
1 +
n∑
i=1
Bin
(
2, d−i
)
+ Un + (Y1 + 1)
s − 1, d−1
)
+ Bin
(
d∑
i=2
(Xi + Yi), d
−1
)
.
Again, we have (Y1 + 1)
s ≤ 2. We can also apply the bound Un  U>n d= X1. This yields
Usn+1  1 + Bin
(
n∑
i=1
Bin
(
2, d−i
)
+X1 + 2, d
−1
)
+ Bin
(
d∑
i=2
(Xi + Yi), d
−1
)
d
= 1 +
n+1∑
i=1
Bin
(
2, d−i
)
+ Bin
(
X1, d
−1)+ Bin( d∑
i=2
(Xi + Yi), d
−1
)
 1 +
n+1∑
i=1
Bin
(
2, d−i
)
+ Un+1,
where the last domination is due to the definition of Un+1 (see (32)). Advancing the
induction completes the proof of (39).
The stochastic inequality (39) implies the existence of a coupling of Un and U
s
n under
which the inequality holds almost surely. All that remains is to show that this coupling
is (1, q)-bounded for the lower tail. For this, we observe that
P
(
n∑
i=1
Bin
(
2, d−i
)
= 0
)
≥ P
( ∞∑
i=1
Bin
(
2, d−i
)
= 0
)
=
∞∏
i=1
(
1− d−i)2 ≥ q.
Hence, under this coupling,
P
(
Usn ≤ Un + 1 | Un
) ≥ q. 
Here in Lemma 5.16 and Proposition 5.17, we finally see how size-biasing creates
a spine in ~T2d along which there are extra visits to the root, as we described in
Section 1.3. The 1 +
∑n
i=1 Bin
(
2, d−i
)
term in (39) is an overestimate of these extra
returns. Heuristically, each Bin
(
2, d−i
)
term represents two extra particles at level i on
the spine. Because a particle has a d−1 chance of moving toward the root at each step,
the chance of a particle at level i reaching the root is only d−i, and we get only O(1)
expected extra visits to the root.
Remark 5.18. The random variables (Un) were introduced because they could be
proven to be log-concave. But computer investigations suggest that the random variables
(Wn) themselves are log-concave, at least in the p = 1/2 case. If we could prove this,
it would allow us to improve Theorem 5 to a result on density. The proof would go
as follows. First, Wn would admit a size-bias coupling as in the previous proposition.
Together with Proposition 5.1(a), this would show that P(Wn = 0) = O(1/n), from
which it would follow that P(Vt = 0) = O(1/t). This implies that a B-particle at
the root would survive for time t with probability O(1/t), proving that the density of
B-particles decays at rate O(1/t). Since the density of A- and B-particles is the same,
this would show that ρt = O(1/t).
The last ingredient is a technical lemma that bounds the growth of a sequence
satisfying a certain recursive bound.
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Lemma 5.19. Suppose a sequence µn satisfies
µn+1 ≤ µn
1− e−qµn(40)
for some q > 0. Then there exists C > 0 such that µn ≤ C log n for all n ≥ 2.
Proof. We proceed by induction. Choose the constant C ≥ 2/q large enough that
µ2 ≤ C log 2, establishing the base case of the induction. Now, we assume µn ≤ C log n
and advance the induction. Since x 7→ x/(1 − e−qx) is increasing, the inductive
hypothesis together with (40) and our assumption C ≥ 2/q yields
µn+1 ≤ C log n
1− n−2 .
Hence in order to show µn+1 ≤ C log(n+ 1), it suffices to show that
log n
1− n−2 ≤ log(n+ 1).(41)
To prove this, start with the inequality log n ≤ n− 1 for n ≥ 1. Dividing both sides by
n2 − 1 yields
log n
n2 − 1 ≤
1
n+ 1
.
Rewriting the left-hand side,
log n
1− n−2 − log n ≤
1
n+ 1
.
Then adding log n to both sides and the inequality (log n) + 1/(n+ 1) ≤ log(n+ 1) show
(41). This completes the induction and proves that µn ≤ C log n for all n ≥ 2. 
Proof of upper bounds in Proposition 5.1. We will bound EUn, which bounds EWn by
Lemma 5.13. Let µn = EUn. We start by applying Proposition 5.17 and Proposi-
tion 5.5(b) to deduce that
P(Un = 0) ≤ e−qµn ,
where q is the constant from Proposition 5.17. Thus,
EU>n =
µn
1− P(Un = 0) ≤
µn
1− e−qµn .(42)
Now consider the critical case p = 1/2. If X ≥ 1 a.s., then EAX = EX by Lemma 5.4.
Thus µn+1 = EAU>n = EU>n , which with (42) shows that
µn+1 ≤ µn
1− e−qµn .
It follows from Lemma 5.19 that µn ≤ C log n for some C > 0 and all n ≥ 2. By
Lemma 5.13, we have EWn ≤ µn. This completes the proof of the upper bound in
part (a), the critical case.
We now prove the upper bound on limn→∞ EWn in the p < 1/2 case. Since EWn is
an increasing sequence, we need only show that EWn is bounded by C log(1/) where
 = 1/2− p. By Lemma 5.4 and (42),
µn+1 = EAU>n = EU>n − 2 ≤
µn
1− e−qµn − 2.
Let ϕ(x) = x/(1− e−qx)− 2 for x > 0, and set ϕ(0) = limx→0 ϕ(x) = q−1 − 2. Some
calculus shows that the function x 7→ ϕ(x)−x is positive at x = 0, is strictly decreasing
on [0,∞), and approaches a limit of −2 as x→∞. Hence, ϕ has a unique fixed point
x0. Since ϕ is strictly increasing, if x < x0, then ϕ(x) < ϕ(x0) = x0. It follows from
q,  < 1/2 that ϕ(1)− 1 > 0; hence x0 > 1. Thus 1 = µ0 < x0, and hence µn < x0 for
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all n. By Lemma 5.13, we have EWn ≤ x0 for all n. All that remains is to estimate x0.
For x = 2q log(1/),
ϕ(x)− x = 2
2
q(1− 2) log(1/)− 2,
which is negative when  is small. Hence x0 <
2
q log(1/) for all sufficiently small . 
5.5. Lower bounds on root visits. The lower bounds in Proposition 5.1 are much
simpler than the upper bounds. By Lemma 5.4, a lower bound on EWn follows from
anticoncentration estimates (i.e., lower bounds on P(Wn = 0)). The idea of the proof is
that even if we assume that Wn is as concentrated as possible—that its distribution is
a point mass—then the distribution of Wn+1
d
= AWn is still nonconcentrated enough
to yield the correct lower bound.
Lemma 5.20. For all n ≥ 0 and p ≤ 1/2,
P(Wn+1 = 0) ≥ 4−EWn−1.
Proof. Define X = max(Wn, 1). By an easy coupling, we have AX  AWn. By
Lemma 5.3,
P(Wn+1 = 0) ≥ P(AX = 0).
Let X1, . . . , Xd be i.i.d. copies of X, and let Y1, . . . , Yd be i.i.d. with P(Yi = 1) = p and
P(Yi = −1) = 1− p. By the definition of A given in (32) and the fact that Xi ≥ 1,
P(AX = 0) = E
[(
1− 1/d)∑di=1(Xi+Yi)] = d∏
i=1
E
[(
1− 1/d)Xi]E[(1− 1/d)Yi]
≥ (1− 1/d)dEX ≥ 4−EWn−1.
From the first to the second line, we have applied Jensen’s inequality to both expectations
and then observed that (1− 1/d)EYi ≥ 1, since EYi ≤ 0 from our assumption p ≤ 1/2.
The last inequality holds because EX ≤ EWn + 1, and (1− 1/d)d ≥ 1/4 for d ≥ 2. 
Proof of lower bounds in Proposition 5.1. Let µn = EWn. It follows from Lemmas 5.20
and 5.4 that for all n ≥ 0 and  = 1/2− p ≥ 0,
µn+2 ≥ µn − 2+
(
+ 1/2
)
4−µn−1.
Since x 7→ x− 2+ (+ 1/2)4−x−1 is increasing for all x ≥ 0,
µn ≥ x =⇒ µn+2 ≥ x− 2+
(
+ 1/2
)
4−x−1.(43)
Now, consider the p = 1/2 case. Choose c ≤ 1/16, observing that it then holds for
all n ≥ 1 that
2c ≤ n1−c log 4/8.(44)
Also take c small enough that µ2 ≥ c log 2. Using this statement and µ1 ≥ 0 as base
cases, we prove
µn ≥ c log n(45)
by carrying out one induction for odd n and one for even n. Assuming (45), we apply
(43) to get
µn+2 ≥ c log n+ n−c log 4/8 ≥ c(log n+ 2/n),
applying (44) for the last inequality. Since log x is concave, we have log n + 2/n ≥
log(n+ 2), advancing the induction. This completes the proof for the p = 1/2 case.
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For p < 1/2, we already know from the upper bounds of Proposition 5.1 that
µ := limn µn exists, since µn is increasing. Let
x0 = −1 + 1
log 4
log
(
+ 1/2
2
)
,
which is the solution for x to the equation x = x− 2+ (+ 1/2)4−x−1. We claim that
µ ≥ x0. Indeed, if not, then by taking µn sufficiently close to µ, we could conclude from
(43) that µn+2 > µ, which is a contradiction. 
Appendix A. The finite random walk condition
In this section, we show that Zd and ~T2d satisfy the finite random walk condition,
which was introduced above the statement of Lemma 2.3.
Proposition A.1. Zd and ~T2d with the simple random walk kernel satisfy the finite
random walk condition.
We derive the above statement from a more general observation for transitive and
unimodular graphs. Namely, fix a graph G = (V, E) and a random walk kernel K.
We say the pair (G,K) is transitive (resp., unimodular) if there exists a subgroup ΓK
of K-preserving automorphisms such that the triple (G,K,ΓK) is transitive (resp.,
unimodular) in the sense of [DGJ+19, Sec. 2] (see the reference for more details).
Consider independent, noninteracting random walks on G with kernel K and jump
rate 1, where each site initially has one random walk. Let N
(x)
t denote the total number
of distinct random walks that visit x up to time t.
Lemma A.2. Suppose the pair (G,K) is transitive and unimodular. Then for each
site x and t ≥ 0,
E
[
N
(x)
t
]
≤ t.
Proof. Let D
(x)
t denote the total number of distinct sites that the random walk started
at x visits up to time t. For each x, y ∈ V and t ≥ 0, let Zt(x, y) denote the indicator
that the random walk started at x visits y by time t. Then by the mass-transport
principle (see for example [DGJ+19, Lemma 4.1]),
E
[
N
(x)
t
]
= E
∑
y∈V
Zt(y, x)
 = E
∑
y∈V
Zt(x, y)
 = E [D(x)t ] ≤ E [Poi(t)] = t,
where the inequality uses the fact that D
(x)
t is at most the number of jumps that the
random walk makes up to time t. 
Now, by taking ΓK to be the natural subgroup of translations, it is easy to check
that Zd with symmetric (transitive, in general) random walk kernel and ~T2d satisfy
transitivity and unimodularity (see [DGJ+19, Ex. 3.1 and 3.3]). Hence Proposition A.1
is a direct consequence of Lemma A.2.
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Appendix B. Initial particle configuration estimates
Proof of Lemma 4.5. Suppose that k = 2m is even. We can view D = D[0, k − 1] as k
steps of a nearest neighbor random walk. So, D is supported on the even integers. We
start with the equality
E[1{D ≥ 0}D] =
m∑
i=1
2iP(D = 2i).(46)
It is straightforward to check that
P(D = 2i)
P(D = 2(i− 1)) =
p
1− p
m− i+ 1
m+ i
≤ p
1− p
for all i ≥ 1. It follows that
P(D = 2i) ≤
(
p
1− p
)i
P(D = 0) =
(
p
1− p
)i(
k
m
)
(p(1− p))k/2.(47)
Stirling’s formula gives
(
k
m
) ∼ (1/√pi)k−1/22k. It follows that ( km) ≤ Ck−1/22k for
some C > 0. Applying this to (47) and plugging into (46) gives
E[1{D ≥ 0}D] ≤ Ck−1/2
(
2
√
p(1− p)
)k m∑
i=1
i
(
p
1− p
)i
.
Extending the geometric series to sum from i = 0 to i =∞ and then simplifying gives
the bound
E[1{D ≥ 0}D] ≤ Cp
1− pk
−1/2
(
2
√
p(1− p)
)k
(1− 2p)−2.
Since Cp/(1− p) ≤ C for all p ≤ 1/2, we obtain the claimed inequality for k even. If
k = 2m+ 1 is odd a similar comparison works using the inequality P (D = 2i+ 1) ≤
pP (D′ = 2i) where D′ = D[0, k − 2]. 
Proof of Lemma 4.1. The idea of the proof is to write D as the sum of D − EpD and
EpD. By the central limit theorem, the first term is of order
√
Var D  rd/2, whereas
the second is of order (2p− 1)rd. We then choose r depending on p so that the first
term dominates the second. To do this rigorously, rather than applying a quantitative
CLT, we will use the following two variants of the Paley-Zygmund inequality. First (the
usual version), if X is a nonnegative random variable with finite second moment, then
for θ ∈ (0, 1),
(48) Pp(X ≥ θEpX) ≥
(
(1− θ) EpX√
EpX2
)2
.
For the second, write X¯ = X − EpX for any random variable X, and apply the above
to X¯2 (assuming X has a finite fourth moment):
(49) Pp
(
|X¯| ≥ θ√VarpX) ≥ ((1− θ2) Ep[X¯2]√
Ep[X¯4]
)2
.
To apply (49) to X = D we first need estimates for the moments of D¯ and |D¯|. For
each z ∈ Bdr , denote
Xz = 1(z has initially a A-particle)− 1(z has initially a A-particle).
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We also write N = (2r + 1)d = |Bdr |. Noting that Xz’s are i.i.d. with taking 1 and −1
with probabilities p and 1− p, respectively, we can compute
(50) VarpD =
∑
z∈Bdr
VarpXz = 4Np(1− p).
Also, using the independence between X¯z’s and the fact that |X¯z| ≤ 2, one has
Ep[D¯4] =
∑
z1,...,z4∈Bdr
EpX¯z1 · · · X¯z4 = NEp(X¯z)4 + 3N(N − 1)
(
Ep[(X¯z)2]
)2 ≤ 64N2.
Using these in (49) with X = D and θ = 1/2, we obtain for p ∈ [1/4, 1/2)
Pp
(
|D¯| ≥
√
Np(1− p)
)
≥
(
3
4
· 4Np(1− p)
8N
)2
=
(
3
8
p(1− p)
)2
≥
(
9
128
)2
.
Denote the constant in the last expression as c2. Then from the above inequality, we
find
Ep|D¯| ≥ c2
√
Np(1− p).
Now denote D¯+ = min(0, D¯). Using the above inequality, we have
Ep[D¯+] =
1
2
(
Ep|D¯|+ EpD¯
)
=
1
2
Ep|D¯| ≥ c2
2
√
Np(1− p).
Also, note that by (50),
Ep[D¯2+] ≤ Ep[D¯2] = VarpD ≤ 4Np(1− p).
Hence if we use (48) with X = D¯+ and θ = 1/2, we obtain
Pp
(
D¯ ≥ c2
4
√
Np(1− p)
)
≥
(
1
2
·
c2
2
√
Np(1− p)
2
√
Np(1− p)
)2
=
c22
64
.
Denote c3 = c2
√
3/16. On the event in the above probability, one has for p ∈ [1/4, 1/2)
D = D¯ + EpD ≥ c2
4
√
Np(1− p)− (1− 2p)N
≥ c3
√
N − (1− 2p)N = (c3/2)
√
N
(
2− (1− 2p)
√
N
)
.
We may choose r = r(p) small enough so that (1− 2p)√N = (1− 2p)(2r + 1)d/2 ≤ 1.
Then the last expression is at least c3
√
N/2, so this would imply
Pp
(
D ≥ (c3/2)
√
N
)
≥ c
2
2
64
.
The condition for r is satisfied if and only if
r ≤ 1
2
((
c3
2(1− 2p)
)2/d
− 1
)
.
which is implied by r ≤ (c4/(1− 2p)2/d for all p ∈ [1/4, 1/2) if c4 > 0 is a small enough
absolute constant. It follows that we can choose an absolute constant c1 > 0 so that
the implication (20) holds. 
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Appendix C. Random walk estimates
We start with some standard facts about the maximum displacement of random
walk. The first is a moderate deviations estimate for a (possibly) biased continuous-time
random walk.
Lemma C.1. Let St be a rate 1 continuous-time nearest-neighbor random walk on Z
started at the origin with expected increment  ∈ [0, 1]. Let Mt = sup0≤s≤t St. For all
0 ≤ x ≤ 2t,
P(Mt ≥ x+ 2t) ≤ e−x2/4t.
Proof. Applying Doob’s martingale inequality to St − t,
P(Mt ≥ x+ 2t) ≤ P
(
sup
0≤s≤t
(Ss − s) ≥ x+ t
)
≤ E exp
(
λ(St − t)
)
exp
(
λ(x+ t)
)(51)
for all λ. The moment generating function of a single random step is coshλ+  sinhλ.
Let N
d
= Poi(t) be the number of steps taken by the random walk up to time t. Recalling
that E[zN ] = exp(t(z − 1)),
E exp(λSt) = E(coshλ+  sinhλ)N = exp
(
t(coshλ+  sinhλ− 1)).(52)
Applying (52) to (51) with λ = x/t gives
P (Mt ≥ x+ 2t) ≤ exp
(
t
(
cosh
x
t
+  sinh
x
t
− 1
)
− 2x− x
2
t
)
.(53)
For 0 ≤ θ ≤ 2, one can confirm using Taylor series that cosh θ−1 ≤ 34θ2 and sinh θ ≤ 2θ.
Applying this to (53) together with our assumption 0 ≤ x ≤ 2t gives the claimed
result. 
Lemma C.2. Let St and Mt be as in Lemma C.1. For any k ≥ 1 it holds that
P(Mt ≥ t+ k) ≤ exp
( −k2
2(t+ k)
)
.
Proof. The displacement of the random walk is bounded by the total number of steps it
takes in time t, a Poisson random variable with mean t. The estimate is then a standard
tail bound for the Poisson (see [BLM13, Chapter 2]). 
We also need a quick estimate on the local time at the origin of a random walk after
time t.
Lemma C.3. Let Lt be the time spent at the origin after t steps of a simple random
walk (Ss)s≤t started at the origin. It holds that ELt ≤
√
t.
Proof. Applying Tanaka’s formula for the local time [Kal06] gives ELt = E|St|. It is a
standard and straightforward recursion to show that the expected value of the square
of a simple random walk after n steps is n. Hence, conditional on St taking N
d
= Poi(t)
steps, we have
E[|St| | N ] ≤
√
E[S2t | N ] =
√
N.
It follows by taking expectation and applying Jensen’s inequality that
E|St| ≤ E
√
N ≤
√
EN =
√
t.
Hence ELt ≤
√
t. 
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Our final goal is to prove the following result, which combines the gambler’s ruin
computation of the probability of a random walk hitting b before −a with the moderate
deviations bound given in Lemma C.1:
Proposition C.4. Let Tx be the hitting time of x for a continuous-time simple random
walk on Z started at the origin. For any t > 0 and integers a > 0 and 3
√
t ≤ x ≤ 2t,
P(Tx < T−a and Tx ≤ t) ≤ 2a
a+ x
e−x
2/12t.
Essentially, this result is that the moderate deviations result still holds (with a
worse constant in the exponent) after conditioning the random walk to hit x before
−a. Heuristically, we can see that this should be true by considering the analogous
situation for Brownian motion. Conditioning the random walk to hit x before −a is like
conditioning Brownian motion to stay positive, which makes it a Bessel-3 process, the
absolute value of a 3-dimensional Brownian motion. From this explicit representation,
it is easy to check that it satisfies a moderate deviations tail bound.
To prove this result for random walks, we start by considering two random walks,
one unbiased and one with a bias in the positive direction. We will need a lemma
establishing the highly intuitive fact that the biased walk is faster to hit b even after
conditioning both walks to hit b before −a, for any a, b > 0.
Lemma C.5. Let Tm be the first hitting time of m for a continuous-time simple random
walk started from the origin, and let T ′m be the hitting time for a random walk that
jumps to the right with probability p > 1/2. For any positive integers a and b, the
conditional distribution of Tb given Tb < T−a is stochastically larger than that of T ′b
given T ′b < T
′
−a.
Proof. Let (Sn) be simple random walk conditioned to hit b before −a, and let (S′n) be
the biased walk under the same conditioning, both in discrete time. Take U and U ′ to
be the hitting times of b for these processes. It suffices to prove U ′  U , since we can
couple the continuous-time walks to follow the paths of the discrete-time walks with
identical jump times. Note that (Sn)
U
n=0 and (S
′
n)
U ′
n=0 are supported on the same set of
sample paths. Let (s0, . . . , sm) be a sample path in this set; that is, it is a walk from 0
to b that never hits −a. Observe that this walk contains r = (m+ b)/2 jumps to the
right and ` = (m− b)/2 jumps to the left. Taking a and b as fixed constants, we then
have
P
(
(S′n)
U ′
n=0 = (sn)
m
n=0
)
P
(
(Sn)Un=0 = (sn)
m
n=0
) = Cpr(1− p)`
2−m
= C ′
(
2
√
p(1− p))m,
where C and C ′ are constants. Summing over all sample paths in the set of support for
a fixed value of m, we obtain
P(U ′ = m)
P(U = m)
= C ′
(
2
√
p(1− p))m.
This is decreasing in m, which proves U ′  U . 
Proof of Proposition C.4. The gambler’s ruin calculation states that P(Tx < T−a) =
a/(a+ x). Thus our goal is to prove that
P(Tx ≤ t | Tx < T−a) ≤ 2e−x2/12t.(54)
To show this, fix t, and let (Ss) be a continuous-time random walk starting from m with
probability (1 + t−1/2)/2 of jumping to the right. By Lemma C.5, it suffices to bound
its probability of hitting x in time t given that it hits x before −a. Since (Ss) must
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pass through dx/2e on its way to x and is a Markov process even after conditioning, it
suffices to prove the bound under the assumption that (Ss) starts at dx/2e rather than
the origin. Thus, our goal now is to show that
P(Ux ≤ t | Ux < U−a) ≤ 2e−x2/12t,
where Uy is the first hitting time of y for the biased random walk starting at dx/2e. By
the gambler’s ruin calculation for biased random walks,
P(Ux < U−a) =
1− αdx/2e+a
1− αx+a ,
where α = (1− t−1/2)/(1 + t−1/2). Using α ≤ 1− t−1/2 and our assumption x ≥ 3√t,
P(Ux < U−a) ≥ 1− αx/2+a ≥ 1− (1− t−1/2)3
√
t/2+a ≥ 1− e−3/2.
Hence, by Lemma C.1,
P(Ux ≤ t | Ux < U−a) ≤ P(Ux ≤ t)P(Ux < U−a) ≤
exp
(
−x−2
√
t
4t
)
1− e−3/2 ≤ 2e
−x/12t,
using the bound x − 2√t ≥ x/3 that follows from our assumption x ≥ 3√t. This
completes the proof by establishing (54). 
References
[AB15] Richard Arratia and Peter Baxendale, Bounded size bias coupling: a Gamma function
bound, and universal Dickman-function behavior, Probab. Theory Related Fields 162
(2015), no. 3-4, 411–429.
[ADH17] Antonio Auffinger, Michael Damron, and Jack Hanson, 50 years of first-passage percolation,
vol. 68, American Mathematical Soc., 2017.
[AGJ20] Daniel Ahlberg, Simon Griffiths, and Svante Janson, To fixate or not to fixate in two-type
annihilating branching random walks, 2020.
[AGK19] Richard Arratia, Larry Goldstein, and Fred Kochman, Size bias for one and all, Probab.
Surv. 16 (2019), 1–61. MR 3896143
[Arr83] Richard Arratia, Site recurrence for annihilating random walks on Zd, Ann. Probab. 11
(1983), no. 3, 706–713.
[BG80] Maury Bramson and David Griffeath, Asymptotics for interacting particle systems on Zd,
Zeitschrift fr Wahrscheinlichkeitstheorie und Verwandte Gebiete 53 (1980), no. 2, 183–196
(English).
[BL88] Maury Bramson and Joel L. Lebowitz, Asymptotic behavior of densities in diffusion-
dominated annihilation reactions, Phys. Rev. Lett. 61 (1988), 2397–2400.
[BL91] , Asymptotic behavior of densities for two-particle annihilating random walks, J.
Statist. Phys. 62 (1991), no. 1-2, 297–372. MR 1105266
[BLM13] S. Boucheron, G. Lugosi, and P. Massart, Concentration inequalities: A nonasymptotic
theory of independence, OUP Oxford, 2013.
[Bre89] Francesco Brenti, Unimodal, log-concave and Po´lya frequency sequences in combinatorics,
Mem. Amer. Math. Soc. 81 (1989), no. 413, viii+106. MR 963833
[CDD+19] Xinxing Chen, Victor Dagard, Bernard Derrida, Yueyun Hu, Mikhail Lifshits, and Zhan
Shi, The Derrida–Retaux conjecture on recursive models, arXiv preprint arXiv:1907.01601
(2019).
[CDH+17] Xinxing Chen, Bernard Derrida, Yueyun Hu, Mikhail Lifshits, and Zhan Shi, A hierarchical
renormalization model: some properties and open questions, arXiv preprint arXiv:1705.04787
(2017).
[CGJ18] Nicholas Cook, Larry Goldstein, and Tobias Johnson, Size biased couplings and the spectral
gap for random regular graphs, Ann. Probab. 46 (2018), no. 1, 72–125. MR 3758727
[CJJ+19] Irina Cristali, Yufeng Jiang, Matthew Junge, Remy Kassem, David Sivakoff, and Grayson
York, Two-type annihilating systems on the complete and star graph, arXiv e-prints (2019),
arXiv:1908.03218.
PARTICLE DENSITY IN DIFFUSION-LIMITED ANNIHILATING SYSTEMS 45
[CRS14] M. Cabezas, L. T. Rolla, and V. Sidoravicius, Non-equilibrium phase transitions: Activated
random walks at criticality, Journal of Statistical Physics 155 (2014), no. 6, 1112–1125.
[CRS18] , Recurrence and density decay for diffusion-limited annihilating systems, Probab.
Theory Related Fields 170 (2018), no. 3-4, 587–615. MR 3773795
[DGJ+19] Michael Damron, Janko Gravner, Matthew Junge, Hanbaek Lyu, and David Sivakoff,
Parking on transitive unimodular graphs, The Annals of Applied Probability 29 (2019),
no. 4, 2089–2113.
[DR14] Bernard Derrida and Martin Retaux, The depinning transition in presence of disorder: a
toy model, J. Stat. Phys. 156 (2014), no. 2, 268–290.
[GG11] Subhankar Ghosh and Larry Goldstein, Concentration of measures via size-biased couplings,
Probab. Theory Related Fields 149 (2011), no. 1-2, 271–278. MR 2773032 (2012e:60056)
[GP19] Christina Goldschmidt and Micha l Przykucki, Parking on a random tree, Combinatorics,
Probability and Computing 28 (2019), no. 1, 23–45.
[HH09] Robert Hardy and Simon C. Harris, A spine approach to branching diffusions with applica-
tions to L p-convergence of martingales, Se´minaire de Probabilite´s XLII, Lecture Notes in
Math., vol. 1979, Springer, Berlin, 2009, pp. 281–330. MR 2599214
[HS18] Yueyun Hu and Zhan Shi, The free energy in the Derrida-Retaux recursive model, J. Stat.
Phys. 172 (2018), no. 3, 718–741. MR 3827300
[Kal06] Olav Kallenberg, Foundations of modern probability, Springer Science & Business Media,
2006.
[Koz96] Zbigniew Koza, The long-time behavior of initially separated A+B → 0 reaction-diffusion
systems with arbitrary diffusion constants, Journal of Statistical Physics 85 (1996), no. 1,
179–191.
[KR84] K. Kang and S. Redner, Scaling approach for the kinetics of recombination processes, Phys.
Rev. Lett. 52 (1984), 955–958.
[LC95] Benjamin P. Lee and John Cardy, Renormalization group study of the A+B → 0 diffusion-
limited reaction, Journal of Statistical Physics 80 (1995), no. 5, 971–1007.
[Lig97] Thomas M. Liggett, Ultra logconcave sequences and negative dependence, J. Combin. Theory
Ser. A 79 (1997), no. 2, 315–325. MR 1462561
[LP16a] Marie-Louise Lackner and Alois Panholzer, Parking functions for mappings, Journal of
Combinatorial Theory, Series A 142 (2016), 1–28.
[LP16b] Russell Lyons and Yuval Peres, Probability on trees and networks, vol. 42, Cambridge
University Press, 2016.
[LPP95] Russell Lyons, Robin Pemantle, and Yuval Peres, Conceptual proofs of L logL criteria
for mean behavior of branching processes, Ann. Probab. 23 (1995), no. 3, 1125–1138.
MR 1349164
[OZ78] A. A. Ovchinnikov and Ya. B. Zeldovich, Role of density fluctuations in bimolecular reaction
kinetics, Chem. Phys. 28 (1978), no. 1–2, 215–218.
[PR11] Erol A. Peko¨z and Adrian Ro¨llin, New rates for exponential approximation and the theorems
of Re´nyi and Yaglom, Ann. Probab. 39 (2011), no. 2, 587–608. MR 2789507
[PRS19] Micha l Przykucki, Alexander Roberts, and Alex Scott, Parking on the integers, arXiv
preprint arXiv:1907.09437 (2019).
[Ros11] Nathan Ross, Fundamentals of Stein’s method, Probab. Surv. 8 (2011), 210–293.
MR 2861132
[Shi15] Zhan Shi, Branching random walks, Lecture Notes in Mathematics, vol. 2151, Springer,
Cham, 2015, Lecture notes from the 42nd Probability Summer School held in Saint Flour,
2012, E´cole d’E´te´ de Probabilite´s de Saint-Flour. [Saint-Flour Probability Summer School].
MR 3444654
[SS07] Moshe Shaked and J. George Shanthikumar, Stochastic orders, Springer Series in Statistics,
Springer, New York, 2007. MR 2265633 (2008g:60005)
[Sta89] Richard P. Stanley, Log-concave and unimodal sequences in algebra, combinatorics, and
geometry, Graph theory and its applications: East and West (Jinan, 1986), Ann. New York
Acad. Sci., vol. 576, New York Acad. Sci., New York, 1989, pp. 500–535. MR 1110850
[TW83] Doug Toussaint and Frank Wilczek, Particle–antiparticle annihilation in diffusive motion,
J. Chem. Phys. 78 (1983), no. 5, 2642–2647.
46 T. JOHNSON, M. JUNGE, H. LYU, AND D. SIVAKOFF
Tobias Johnson, Departments of Mathematics, College of Staten Island, City University
of New York, NY 10314
E-mail address: tobias.johnson@csi.cuny.edu
Matthew Junge, Department of Mathematics, Bard College, Annandale-on-Hudson, NY
12504
E-mail address: mjunge@bard.edu
Hanbaek Lyu, Department of Mathematics, University of California, Los Angeles, CA
90095
E-mail address: colourgraph@gmail.com
David Sivakoff, Departments of Statistics and Mathematics, The Ohio State University,
Columbus, OH 43210
E-mail address: dsivakoff@stat.osu.edu
