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Sensitivity analysis for subsonic jet using adjoint of
non local stability equations
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Institut de Me´canique des Fluides de Toulouse, UMR 5502 CNRS/INPT-UPS,
Universite´ de Toulouse Alle´e du Professeur Camille Soula, F31400 France
Sensitivity analysis of some quadratic quantity related to acoustic waves with respect
to any flow or wall disturbance is proposed in the configuration of subsonic jet flow. The
generation of noise has been demonstrated to originate from convective instabilities that
amplify in the jet stream. Several authors have investigated them through the Parabolized
Stability Equations approach (PSE). The present work aims to develop the adjoint of the
PSE to extract from a mathematically well posed problem the sensitivity coefficients which
can be understood as gradient. The final objective is to propose some path of possible
actuations in order to decrease noise emission in some jet flows. The shape and the location
of the maximum of sensitivity are strongly related to the radial and streamwise variation of
the base flow. In particular the maximum of sensitivity is located along the border of the
potential cone and it seems to be well correlated with the location of the sound generation
mechanism. In addition the sensitivity to axial momentum forcing is higher than to a radial
momentum forcing. Finally the sensitivity increases when the perturbation is near to the
exit of the nozzle.
I. Introduction
In the past many investigators1–6 have suggested based to theoretical and experimental results that flow
instabilities is the dominant noise-generation mechanism for jet flows at high Mach number, at low Reynolds
number and in perfectly expanded conditions. The problem is more complex in case of imperfectly expanded
jet where shock-induced screech tone noise and shock-induced broad band noise8 have to be taken into
account. More recent works9–11 have shown that instabilities can play an important role even for subsonic
jet noise amplification. Furthermore, several experiments12–14 show that the dominant part of the turbulent
mixing noise of high Reynolds number jets is generated by the large-scale structures of the turbulence as
testament of the main role of instabilities. In fact the large-scale coherent structures are the instability waves
of the jet, as many investigators6,15,16 have suggested.
In addition, a low computational cost model of the shear-layer instability modes in the co-axial jet based
on the linear and non-linear Parabolized Stability Equation (PSE) has been developed and correlations
between CFD results have been tested successfully (see2,4, 5, 11). Thanks to the contribution of many inves-
tigators11,17–19 it’s now known that Parabolized Stability Equations are a powerful tool for the prediction
of subsonic and supersonic jet noise .
The total flow field Q, with components respectively velocity, density and pressure, is decomposed into
a base flow q = (ux, ur, uθ, ρ, p)
t and a small perturbation quantity q′ = (u′x, u
′
r, u
′
θ, ρ
′, p′)t. The superscript
t refers to the transpose of a matrix or a vector.
In the present works, a sensitivity analysis is performed for a subsonic low-Reynolds single stream jet.
The goal is to identify the regions of the flow more sensitive to external perturbations in the momentum
forcing and mass or heat injection.
By definition20 sensitivity is equivalent to a gradient of any functional or quadratic integral. This func-
tional called E could be a physical energy associated to the perturbed velocity, temperature and pressure.
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Mathematically it can be written as a quadratic function of the full disturbance vector. In addition the
energy can be defined globally, in the full computational domain or in a plane at a given x streamwise
location. So let define the local energy as :
Ex(x) =
∫ ∞
0
q′hMq′mrdr.
The superscript h denotes transpose conjugate. mr is a metric and M is a diagonal positive matrix which
weights the component of the disturbance vector and it allows some various energy definitions. They are set
respectively to the radius r and to identity I in the following.
The flow components are written in the cylindrical system of coordinates. We assume a axisymmetrical
flow or a periodic perturbation in the azimuthal direction.
The global energy is defined from the local energy as:
E =
1
2
∫ xf
x0
Ex(x)dx
where x0 and xf are respectively the beginning and the end of the streamwise limit of the computational
domain. Let keep the subscript 0 and f to refer respectively to value at x0 and xf .
Sensitivity coefficients can be therefore explained as how the response of any variation in the output
of a system expressed as a mathematical functional can be apportioned to different sources of variation in
the input of the model. Such analysis is common in different fields of engineering and in the field of fluid
dynamics since it is closely related to optimization problems and optimal control (Walther et al.21 and
Airiau22). In the last 45 years receptivity of boundary layers flows was investigated in different theoretical
and computational manners. Recently,23 has demonstrated that receptivity coefficients and the approach
based on adjoint equations22 can be associated to an optimization problem and therefore they were strongly
closed to sensitivity coefficients. Later it was used by21,24 to perform optimal control in the laminar bound-
ary layer flow. Sensitivity analysis based on the adjoint of compressible Navier-Stokes were also recently
derived20,25,26 and have led to some optimal control studies of the two dimensional shear layer in the aeroa-
coustic framework. Some other examples of sensitivity can be found in the mesh optimization and in the
optimization of structures.
In the present work, the sensitivity of a quasi-3D jet flow is investigated on the base of adjoint of the
Parabolized Stability Equations (APSE). In this paper results on an incompressible analytical unstable base-
flow are presented and discussed. The same methodology will be coupled in the future to a LES solver where
a mean flow will be determined first for single stream and later to dual stream flow.
The main objective is to investigate flow sensitivities to any disturbances and to define some new noise
control strategies. The different steps of the methodology are briefly described in the Section I and II. Section
III shows validation and results and a conclusion ended the paper.
II. State equations : Parabolized Stability Equations
The flow disturbances are considered as the state variables of the model and their evolutions are assumed
to be well defined by solving the PSE equations.
The PSE were initially proposed by Herbert27 and some other authors during the same period28 to study
the linear and non linear development of Tollmien-Schlichting waves in boundary layers. Later 2000, works
from8,29,30 have extended PSE for jet flow. The main advantages of the choice of PSE instead of Local
Stability Theory (LST) are at least three:
• the small streamwise variations of the base flow and of the disturbances are directly taken into account
in the formulation (contrarily to LST where local parallel flow is assumed).
• the eigenvalue problem no longer exists and the PSE is set of Partial Differential Equations (PDE)
mostly parabolic in the streamwise direction
• since PSE are PDE, it is simpler to solve it by adding various boundary conditions and source terms.
That means that they are used for receptivity and sensitivity analysis, in optimal flow control ap-
proaches and for weakly non-linear stability analysis
In this paper, only linear PSE are considered, therefore the first step is the Linearized Euler equations
for a compressible (axial-symmetric) flow in cylindrical coordinates (x, r, θ, t) written as:(
B +A3
∂
∂t
+A2
∂
∂θ
+A1
∂
∂x
+A0
∂
∂r
)
q′ = 0 =⇒ LLEEq′ = 0 (1)
The viscosity is neglected here because its role is quite negligible in the aeroacoustic studies of jet flow
and in the sound generation and propagation mechanisms. A0, A1, A2, A3 and B are matrices function of
the base flow quantities.
Each line of the matrix LLEE has been obtained from conservation equations:
LLEE =

continuity eq.
momentum eq. for r
momentum eq. for θ
momentum eq. for x
energy eq.

An important hypothesis is made at this step. It is assumed that the axial evolution of large scale struc-
tures is not subject to nonlinear interactions, but it is rather controlled by weakly non parallel mechanisms
resulting from the divergence of the jet.
The usual PSE is a spatial stability approach. Assumption of small streamwise variations of the complex
wave number is added, coming from the non local (also qualified as non-parallel) stability theory PSE
developed by Herbert.31 Moreover, the streamwise slowly varying assumption implies that
∂q
∂x
and
dα
dx
are
small and with viscosity that
∂2q
∂2x
and
d2α
d2x
are negligible.
Finally the disturbance quantities can be written in the quasi normal mode form as:
q′(x, r, θ, t) = q(x, r) χ(x) ei (mθ − ωt) + c.c., where χ(x) = exp
[
i
∫ x
x0
α(ξ)dξ
]
(2)
In this equation q(x, r) is the shape function vector and it is assumed to be slowly varying in the x
direction, α(x) is the axial (streamwise) wavenumber which is a complex function of the only streamwise
variable, m is the fixed integer azimuthal wavenumber and the real number ω is the fixed angular frequency
of the disturbance. qˆ(x, r) = χ(x)q(x, r) contains the full x-dependence of the perturbation.
Substituting Eq. 2 in Eq. 1 we obtain the main part of the parabolic equations called PSE for ”Parabo-
lized Stability Equations”. The question of keeping the term
∂p
∂x
in the equation which let some ellipticity31
is not discussed there. Finally a new set of PDE equations can be written:
LPSEq = 0, with LPSE = iαA1 + imA2 + iωA3 +B +A1
∂
∂x
+A0
∂
∂r
(3)
As usual in the stability problem the velocity disturbance is assumed to goes to zero when r goes to
infinity and following2,4 some specific boundary conditions are set on the axis.
By observing the decomposition of equation 2 it can be noticed that the streamwise change of the
disturbance qˆ(x, r) can be described by the product of the shape function q(x, r) and of the exponential term
χ(x). This ambiguity must be resolved by the introduction of an additional equation, called normalization
or closure relation which imposes that the exponential growth of the disturbance is absorbed by the wave
function part of the decomposition χ(x), making sure that the shape function q(x, r) stays slowly varying
in x. The definition of the normalization is based on the definition of the complex wave number respectively
in the local and non local approach and with any component of the perturbation q′k:
−i∂ ln(q
′
k)
∂x
= αlocal and − i∂ ln(q
′
k)
∂x
= αPSE − i 1
qk
∂qk
∂x
Naturally in the local stability theory the wave number is independent of radial direction r contrarily to
the PSE theory case if the previous definition is kept. To remove this apparent dependency in r we introduce
a weighting in the definition of the complex wave number as following:
−i
∫ ∞
0
|qk|2 ∂ ln(q
′
k)
∂x
mr dr = α(x)
[∫ ∞
0
|qk|2 mr dr
]
− i
∫ ∞
0
q¯k
∂qk
∂x
mr dr.
Where over-bar denotes complex conjugate and mr generally is a metric equal to 1 or r. Imposing the
following condition is just a way to retrieve for α(x) the same definition as in the local stability theory:∫ ∞
0
q¯k
∂qk
∂x
mr dr = 0 and more generally N (q) =
∫ ∞
0
(N q¯)t
∂Nq
∂x
mr dr = 0 (4)
The matrix N can let choose which components of the state vector are used in the closure relation. The
choice of another specific normalization would not change the value of the physical disturbance, as soon as
this normalization removes the waviness and growth of the disturbance from the shape function to include
it in the exponential term as4,28,31 have shown.
The system with the unknown (q, α) is only quasi-parabolic because a residual ellipticity due to the
normalization condition and a streamwise pressure gradient term remains, see Airiau and Casalis,28 and
Andersson et al.32 It is solved numerically using a streamwise first-order marching solution starting to the
initial condition at x = x0 which is the solution of the local linear stability theory (LST). The radial direction
is discretized using a multidomain spectral collocation approach. Following the pass work of Piot et al.,4
Hankel-based boundary conditions are imposed at the top of the computational domain, r = 8d, where
d is the diameter of the nozzle. The discretized problem is solved iteratively in the streamwise direction
for the shape function q at each axial location. The wavenumber α is updated at each iteration using a
Newton-Raphson method.
In the present work the PSE code called ’Pasteq’2 has been designed, written and validated by the
ONERA stability team. A comparison with the pioneer work of5 is shown in Fig. 1, where the base flow is
the same used for the validation of the sensitivity code, Section IV. The Fig. 1 shows the axial evolution of
the real and imaginary part of the streamwise wavenumber α. The full line displays the results from ’Pasteq’
code and circles come from Yen and Messersmith.5 The discrepancy between the computations close to the
exit of the nozzle is due to different initial conditions. Indeed, as said before, in this work the PSE are
initialized using LST.
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Figure 1. Comparison between present PSE and Yen et Messersmith PSE(•), 1998. a) Real part of α, b) Imaginary
part of α for a subsonic flow with ω = 1.2pi and m = 0. See also.5
III. Sensitivity with Adjoint PSE
In the following the sensitivity equations are derived in the cases where a small variation of the source
forcing is applied as source term of the PSE as:
χ(x)LPSEq(x, r) = fˆ(x, r) = χ(x)f(x, r) and
∫ ∞
0
qh
∂q
∂x
r dr = 0
As the initial state let us consider fˆ = 0 (no forcing).
The sensitivity Sfˆk is therefore the gradient of E with respect to any component of fˆ , fˆk, translated
mathematically as the relationship
δE(fˆk) =
∫
Ω
SfˆkδfˆkdΩ
Where Ω is the computational domain.
Formally it can be written :
Sfˆk = ∇Efˆk(fˆk = 0) =
(
∂E
∂fˆk
)
fˆk=0
It is finally interpreted as how the variation in the output E can be apportioned to variation in the input
δfˆk around the unforced condition. In case of flow control problem or optimization problem, the initial
forcing fˆ is naturally non null.
To determine the sensitivity coefficient a Lagrangian functional is introduced:
L(q, fˆ , α, qˆ∗, n∗) = E −
〈
qˆ∗, χLPSEq− fˆ
〉
Ω
−
∫ ∞
0
n¯∗
〈
q,
∂q
∂x
〉
r
dx+ c.c.
Where the brackets 〈u,v〉Ω indicates an integral inner product in the complex plane defined by over the
computational domain Ω:
〈u,v〉Ω =
∫
Ω
uhv dΩ =
∫ xf
x0
〈u,v〉rdx, and 〈 u , v 〉r =
∫ ∞
0
uhv mr dr
In the previous equation we also consider the complex conjugate of the inner products to get real values.
The complex vectors qˆ∗(x, r) and n∗(x) are some Lagrange multipliers (noted with a ∗) associated to the
full PSE systems including the normalization condition. The complex vector qˆ∗(x, r) is more conveniently
written in a manner similar to the direct variable q(x, r) by introduction of a wave-like part:
qˆ∗(x, r) = q∗(x, r)χ∗(x), χ∗(x) = exp
[
i
∫ x
xf
α¯(ξ)dξ
]
It is easy to verify the following relationship with is often used later :
χ(x)χ¯∗(x) = χ(xf ) = χf = constant
The normalization condition in the Lagrangian functional is an originality of this work and is necessary
to get a mathematically well-posed problem.
Since the full PSE equations are equal to zero it is quite obvious that the variation of the Lagrangian
functional is equal to the variation of the output quantity E : δL = δE and they have both the same gradient
with respect to the state vector q. Let us write formally the variation of the Lagrangian functional as :
δL = ∂L
∂q
δq+
∂L
∂ fˆ
δfˆ +
∂L
∂q∗
δq∗ +
∂L
∂α
δα+
∂L
∂n∗
δn∗ (5)
All the different directional derivatives given in Eq. 5 must vanish, except the term
∂L
∂ fˆ
δfˆ , indeed the
sensitivity coefficient Sfˆk is found as the factor term of δfˆk:
Sfˆk = ∇Lfˆk = Re(qˆ∗k)
where q∗k is the k component of the Lagrange multiplier vector q
∗. Imposing equal to zero the gradient
with respect to the state vector lead to the so-called adjoint equations (APSE) where the adjoint state q∗ is
solution of :
∂L
∂q
δq = 0. (6)
Coupled with the new closing condition which could be referred as ’adjoint normalization’:
∂L
∂α
δα = 0
This adjoint closure relation can be reduced only to :∫ ∞
0
∂
∂x
(
q∗hA1q
)
mr dr +
χχ¯
χf
∫ ∞
0
qhMq mr dr = 0 (7)
The other part leads after some calculations and integration by part to obtain the boundary conditions
of the adjoint state q∗ when r →∞ and to the so-called terminal condition of the adjoint problem. In fact,
the adjoint equations are to be integrated upwind from xf to x0. The initial condition of the adjoint problem
is therefore a ’terminal’ condition. Most detail are given in the appendix.
The calculation are quite close to those found in21 where the adjoint equation where obtained for an
optimal control of the boundary layer instabilities. Determining the terminal condition is quite complex,
since all the equations have to be detailed. In this particular case where the output E is defined in the whole
computational domain, q∗(xf , r) = 0 is the best solution.
Introducing a wall forcing instead of a source forcing will not change the methodology, and results can
be found by adding some few developments in the previous equations as demonstrated in Airiau et al.24
IV. Validation and Results
All the PSE and adjoint equations are solved with non-dimensional variable, as did in Piot et al.4 The
subsonic base flow is determined from the analytical expression given firstly by Crow and Champagne33 and
found as well in Piot et al.4 and Yen and Messersmith.5 The mean flow is given by:
ux =
1
2
{
1 + tanh
[
1
8Θ
(
1
2r
− 2r
)]}
Θ = 0.03x+ 0.02
The non-dimensional mean pressure and density are assumed uniform in the solution domain and respec-
tively equal to p = 1/(γM2) and ρ = 1. The mean radial velocity ur(x, r) is computed from the continuity
equation. The computations were performed for Mach number M = 0.01 with the axisymmetric instability
mode, m = 0 and a Strouhal number of St = 0.6.
The physical domain of interest and as well the computational domain starts at the nozzle exit, x = 0.
A sixth order compact difference scheme34 is used in the radial direction. The streamwise derivative,
∂q∗
∂x
∣∣∣∣
j
, is approximated by the backward finite-difference form (q∗j+1 − q∗j )/∆x with integration from xf to
x0. The Eq. 6 and 7 are solved with a Newton-Raphson algorithm and convergence is fast, less than 10
iterations with n∗ for each streamwise location x. The iteration is repeated until a relative error smaller
than 10−8. The state perturbation q(x) and the complex wave number α are required and have to be saved
when running the PSE problem in the first step .
The APSE computations have been validated by following the steps outlined below:
• PSE code have been modified in order to solve:
χLPSEq = fˆk (9)
where fˆk is the vector with fk in the k-th position and zero otherwise.
• The variation of the quadratic function δE is computed as a difference between Eq. 9 and Eq. 3, after
two PSE runs:
δE = E(δfk)− E(0) (10)
shear layer
potential cone
x
r
Figure 2. Spatial distribution of the gradient of E with respect to a forcing acting in the x-momentum, Sf4 . Below the
isoline ux = 0.99ux(0, r) we can assume to be in the potential core otherwise the shear layer is delimited by the isoline
ux = 0.99ux(0, r) and the isoline ux = 0.01ux(0, r). The isolines full line and dashed line indicates respectively positive
and negative values of the sensitivity. With • are plotted the (x˜, r˜) used for validate de APSE.
• The variation of the quadratic function δE is computed following APSE theory:
δE =
∫
Ω
χ¯(xf )
χ¯(x)
q∗k(x, r)δfk(x, r)dΩ (11)
The small forcing δfk is chosen as:
δfk =
ε
k
F (x− x˜, r − r˜), with F (x− x˜, r − r˜) = exp(−σx(x− x˜)2 − σr(r − r˜)2) (12)
Where (x˜, r˜) is the central location of the forcing and k is a constant which normalizes δfk such that∫
Ω
δfkdΩ = ε. This Gaussian function, Eq. 12 is set in the k-th line of the Eq. 1 and it acts in a restricted
region of the domain (see Fig. 2). Several tests have been done and the range of the different coefficients to
define fk are given in Tab. 1.
x˜ r˜ σx σr ε
0.6 0.49 50 50 10−2
0.7 0.48 30 30 10−2
0.8 0.47 30 30 10−2
0.9 0.46 30 30 10−2
1.0 0.45 30 30 10−2
1.1 0.44 30 30 10−2
1.2 0.43 30 30 10−2
Table 1. Values of the coefficient used for the validation at different spatial position
Forcing smaller and more localized in the position nearest from the exit of the nozzle is required in order
to avoid modifications of the initial condition q(0, r). The locations of the forcing have been chosen just
out of the potential core where the sensitivity is high, see Fig. 2 and, because the arbitrary of the locations
tested, they are simply placed along a straight line.
Results of Eq. 11 shown a very good agreement compared to the direct approach Eq. 10 for forcing
acting in continuity, and axial-momentum equations, as displayed in Fig. 3. Similar results have been found
for forcing acting in energy and r-momentum equations.
xδE
Figure 3. Comparison between results from Eq. 10 (lines) and Eq. 11 (symbols) is made.
rr
Sf1 Sf2
Sf4 Sf5
Figure 4. From top the bottom we have respectively, the gradient of E with respect to the forcing acting in the
continuity, r-momentum, x-momentum and energy equation at different fixed position in the stream-wise direction
(x = 5.0, 2.5, 2.0, 1.5, 1.0)
The variations of the total energy E with respect to forcing acting in the continuity, momentum and
energy equation are shown in Fig. 4.
It can be seen from Fig.4 that the shape of the sensitivity functions and the location of their maximum
are strongly related to the radial and the streamwise variation of the base flow. In particular the maximum
of sensitivity is located along the border of the potential cone and it is well correlate with the location of the
sound generation mechanism. In addition the sensitivity increases when the streamwise coordinate decreases.
That makes sense since it is natural to act as soon as possible on the noise generation mechanism if reduce
noise emission is targeted. Another important point is that sensitivity to axial momentum forcing is much
higher than to radial momentum forcing.
All these conclusions should be taken into account during the development of some noise reduction
strategies. However it is also important to observe that the maximum of sensitivity, for each fixed position
in x, is located near to a region where sensitivity is almost zero. Therefore the location of any control system
must be very accurate to get some good efficiency.
V. Conclusions
As conclusion a first sensitivity model of adjoint PSE equations has been derived in the case of jet flow
instability. The goal will be to investigate some new noise control strategy in a single and later in dual
stream jet. First results concern a laminar flow but we currently couple the analysis stability and sensitivity
with a base flow extracted from Large Eddy Simulations.
Another point will be in the near future to couple the stability and sensitivity solvers to a far-field
sound propagation approach and to develop a sensitivity study for the full model (PSE + APSE + sound
propagation).
As discussed in2,7, 21,29 many questions remains relative to the location and the quality of the coupling
between the PSE pressure disturbance and the far-field zone.
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Appendix
Any field Φ(x, r, θ, t) is decomposed into a base flow φ(x, r) and a disturbance φ′(x, r, θ, t).
A - PSE MATRICES
All the values contained to the matrices are referred to the baseflow:
A0

0 ρ 0 ur 0
0 ρur 0 0 1
0 0 ρur 0 0
ρur 0 0 0 0
0 0 0 −ur ρurM2

A1 =

ρ 0 0 ux 0
0 ρux 0 0 0
0 0 ρux 0 0
ρux 0 0 0 1
0 0 0 −ux ρuxM2

A2 =

0 0 ρ 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0

A3 =

0 0 0 1 0
0 ρ 0 0 0
0 0 ρ 0 0
ρ 0 0 0 1
0 0 0 −1 ρM2

B =

∂ρ
∂x
ρ
r
+
∂ρ
∂r
0
ur
r
+
∂ux
∂x
∂ur
∂r
0
ρ
∂ur
∂x
ρ
∂ur
∂r
0 0 0
0 0
ρur
r
0 0
ρ
∂ux
∂x
∂ρ
∂r
0 0 0
−∂ρ
∂x
−∂ρ
∂x
0 0 0

B - APSE EQUATION
B-1 Procedure
All the different directional derivatives vanish with exception of
∂L
∂f
δf . It yields
∂L
∂q
δq =
〈
χf
(
At +Bt − ∂A
h
1
∂x
− ∂A
t
0
∂r
− 1
r
At0
)
q¯∗, δq
〉
Ω
−
〈
χfA
t
1
∂q¯∗
∂x
+ χfA
t
0
∂q¯∗
∂r
, δq
〉
Ω
+
〈
n∗
∂q¯
∂x
− ∂ (n¯
∗q¯)
∂x
, δq
〉
Ω
− 2χχ¯ 〈q¯, δq〉Ω
+
〈
χfA
T
1f q¯
∗
f , δqf
〉
r
+
〈
n¯∗f q¯f , δqf
〉
r
+
[〈
χfA
T
0 q¯
∗r, δq
〉
x
]
r=0
+
[〈
χfA
T
0 q¯
∗r, δq
〉
x
]
r=∞ + c.c. = 0
∂L
∂α
δα = 2
∫ xf
x0
(
Ex
∫ x
x0
δαdξ
)
dx− χf
∫ xf
x0
(∫ ∞
0
∂
(
q∗hA1q
)
∂x
r dr
∫ x
x0
δαdξ
)
dx
+ χf
〈
q∗f , A1fqf
〉
r
δαf + c.c. = 0
with A = iαA1 + imA2 − iωA3 and χf = χ(xf ) = χ¯∗(x)χ(x).
Imposing:
∂L
∂q∗
δq∗ = 0 and
∂L
∂n∗
δn∗ = 0
we obtain respectively Eq. 3 and Eq. 4.
B-2 Adjoint Parabolized Stability Equations
Since all variations are arbitrary, except at boundaries where the conditions are fixed (such as, for example,
at x = x0).
• the different integrals vanish if the following Euler-Lagrange equations are satisfied:
L∗PSEq
∗ = g(q, n∗)
with
L∗PSE = −
1
r
A0
h +Ah +Bh − ∂A
h
1
∂x
− ∂A
h
0
∂r
−Ah1
∂
∂x
−Ah0
∂
∂r
and
g(q, n∗) =
1
χ¯f
[
(n∗ − n¯∗) ∂q
∂x
+
(
∂n∗
∂x
+ χχ¯
)
q
]
• closing relation:
iEx +
∫ ∞
0
(
χf
∂
(
q¯∗hA1q
)
∂x
)
r dr + c.c. = 0
It is equation 7.
• terminal conditions:
χf
∫ ∞
0
q¯∗hf A0fqf r dr + c.c. = 0 and χ¯fA
t
1fq
∗
f + n
∗
fqf + c.c. = 0
• boundary condition:
[
χ¯frA
t
0q
∗]
r=0
+ c.c. = 0 and
[
χ¯frA
t
0q
∗]
r=∞ + c.c. = 0
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