. We improve some results in our paper [ ] about the asymptotic formulae in short intervals for the average number of representations of integers of the forms n = p ℓ 1 1 + p ℓ 2 2 and n = p ℓ 1 + m ℓ 2 , where ℓ 1 , ℓ 2 ≥ 2 are fixed integers, p, p 1 , p 2 are prime numbers and m is an integer.
.
I
Let N be a sufficiently large integer and 1 ≤ H ≤ N. In our recent papers [ ] and [ ] we provided suitable asymptotic formulae in short intervals [N, N + H] for the number of representation of an integer n as a sum of a prime and a prime square, as a sum of a prime and a square, as the sum of two prime squares or as a sum of a prime square and a square. To describe these results we need the following definitions. Let ℓ 1 , ℓ 2 ≥ 1 be integers, λ := 1/ℓ 1 + 1/ℓ 2 and c(ℓ 1 , ℓ 2 ) := Γ(1/ℓ 1 )Γ(1/ℓ 2 ) ℓ 1 ℓ 2 Γ(λ) = c(ℓ 2 , ℓ 1 ).
( ) Using these notations we can say that our results in [ ] and [ ] are about λ = 3/2 and λ = 1 while here we are interested in the case λ < 1. We also recall that Suzuki [ , ] has recently sharpened our results in [ ] for the case λ = 3/2. In [ ] we were able to get non trivial results on the case λ < 1 but unfortunately in the unconditional case we were not able to address every possible combination of ℓ 1 , ℓ 2 . The aim of this paper is to remove such limitations thus getting non trivial unconditional results for every ℓ 1 , ℓ 2 ≥ 2 such that λ < 1. Moreover we will also improve a conditional result contained in [ ] by extending its uniformity range. Such improvements follow from better estimates of the error term involved in the main terms treatments and from using a Tolev's lemma on a truncated mean-square average for the exponential sums over primes, see Lemmas and . We recall here some definition already given in [ ]. Let
where d is a real parameter (positive or negative) chosen according to need, and
Theorem . Let N ≥ 2, 1 ≤ H ≤ N, 2 ≤ ℓ 1 ≤ ℓ 2 be integers and λ < 1. Then, for every ε > 0, there exists C = C(ε) > 0 such that
(n) = c(ℓ 1 , ℓ 2 )HN λ−1 + O ℓ 1 ,ℓ 2 (HN λ−1 A(N, −C(ε))), uniformly for N 1−5/(6ℓ 2 )+ε ≤ H ≤ N 1−ε , where λ and c(ℓ 1 , ℓ 2 ) are defined in ( ).
This should be compared with Theorem . of [ ]; here the uniformity on H is much larger so that Theorem is non-trivial for every choice of 2 ≤ ℓ 1 ≤ ℓ 2 with λ < 1. We also remark that the uniformity level for H in Theorem is the expected optimal one given the known density estimates for the non trivial zeroes of the Riemann zeta function.
Assuming the Riemann Hypothesis (RH) holds we get a non-trivial result for N+H n=N+1 R ′′ ℓ 1 ,ℓ 2 (n) uniformly for every 2 ≤ ℓ 1 ≤ ℓ 2 and H in some range. We use throughout the paper the convenient notation f = ∞(g) for g = o ( f ).
Theorem . Let N ≥ 2, 1 ≤ H ≤ N, 2 ≤ ℓ 1 ≤ ℓ 2 be integers, λ < 1, and assume the Riemann Hypothesis holds. Then
, where λ and c(ℓ 1 , ℓ 2 ) are defined in ( ).
This should be compared with Theorem . of [ ]. Here the second error term is improved and, as a consequence, the uniformity on H is much larger and essentially optimal given the spacing of the sequences. If ℓ 1 = 2 the log-power in the final result can be slightly improved by using Lemma instead of Lemma but, since the improvement is marginal, we did not insert this estimate in the proof of Theorem .
A slightly different problem is the one in which we replace a prime power with a power. Letting
we lose the symmetry in ℓ 1 , ℓ 2 ; hence we just assume that ℓ 1 , ℓ 2 ≥ 2. Here we take A as defined in ( ) with a suitable d > 0. We need to change the setting and to use the finite sums, see Section , because, with the unique exception of the case ℓ = 2, we cannot use the infinite series in this problem; this, for ℓ 2, is due to the lack of a suitable modular relation for the function ω ℓ (α) = ∞ m=1 e −m ℓ /N e(m ℓ α), α ∈ [−1/2, 1/2]. For technical reasons, in this case we need to localise the summands to get a sufficiently strong estimate in Lemma below.
We have the following Theorem . Let N ≥ 2, 1 ≤ H ≤ N, ℓ 1 , ℓ 2 ≥ 2 be integers and λ < 1. Then, for every ε > 0, there exists C = C(ε) > 0 such that
uniformly for max(N 1−5/(6ℓ 1 ) ; N 1−1/ℓ 2 )N ε ≤ H ≤ N 1−ε , where λ and c(ℓ 1 , ℓ 2 ) are defined in ( ).
This should be compared with Theorem . of [ ]; here the uniformity on H is much larger so that Theorem is non-trivial for every choice of ℓ 1 , ℓ 2 ≥ 2 with λ < 1. We also remark that the uniformity level for H in Theorem is the expected optimal one given the known density estimates for the non trivial zeroes of the Riemann zeta function and the spacing of the sequences.
We finally remark that even assuming the Riemann Hypothesis we cannot improve the size of the error term in Theorem because in the main term evaluation we have a term of the size HN λ−1 A −1/ℓ 2 , see ( ) below; moreover the magnitude of the error in the approximation in ( ) is huge in the periphery of the arc, i.e., for α "near" 1/2. So, under the assumption of the Riemann Hypothesis, we can improve Theorem essentially only for ℓ = 2 by using the infinite series approach; but this result is already presented in [ ].
The basic strategy for all of the proofs of our results is the same. We rewrite the quantity we are studying as a suitable integral of a product of exponential sums. We replace these by simpler approximations, and then evaluate the "main term" and estimate the error terms that arise in the approximations by means of the Lemmas proved in the next Section. The drawback of using finite sums instead of infinite series is that the main term has a more complicated shape and its treatment is less straightforward. The main new ingredient, and the reason why we can improve our earlier results, is a consequence of a result due to Tolev [ ]: we need the two variants for infinite series and finite sums which we state as Lemmas and . In the proofs of Theorems -we also exploit the stronger error we have in ( ), whereas in the remaining proofs we use the L 2 bound provided by Lemma instead of the L ∞ bound.
S T -
Let ℓ, ℓ 1 , ℓ 2 ≥ 2 be integers, e(α) = e 2πiα , α ∈ [−1/2, 1/2]. For proving the first two theorems is convenient to use the original Hardy-Littlewood functions because the main term contribution can be easier evaluated comparing with the setting with finite exponential sums. Let
We now list some results we will use later. The lemmas in this Section are mostly bounds for exponential sums of various types. We will use them in Section , after the dissection of the unit interval into subintervals where different tools are needed to evaluate the main term and estimate error terms.
Lemma (Lemma of
[ ]). Let ℓ ≥ 1 be an integer. Then | S ℓ (α) − V ℓ (α)| ≪ ℓ N 1/(2ℓ) .
Lemma (Lemma of [ ])
. Let ℓ ≥ 1 be an integer, N ≥ 2 and α ∈ [−1/2, 1/2]. Then
where ρ = β + iγ runs over the non-trivial zeros of ζ (s).
. Let N be a positive integer and µ > 0. Then, uniformly for n ≥ 1 and X > 0, we have
Proof. We remark that the proof is identical to the one of Lemma of [ ] but in that case we just stated the lemma in the particular case X = 1/2. Now we need its full strength and hence, for completeness, we rewrite its proof. We start with the identity 1 2π
which is valid for σ = ℜ(s) > 0 and a ∈ C with ℜ(a) > 0 and D > 0. Letting u = −2πα and taking s = µ, D = n and a = N −1 we find
An integration by parts yields
Since a > 0, the first summand is ≪ µ D −1 X −µ , uniformly. The second summand is
The result follows.
Lemma (Lemma of [ ] and Lemma of [ ])
. Let ε be an arbitrarily small positive constant, ℓ ≥ 1 be an integer, N be a sufficiently large integer and L = log N. Then there exists a positive constant c 1 = c 1 (ε), which does not depend on ℓ, such that
Some of the following lemmas hold for a real index k instead of an integral one ℓ; in general we will always use k to denote a real index. The new ingredient we are using here is based on a Tolev's lemma [ ].
Lemma (Tolev). Let k > 1, n ∈ N and τ > 0. We have
Proof. We just prove the first part since the second one follows immediately by remarking that the primes are supported on a thinner set than the prime powers
Using the inequality (|a| + |b|) 2 ≪ |a| 2 + |b| 2 , Cauchy-Schwarz inequality and interchanging the integrals, we get that
Using such an estimate and remarking
by a direct computation. This proves the first part of the lemma. In the case ℓ = 2 a slightly better final result can be obtained using
Lemma (Lemma of [ ])
. Let ℓ ≥ 2 be an integer and
The next lemma is a consequence of Lemmas -; its proof follows the line of Lemma .
Let further assume the Riemann Hypothesis, ℓ ≥ 1 be an integer and
Let further U(α, H) := 1≤m≤H e(mα).
We also have the usual numerically explicit inequality 
Combining ( ), Lemmas and we get
Lemma . Let ℓ ≥ 1 be an integer, N be a sufficiently large integer and L = log N. Assume the Riemann Hypothesis. We have
Combining ( ), Lemmas , and we get
Due to the symmetry of the summands we may let 2 ≤ ℓ 1 ≤ ℓ 2 , λ < 1, where λ is defined in ( ); we'll see at the end of the proof how the conditions in the statement of this theorem follow.
and let H > 2B. Basically, we now replace V ℓ by S ℓ at the centre of the integration interval, that is on [−B/H, B/H]. Then we bound the error term and the contribution of the remainder of the integration range by means of several Lemmas proved in Section . We have . . Estimate of I 2 . By the Cauchy-Schwarz inequality, ( ) and Lemma we have
. . Estimate of I 3 and I 4 . Using Lemma , the Cauchy-Schwarz inequality, ( ) and ( ), we get
Using Lemma , the Cauchy-Schwarz inequality, ( ) and ( ), we get
Hence, using ( )-( ) and recalling ℓ 1 ≤ ℓ 2 , we have
. . Evaluation of I 1 . We now obtain the main term. From now on, we denote
In the formula below, we see that the main term arises from the product of the two terms Γ(1/ℓ)/(ℓz 1/ℓ ). The other terms give a smaller contribution, since they contain at least one factor E ℓ , which is small on average by Lemma . Recallining ( ), by ( ) we get
say. We now evaluate these terms.
. . Computation of the main term I 1 . By Lemma , ( ) and using e −n/N = e −1 + O(H/N)
in which the estimate follows from Lemma provided that H ≫ N 1−5/(6ℓ)+ε B. Using ( ), the Cauchy-Schwarz inequality and ( ), we obtain
. . Estimate of I 2 . Denote
in which the estimates follow from Lemma , provided that H ≫ N 1−1/ℓ B. Remarking |z| −1/ℓ ≪ ℓ | S ℓ (α)| + | E ℓ (α)|, using the Cauchy-Schwarz inequality, ( ) and ( ), we obtain
. . Estimate of I 3 . It's very similar to I 2 's; we just need to interchange ℓ 1 with ℓ 2 thus getting that there exists C = C(ε) > 0 such that
. . Final words. Summarizing, recalling that 2 ≤ ℓ 1 ≤ ℓ 2 , λ < 1, by ( )-( ), ( )-( ), ( ), ( )-( ) and by optimising the choice of B as in ( ), we have that there exists C = C(ε) > 0 such that
Using e n/N ≤ e 2 and ( ), the last error term is ≪ ℓ 1 ,ℓ 2 H 2 N λ−2 . Hence we get
uniformly for N 1−5/(6ℓ 2 )+ε ≤ H ≤ N 1−ε and 2 ≤ ℓ 1 ≤ ℓ 2 . Theorem follows.
. P T
In this Section we assume the Riemann Hypothesis holds. In this case, we do not need a different argument for "centre" and "periphery" of the integration interval, since Lemma is valid throughout [−1/2, 1/2]. Recalling ( ), we have
. . Estimate of J 2 and J 3 . The quantities J 2 and J 3 are equal to I 3 and I 4 of Section . . Hence by ( ) we get
. . Evaluation of J 1 . Here we obtain the main term essentially as above, but we can deal with the whole integration interval at once. Hence
say. Now we evaluate these terms.
. . Computation of J 1 . By Lemma , ( ) and using e −n/N = e −1 + O(H/N) for n ∈ [N + 1, N + H], 1 ≤ H ≤ N, a direct calculation gives
. . Estimate of J 4 . Hence, by the Cauchy-Schwarz inequality and ( ), we obtain
|, using the Cauchy-Schwarz inequality, ( ) and ( ), we obtain
. . Estimate of J 3 . The estimate of J 3 is very similar to J 2 's; we just need to interchange ℓ 1 with ℓ 2 . We obtain
. . Final words. Summarizing, recalling 2 ≤ ℓ 1 ≤ ℓ 2 , by ( ) and ( )-( ) we have
. Theorem follows.
. S T
We also need similar lemmas for the finite sums since we will use them for proving the second two results. Let k > 0 be a real number and
where A is defined in ( ). As we remarked earlier, we take d > 0 in the definition of A. We need this parameter because, if we chose A = N in the definition of f k above, the L 2 bound in Lemma would become too weak. We remark that we can choose d in such a way that the constant C(ε) in the statement of Theorem is independent of ℓ 1 and ℓ 2 . By Lemmas . and . of Vaughan [ ], we obtain
We recall that ε > 0 and we let L = log N. Now we recall some lemmas from [ ].
Lemma (Lemma of [ ])
. Let k > 0 be a real number. Then
We need the following lemma which collects the results of Theorems .
-. of [ ]; see also Lemma of [ ].
Lemma . Let k > 0 be a real number and ε be an arbitrarily small positive constant. Then there exists a positive constant c 1 = c 1 (ε), which does not depend on k, such that
Combining the two previous lemmas we get
Lemma (Lemma of [ ])
. Let k > 0 be a real number and ε be an arbitrarily small positive constant. Then there exists a positive constant c 1 = c 1 (ε), which does not depend on k, such that
Assuming further RH we get
. Let k > 0 be a real number and recall that A is defined in ( ). Then
The new ingredient we are using here is based on a Tolev's lemma [ ] in the form given in Lemma of [ ].
The last lemma is a consequence of Lemma .
Proof. By partial integration and Lemma we get that
A similar computation proves the result in [−1/2, −ω] too. The estimate on T k (α) can be obtained analogously.
. P T
Assume ℓ 1 , ℓ 2 ≥ 2, λ < 1, where λ is defined in ( ). We'll see at the end of the proof how the conditions in the statement of this theorem follow; remark that in this case we cannot interchange the role of ℓ 1 , ℓ 2 . Assume
and let H > 2B. We have 
Hence, recalling ( ), we obtain 
We deal with the main term M ℓ 1 ,ℓ 2 (H, N) using Lemma . of Vaughan [ ], which yields the Γ factors hidden in c(ℓ 1 , ℓ 2 ):
Summing up,
Combining ( )-( ) and using ( ) and ( ) we get
. . Estimate of I 2 . Using ( ) we obtain . . Final words. Summarizing, recalling that ℓ 1 , ℓ 2 ≥ 2, λ < 1, by ( )-( ) and ( ), by optimising the choice of B as in ( ), we have that there exists C = C(ε) > 0 such that 
