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Abstract
The quantum mechanics of an N = 1 supersymmetric dynamical system
constrained to a hypersurface embedded in the higher dimensional Euclidean
space is investigated by using the projection-operator method (POM) of con-
strained systems. It is shown that the resulting Hamiltonian obtained by the
successive operations of projection operators contains the h¯2-contributing ad-
ditional terms, which are completely missed when imposing constraints before
the quantization. We derive the conditions the additional terms should satisfy
when the N = 1 supersymmetry holds in the resulting system, and present
the geometrical interpretations of these additional terms.
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1 Introduction
The problem of the quantization of a dynamical system constrained to a sub-
manifold embedded in the higher dimensional Euclidean space has been extensively
investigated[1, 2, 3, 4, 5] as one of the quantum theories on a curved space. When
quantizing such a system, one often faces the operator-ordering problem. The super-
symmetry has then played the important role in the ordering problem[6, 7]. So, it is
extremely interesting to extend the quantum mechanics on the curved space to the
case that the system possesses a supersymmetry and to investigate whether or not
the supersymmetry of the system holds when the constraints are imposed. In this
paper, we investigate these problems within the canonical quantization formalism.
For this purpose, we consider the N = 1 supersymmetric model constrained to the
hypersurface Σn−1 embedded in the n-dimentional Euclidean space Rn within the
framework of operator formulation with the sufficient generality, that is, Σn−1 does
not depend on the specific geometrical structures.
Although such a system can be regarded as the constrained system with the sec-
ond class constraints, there are two standard approaches to the quantization of con-
strained systems. The first approach[8, 9] is to impose the constraints first and then
to quantize on the reduced phase space (Approach A), and the second, inversely,
first to quantize on the initial flat phase space, where the suitable set of canoni-
cally conjugate operators is well-defined, and then to impose the constraints as the
operator-equations (Approach B). Then, there often occur the situations where the
two are not equivalent. This discrepancy problem has been extensively discussed
until now[10, 11, 12, 13]. Then, it is shown that the approach B involves the con-
tributions, which are completely missed in the approach A[10], and it is pointed
out that the approach B is more advantageous for the self-adjointness problem of
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unbounded operators[13]. In the problem of quantization on the curved space, one
of the algebraic formulations in the approach B has been recently proposed by
Ohnuki and Kitakado[14], where the so-called induced gauge potentials are derived.
In the second-class constrained systems, one of the approach B has been proposed
by Batalin and Fradkin (BF)[15] as the basis of the quantization of constrained sys-
tems with the path integral formulation. In the context of the canonical formalism
of quantization, we have proposed the alternative method called the projection op-
erator method (POM), which is shown to be equivalent to the BF method at the
level of operator-algebra[16, 17]. In Appendix A, we briefly review the POM.
The problem of quantizing the dynamical system constrained to a submanifold
embedded in the Euclidean space has been mostly considered in the approach A.
Therefore, it is very interesting to investigate this problem in the approach B. We
investigate the above-mentioned N = 1 supersymmetric model by using the POM,
and show that the the resulting Hamiltonian obtained through the successsive op-
erations of a series of projection operators contains the h¯2-contributing additional
terms, which are completely missed in the apporoach A and therefore differ from the
so-called quantum potentials appearing in the quantization on curved spaces[18].
Since we treat the fermionic operators together with the bosonic ones, we shall
adopt the supercommutator as the commutator of operators A and B[19],
[A , B] = AB − (−1)ǫ(A)ǫ(B)BA, (1.1)
and the supersymmetrized product of these operators,
{A , B}S = 1
2
(AB + (−1)ǫ(A)ǫ(B)BA), (1.2)
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where ǫ(A) denotes the Grassmann parity of the operator A. Then, we introduce
Aˆ(+) and Aˆ(−) operating on an operator O as follows, respectively:
Aˆ(+)O = {A,O}S, (1.3)
Aˆ(−)O =
1
ih¯
[A,O], (1.4)
which satisfy the usefull algebraic relations
Aˆ(+)Bˆ(+)O = (−1)ǫ(A)ǫ(B)Bˆ(+)Aˆ(+)O + 1
4
[[A,B], O], (1.5a)
Aˆ(−)Bˆ(−)O = (−1)ǫ(A)ǫ(B)Bˆ(−)Aˆ(−)O + ( 1
ih¯
)2[[A,B], O], (1.5b)
Aˆ(±)Bˆ(∓)O = (−1)ǫ(A)ǫ(B)Bˆ(∓)Aˆ(±)O + ( 1
ih¯
){[A,B], O}S. (1.5c)
This paper is organized as follows. In sec. 2, we present the model Lagrangian
to provide the N = 1 supersymmetric action on a superspace. We first quantize
the system by the canonical quantization scheme, and then construct the set of
constraint operators in such a manner as the consistency conditions for the time
evolution of constraint operators hold. In sec. 3, we derive the resulting constrained
system, which describes to be constrained to the hypersurface Σn−1 embedded in
the Euclidean space Rn, by using the POM. It is shown that the resulting Hamil-
tonian contains the additional terms, which are classified into three types of the
h¯2-contributing terms. In sec. 4, we derive from the commutator algebra of the
supercharge the supersymmetric Hamiltonian, which contains the h¯2-contributing
term corresponding to one of the additional terms in the resulting Hamiltonian. Be-
cause of the difference of the resulting system does not always preserve the N = 1
supersymmetry. Then, we prove that the resulting Hamiltonian has the N = 1 su-
persymmetry when the other two types of additional terms in the Hamiltonian are
commutable with the supercharge, and present the simple example of the sphere
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Sn−1 in Rn. In sec. 5, we develop the geometrical interpretations of the addi-
tional terms appearing in our constrained model. In sec. 6, the discussions and the
concluding remarks are given.
2 N = 1 Supersymmetric Model
2.1 The description of model
Let the Rn be n−dimensional Euclidean space spanned by the Cartesian coordi-
nates xi (i = 1, · · · , n), and Ω, the space of a real Grassmann variable θ. Further,
let Φi (i = 1, · · · , n) be the real superfields defined on the superspace Rn × Ω by
Φi = xi + iθψi (i = 1, · · · , n), (2.1)
and Λ, the auxiliary superfield defined on R× Ω by
Λ = −λ + θX, (2.2)
where ψi and λ are the real Grassmann variables, and X , the real bosonic one.
Then, we start with the N = 1 supersymmetric Lagrangian
L =
i
2
∫
dθ(Φ˙iDΦi + ΛG(Φ)), (2.3)
where D is the covariant derivative D = ∂θ− iθ∂t, which satisfies D2 = −i∂t. In the
Lagrangian (2.3), the constraint superfunction G(Φ) is defined by
G(Φ) = G(x) + iθψiGi(x), (2.4)
where
Gi···j(x) = ∂i · · ·∂jG(x), ∂i = ∂i = ∂
∂xi
. (2.5)
The action S =
∫
dtL is then invariant under the supertransformation
δΦi = −εQΦi, δΛ = −εQΛ, (2.6)
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where Q = ∂θ+ iθ∂t, which satisfies Q2 = i∂t and [D, Q] = 0, and ε is a Grassmann
real parameter.
2.2 Canonical quantization and constraints
Carrying out the integration with respect to θ in the Lagrangian (2.3), we obtain
L =
1
2
x˙ix˙i +
i
2
ψiψ˙i + iλGi(x)ψ
i +XG(x). (2.7)
We first quantize the system by the canonical quantization scheme. The canonical
momenta conjugate to the variables xi, ψi, λ and X are given by
pi =
∂L
∂x˙i
= x˙i, (2.8a)
Πi =
∂L
∂ψ˙i
= − i
2
ψi, Πλ =
∂L
∂λ˙
= 0, PX =
∂L
∂X˙
= 0, (2.8b)
respectively. Let us express the set of the initial canonically conjugate pairs (xi, pi),
(ψi,Πi), (λ,Πλ) and (X,P
X) by C(0),
C(0) = {(xi, pi), (ψi,Πi), (λ,Πλ), (X,PX)}. (2.9)
The canonical commutation relations of C(0) are defined by
[xi, pj] = ih¯δ
i
j, [X,P
X ] = ih¯, [ψi,Πj] = −ih¯δij , [λ,Πλ] = −ih¯, (2.10)
and the others, zero.
Eqs. (2.8b) give rise to the primary constraints
χi = Πi + (i/2)ψ
i = 0, Πλ = 0, P
X = 0. (2.11)
Thus, we have the constraint operators χi, Πλ and P
X . Then, the primary Hamil-
tonian HP is represented as
HP = H0 +H
′. (2.12)
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Here H0 and H
′ are given by
H0 =
1
2
pipi, (2.13a)
H ′ = −iλψiGi(x)−XG(x) + {µi, χi}S + {τ,Πλ}S + {u, PX}S, (2.13b)
respectively, where µi, τ and u are the Lagrange multiplier operators corresponding
to the unknown velocity operators ψ˙i, λ˙ and X˙ , respectively.
We next consider the consistency conditions for the time evolutions of primary
constraints (2.11). For a constraint operator K, such a condition is given by
K˙ = (1/ih¯)[K,H ] = 0, which, besides the case that K commutes with the Hamil-
tonian H , produces a series of secondary constraints until the Lagrange multipliers
are determined.
From the consistency conditions for the constraints (2.11), we obtain the sec-
ondary constraints
η1 = ψ
iGi(x) = 0,
η2 = λg
2 + {ψiGji (x), pj}S = 0,
h1 = G(x) = 0,
h2 = {Gi(x), pi}S = 0,
h3 = g
2X + iλψiGji (x)Gj(x) + {{Gij(x), pi}S, pj}S = 0
(2.14)
with
g2 = Gi(x)Gi(x), (2.15)
and the Lagrange multiplier operators µi, τ and u, which are given in Appendix
B together with the derivation processes of constraints (2.14). Thus, we have the
consistent set of constraint operators,
S(0) = {χi,Πλ, η1, η2, PX , h1, h2, h3}, (2.16)
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which are obviously second class.
Let (C, H,S) be the quantum system defined by the canonically conjugate set C,
the Hamiltonian H and the set of constraint operators S. Then, the above-obtained
initial system is expressed as (C(0), HP ,S(0)).
3 Projection of Operators
3.1 Construction of projection operators
Observing the structure of the commutator algebra of S(0), we find that S(0) is
convenient to be classified into the following five subsets:
Sχ = {χi}, SG = {h1, h2}, SX = {h3, PX}, Sλ = {η2,Πλ}, Sη = {η1}.
(3.1)
Then, our task is to reduce C(0) in such a manner as the reduced canonical operators
satisfy the constraints (2.11) and (2.14), and to represent the Hamiltonian (2.12)
in terms of these reduced operators. Using the POM, we shall accomplish such
reductions of operators through the successive operations of the projection operators
corresponding to the subsets (3.1).
Following the POM, we first construct the ACCS of the subsets (3.1). They are
given as follows:
Sχ : zi = h¯−1/2χi,
SG :
{
ξG = h1,
πG = {g−2, h2}S = {g−1ni, pi}S,
SX :

 ξX = {g
−2, h3}S + 1
4
g−2[g−2, [g2, h3]],
πX = P
X ,
Sλ :
{
ξλ = −λ− {g−2ψiGji (x), pj}S,
πλ = Πλ,
(3.2)
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where
ni = ni = g
−1Gi(x), (3.3)
which is the operator corresponding to the vector field normal to the hypersurface
Σn−1, and satisfies
nini = 1. (3.4)
Here, the additional term
1
4
g−2[g−2, [g2, h3]] in the representation of ξX has been
needed for PˆX to satisfy the projection condition PˆXh3(C) = h3(PˆXC) = 0. Then,
the corresponding projection operators are defined by (A.6). Let Pˆχ, PˆG, PˆX and
Pˆλ be the projection operators for the subsets Sχ, SG, SXand Sλ, respectively.
Under the operation of Pˆχ , the commutator of η1 becomes
[η1, η1] = h¯g
2. (3.5)
Thus, the ACCS for Sη is given by
Sη : zη = 1√
h¯g
η1. (3.6)
Let Pˆη be the projection operator constructed with the ACCS (3.6), which is defined
under the operation of Pˆχ.
3.2 Successive operations of projection operators
Let Pˆ be a product of the projection operators Pˆχ, PˆG, PˆX , Pˆλ and Pˆη, for
example, Pˆ = PˆXPˆλPˆGPˆηPˆχ. We shall call Pˆ the successive projection. The pro-
jection operators in Pˆ are not always commutable with each other (see Appendix
A.4). In such a case, Pˆ becomes not to be projective, and the operation of Pˆ de-
pends on the order of the successive operations of the projection operators in Pˆ
(projection-ordering). Sequentially using the commutator-formula (A.12a) and the
product-formula (A.12b), then, we obtain the following results.
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(1) The projections of the initial canonically conjugate set C(0)
Taking account of the structure of the commutators of C(0) with the ACCS (3.2)
and (3.6), we find that the projection of C(0) depends on no projection-ordering of
projection operators. Under the operation of any Pˆ, therefore, C(0) is reduced into
the set of projected operators, C(R), as follows:
C(R) = PˆC(0) = {xi, pi, ψi} (i = 1, · · · , n), (3.7)
where xi = Pˆxi, pi = Pˆpi and ψ
i = Pˆψi. Then, the operators in C(R) satisfy the
operator-constraint conditions
G(x) = 0, {ni(x), pi}S = 0, ni(x)ψi = 0, (3.8)
the set of which we express as S(R), and the commutator algebra of C(R) is given as
follows:
[xi, pj] = ih¯W
i
j ,
[pi, pj ] = ih¯{nj∂kni − ni∂knj , pk}S
−h¯(δki δmj − δki njnm − δmj nink)Gkl:mn{ψl, ψn}S,
[ψi, ψj] = h¯W ij,
[ψi, pj] = −ih¯niW kj ∂knlψl,
(3.9)
and the others are zero, where
Gkl:mn = g
−2Gkl(x)Gmn(x), (3.10)
Wij = δij − ninj. (3.11)
It should be noted that the commutator algebra (3.9) is just equivalent to the
commutator algebra constructed from the corresponding Dirac brackets.
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The remaining operators in C(0) are expressed in terms of the projected operators
in C(R) as follows:
Πi = − i2ψi,
λ = −{g−2, {ψiGji (x), pj}S}S,
X = {g−2, X0}S + 14 [g2, [g−2, {g−2, X0}S]]
(3.12a)
with
X0 = −iPˆ{λ, ψiGji (x)Gj(x)}S − Pˆ{{Gij, pi}S, pj}S, (3.12b)
and Πλ = P
X = 0.
(2) The projection of the primary Hamiltonian HP
Let HR be the projection of the primary Hamiltonian HP defined by (2.12),
HR = PˆHP . (3.13)
We call the quantum system (C(R), HR,S(R)) the resulting system. Sequentially using
the commutator-formula (A.12a) and the product-formula (A.12b) with the trouble-
some but straightforward calculations, then, we find that HR contains the various
kinds of the additional terms depending on the projection-ordering of Pˆ. These terms
are completely missed in the qunatization scheme due to the Approach A, and are
interpreted as the quantum corrections caused by the reductions of operators. In
order to represent these additional terms more clearly, let us introduce the following
notations:
GWW (x) = Gij:klW
ikW jl,
GWN(x) = GNW (x) = Gij:klW
ikN jl,
GNN(x) = Gij:klN
ikN jl,
(3.14)
where N ij is defined by
N ij = ni(x)nj(x). (3.15)
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The operators W ij and N ij satisfy the following available relations:
W ijnj = n
iWij = 0, (3.16a)
N ijnj = n
i, niNij = nj , (3.16b)
WikW
kj =W ji , NikN
kj = N ji , (3.17)
W ijNjk = N
ijWjk = 0, (3.18)
W ij +N ij = δij. (3.19)
Consider first the projection of H0 given by (2.13a). Taking account of the com-
mutators of pi with the ACCS, we find that the projection of H0 depends on only
the projection-ordering of PˆG and Pˆη. So, the successive projections are classified
into the following two types: One is Pˆ in which the operation of PˆG is carried out
before the operation of Pˆη, done, which we express by PˆI , and the other, the reverse
of PˆI with respect to the operations of PˆG and Pˆη, which we express by PˆII . Then,
we obtain the projection of H0, which we express by H
R
0 , as follows:
HR0 = PˆH0 =
1
2
pipi +H
Q
0 (x), (3.20a)
where the additional term HQ0 (x) is given by
HQ0 (x) =


HQI (x) = −
h¯2
8
(GWW (x) +GWN(x)−GNN (x)) (Pˆ = PˆI),
HQII(x) = −
h¯2
8
(GWW (x)−GNN(x)) (Pˆ = PˆII),
(3.20b)
with (xi, pi) ∈ C(R).
We next consider the projection of H ′, which depends on the projection-ordering
of all the projection operators Pˆχ, PˆG, PˆX , Pˆλ and Pˆη. Sequentially using the
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formulas (A.12a) and (A.12b) with the rather tedious calculations, we find that the
projection PˆH ′ consists of only the additional terms and takes such a form as
PˆH ′ =
h¯2
4
(αGWW (x) + βGWN(x) + γGNN(x)), (3.21)
where α, β and γ are some integers. Consider, then, the seccessive projections PˆS,
which make the projection of H ′ vanishing, i.e. α = β = γ = 0 in (3.21). Such
projections are realized by the following two:
PˆS =


Pˆ
I
S = PˆXPˆλPˆηPˆGPˆχ,
Pˆ
II
S = PˆXPˆλPˆGPˆηPˆχ.
(3.22)
Then, the operations of PˆIS and Pˆ
II
S on HP become equivalent to Pˆ
IH0 and Pˆ
IIH0,
respectively. We thus obtain the resulting Hamiltonian
HRS = PˆSHP =


1
2
pipi +H
Q
I (x) (PˆS = Pˆ
I
S),
1
2
pipi +H
Q
II(x) (PˆS = Pˆ
II
S ).
(3.23)
The resulting Hamiltonian HRS contains no additional terms due to the auxiliary
degrees of freedom. So, we call the projections PˆS the standard projections, and
HRS , the standard Hamiltonian.
4 Supersymmetry and Quantum Corrections
4.1 Commutator algebra of supercharge
The supertransformation (2.6) is represented in terms of components as
δxi = −iεψi,
δψi = εx˙i,
δλ = −εX,
δX = −iελ˙.
(4.1)
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Due to Noether’s theorem, the supercharge Q generating (4.1) is given by
Q = x˙iψi − λG(x), (4.2)
which is quantized in the initial system (C(0), HP ,S(0)). Let Q(0) be the operator
corresponding to Q in (C(0), HP ,S(0)). Then, Q(0) becomes
Q(0) = ψipi − λG(x). (4.3)
We next consider the projection of Q(0), which we express by Q(R), and the com-
mutator algebra of Q(R). Taking account of the linearity of Q(0) with respect to ψi
and pi, we see that Q
(R) depends on no projection-ordering. For any Pˆ, therefore,
we obtain
Q(R) = PˆQ(0) = {ψi, pi}S. (4.4)
The commutators of Q(R) with C(R) are calculated by using the commutator algebra
(3.9) as follows:
[xi, Q(R)] = ih¯ψi,
[ψi, Q(R)] = h¯pi,
[pi, Q
(R)] = −ih¯{niψj∂knj , pk}S.
(4.5)
Then, the the commutator [Q(R), Q(R)] becomes
[Q(R), Q(R)] = h¯pipi − ih¯{ψi, {pj, niψk∂jnk}S}S. (4.6)
Using the formula (1.5a) and the operator-constraints (3.8), the double-symmetrized
product in (4.6) is calculated to be
{ψi, {pj, niψk∂jnk}S}S = −ih¯
2
4
GWW (x). (4.7)
We thus obtain
[Q(R), Q(R)] = h¯pipi − h¯
3
4
GWW (x). (4.8)
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4.2 Quantum corrections in Hamiltonian
In the N = 1 supersymmetric quantum mechanics, the supercharge Q obeys the
supersymmetric algebra
[Q,Q] = 2h¯H, (4.9)
whereH is the supersymmetric Hamiltonian, which obviously commutes withQ, and
therefore H is invariant under the supersymmetric transformation corresponding to
(4.1). Then, the problem is whether or not there exists Pˆ satisfying that PˆHP is
commutable with the supercharge PˆQ in the resulting system.
From (4.8) and (4.9), the supersymmetric Hamiltonian HSUSY associated with
Q(R) is obtained as follows:
HSUSY =
1
2h¯
[Q(R), Q(R)]
=
1
2
pipi +H
SUSY
Q ,
(4.10a)
where HSUSYQ is the additional term given by
HSUSYQ = −
h¯2
8
GWW (x), (4.10b)
which is regarded as the quantum correction caused by the noncommutativity be-
tween pi and ψ
i in (C(R), HR,S(R)). Then, HSUSY satisfies
[HSUSY , Q(R)] = 0. (4.11)
In order to estimate the commutator of HR with Q
(R), let us compare HSUSY with
HR. We first consider H
R
0 . From (3.20) and (4.10), we obtain
HR0 = H
SUSY +△HQ0 (x), (4.12a)
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where △HQ0 is the discrepancy of HR0 from HSUSY given by
△HQ0 =


△HQI =
h¯2
8
(−GWN(x) +GNN(x)) (Pˆ = PˆI),
△HQII =
h¯2
8
GNN(x) (Pˆ = PˆII).
(4.12b)
Since PˆH ′ consists of only the additional terms, then, HR can be rewritten from
(3.21) in such a form as
HR = H
SUSY +△HQ, (4.13a)
where △HQ is the discrepancy of HR from HSUSY , which is given as follows:
△HQ = △HQ0 + PˆH ′
=


h¯2
8
(2αGWW (x) + (2β − 1)GWN(x) + (2γ + 1)GNN(x)) (Pˆ = PˆI),
h¯2
8
(2α′GWW (x) + 2β ′GWN(x) + (2γ′ + 1)GNN(x)) (Pˆ = PˆII)
(4.13b)
with some integers α, α′, β, β ′, γ and γ′. For the standard projections, then, the
standard Hamiltonian becomes
HRS = H
SUSY +△HQS , (4.14a)
where
△HQS =


△HQI (PˆS = PˆIS),
△HQII (PˆS = PˆIIS ).
(4.14b)
It is obvious that the factors 2β− 1, 2γ+1 and 2γ′+1 in (4.13b) can never vanish.
From (4.11), (4.13) and (4.14), we find that there exist no sucessive projections,
which eliminate the GWN(x)-term and the GNN(x)-term in the discrepancy △HQ,
and that the resulting Hamiltonian HR commutes with Q
(R) when △HQ commuting
with Q(R). Then, we obtain the following results:
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(1) For all the successive projections Pˆ, there exist no resulting Hamiltonians equiv-
alent to the supersymmetric Hamiltonian,
HR = PˆHP 6= HSUSY . (4.15)
Therefore, the N = 1 supersymmetry the classical system possesses does not always
hold in the resulting system.
(2) Let (C(R), HR,S(R)) be the resulting system reduced by the successive projection
Pˆ. If the discrepancy △HQ commutes with the supercharge Q(R), then, Pˆ conserves
the N = 1 supersymmetry, that is, HR is invariant under the supertransformation
with Q(R) in (C(R), HR,S(R)).
(3) For the standard projection PˆIIS , the discrepancy △HQS contains only GNN(x)-
term. Therefore, PˆIIS conserves the N = 1 supersymmetry if G
NN(x) commutes with
the supercharge Q(R).
It should be noticed that this also occurs in the case of the Approach A with
the Dirac bracket quantization, since, although the commutator algebra constructed
from the Dirac brackets is equivalent to (3.9), the Hamilonian contains no additional
terms. In the context of the Approach A, further, the problem of the symmetry
breaking in various N supersymmetric systems on manifolds has been investigated
by Claudson and Halpern[20]
4.3 Simple example
In order to illustrate the above-obtained results, let us consider the sphere Sn−1
as the hypersurface Σn−1 embedded in Rn. Then, G(x) is given by
G(x) = xixi − R2 (4.16)
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with a constant R. From (3.14), GWW (x), GWN(x) and GNN(x) are calculated to
become
GWW (x) =
n− 1
R2
, GWN(x) = 0, GNN(x) =
1
R2
. (4.17)
For any successive projection Pˆ, then, the discrepancy △HQ is given in the following
form:
△HQ = h¯
2
8R2
(2An+ 2B + 1), (4.18)
where A and B some integers. The discrepancy (4.18) obviously commutes with
Q(R). Thus, we see that the resulting Hamiltonian HR is invariant under the super-
transformation with Q(R).
5 Interpretation of Quantum corrections
The additional terms appearing in HR and H
SUSY are seem to take the form sim-
ilar to the h¯2-contribution terms arising through the quantization on a curved space
with the Approach A, which depend on the geometrical structures of the curved
space. In our approach, however, the quantizaion is carried out on the unconstrained
flat phase space, on which the suitable canonically conjugate set of operators is well-
defined, and the additional terms are caused by the noncommutativity of the ACCS
with the operators of the system (see (A.13) and (A.14)). So, we shall attempt to
develop the geometrical interpretation of these additional terms with the operator
formalism. For this purpose, it is sufficient to concentrate our attensions into HRS ,
since the disappearance of the N = 1 supersymmetry is caused essentially by the
additional terms containing GWN(x) and GNN (x).
Let us introduce the decomposition of the operator in the initial system (C(0), HP ,S(0))
into the component tangential to Σn−1 and the component normal to that. For an
operator fi ∈ (C(0), HP ,S(0)) (i = 1, · · · , n), the tangential component f ‖i and the
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normal component f⊥i are defined in such a manner as they satisfy
{ni, f ‖i }S = 0,
{ni, f⊥i }S = f⊥,
(5.1)
respectively, where f⊥ is given by
f⊥ = {ni, fi}S. (5.2)
When fi = fi(x) = f
i(x) (i = 1, · · · , n), we readily obtain the decomposition
fi(x) = f
‖
i (x) + f
⊥
i (x), (5.3a)
where f
‖
i (x) and f
⊥
i (x) are defined by
f
‖
i (x) =W
j
i fj(x),
f⊥i (x) = N
j
i fj(x),
(5.3b)
respectively. They obviously satisfy the conditions (5.1) from (3.16) as
{ni, f ‖i } = niW ji fj(x) = 0,
{ni, f⊥i } = niN ji fj(x) = f⊥.
(5.4)
The decomposition (5.3) is naturally extended to such an operator as fijk···(x). The
tangential component and the normal one with respect to an index k in fijk···(x) can
be defined by
W skfijs···(x),
N skfijs···(x),
(5.5)
respectively. From (3.17), then, we see that GWW (x), GNN(x) and GWN(x) consist
of the tangential components, the normal ones and both the components, in Gij:kl,
respectively.
The decomposition of pi can be easily realized in the following way: Let us define
p
‖
i = {W ji , pj}S,
p⊥i = {N ji , pj}S.
(5.6)
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These are readily shown to satisfy the conditions (5.1) by using (1.5a) and (3.16) as
follows:
{ni, p‖i }S = {niW ji , pj}S = 0,
{ni, p⊥i }S = {niN ji , pj}S = p⊥.
(5.7)
Using (3.16), (3.17), (3.18) and (1.5a), we obtain
{W ji , p‖j}S = p‖i , {N ji , p‖j}S = 0,
{W ji , p⊥j }S = 0, {N ji , p⊥j }S = p⊥i .
(5.8)
From (3.19) and (5.6), thus, pi is decomposed as
pi = p
‖
i + p
⊥
i . (5.9)
Then, H0 can be rewritten by using (5.9) in such a form as
H0 = H
(‖,‖)
0 +H
(‖,⊥)
0 +H
(⊥,⊥)
0 , (5.10a)
where H
(‖,‖)
0 , H
(‖,⊥)
0 and H
(⊥,⊥)
0 are given by
H
(‖,‖)
0 =
1
2
p
‖
i p
‖
i , H
(‖,⊥)
0 = {p‖i , p⊥i }S, H(⊥,⊥)0 =
1
2
p⊥i p
⊥
i , (5.10b)
respectively.
Consider next the projections of decomposed operators in (C(0), HP ,S(0)) into
(C(R), HR,S(R)). Sequentially using the formulas (A.12a) and (A.12b), we readily
obtain
Pˆp
‖
i = p
‖
i ,
Pˆp⊥i = 0.
(5.11)
Then, we call p
‖
i the physical component of pi, and p
⊥
i , the unphysical one, under the
operator-constraint conditions (3.8). In the projection of fi(x), on the other hand,
there remains the projection of the normal component f⊥i (x) together with that of
20
the tangential component f
‖
i (x) in the form-invariant manner as follows:
Pˆf
‖
i (x) = f
‖
i (x),
Pˆf⊥i (x) = f
⊥
i (x).
(5.12)
These projections satisfy the relations
{f ‖i(x), p‖i }S = {f i(x), p‖i }S, (5.13a)
{f⊥i(x), p‖i }S = 0 (5.13b)
from (5.8), that is, the tangential component f
‖
i (x) is parallel to p
‖
i and the normal
component f⊥i (x), orthogonal to p
‖
i in (C(R), HR,S(R)). So, let us also call f ‖i (x) the
physical component of fi(x), and f
⊥
i (x) the unphysical one. From (3.14), then, we
see that GWW (x) is physical, and GWN and GNN (x), unphysical. We note that ψi is
also decomposed into the physical component and the unphysical one by using W ij
and N ij as well as the decomposition of pi.
Sequentially using the formulas (A.12a) and (A.12b) together with the operator-
constraint conditions (3.8), now, we obtain the standard Hamiltonian HRS in the
decomposed form as follows:
HRS = PˆSHP
= H
(‖,‖)
S +H
(‖,⊥)
S +H
(⊥,⊥)
S ,
(5.14a)
where
H
(‖,‖)
S = PˆSH
(‖,‖)
0 =
1
2
p
‖
i p
‖
i +
h¯2
8
GWW (x),
H
(‖,⊥)
S = PˆSH
(‖,⊥)
0 = −
h¯2
4
(GWW (x) +GWN(x)),
H
(⊥,⊥)
S = PˆSH
(⊥,⊥)
0 =


h¯2
8
(GWN(x) +GNN(x)) (Pˆ = PˆI),
h¯2
8
(2GWN(x) +GNN (x)) (Pˆ = PˆII)
(5.14b)
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with (xi, pi) ∈ C(R). The supersymmetric Hamiltonian (4.10a) is rewritten by using
the decomposition (5.9) and the projections (5.11) as
HSUSY =
1
2
p
‖
i p
‖
i −
h¯2
8
GWW (x), (5.15)
which is obviously physical. Observing (5.14) and (5.15), then, we obtain the fol-
lowing results:
(1) The physical terms of HRS , which consist of p
‖
i and G
WW (x), just reproduce the
supersymmetric Hamiltonian (5.15).
(2) The discrepancy △HQS is caused by the unphysical terms consisting of GWN(x)
and GNN(x) in HRS .
6 Discussions and Concluding Remarks
We have investigated within the operator formalism of the constrained systems
the quantum mechanics of the N = 1 supersymmetric dynamical system constrained
to the hypersurface Σn−1 embedded in the Euclidean space Rn by using the POM.
Then, we have obtained the following results:
(1) The commutator algebra of the reduced set C(R) is just equivalent to the com-
mutator algebra constructed from the corresponding Dirac brackets.
(2) The resulting HamiltonianHR contains the additional terms with the h¯
2-contribution,
which are caused by the reduction of the unconstrained primary system (C(0), HP ,S(0))
to the resulting system (C(R), HR,S(R)). The supersymmetric Hamiltonian HSUSY
also contains the h¯2-contribution term in (C(R), HR,S(R)), which is caused by the
noncommutativity of the fermionic operators with the bosonic ones. Because of the
discrepancy of the additional terms in HR with the additional term in H
SUSY , then,
the resulting system does not always preserve the N = 1 supersymmetry.
(3) When the unphysical additional terms (at least the GNN -term) commute with
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the supercharge Q(R), one can construct the resulting system, in which the HR holds
N = 1 supersymmetry.
We finally discuss the operators GWW (x), GWN(x) and GNN(x) appearing in the
additional terms. Although these operators have appeared in HR through the pro-
jections of HP and in H
SUSY through the reordering of the double symmetrized
product (4.7), they can be reproduced as follows: Consider the commutators of the
normal unit operator ni with p
‖
i and p
⊥
i in (C(0), HP ,S(0)). Then, GWW (x) and
GWN(x) can be rewritten as follows:
GWW = − 1
h¯2
[ni, p
‖
j ][n
i, p
‖
j ], (6.1)
GWN = − 1
h¯2
[ni, p⊥j ][n
i, p⊥j ]. (6.2)
Using the commutation relations of p⊥i with n
i and Gi, which is also normal to Σn−1,
we obtain
GNN(x) = − 1
h¯2
(g−2[Gi, p⊥j ][G
i, p⊥j ]− [ni, p⊥j ][ni, p⊥j ]). (6.3)
The relation (6.1) also holds in (C(R), HR,S(R)). Thus, GWW (x) is intepreted as to
be caused by the quantum correlations of ni with p
‖
i in (C(R), HR,S(R)). On the other
hand, p⊥i vanish by the projection (5.11) in (C(R), HR,S(R)). From (6.2) and (6.3),
therefore, we find that GWN(x) and GNN(x) are caused by the quantum fluctuations
of Gi and ni due to the uncertainty principle in (C(R), HR,S(R)).
A Projection Operator Method
A.1 Construction of projection operator
Consider second class constraints
Tα(C) = 0 (α = 1, · · · , 2M) (A.1)
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with ǫ(Tα) = t, where C = {(q1, p1), · · · , (qN , pN)} (N > M) is a set of initial
canonically conjugate pairs , which has the canonical commutation relations (CCR)
[qi, pj ] = ih¯δ
i
j , [q
i, qj] = [pi, pj] = 0 (A.2)
The first step is to construct the canonically conjugate set of operators, which
we call the associated canonically conjugate set (ACCS), from the constraint op-
erators Tα. Let the ACCS be {(ξ1, π1), · · · , (ξM , πM)} with ǫ(ξa) = ǫ(πa) = s
(a = 1, · · · ,M). In order to collectively represent the pair (ξa, πa), we introduce
the 2M operators Zα (α = 1, · · · , 2M) as follows:
Zα =
{
ξa (α = a)
πa (α = a +M) (a = 1, · · · ,M) (A.3)
Then, the CCR of (ξa, πa) is represented as
[Zα, Zβ] = −ih¯(−1)sJαβ, (A.4)
where Jαβ is the inverse of the 2M × 2M supersymplectic matrix Jαβ defined by
Jαβ =
(
0 I
−(−1)sI 0
)
αβ
(A.5)
with the M ×M identity matrix I.
Let ϕα the c-number variables (ǫ(ϕ) = ǫ(Z), α = 1, · · · , 2M). Define, then, Pˆ by
Pˆ = exp[(−1)sZˆ(+)α
∂
∂ϕα
] exp[JαβϕαZˆ
(−)
β ] |ϕ=0 . (A.6)
From the algebraic relations (1.5) and the commutation relations (A.4), Zˆ(+)α and
Zˆ(−)α obey the commutator algebra
[Zˆ(±)α , Zˆ
(∓)
β ] = −(−1)sJαβ , [Zˆ(±)α , Zˆ(±)β ] = 0. (A.7)
Using the Baker-Campbell-Hausdorff formula, then, Pˆ is shown to have the following
properties:
PˆZα = 0, (A.8a)
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Pˆ · Pˆ = Pˆ , (A.8b)
PˆZˆ(+)α = Zˆ(−)α Pˆ = 0, (A.8c)
and satisfy the decomposition of unity,
exp[−(−1)sZˆ(+)α
∂
∂φα
]Pˆ exp[JαβφαZˆ(−)β ] |φ=0= 1, (A.9a)
exp[(−1)sZˆ(+)α
∂
∂φα
]Pˆ exp[−JαβφαZˆ(−)β ] |φ=0= 1. (A.9b)
Through the operation of Pˆ , then, the operators in C are transformed as follows:
C 7→ PˆC = {(Pˆq1, Pˆp1), · · · , (PˆqN , PˆpN )}, (A.10a)
Zα 7→ PˆZα = 0. (A.10b)
Because of the noncommutativity, however, the constraints (A.1) do not always hold
under the operation of Pˆ even though the conditions (A.10b) hold. Therefore, the
ACCS is needed to be constructed in such a manner as the conditions
PˆTα(C) = Tα(PˆC) = 0 (A.11)
hold, which we call the projection conditions.
A.2 Commutator-formula and product-formula
Using (A.7), (A.8) and (A.9), we obtain the following formulas with respect to
the commutator [PˆA, PˆB] and the symmetrized product Pˆ{A,B}:
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(a) commutator-formula
[PˆA, PˆB] =
∞∑
n=0
(−1)sn
(2n)!
(
h¯
2i
)2nJα1β1 · · ·Jα2nβ2n
×Pˆ [Zˆ(−)α1 · · · Zˆ(−)α2nA, Zˆ(−)β1 · · · Zˆ(−)β2nB]
+2
∞∑
n=0
(−1)s(n+ǫ(A)+1)
(2n+ 1)!
(
h¯
2i
)2n+1Jα1β1 · · ·Jα2n+1β2n+1
×Pˆ{Zˆ(−)α1 · · · Zˆ(−)α2n+1A, Zˆ(−)β1 · · · Zˆ(−)β2n+1B},
(A.12a)
(b) product-formula
Pˆ{A,B} =
∞∑
n=0
(−1)sn
(2n)!
(
h¯
2i
)2nJα1β1 · · ·Jα2nβ2n
×{PˆZˆ(−)α1 · · · Zˆ(−)α2nA, Zˆ(−)β1 · · · PˆZˆ(−)β2nB}
−1
2
∞∑
n=0
(−1)s(n+ǫ(A)+1)
(2n+ 1)!
(
h¯
2i
)2n+1Jα1β1 · · ·Jα2n+1β2n+1
×[PˆZˆ(−)α1 · · · Zˆ(−)α2n+1A, PˆZˆ(−)β1 · · · Zˆ(−)β2n+1B].
(A.12b)
Successively using the formulas (A.12a) and (A.12b), then, the commutator be-
tween PˆA and PˆB is represented in the form of the power series of h¯ like
[PˆA, PˆB] =
∞∑
n=0
h¯nC(n)(PˆC), (A.13)
the first two terms of which are just equivalent to the quantized form of the cor-
ressponding Dirc bracket, and the others of which are the quantum corrections
caused by the noncommutativity of Zα with the operators A and B. Similarly,
Pˆ{A,B} is represented in such a form as
Pˆ{A,B} =
∞∑
n=0
h¯2nS(n)(PˆC), (A.14)
the terms containing h¯ of which give the quantum corrections for the symmetrized
product of operators.
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A.3 Fermionic constraints
Consider the other type of ACCS zα(C) (α = 1, · · · , 2M) obeying the CCR
[zα, zβ] = δαβ , (A.15)
which occurs in the case of the Grassmann-odd constraints. From (A.15), zˆ(±) obey
the commutator algebra
[zˆ(±)α , zˆ
(∓)
β ] =
1
ih¯
δαβ, [zˆ(±)α , zˆ
(±)
β ] = 0. (A.16)
Comparing the algebra(A.7) with (A.16), thus, one finds that the supersymplectic
matrix Jαβ is replaced with the diagonal matrix
Jαβ = −(−1)sih¯δαβ (A.17)
in the algebraic formulas containing Jαβ.
A.4 Successive operation of projection operators
Consider the case that a set of constraint operators is classified into several subsets
(for example, L subsets) as follows:
S(k) = {T (k)α (C(0)) | α = 1, · · · ,Mk}, (k = 1, · · · , L) (A.18)
where C(0) is a set of the initial unconstrained canonically conjugate pairs. Here,
although the ACCS of each subset S(k) should be assumed to satisfy (A.4), the ACCS
involved in the different subsets would not always be commutable with each other.
Let Z(k) = {Z(k)1 , · · · , Z(k)Mk} be a set of the ACCS associated with S(k), and let Pˆ(k)
be the projection operator constructed with Z(k). Consider, then, the successive
operations of Pˆ(k) (k = 1, · · · , L) on any operator O with certain ordering of them,
Pˆ(kL) · · · Pˆ(k1)O, (A.19)
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where (k1, · · · , kL) denotes certain reordering of (1, · · · , L). In (A.19), Pˆ(k1) is con-
structed with Z(k1) in C(0), which we express as
Pˆ(k1) = Pˆ(k1)(C(0)), (A.20)
and thus, Pˆ(kn) (n = 1, · · · , L) are expressed as
Pˆ(kn) = Pˆ(kn)(C(n−1)) (A.21)
with
C(n) = Pˆ(kn)C(n−1). (A.22)
Then, Pˆ(k) (k = 1, · · · , L) are not always commutable with each other when oper-
ating on O:
Pˆ(k)Pˆ(l)O 6= Pˆ(l)Pˆ(k)O. (A.23)
B Consistency Conditions of Primary Constraints
We here present the secondary constraints required from the consistency condi-
tions for the primary constraints and determine the Lagrange multiplier operators.
(1) From the conditions χ˙i = (1/ih¯)[χi, HP ] = 0, the Lagrange multiplier operators
µi are determined as
µi = λGi(x). (B.1)
(2) The condition Π˙λ = (1/ih¯)[Πλ, HP ] = 0 requires the sequential secondary con-
straints
η1 = ψ
iGi(x) = 0, (B.2a)
η2 = {ψiGji (x), pj}+ λg2 = 0, (B.2b)
and determines the Lagrange multiplier operator τ as
τ = {g−2, τ0}+ 1
4
[g2, [g−2, {g−2, τ0}]], (B.2c)
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where
τ0 = −{{ψiGjki (x), pj}, pk} − 3{λGi(x)Gji (x), pj} −XψiGji (x)Gj(x). (B.2d)
(3) The condition P˙X = (1/ih¯)[P˙X , HP ] = 0 requires the sequential secondary
constraints
h1 = G(x) = 0, (B.3a)
h2 = {Gi(x), pi} = 0, (B.3b)
h3 = {{Gij, pi}, pj}+ iλψiGij(x)Gj(x) = 0, (B.3c)
and determines the Lagrange multiplier operator u as
u = {g−2, u0}+ 1
4
[g2, [g−2, {g−2, u0}]], (B.3d)
where
u0 = −{{{Gijk(x), pi}, pj}, pk} − 4{XGi(x)Gij(x), pj}
−i{λψi(3Gij(x)Gjk(x) +Gj(x)Gijk(x)), pk} − i{τ, ψiGij(x)Gj(x)}.
(B.3e)
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