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Abstract
The objective of this article is to study the asymptotic behavior of a new particle
filtering approach in the context of hidden Markov models (HMMs). In particular,
we develop an algorithm where the latent-state sequence is segmented into multiple
shorter portions, with an estimation technique based upon a separate particle filter in
each portion. The partitioning facilitates the use of parallel processing. Based upon
this approach, we introduce new estimators of the latent states and likelihood which
have similar or better variance properties compared to estimators derived from standard
particle filters. Moreover due to parallelization there is less wall-clock computational
time. We show that the likelihood function estimator is unbiased, prove central limit
theorem convergences of estimators, and provide consistent in-sample estimation of the
asymptotic variances. The theoretical analyses, supported by a numerical study, show
that the segmentation reduces the variances in smoothed latent-state estimators, in
addition to the savings in wall-clock time.
Key Words: CLT; parallel processing; SMC; standard error estimation.
1 Introduction
Hidden Markov models are a flexible class of statistical models that are applied in a wide
variety of applications such as bioinformatics, economics, engineering and finance; see [5] for
an introduction. Mathematically a HMM corresponds to a pair of discrete-time processes
Xt ∈ X, Yt ∈ Y, with the observed Yt conditionally independent givenXt and the unobserved
Xt obeying a first-order Markov chain
(Xt|Xt−1 = x) ∼ Pθ(·|x), (Yt|Xt = x) ∼ Gθ(·|x), t ≥ 1 (1.1)
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with densities, pθ and gθ with respect to dominating measures on their state-spaces and θ
is a static parameter.
From an inferential perspective, we are interested in the conditional distribution of Xt
given all the observations up to and perhaps after time t. This has a wide-range of in-
terpretations, particularly in real-time applications. In addition there is much practical
interest in the calculation of the likelihood of the observations, for model comparison and
parameter estimation. The difficulty with the afore-mentioned objectives is that the exact
computation of the conditional distribution or likelihood is typically not possible, as often
the high-dimensional integrals that it depends on are often difficult to evaluate. In practice
Monte Carlo-based numerical methods are adopted, in particular the method of particle
filters or equivalently sequential Monte Carlo (SMC); see [12] for an overview.
SMC methods can be described as a collection of techniques that approximate a se-
quence of distributions, known up to normalizing constants, of increasing dimensions, and
are often applied to HMMs. SMC methods combine importance sampling and resampling
to approximate distributions. The idea is to introduce a sequence of proposal densities and
sequentially simulate a collection of K > 1 samples, termed particles, in parallel from these
proposals. In most scenarios it is not possible to use the distribution of interest as a proposal.
Therefore one must correct for the discrepancy between proposal and target via importance
weights. As the variance of these importance weights can potentially increase exponentially
with algorithmic time, resampling is applied to control it. Resampling consists of sampling
with replacement from the current samples using the weights and then resetting them to
K−1. The theoretical properties of SMC with regards to their convergence as K grows are
well-studied; see [6, 8, 10, 11, 15].
In recent years, the applicability of SMC techniques has been enhanced by parallel
computation; see [17]. One of the main bottlenecks in the application of parallel computation
to SMC methods is the resampling step, a major requirement for the method to be efficient.
This has led to a number of researchers investigating methodologies that reduce the degree
of interaction in SMC algorithms; see [16, 18, 21]. This work is complementary to the afore-
mentioned references, and is a methodology designed to assist in the parallelization of SMC
algorithms, while attempting to retain their attractive properties. Our objective is to study
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the asymptotic behavior of HMM estimators when the latent-state sequence is segmented
into multiple shorter portions, by applying an estimation technique based upon a separate
particle filter in each portion. The partitioning facilitates the use of parallel processing.
Based upon this approach, we introduce new SMC-based estimators of the latent states
(that is, expectations w.r.t. the filter and smoother) and likelihood with similar or better
variance properties compared to standard SMC estimators, but due to parallelization can
be calculated in less wall-clock computational time. In particular we show:
• unbiasedness of our likelihood estimate,
• central limit convergences of the likelihood and latent-state estimates,
• consistent estimation of asymptotic variances.
Our likelihood estimates can be used in conjunction with recent advances in SMC
methodology in which particle filter processing is just one component of a two-layered pro-
cess when learning θ in a Bayesian manner: particle MCMC (PMCMC) [2], SMC2 [9],
MCMC substitution [7]. That is, our procedure can be routinely used in the context of
these works. In principle, there is no need to break up the observation sequence into strictly
disjoint segments, it can be advantageous to include additional observations at the edges of
the segments to smooth out the joining of the sample paths. We shall illustrate this in the
numerical study in Section 3.3.2.
We describe the algorithm and estimators in Secton 2 and the asymptotic theory in
Section 3, with an illustration of variance reduction in smoothed latent-state estimators.
We discuss refinements in Section 4. The technical proofs are consolidated in the Appendix.
2 Independent particle filters for segmented data
Let YU = (Y1, . . . , YU ) for some U > 1. As the observation sequence is conditionally
independent given the latent-state sequence, the density ofXU := (X1, . . . , XU ) conditioned
on YU is given by
pθ(xU |YU ) =
U∏
t=1
[pθ(xt|xt−1)gθ(Yt|xt)]
/
λ(θ), (2.1)
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where λ(θ)[= λ(YU |θ)] is the likelihood function that normalizes pθ(·|YU ) so that it inte-
grates to 1, and pθ(xt|xt−1) for t = 1 denotes pθ(x1).
Let xt = (x1, . . . , xt) and let qt(·|xt−1) be an importance density of Xt, with qt(·|xt−1)
for t = 1 denoting q1(·). We shall require that qt(xt|xt−1) > 0 whenever pθ(xt|xt−1) > 0.
For notational simplicity, we assume that U = MT for positive integers M and T , so that
the latent-state sequence can be partitioned neatly into M subsequences of equal length T .
We shall operate M particle filters independently, with the mth particle filtering generating
sample paths ofXm,mT , whereXm,t = (X(m−1)T+1, . . . , Xt). Due to the independent nature
of the particle filters, we require that for (m − 1)T < t ≤ mT , qt(·|xt−1) does not depend
on x(m−1)T . We can thus express qt(·|xt−1) as qt(·|xm,t−1).
Let wt(xt) be the positive resampling weights of a sample path xt, and again due to the
independent nature of the particle filters, we shall require that for (m − 1)T < t ≤ mT ,
wt(xt) does not depend on x(m−1)T , and express wt(xt) also as wt(xm,t).
2.1 Approach
We shall apply standard multinomial resampling at every stage, as proposed in the seminal
paper [14]; this is not necessary from a methodological point of view, but we will analyze
this case. In the case of a single particle filter, it is common to adopt
qt(xt|xt−1) = pθ(xt|xt−1), wt(xt) = gθ(Yt|xt),
but it need not be the case, and we can in general let
wt(xt) =
gθ(Yt|xt)pθ(xt|xt−1)
qt(xt|xt−1) . (2.2)
Therefore the single particle filter targets (up-to proportionality), after resampling at stage
t:
t∏
u=1
[gθ(Yu|xu)pθ(xu|xu−1)].
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For the parallel particle filters, the mth particle filter, after resampling at stage (m− 1)T <
t ≤ mT , targets
πm,t(xm,t) ∝ rm(x(m−1)T+1)gθ(Y(m−1)T+1|x(m−1)T+1) (2.3)
×
t∏
u=(m−1)T+2
[gθ(Yu|xu)pθ(xu|xu−1)],
where rm(·) is a positive probability on X which can be evaluated up to a constant, and
is independent from output of the others filters; sensible choices of rm(·) are suggested in
Section 3.3.2. For m = 1, we can simply let rm(x1) = pθ(x1). The forms of the target and
proposal mean that the particle filters can be run in parallel with each other. Therefore wt
has the form given in (2.2), with the exceptions that when t = (m− 1)T + 1, pθ(xt|xt−1) is
replaced by rm(xt).
The particle filter approach is given below. It is remarked that some of the notations,
for example Hkt , are not needed to run the particle filter but will help to facilitate the
subsequent theoretical analysis. For 1 ≤ m ≤M :
Particle filter m (PFm). Recursively at stages t = (m− 1)T + 1, . . . ,mT :
1. Importance sampling. For 1 ≤ k ≤ K, sample X˜kt ∼ qt(·|Xkm,t−1) and let X˜km,t = X˜kt
if t = (m− 1)T + 1, X˜km,t = (Xkm,t−1, X˜kt ) otherwise.
2. Resampling. Generate i.i.d. B1t , . . . , B
K
t [B(1), . . . , B(K) for short] such that
P{B(1) = j} = wt(X˜jm,t)/(Kw¯t)(= W jt ), (2.4)
where w¯t = K
−1
∑K
k=1 wt(X˜
k
m,t).
3. Updating. Let (Xkm,t, A
k
m,t) = (X˜
B(k)
m,t , A
B(k)
m,t−1),
H˜jm,t = H
j
m,t−1/(KW
j
t ) and H
k
m,t = H˜
B(k)
m,t , 1 ≤ k ≤ K, (2.5)
with the conventions Ak
m,(m−1)T = k, H
k
m,(m−1)T = 1.
Remark 1. There are other procedures that use two or more particle filters to perform esti-
mation. For instance, [19] introduces a method based upon generalized two-filter smoothing.
However, that approach is restricted to two particle filters that run forwards and backwards,
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and requires the choice of pseudo-densities, which may be more difficult than the choice of
rm(·). The approach of [20] uses multiple particle filters to perform estimation, but is dif-
ferent from the ideas in this article. Typically that approach will run filters in parallel on
the same target and allow the filters themselves to interact. In our approach, we are able
to reduce variability (relative to one particle filter) of estimates by segmentation, which is
possibly not achieved in [20].
2.2 Notations
Set η0 = 1 and assume that
ηt := Eq
[ t∏
u=1
wu(Xu)
]
<∞ for 1 ≤ t ≤ U, (2.6)
where for (integrable) ϕ : Xt → R,
Eqϕ(Xt) =
∫
Xt
ϕ(xt)
[ t∏
u=1
qu(xu|xu−1)
]
dxt. (2.7)
Consider (m− 1)T < t ≤ mT . Define ηm,t = ηt/η(m−1)T , and let
ht(xt) = ηt
/ t∏
u=1
wu(xu), hm,t(xm,t) = ηm,t
/ t∏
u=(m−1)T+1
wu(xm,u). (2.8)
By (2.4)–(2.8),
Hkm,t =
( w¯(m−1)T+1 · · · w¯t
ηm,t
)
hm,t(X
k
m,t). (2.9)
Let Zm(= ZmK) = {(k(1), . . . , k(m)) : 1 ≤ k(n) ≤ K for 1 ≤ n ≤ m}. For k ∈ Zm, let
X˜kt = (X
k(1)
1,T , . . . ,X
k(m−1)
m−1,(m−1)T , X˜
k(m)
m,t ), H˜
k
t =
(m−1∏
n=1
H
k(n)
n,nT
)
H˜
k(m)
m,t , (2.10)
Xkt = (X
k(1)
1,T , . . . ,X
k(m−1)
m−1,(m−1)T ,X
k(m)
m,t ), H
k
t =
(m−1∏
n=1
H
k(n)
n,nT
)
H
k(m)
m,t .
Thus analogous to (2.9),
Hkt =
( w¯1 · · · w¯t
ηt
)
ht(X
k
t ). (2.11)
The notation Akm,t refers to the first-generation ancestor of X
k
m,t (or X˜
k
m,t+1). That is
Akt = j if the first component of X
k
m,t is X˜
j
m−1)T+1. This ancestor tracing is exploited in
Sections 3.3.3 for standard error approximations of the estimates. Finally N(µ, σ2) denotes
the normal distribution with mean µ and variance σ2.
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3 Estimation theory
We are interested in the estimation of the likelihood λ(θ), and also of ψU := Ep[ψ(XU )|YU ]
for some real-valued measurable function ψ. Here Ep denotes expectation under the HMM
(1.1). The estimation of λ(θ) falls under the canonical case; the theory is given in Section 3.2.
The estimation of ψU falls under the non-canonical case; the theory is given in Section 3.3.
3.1 Estimates and Remarks
3.1.1 Canonical Case
Define the function
L(xU ) = pθ(xU |YU )
/ U∏
t=1
qt(xt|xt−1), (3.1)
where pθ(xU |YU ) is as (2.1). The estimator of ψU in the canonical case, which we will prove
is unbiased, is given by
ψ̂U = K
−M
∑
k∈ZM
L(XkU )ψ(X
k
U )H
k
U . (3.2)
By (2.1) and (3.1), λ(θ) appears in the denominator on the R.H.S. of (3.2). This does not
pose a problem in the estimation of λ(θ), for by setting ψ ≡ λ(θ), we cancel out λ(θ). We
define λ̂(θ) to be the estimator obtained this way, that is
λ̂(θ)/λ(θ) = K−M
∑
k∈ZM
L(XkU )H
k
U . (3.3)
To further understand this estimate, we rewrite (3.3) as
λ̂(θ) =
( U∏
t=1
w¯t
) M∏
m=2
(
K−2
K∑
k=1
K∑
ℓ=1
pθ(X
ℓ
(m−1)T+1|Xk(m−1)T )
rm(Xℓ(m−1)T+1)
)
, (3.4)
where Xℓ(m−1)T+1 here refers to the first component of X
ℓ
m,mT . A heuristic justification is
as follows. For expositional purposes, let us consider the simplest case of M = 2. The final
term on the R.H.S. of (3.4), the double summation, is an SMC estimate of the ratio, up
to a constant, of the actual target of interest (2.1), and the normalized target (2.3) that is
sampled by the two particle filters. That is as K →∞, we would like to obtain convergence
to ∫
XU
pθ(xT+1|xT )
r2(xT+1)
π1,T (xT )π2,U (x2,U )dxU .
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The term
(∏U
t=1 w¯t
)
will converge in probability to the normalizing constants of π2,U (x2,U ).
The expression (3.4) also suggests a good choice of r2(·). If we take
r2(x) = K
−1
K∑
k=1
pθ(x|xkT ),
then the double sum on the R.H.S. of (3.4) is exactly 1; that is, it does not contribute to
the variance of the estimate. The choice above is exactly the SMC approximation of the
predictor. However, the choice suggested above is not reasonable in that it circumvents
the parallel implementation of the two filters. However we should thus choose r2(·) to
approximate the predictor. This will be illustrated in Section 3.3.2. We will also discuss
in Section 4 how subsampling can be used to reduce the computational cost of calculating
λ̂(θ) to O(K).
3.1.2 Non-Canonical Case
In the case of latent-state estimation under the non-canonical case, the unknown λ(θ) in-
herent in (3.2) is replaced by λ̂(θ), that is we divide the R.H.S. of (3.2) and (3.3) to obtain
the estimator
ψ˜U =
∑
k∈ZM
L(XkU )ψ(X
k
U )H
k
U
/ ∑
k∈ZM
L(XkU )H
k
U . (3.5)
We can rewrite the above estimate in a standard form seen in the literature, and reduce the
cost of computation to O(K). For example, if there is only one particle filter and we select
wt to satisfy (2.2), then the estimate reduces to K
−1
∑K
k=1 ψ(X
k
U ), which is the standard
estimate in the literature.
3.2 Unbiasedness and CLT under the canonical case
Let f0 = ψU and define,
ft(xt) = Eq[ψ(XU )L(XU )|Xt = xt], 1 ≤ t ≤ U, (3.6)
where Eq denotes expectation with respect to the importance densities qt as defined in (2.7).
There is no resampling involved under Eq. Let #
k
t denotes the number of copies of X˜
k
t
generated from (X˜1t , . . . , X˜
K
t ) to form (X
1
t , . . . ,X
K
t ). Thus conditionally, (#
1
t , . . . ,#
K
t ) ∼
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Multinomial (K,W 1t , . . . ,W
K
t ). Let F2t−1 and F2t denote the σ-algebras generated by all
random variables just before and just after resampling respectively, at the tth stage. In
the case of (m − 1)T < t ≤ mT for m > 1, these σ-algebras include all random variables
generated by PF1 to PF(m − 1). Let EK denote expectation with respect to K sample
paths generated in each particle filter.
Theorem 1. Define, for (m− 1)T < t ≤ mT and 1 ≤ j ≤ K,
ǫj2t−1 = K
−m+1
∑
k∈Zm:A
k(m)
m,t−1=j
[ft(X˜
k
t )− ft−1(Xkt−1)]Hkt−1, (3.7)
ǫj2t = K
−m+1
∑
k∈Zm:A
k(m)
m,t−1=j
(#
k(m)
t −KW k(m)t )ft(Xkt )H˜kt .
Then for each j and m, {ǫju,Fu, 2(m−1)T < u ≤ 2mT } is a martingale difference sequence,
and
K(ψ̂U − ψU ) =
M∑
m=1
K∑
j=1
(ǫj2(m−1)T+1 + · · ·+ ǫj2mT ). (3.8)
Therefore EK ψ̂U = ψU .
Proof. Since #kt ∼ Binomial(K,W kt ) when conditioned on F2t−1, by the tower law of con-
ditional expectations,
EK(ǫ
j
2t−1|F2t−2) = K−m+1
∑
k∈Zm:A
k(m)
t−1 =j
{EK [ft(X˜kt |F2t−2]− ft−1(Xkt−1)}Hkt−1 = 0,
EK(ǫ
j
2t|F2t−1) = K−m+1
∑
k∈Zm:A
k(m)
t−1 =j
[EK(#
k(m)
t |F2t−1)−KW k(m)t ]ft(X˜kt )H˜kt = 0,
therefore {ǫju,Fu, 2(m− 1)T < u ≤ 2mT } are indeed martingale difference sequences.
It follows from (2.5) and (2.10) that
∑
k∈Zm:A
k(m)
t−1 =j
(#
k(m)
t −KW k(m)t )ft(X˜kt )H˜kt
=
∑
k∈Zm:A
k(m)
t =j
ft(X
k
t )H
k
t −
∑
k∈Zm:A
k(m)
t−1 =j
ft(X˜
k
t )H
k
t−1,
therefore by (3.7) and the cancellation of terms in a telescoping series,
2mT∑
u=2(m−1)T+1
ǫju = K
−m+1
∑
k∈Zm:A
k(m)
m,mT
=j
fmT (X
k
mT )H
k
mT (3.9)
−K−m+1
∑
k∈Zm−1
f(m−1)T (X
k
(m−1)T )H
k
(m−1)T .
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Therefore
K∑
j=1
( 2mT∑
u=2(m−1)T+1
ǫju
)
= K−m+1
∑
k∈Zm
fmT (X
k
mT )H
k
mT (3.10)
−K−m+2
∑
k∈Zm−1
f(m−1)T (X
k
(m−1)T )H
k
(m−1)T .
By (3.2), the identity (3.8) follows from adding (3.10) over 1 ≤ m ≤ M , keeping in mind
that f0 = ψU and fU (xU ) = L(xU )ψ(XU ).
The martingale difference expansion (3.8) is for the purpose of standard error estimation,
see Section 3.3.3. An alternative expansion, for the purpose of CLT theory in the spirit of [10,
Chapter 8], is formed from the martingale difference sequence {(Z1u, . . . , ZKu ) : 2(m− 1)T <
u ≤ 2mT }, where
Zk2t−1 = K
−m+1
∑
k∈Zm:k(m)=k
[ft(X˜
k
t )− ft−1(Xkt−1)]Hkt−1, (3.11)
Zk2t = K
−m+1
∑
k∈Zm:k(m)=k
ft(X
k
t )H
k
t −K−m+1
∑
k∈Zm
W kt ft(X˜
k
t )H˜
k
t .
Analogous to (3.8), we have the expansion
K(ψ̂U − ψU ) =
2U∑
u=1
(Z1u + · · ·+ ZKu ), (3.12)
from which we can also conclude that ψ̂U is unbiased.
The technical difficulties in working with (3.11) to prove the CLT is considerably more
involved compared to the standard single particle filter, as there is now a sum over a multi-
dimensional space. Therefore let us provide some intuitions first, focusing on the key argu-
ments in the extension of the CLT to M = 2 segments.
For t > T , let
f2,t(x2,t) = Eq[ft(Xt)|X2,t = x2,t].
By a ‘law of large numbers’ argument, see Lemma 2 in Appendix A.1,
K−1
K∑
k=1
ft(X˜
kℓ
t )H
k
T
.
= f2,t(X˜
ℓ
2,t), (3.13)
K−1
K∑
k=1
ft(X
kℓ
t )H
k
T
.
= f2,t(X
ℓ
2,t).
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Therefore by (2.10) and (3.11), Zℓu
.
= Zℓ2,u for 2T < u ≤ 2U , where
Zℓ2,2t−1 = [f2,t(X˜
ℓ
2,t)− f2,t−1(Xℓ2,t−1)]Hℓ2,t−1, (3.14)
Zℓ2,2t = f2,t(X
ℓ
2,t)H
ℓ
2,t −
K∑
j=1
W jt f2,t(X˜
j
2,t)H˜
j
2,t.
We now have a martingale difference sequence {(Z1u, . . . , ZKu ),Fv, 1 ≤ u ≤ 2T } that depends
on the outcomes of PF1 only, and another sequence {(Z12,u, . . . , ZK2,u), Gu, 2T < u ≤ 2U} that
depends on the outcomes of PF2 only, where G2t−1 and G2t denote the σ-algebras generated
by random variables in PF2 only, just before and just after resampling respectively, at
stage t. Moreover,
K(ψ̂U − ψU ) .=
2T∑
u=1
( K∑
k=1
Zku
)
+
2U∑
u=2T+1
( K∑
ℓ=1
Zℓ2,u
)
. (3.15)
Therefore subject to neligible error in (3.15),
√
K(ψ̂U −ψU ) is asymptotically normal, with
variance the sum of the variance components due to each particle filter.
More generally in the case of M independent particle filters, define
fm,t(xm,t) = Eq[ft(Xt)|Xm,t = xm,t], (3.16)
and recall the definition of hm,t in (2.8).
Theorem 2. Let σ2 =
∑2U
u=1 σ
2
u, where for (m− 1)T < t ≤ mT ,
σ22t−1 = Eq{[f2m,t(Xm,t)− f2m,t−1(Xm,t−1)]hm,t−1(Xm,t−1)}, (3.17)
σ22t = Eq{[fm,t(Xm,t)hm,t(Xm,t)− f0]2/hm,t(Xm,t)}.
Assume that Eq{f2t (Xt)[ht(Xt) + ht−1(Xt)]} <∞ for 1 ≤ t ≤ U . Then σ2 <∞ and
√
K(ψ̂U − ψU )⇒ N(0, σ2) as K →∞. (3.18)
3.3 Asymptotic theory in the non-canonical case
In the non-canonical case, the estimator ψ˜U , see (3.5), can be approximated by ψ̂
c
U , an
unbiased estimator under the canonical case of the centered function
ψc(xU ) := ψ(xU )− ψU .
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Therefore, analogous to (3.6) and (3.16), we define f c
m,(m−1)T (xt) = 0 and
f cm,t(xt) = Eq[ψ
c(XU )L(XU )|Xm,t = xm,t], (m− 1)T < t ≤ mT. (3.19)
The corollary below then follows from Theorem 2.
Corollary 1. Let σ2c =
∑2U
u=1 σ
2
c,u, where for (m− 1)T < t ≤ mT ,
σ2c,2t−1 = Eq({[f cm,t(Xm,t)]2 − [f cm,t−1(Xm,t−1)]2}hm,t−1(Xm,t−1)), (3.20)
σ2c,2t = Eq{[f cm,t(Xm,t)]2hm,t(Xm,t)}.
Under the assumptions of Theorem 2,
√
K(ψ˜U − ψU )⇒ N(0, σ2c ) as K →∞. (3.21)
In Section 3.3.3, we show how σ2c can be estimated in-sample, and discuss the implications
in particle size allocation. Before that, we shall illustrate, in Sections 3.3.1 and 3.3.2, the
advantage of segmentation in providing stability to smoothed latent-state estimations, that
is estimation of Ep(Xu|YU ) for u < U , with u fixed as U →∞.
3.3.1 Example
Consider the linear time-series
Xt = aXt−1 + ǫt, Yt = Xt + ηt, (3.22)
with 0 < a < 1, ǫt ∼ N(0, (1− a2)σ2X) and ηt ∼ N(0, σ2Y ). Let θ = (a, σ2X , σ2Y ).
We shall illustrate on this simple example the advantage of parallel particle filters in
smoothed estimation of Xt. Consider firstly the segmented particle filter with T = 1 and
qt(xt|xt−1) = pθ(xt|YU ). Let wt ≡ 1, therefore ht,t ≡ 1 (recall also that ht,t−1 ≡ 1) for all
t. Consider ψ(xU ) = xu for some 1 ≤ u < U . By (3.1) and (3.19),
f ct,t(xt) = Ep(Xu|Xt = xt,YU )− Ep(Xu|YU ).
Since f ct,t−1 ≡ 0, therefore by (3.20),
σ2c,2t = σ
2
c,2t−1 = Varp(Ep(Xu|Xt,YU )|YU ) ≤ Varp(Ep(Xu|Xt)) = a|u−t|σ2X , (3.23)
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with the inequality in (3.23) following from say eq.(2.5.3) of [1]. Therefore
σ2c =
U∑
t=1
(σ2c,2t−1 + σ
2
c,2t) ≤
( 4
1− a − 2
)
σ2X .
Corollary 1 says that, in this example, σ2c is uniformly bounded and hence the estimation
of Xu is stable as U →∞.
For the standard particle filter with no latent-state sequence segmentation, that is in the
case M = 1 and T = U , we consider qt(xt|xt−1) = pθ(xt|xt−1,YU ) and wt ≡ 1. Then by
(3.19),
f c2t(xt)[= f
c
1,2t(xt)] = Ep(Xu|Xt = xt,YU )− Ep(Xu|YU ),
= Xu − Ep(Xu|YU ) if t ≥ u.
Since Varp(Xu|YU ) ≥ Varp(Xu|Xu−1, Xu+1, Yu) > 0, therefore in this example, σ2c,2t is
bounded away from 0 for t ≥ u, and consequently σ2c →∞ as U →∞.
Intuitively, in the case of the standard particle filter, the estimation of Ep(Xu|YU ) is
unstable as U →∞ simply due to degeneracy caused by repeated resamplings at t ≥ u. On
the other hand, the repeated resamplings does not cause instability in the segmented method
because resampling in one segment does not result in sample depletion of another segment.
There is a vast literature on smoothed latent-state estimators, see for example [5]. We do
not go into details here as our main motivation for looking at parallel particle filters is to
achieve wall-clock computation time savings; the variance reductions in smoothed estimates
can be viewed as an added benefit.
3.3.2 Numerical Study
As in Section 3.3.1, consider the linear time-series (3.22) and the estimation of ψ(xU ) = xu
for 0 < u ≤ U , conditioned on YU . Kalman updating formulas are applied to compute
E(Xu|Yu−1) and E(Xu|Yu) analytically, and the Rauch-Tung-Striebel smoother is applied
to compute E(Xu|Yt) for t > u. The mean-squared errors (MSE) of the particle filter
methods can then be computed using Monte Carlo.
The first method we consider is the standard particle filter that performs bootstrap
resampling at every step. We select q1 as N(0, σ
2
X) and qt(·|xt−1) as N(axt−1, (1− a2)σ2X)
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MSE (×10−2)
u Ep(Xu|Y50) Standard Seg.: N(0, 1) Seg.: N(µ̂m, σ̂2m)
5 −0.46 5.8±1.0 0.67±0.09 0.6±0.1
10 0.45 6.0±0.8 0.35±0.04 0.34±0.05
15 0.80 5.1±0.6 0.64±0.08 0.58±0.07
20 0.95 4.9±0.7 1.1±0.2 0.77±0.09
25 1.16 6.1±1.0 2.8±0.4 3.0±0.4
30 2.81 2.7±0.4 2.2±0.3 1.0±0.1
35 0.81 1.8±0.2 1.9±0.2 0.8±0.1
40 −1.10 1.4±0.2 1.5±0.2 0.9±0.2
45 −0.50 0.7±0.1 0.69±0.09 0.55±0.07
50 0.38 0.19±0.02 0.18±0.02 0.20±0.03
Table 1: MSE (×10−2) of Ê(Xu|Y50) for: 1. the standard particle filter, 2. the segmented
particle filter initialized at N(0, 1), 3. the segmented particle filter initialized at N(µ̂m, σ̂
2
m),
with (µ̂m, σ̂
2
m) estimated from past observations.
for t > 1, hence
wt(xt) = exp
[
− (Yt − xt)
2
2σ2Y
]
t ≥ 1. (3.24)
We next consider parallel particle filters with XU segmented into M portions of equal
length T = U/M . The resampling weights are as in (3.24), and like the standard particle
filter,
qm,t(·|xt−1) = N(axt−1, (1− a2)σ2X) for (m− 1)T + 1 < t ≤ mT.
We consider two versions of qm,(m−1)T+1 (= rm here), the initial sampling distribution
of X˜k
m,(m−1)T+1. In the first version, we simply let qm,(m−1)T+1 = N(0, σ
2
X). In the second
version, we let qm,(m−1)T+1 = N(µ̂m, σ̂
2
m), with (µ̂1, σ̂
2
1) = (0, σ
2
X) and for m ≥ 2, (µ̂m, σ̂2m)
simulated using (Y(m−1)T−r, . . . , Y(m−1)T ) for some r ≥ 0. More specifically, we let
µm = E(X(m−1)T+1|Y(m−1)T−r, . . . , Y(m−1)T ),
σ2m = Var(X(m−1)T+1|Y(m−1)T−r, . . . , Y(m−1)T ),
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and estimate them by sampling (X(m−1)T−r, . . . , X(m−1)T+1) using particle filters.
In our simulation study, we select a = 0.8, σ2X = σ
2
Y = 1, U = 50 and M = 5. We apply
K = 500 particles in each filter, and for the second version of the segmented method, we
consider r = 4. Each method is repeated 100 times, and its MSE are reported in Table 1.
We see from Table 1 substantial variance reductions for parallel particle filters over standard
particle filters, especially when U − u is big, agreeing with the discussions in Section 3.3.1.
In addition, we see that applying estimation of (µm, σ
2
m) improves upon the performances
of parallel particle filters.
3.3.3 In-sample variance estimation and particle size allocation
Let σ2Pm =
∑2mT
u=2(m−1)T+1 σ
2
c,u be the variability attributed to the mth particle filter. If
Km particles are allocated to particle filter m with Km large, then analogous to (3.21),
Var(ψ˜U )
.
=
M∑
m=1
σ2Pm
Km
. (3.25)
Therefore being able to estimate σ2Pm in-sample would allow us to optimally allocate the
particle sizes in the M particle filters so as to minimize (3.25). The estimation can be done
in the following manner.
Consider 1 ≤ m ≤ M and let Cjm = {k : Akm,mT = j}, noting that Akm,mT = j if and
only if Xkm,mT is descended from X˜
j
(m−1)T+1. Let
Qj(µ) =
∑
k∈ZM :k(m)∈Cjm
L(XkU )[ψ(X
k
U )− µ]HkU .
Theorem 3. Under the assumptions of Corollary 1,
σ̂2Pm(ψU ) := K
−1
K∑
j=1
Q2j(ψU )
p→ σ2Pm, 1 ≤ m ≤M. (3.26)
Since ψ˜U
p→ ψU by Corollary 1, therefore σ̂2Pm(ψ˜U ) is consistent for σ2Pm. Besides particle
size allocation, being able to estimate σ2Pm, 1 ≤ m ≤ M , and hence σ2c allows us to assess
the level of accuracy of ψ˜U in estimating ψU .
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4 Discussion
We discuss here the subsampling approach, proposed in [4, 13], that can be used to reduce
the O(K2) computational cost of our estimates. We make the discussions more concrete
here by considering M = 2 and focusing on the estimation of the likelihood λ(θ).
The actual computational cost of the double sum in (3.4) may be less expensive than it
seems, given that this operation is done only once, and that time-savings can be achieved
if we bother to first group the segments Xℓ2,U having a common first component. However
asymptotically, we do have a larger computational complexity due to the double sum.
Let {(k(v), ℓ(v)) : 1 ≤ v ≤ V } be selected i.i.d. from β, a positive distribution on Z2K ,
and estimate λ(θ) by
λ̂∗(θ) =
( U∏
t=1
w¯t
)
(K2V )−1
V∑
v=1
pθ(X
ℓ(v)
T+1|Xk(v)T )
r2(X
ℓ(v)
T+1)β(k(v), ℓ(v))
.
Since λ̂(θ) is unbiased for λ(θ), therefore so is λ̂∗(θ). For example, we can apply stratification
sampling so that “good” pairs are chosen more frequently. The choice of V ∼ Ks for s = 1
would give us a O(K) algorithm, though we may have to select s > 1 in order to maintain
the asymptotic variance of λ̂(θ). As the computation of λ̂∗(θ) is separate from the execution
of the parallel particle filters and can be done off-line, improving λ̂∗(θ) with more sampling
does not require re-running of the particle filters.
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A Proofs
We preface the proofs of the main results of Section 3 with two supporting lemmas in
Appendix A.1 below. Lemma 1 is a weak law of large number for sums of segmented
sequences. Lemma 2 provides finer approximations of such sums.
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A.1 Asymptotics and finer approximations for sums of segmented
sequences
Lemma 1. Let G be a real-valued measurable function of xt for some (m− 1)T < t ≤ mT
with 1 ≤ m ≤M .
(a) If µ˜t := Eq[G(Xt)/ht−1(Xt−1)] exists and is finite, then as K →∞,
K−m
∑
k∈Zm
G(X˜kt )
p→ µ˜t.
(b) If µt := Eq[G(Xt)/ht(Xt)] exists and is finite, then as K →∞,
K−m
∑
k∈Zm
G(Xkt )
p→ µt.
(c) For each k ∈ Zm,
H˜kt
ht(X˜kt )
=
Hkt
ht(Xkt )
=
w¯1 · · · w¯t
ηt
p→ 1. (A.1)
Proof. Since G = G+−G−, we can assume without loss of generality that G is nonnegative.
The proofs of (a) and (b) for t ≤ T follows from standard induction arguments, see [6,
Lemma 2]. For t > T , induction arguments are again used, but the framework is now
considerably more complicated with summation on a multi-dimensional instead of a one-
dimensional space. Unlike in [6], characteristic functions are now needed in the induction
proof.
Let T < u ≤ 2T and assume that µ˜u exists and is finite, and that Lemma 1(b) holds for
t = u − 1. Let V ℓu = K−1
∑K
k=1G(X˜
kℓ
u ) and consider the decomposition V
ℓ
u = R
ℓ
u,c + S
ℓ
u,c,
where
Rℓu,c = K
−1
K∑
k=1
G(X˜kℓu )1{G(X˜kℓu )≤c}
, Sℓu,c = K
−1
K∑
k=1
G(X˜kℓu )1{G(X˜kℓu )>c}
. (A.2)
Let V¯u = K
−1
∑K
ℓ=1 V
ℓ
u , and define R¯u,c, S¯u,c in a similar fashion. Let i =
√−1 and define
µ˜u,c = Eq[G(Xu)1{G(Xu)>c}/hu−1(Xu−1)], (A.3)
ϕℓ2u−1,c(θ|F2u−2) = EK [exp(iθK−1Rℓu,c)|F2u−2].
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Let δ > 0. Since R1u,δK , . . . , R
K
u,δK are independent conditioned on F2u−2,
EK [exp(iθV¯u)|F2u−2] =
K∏
ℓ=1
ϕℓ2u−1,δK(θ|F2u−2) + rK , (A.4)
rK = EK{exp(iθR¯u,δK)[exp(iθS¯u,δK)− 1]|F2u−2}.
Since |eiz − 1| ≤ |z|, for K ≥ c/δ,
|rK | ≤ |θ|K−1
K∑
ℓ=1
EK(S
ℓ
u,c|F2u−2). (A.5)
By the induction hypothesis applied on Gc(xu−1) := Eq[G(Xu)1{G(Xu)>c}|Xu−1 = xu−1],
K−1
K∑
ℓ=1
EK(S
ℓ
u,c|F2u−2)
p→ Eq[Gc(Xu−1)/hu−1(Xu−1)](= µ˜u,c). (A.6)
Since µ˜u,c → 0 as c→∞, therefore by (A.5) and (A.6),
rK
p→ 0. (A.7)
Let R˜u,c = R
ℓ
u,c − EK(Rℓu,c|F2u−2) and
ϕ˜ℓ2u−1,c(θ|F2u−2) = EK [exp(iθK−1R˜ℓu,c)|F2u−2]. (A.8)
Since |E[eiθZ − (1 + iθZ − θ2Z22 )]| ≤ θ2EZ2 (see (26.5) of [3]) and (Rℓu,δK)2 ≤ δKRℓu,δK ,
|ϕ˜ℓ2u−1,δK(θ|F2u−2)− {1− [θ2/(2K2)]VarK(Rℓu,δK |F2u−2)}| (A.9)
≤ (θ/K)2VarK(Rℓu,δK |F2u−2) ≤ (θ/K)2EK [(Rℓu,δK)2|F2u−2]
≤ (δθ2/K)EK(Rℓu,δK |F2u−2).
Since |∏Kℓ=1 zℓ − ∏Kℓ=1 yℓ| ≤ ∑Kℓ=1 |zℓ − yℓ| whenever |zℓ| ≤ 1 and |yℓ| ≤ 1 for all ℓ
(see Lemma 1 in Section 2.7 of [3]), by the induction hypothesis applied on G′c(xu) =
Eq[G(Xu)1{G(Xu)≤c}|Xu−1 = xu−1] and then letting c→∞,
∣∣∣ K∏
ℓ=1
ϕ˜ℓ2u−1,δK(θ|F2u−2)−
K∏
ℓ=1
{1− [θ2/(2K2)]VarK(Rℓu,δK |F2u−2)}
∣∣∣ (A.10)
≤ δθ2K−1
K∑
ℓ=1
EK(R
ℓ
u,δK |F2u−2)
p→ δθ2µ˜u.
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Let δ0 > 0 be such that log(1−y) ≥ −2y for 0 < y < (θδ0)2. Therefore by the inequalities
in (A.9), for 0 < δ ≤ δ0,
K∏
ℓ=1
{1− [θ2/(2K2)]VarK(Rℓu,δK |F2u−2)} (A.11)
≥
K∏
ℓ=1
{1− [δθ2/(2K)]EK [(Rℓu,δK)2|F2u−2]}
≥ exp
[
− δθ2K−1
K∑
ℓ=1
EK(R
ℓ
u,δK |F2u−2)
]
p→ exp(−δθ2µ˜u).
By the definitions of ϕℓ2u−1,c and ϕ˜
ℓ
2u−1,c in (A.3) and (A.8),
K∏
ℓ=1
[ϕℓ2u−1,δK(θ|F2u−2)/ϕ˜ℓ2u−1,δK(θ|F2u−2)] (A.12)
= exp
[
iθK−1
K∑
ℓ=1
EK(R
ℓ
u,δK |F2u−1)
]
p→ exp(iθµ˜u).
It follows from (A.4), (A.7) and (A.10)–(A.12), with δ → 0, that
EK [exp(iθV¯u)|F2u−2] p→ exp(iθµ˜u).
Therefore EK exp(iθV¯u)
p→ exp(iθµ˜u), equivalently V¯u p→ µ˜u. Hence (a) holds for t = u
whenever (b) holds for t = u−1. By similar arguments, (b) holds for t = u whenever (a) holds
for t = u. The induction arguments to show (a) and (b) for T < t ≤ 2T are now complete.
Similar induction arguments can be used to show (a) and (b) for (m − 1)T < t ≤ mT for
m = 3, . . . ,M .
The identities in (A.1) follows from multiplying (2.9) over “(m, t)” = (1, T ), . . . , (m −
1, (m − 1)T ), (m, t). By (2.6) and (2.8), applying (a) on G = wt gives us w¯t p→ ηt/ηt−1.
Therefore (c) holds.
Lemma 2. Let Gu be a measurable function of xu with (m − 1)T < u ≤ mT and define
Gm,u(xm,u) = Eq[Gu(Xu)|Xm,u = xm,u].
(a) If Eq[G
2
u(Xu)hu−1(Xu−1)] <∞, then
K−1
K∑
ℓ=1
[
K−M+1
∑
k∈Zm−1
Gu(X˜
kℓ
u )H
kℓ
u−1 −Gm,u(X˜ℓm,u)Hℓm,u−1
]2 p→ 0, (A.13)
K∑
ℓ=1
[
K−M+1
∑
k∈Zm−1
Gu(X˜
kℓ
u )H
kℓ
u−1 −Gm,u(X˜ℓm,u)Hℓm,u−1
]
= op(K
1
2 ), (A.14)
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where kℓ = (k(1), . . . , k(m− 1), ℓ).
(b) If Eq[G
2
u(Xu)hu(Xu)] <∞, then
K−1
K∑
ℓ=1
[
K−M+1
∑
k∈Zm−1
Gu(X
kℓ
u )H
kℓ
u −Gm,u(Xℓm,u)Hℓm,u
]2 p→ 0, (A.15)
K∑
ℓ=1
[
K−M+1
∑
k∈Zm−1
Gu(X
kℓ
u )H
kℓ
u −Gm,u(Xℓm,u)Hℓm,u
]
= op(K
1
2 ). (A.16)
Proof. The case m = 1 is trivial, so let us first consider m = 2. For 1 ≤ t ≤ T , let
Gt,u(xt,x2,u) = Eq[Gu(Xu)|Xt = xt,X2,u = x2,u].
By Lemma 1(c), K−1
∑K
k=1Gu(X˜
kℓ
u )H
kℓ
u−1 − G2,u(X˜ℓ2,u)Hℓ2,u−1 = [1 + op(1)]Dℓ uniformly
over ℓ, where
Dℓ =
[
K−1
K∑
k=1
Gu(X˜
kℓ
u )H
k
T −G2,u(X˜ℓ2,u)
]
h2,u−1(X
ℓ
2,u−1). (A.17)
By (A.17), we have the expansion
Dℓ = K−1
2T∑
s=1
(d1ℓs + · · ·+ dKℓs )h2,u−1(Xℓ2,u−1), (A.18)
where dkℓ2t−1 = [Gt,u(X˜
k
t , X˜
ℓ
2,u)−Gt−1,u(Xkt−1, X˜ℓ2,u)]Hkt−1,
dkℓ2t = Gt,u(X
k
t , X˜
ℓ
2,u)H
k
t −
K∑
j=1
W jt Gt,u(X˜
k
t , X˜
ℓ
2,u)H
k
t−1,
with the convention that for t = 1, Hkt−1 = 1 and Gt−1,u(X
k
t−1, X˜
ℓ
2,u) = G2,u(X˜
ℓ
2,u).
Let Dℓv = K
−1
∑v
s=1(d
1ℓ
s + · · · + dKℓs )h2,u−1(Xℓ2,u−1). We shall show inductively that
uniformly over ℓ,
K∑
ℓ=1
EK [(D
ℓ
v)
2|G2u−2] = Op(1), v = 1, . . . , 2T, (A.19)
where G2u−2 denotes the σ-algebra for all random variables generated in the second par-
ticle filter up to and including resampling at the (u − 1)th stage. Since d1ℓ1 , . . . , dKℓ1 are
uncorrelated with mean 0 conditioned on G2u−2, by Lemma 1(a) and (c),
K∑
ℓ=1
EK [(D
ℓ
1)
2|G2u−2] = K−2
K∑
k=1
K∑
ℓ=1
EK [(d
kℓ
1 )
2|G2u−2]h2,u−1(Xℓ2,u−1)2 = Op(1).
Therefore (A.19) holds for v = 1. Consider next v > 1. Let Hv = Fv ∪ G2u−2. Since
Dℓv = D
ℓ
v−1 +K
−1(d1ℓv + · · · dKℓv )h2,u−1(Xℓ2,u−1),
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and d1ℓv , . . . , d
Kℓ
v are conditionally independent with mean 0 given Hv−1, by Lemma 1(a)
and (c),
K∑
ℓ=1
EK [(D
ℓ
v)
2|Hv−1] =
K∑
ℓ=1
(Dℓv−1)
2 +K−2
K∑
k=1
K∑
ℓ=1
EK [(d
kℓ
v )
2|Hv−1]h22,u−1(Xℓ2,u−1)
=
K∑
ℓ=1
(Dℓv−1)
2 +Op(1).
Therefore (A.19) for v follows from (A.19) for v− 1. By induction, (A.19) holds for 1 ≤ v ≤
2T . In particular, since Dℓ2T = D
ℓ, (A.13) holds for m = 2.
By (A.19) for v = 2T , and noting that D1, . . . , DK are conditionally independent with
mean 0 given F2u−2, and that G2u−2 ⊂ F2u−2,
EK
[( K∑
ℓ=1
Dℓ
)2∣∣∣F2u−2] = K∑
ℓ=1
EK [(D
ℓ)2|F2u−2] = Op(K). (A.20)
Therefore K−1(
∑K
ℓ=1D
ℓ)2
p→ 0, and (A.14) holds for m = 2. The extension of the proof to
m > 2 and the proofs of (A.15) and (A.16) apply similar arguments to those of (A.13) and
(A.14).
A.2 Proofs of Theorem 2, Corollary 1 and Theorem 3
Proof of Theorem 2. Let S =
∑M
m=1 Sm, where
Sm =
2mT∑
u=2(m−1)T+1
(Z1m,u + · · ·+ ZKm,u),
Zkm,2t−1 = [fm,t(X˜
k
m,t)− fm,t−1(Xkm,t−1)]Hkm,t,
Zkm,2t = fm,t(X
k
m,t)H
k
m,t −
K∑
j=1
W jt fm,t(X˜
j
m,t)H˜
j
m,t.
By the CLT for particle filters on unsegmented HMM sequences, see for example [6],
K−
1
2Sm ⇒ N(0, σ2Pm), 1 ≤ m ≤M.
Since the particle filters operate independently and Sm depends only on the mth particle
filter,
K−
1
2S ⇒ N(0, σ2) where σ2 =
M∑
m=1
σ2Pm. (A.21)
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By (3.12),
√
K(ψ̂U − ψU ) = K− 12S +K− 12
2mU∑
u=1
K∑
ℓ=1
(Zℓu − Zℓm,u). (A.22)
Therefore by (3.11), (3.14) and (A.14) applied on Gt(xt) = ft(xt)− ft−1(xt−1),
K−
1
2
K∑
k=1
(Zku − Zkm,u)
p→ 0 (A.23)
for u = 2t − 1. And by (3.11), (3.14) and (A.16) applied on Gt(xt) = ft(xt) and (A.16)
applied on Gt(xt) = wt(xt)ft(xt), (A.23) holds for u = 2t. We conclude Theorem 2 from
(A.21)–(A.23).
Proof of Corollary 1. By (3.5),
ψ˜U − ψU =
[
K−M
∑
k∈ZM
L(XkU )H(X
k
U )
]−1
ψ̂cU , (A.24)
where ψ̂cU = K
−M
∑
k∈ZM L(X
k
U )ψ
c(XkU )H
k
U , is (3.2) with ψ replaced by ψ
c(xU ) = ψ(xU )−
ψU . By Theorem 2,
√
Kψ̂cU ⇒ N(0, σ2c ). (A.25)
By Lemma 1(b) and (c),
K−M
∑
k∈ZM
L(XkU )H(X
k
U )
p→ 1,
and Corollary 1 therefore follows from (A.24) and (A.25).
Proof of Theorem 3. . We shall show Theorem 3 in detail for the caseM = m = 2, assuming
without loss of generality that ψU = 0. It follows from [6, Corollary 2] that
K−1
K∑
j=1
(ej)2
p→ σ2P2, where ej =
∑
ℓ:Aℓ2,U=j
f2,U (X
ℓ
2,U )H
ℓ
2,U . (A.26)
By (3.11), (3.14) and (3.26),
σ̂2P2(0) = K
−1
K∑
j=1
(
ej +
2U∑
v=2T+1
∑
ℓ:Aℓ2,t=j
ζℓv
)2
,
where t = ⌊v/2⌋, with ⌊·⌋ denoting the greatest integer function,
ζℓ2u−1 = Z
ℓ
2u−1 − Zℓ2,2u−1, ζℓ2u = (#ℓu −KW ℓu)χℓ,
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χℓ = K−1
K∑
k=1
fu(X˜
kℓ)H˜kℓu − f2,u(Xℓ2,u)H˜ℓ2,u.
Therefore by (A.26), to show (3.26), it suffices to show that
K−1
K∑
j=1
( 2U∑
v=2T+1
∑
ℓ:Aℓ2,t=j
ζℓv
)2 p→ 0. (A.27)
We shall apply induction to show that
K−1
K∑
j=1
( s∑
v=2T+1
∑
ℓ:Aℓ2,t=j
ζℓv
)2 p→ 0, s = 2T + 1, . . . , 2U. (A.28)
By (3.11), (3.14) and (A.17), ζℓ2u−1 = [1+op(1)]D
ℓ uniformly in ℓ, for Gu(xu) = fu(xu)−
fu−1(xu−1). Therefore by (A.20),
K∑
ℓ=1
EK [(ζ
ℓ
2u−1)
2|F2u−2] p→ 0. (A.29)
Since Aℓ2,T = ℓ, 1 ≤ ℓ ≤ K, (A.29) for u = T + 1 implies (A.28) for s = 2T + 1. Since
ζ12u−1, . . . , ζ
K
2u−1 are independent with mean 0 conditioned on F2u−2, and ζℓv are measurable
with respect to F2u−2 for v ≤ 2u− 2,
K−1
K∑
j=1
EK
[( 2u−1∑
v=2T+1
∑
ℓ:Aℓ2,t=j
ζℓv
)2∣∣∣F2u−2]
= K−1
K∑
j=1
( 2u−2∑
v=2T+1
∑
ℓ:Aℓ2,t=j
ζℓv
)2
+K−1
K∑
ℓ=1
EK [(ζ
ℓ
2u−1)
2|F2u−2].
Therefore by (A.29), (A.28) for s = 2u− 1 follows from (A.28) for s = 2u− 2.
Since VarK(#
ℓ
u|F2u−1) = KW ℓu(1 −W ℓu), CovK(#iu,#ℓu|F2u−1) = −KW iuW ℓu, and χℓ
are measurable with respect to F2u−1,
K−1
K∑
j=1
[( 2u∑
v=2T+1
∑
ℓ:Aℓ2,T=j
ζℓv
)2∣∣∣F2u−1] (A.30)
= K−1
K∑
j=1
( 2u−1∑
v=2T+1
∑
ℓ:Aℓ2,T=j
ζℓv
)2
+
K∑
ℓ=1
W ℓu(χ
ℓ)2 −K
( K∑
ℓ=1
W ℓuχ
ℓ
)2
.
It follows from an induction argument similar to that used to show (A.29) that
k∑
ℓ=1
W ℓu(χ
ℓ)2
p→ 0.
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Therefore by (A.30), (A.28) for s = 2u follows from (A.28) for s = 2u − 1. The induction
arguments are complete and we have shown that (A.28) holds for 2T + 1 ≤ s ≤ 2U , and
Theorem 3 holds.
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