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Abstract. This work tackles an inverse boundary value problem for a p-
Laplace type partial differential equation parametrized by a smoothening pa-
rameter τ ≥ 0. The aim is to numerically test reconstructing a conductivity
type coefficient in the equation when Dirichlet boundary values of certain so-
lutions to the corresponding Neumann problem serve as data. The numerical
studies are based on a straightforward linearization of the forward map, and
they demonstrate that the accuracy of such an approach depends nontrivially
on 1 < p <∞ and the chosen parametrization for the unknown coefficient. The
numerical considerations are complemented by proving that the forward oper-
ator, which maps a Ho¨lder continuous conductivity coefficient to the solution
of the Neumann problem, is Fre´chet differentiable, excluding the degenerate
case τ = 0 that corresponds to the classical (weighted) p-Laplace equation.
1. Introduction
This work considers an inverse boundary value problem for the p-Laplace type
partial differential equation (1 < p <∞)
(1) ∇ · (σ(τ2 + |∇u|2) p−22 ∇u) = 0 in Ω,
where Ω is a bounded Lipschitz domain and τ ≥ 0 is a smoothening parameter,
with τ = 0 corresponding to the so-called weighted p-Laplacian [15]. To be more
precise, the main aim is to numerically test reconstructing the strictly positive co-
efficient σ ∈ L∞(Ω) using Neumann–Dirichlet boundary value pairs of solutions to
(1) as data. A partial differential equation of the type (1) can allegedly model sev-
eral (physical) phenomena such as nonlinear dielectrics, plastic moulding, electro-
rheological and thermo-rheological fluids, fluids governed by a power law, viscous
flows in glaciology, or plasticity, but we emphasize that the main motivation for
this manuscript is simply studying the properties of (1) as a nonlinear model (in-
verse) boundary value problem without any particular practical application in mind.
However, spurred by the case p = 2 and τ = 0 corresponding to the conductivity
equation, we somewhat misleadingly refer to σ as conductivity, to u as potential
and to its conormal derivative on ∂Ω as boundary current density.
Although the case p = 2 essentially corresponds to the inverse conductivity prob-
lem [5, 10, 30], i.e. the most studied inverse elliptic boundary value problem both
theoretically and computationally, for p 6= 2 the identifiability or reconstruction
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of σ in (1) from boundary data has not yet received much attention in the math-
ematical inverse problems literature. There essentially only exist results on the
unique identifiability of the boundary trace σ|∂Ω [28] together with its first deriva-
tives [6] and on the differentiation between two conductivities satisfying σ1 ≤ σ2
[13]. In addition, the theoretical basis for the generalization of certain inclusion
detection methods originally designed for the inverse conductivity problem, namely
the monotonicity [14] and enclosure [19] methods, has been laid in [7, 8]. On the
other hand, we are not aware of any previous numerical studies on reconstructing σ
based on boundary values of solutions to (1), though numerically implementing the
enclosure method for (1) seems viable; see [7, 8]. In particular, no one has previ-
ously considered the straightforward approach of linearizing the dependence of the
solutions to (1) on σ and numerically solving the ensuing linear inverse problem.
Take note that such a linearization comprises the basic building block for iterative
Newton-type algorithms, which are the most commonly used reconstruction meth-
ods in practical applications associated to inverse elliptic boundary value problems;
cf., e.g., [3, 10, 29].
In this work, we consider the Neumann boundary value problem for (1) with
certain boundary current densities and treat the Dirichlet traces of the associated
potentials as the data for the inverse problem. As the theoretical foundation for
our linearization approach, we prove that the solution to the Neumann problem for
(1), say uσ, is Fre´chet differentiable with respect to a Ho¨lder continuous σ if τ > 0
or uσ has no critical points in Ω. The associated Fre´chet derivative is defined by a
solution to a certain anisotropic (linear) conductivity equation with a homogeneous
Neumann condition.
In our two-dimensional numerical studies, the accuracy of the linearization ap-
proach is tested on the forward map taking σ to uσ|∂Ω as well as in the computation
of an (approximate) maximum a posteriori (MAP) estimate for the conductivity
from boundary data. It turns out that the corresponding errors depend nontriv-
ially on p and the chosen parametrization for σ, i.e., whether the linearization is
computed with respect to the conductivity itself σ, the resistivity 1/σ, some other
power of σ or the log-conductivity log σ; see [18] for similar considerations when
p = 2. In particular, one definitely cannot draw the tempting conclusion that the
inverse boundary value problem for (1) is least nonlinear in the case p = 2 that cor-
responds to a linear partial differential equation. Moreover, although our proof of
Fre´chet differentiability does not cover the classical p-Laplace equation, i.e. τ = 0,
the conclusions of our numerical experiments do not seem to depend much on the
choice of a small or vanishing τ ≥ 0 in (1).
This text is organized as follows. Section 2 introduces the mathematical frame-
work and considers Ho¨lder continuity of solutions to (1) with respect to σ. The
Fre´chet differentiability result is proved in Section 3 and the numerical experiments
are documented in Section 4. Finally, Section 5 presents the concluding remarks.
Some useful inequalities are collected in Appendix A.
2. The setting and preliminary continuity results
In what follows, we will constantly employ the quotient Sobolev spacesW 1,p(Ω)/R
equipped with the norm
‖∇v‖Lp(Ω) ≤ ‖v‖W 1,p(Ω)/R := inf
c∈R
‖v − c‖W 1,p(Ω) ≤ C(p,Ω)‖∇v‖Lp(Ω),
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where the last inequality is a straightforward consequence of the Poincare´ inequality.
Here and in what follows, Ω ⊂ Rn, n ∈ N \ {1}, is a bounded Lipschitz domain.
Moreover, C and c denote positive constants that may change between different
occurrences. The multiplier field of all considered function spaces is R.
We define a family of ‘smoothened p-energy functions’ via
(2) ϕp,τ (x) =
1
p
(
τ2 + |x|2) p2 , x ∈ Rn, 1 < p <∞, τ ≥ 0,
and note that the corresponding gradient is
(3) Dϕp,τ (x) = (τ
2 + |x|2) p−22 x.
We use roman x in the argument of ϕp,τ to avoid confusion with the actual spatial
variable x ∈ Rn. Moreover, the gradient of ϕp,τ is denoted by Dϕp,τ in order
to reserve the standard ∇-notation for the spatial derivatives appearing in the
considered partial differential equations. Appendix A provides more information
on fundamental properties of ϕp,τ .
2.1. Neumann problem and its stable solvability. Let σ ∈ L∞+ (Ω) be a ‘con-
ductivity’ living in
L∞+ (Ω) = {υ ∈ L∞(Ω) : ess inf υ > 0}.
We consider a (σ-weighted) p-Laplace type equation with a Neumann boundary
condition:
(4)
{ ∇ · (σDϕp,τ (∇u)) = 0 in Ω,
ν · σDϕp,τ (∇u) = f on ∂Ω,
where 1 < p < ∞ and ν ∈ L∞(∂Ω,Rn−1) is the exterior unit normal of ∂Ω. In
particular, the first line of (4) reduces to the standard p-Laplace equation if τ = 0
and σ ≡ 1. The weak formulation of (4) is to find uσ ∈W 1,p(Ω)/R such that
(5)
∫
Ω
σDϕp,τ (∇uσ) · ∇v dx =
∫
∂Ω
fv dS for all v ∈W 1,p(Ω)/R.
It is well known that (5) has a unique solution for any ‘boundary current density’
f ∈ Lq(∂Ω) and τ ≥ 0, with Lq(∂Ω) standing for the zero-mean subspace of Lq(∂Ω)
and q := p/(p− 1) being the conjugate index of p. Moreover, this solution uniquely
minimizes the (weighted and smoothened) p-energy
(6) E(v) :=
∫
Ω
σϕp,τ (∇v) dx−
∫
∂Ω
fv dS
over v ∈ W 1,p(Ω)/R. However, as the Neumann boundary condition is rarely
considered in the literature on the p-Laplace equation, we summarize these results
as a theorem accompanied by a sketch of a proof. In what follows, we denote by
fσ =
1
ess inf σ
f ∈ Lq(∂Ω)
a scaled version of the boundary current density in (4).
Theorem 2.1. The problem (5) has a unique solution that satisfies
(7) ‖uσ‖W 1,p(Ω)/R ≤ C
 ‖fσ‖
q
p
Lq(∂Ω) + τ
q−p
p/q+q/p ‖fσ‖
2
p/q+q/p
Lq(∂Ω) 1 < p ≤ 2,
‖fσ‖
q
p
Lq(∂Ω) 2 ≤ p <∞,
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where C = C(Ω, p) > 0 does not depend on f ∈ Lq(∂Ω), σ ∈ L∞+ (Ω) or τ ≥ 0. In
addition,
(8)
‖Dϕp,τ (∇uσ)‖Lq(Ω) ≤ C
 ‖fσ‖Lq(∂Ω) + τ
2−p
p/q+q/p ‖fσ‖
p
p/q+q/p
Lq(∂Ω) if 1 < p ≤ 2,
‖fσ‖Lq(∂Ω) + τp−2‖fσ‖
q
p
Lq(∂Ω) if 2 ≤ p <∞,
where again C = C(Ω, p) > 0 does not depend on f ∈ Lq(∂Ω), σ ∈ L∞+ (Ω) or
τ ≥ 0.
Proof. First of all, it is unambiguous to define (5) and (6) on a quotient space since
the gradient does not see an additive constant and f has zero mean. Moreover, all
integrals in (5) and (6) are finite for all elements of the associated function spaces
due to Ho¨lder’s inequality, (43) and the trace theorem.
Since ϕp,τ : Rn → R is strictly convex (see Appendix A), the fact that (6) has
a unique minimizer in W 1,p(Ω)/R and that this minimizer also uniquely solves
(5) follows by the same logic as in the case of a Dirichlet boundary condition;
see, e.g., [28, Proposition A.1] for the case τ = 0. Indeed, compared to the proof of
[28, Proposition A.1], one essentially only needs to use (40) whenever [28] resorts
to [28, (A.5)] and to note that the (bounded) trace map retains weak convergence
of a minimizing sequence. See also [24].
In the rest of this proof the generic constant C > 0 depends only on Ω and p.
Let us consider 2 ≤ p <∞. To deduce (7), choose v = uσ in (5) and apply Ho¨lder’s
inequality, which leads to
ess inf σ ‖uσ‖pW 1,p(Ω)/R ≤ C
∫
Ω
σDϕp,τ (∇uσ) · ∇uσ dx = C
∫
∂Ω
fuσ dS
≤ C‖f‖Lq(∂Ω)‖uσ‖Lp(∂Ω)/R ≤ C‖f‖Lq(∂Ω)‖uσ‖W 1,p(Ω)/R,(9)
where the last step is an easy consequence of the trace theorem (cf. [17, Lemma 2.7]).
Dividing by ess inf σ ‖uσ‖W 1,p(Ω)/R and taking the (p − 1)th root proves (7). On
the other hand, a direct estimation based on (44), the triangle inequality and the
continuity of the embedding Lq(Ω) ↪→ Lp(Ω) yields
‖Dϕp,τ (∇uσ)‖Lq(Ω) ≤ C
(
τp−2‖∇uσ‖Lq(Ω) +
∥∥ |∇uσ|p−1∥∥Lq(Ω))
≤ C
(
τp−2‖∇uσ‖Lp(Ω) +
∥∥∇uσ∥∥p−1Lp(Ω)).
Substituting (7) in this estimate completes the proof for 2 ≤ p <∞.
It remains to prove (7) and (8) for 1 < p < 2. First of all, notice that the
estimate (9) still holds apart from its first inequality. In particular, (45) indicates
that
ess inf σ ‖Dϕp,τ (∇uσ)‖qLq(Ω) ≤
∫
Ω
σDϕp,τ (∇uσ) · ∇uσ dx
≤ C‖f‖Lq(∂Ω)‖uσ‖W 1,p(Ω)/R.(10)
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On the other hand, by virtue of (46),
‖uσ‖pW 1,p(Ω)/R ≤ C
(∫
Ω
Dϕp,τ (∇uσ) · ∇uσ dx
+ τ2−p
∫
Ω
(τ2 + |∇uσ|2)
p−2
2 |∇uσ|p dx
)
.(11)
The second term on the right-hand side of (11) can be estimated as follows:∫
Ω
|∇uσ|p
(τ2 + |∇uσ|2) 2−p2
dx =
∫
Ω
|∇uσ|(2−p)+(2p−2)
(τ2 + |∇uσ|2) (2−p)((2−p)+(p−1))2
dx
≤
(∫
Ω
|∇uσ|
(τ2 + |∇uσ|2) 2−p2
dx
)2−p(∫
Ω
|∇uσ|2
(τ2 + |∇uσ|2) 2−p2
dx
)p−1
≤ C‖Dϕp,τ (∇uσ)‖2−pL1(Ω)
(∫
Ω
Dϕp,τ (∇uσ) · ∇uσ dx
)p−1
,
where the penultimate step is Ho¨lder’s inequality with the conjugate exponents
r = 1/(2 − p) and r′ = 1/(p − 1). With the help of (10) and the continuous
embedding L1(Ω) ↪→ Lq(Ω), the estimate (11) thus leads to
‖uσ‖pW 1,p(Ω)/R ≤ C
(
‖fσ‖Lq(∂Ω)‖uσ‖W 1,p(Ω)/R
+ τ2−p
(‖fσ‖Lq(∂Ω)‖uσ‖W 1,p(Ω)/R) 2(p−1)p ).(12)
As ‖uσ‖pW 1,p(Ω)/R must be smaller than two times the larger term on the right-hand
side of (12), this proves (7) for 1 < p ≤ 2 after dividing by the appropriate power
of ‖uσ‖W 1,p(Ω)/R and algebraically manipulating the exponents. Finally, plugging
(7) in (10) straightforwardly validates (8) and completes the proof. 
Notice that for τ = 0 or p = 2, the two upper bounds both in (7) and in (8)
coincide, which is in line with the theory for the standard p-Laplace equation and
for linear elliptic equations, respectively. In addition, it is easy to check that on the
right-hand sides of both (7) and (8) the term depending on τ dominates the other
summand for any fixed τ > 0 when ‖f‖Lq(∂Ω) → 0 and their roles are reversed
when ‖f‖Lq(∂Ω) →∞.
2.2. Complementary perturbation estimate. One can straightforwardly de-
duce Lipschitz and Ho¨lder continuity of the forward map L∞+ (Ω) 3 σ 7→ uσ ∈
W 1,p(Ω)/R for 1 < p ≤ 2 and 2 < p < ∞, respectively. Although this assertion
is proved for a more general partial differential equation, τ = 0 and a Dirichlet
boundary condition in [13, Lemma 3.2], we anyway formulate it as a lemma and
present a brief proof for the sake of completeness, including a rather explicit depen-
dence on f and τ in the process. In the following, we denote the functions defined
by the right hand sides of (7) and (8) by d(fσ, p, τ) and d˜(fσ, p, τ), respectively,
that is, d(fσ, p, τ) provides an upper bound for ‖uσ‖W 1,p(Ω)/R and d˜(fσ, p, τ) for
‖Dϕp,τ (∇uσ)‖Lq(Ω).
Lemma 2.2. Let uσ0 , uσ1 ∈ W 1,p(Ω)/R be the solutions of (5) corresponding to
σ0, σ1 ∈ L∞+ (Ω), respectively. Then, it holds that
(13) ‖∇uσ1 −∇uσ0‖Lp(Ω) ≤ C ′‖σ1 − σ0‖
min{1, qp}
L∞(Ω) .
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The constant C ′ > 0 admits a representation
(14) C ′ = C
 σ
−1
(
τ2−p + d
(
fσ, τ, p
)2−p)
d˜
(
fσ, τ, p
)
if 1 < p ≤ 2,
σ−
q
p d˜
(
fσ, τ, p
) q
p if 2 ≤ p <∞,
where σ = minj=0,1{ess inf σj} and C = C(Ω, p) > 0 is independent of σ0, σ1, f
and τ ≥ 0.
Proof. In this proof the generic constant C > 0 depends only on Ω and p.
Following the main line of reasoning in the proof of [13, Lemma 3.2], we define
I :=
∫
Ω
σ0
(
τ2 + |∇uσ1 |2 + |∇uσ0 |2
) p−2
2 |∇uσ1 −∇uσ0 |2 dx
≤ C
∫
Ω
σ0
(
Dϕp,τ (∇uσ1)−Dϕp,τ (∇uσ0)
) · (∇uσ1 −∇uσ0) dx,
where the inequality holds because of (41). By subtracting the variational equa-
tions (5) for σ0 and σ1 with v = uσ1 − uσ0 , it thus follows that
I ≤ C
∫
Ω
(σ0 − σ1)Dϕp,τ (∇uσ1) · (∇uσ1 −∇uσ0) dx
≤ C‖σ1 − σ0‖L∞(Ω)‖Dϕp,τ (∇uσ1)‖Lq(Ω)‖∇uσ1 −∇uσ0‖Lp(Ω),(15)
where we also used Ho¨lder’s inequality.
If 2 ≤ p <∞, then obviously
‖∇uσ1 −∇uσ0‖pLp(Ω) ≤ C
I
ess inf σ0
.
Hence, the claim for 2 ≤ p <∞ follows by using (15) and (8), dividing by ‖∇uσ1 −
∇uσ0‖Lp(Ω) and taking the (p− 1)th root.
To complete the proof, let 1 < p ≤ 2. Writing
1 =
(
τ2 + |∇uσ1 |2 + |∇uσ0 |2
) p(2−p)
4
(
τ2 + |∇uσ1 |2 + |∇uσ0 |2
) p(p−2)
4
and applying Ho¨lder’s inequality with the conjugate exponents r = 2/(2 − p) and
r′ = 2/p, one can deduce that
‖∇uσ1 −∇uσ0‖pLp(Ω) ≤
(∫
Ω
(
τ2 + |∇uσ1 |2 + |∇uσ0 |2
) p
2 dx
) 2−p
2 ×
×
(∫
Ω
(
τ2 + |∇uσ1 |2 + |∇uσ0 |2
) p−2
2 |∇uσ1 −∇uσ0 |2 dx
) p
2
≤ C(τp + ‖∇uσ1‖pLp(Ω) + ‖∇uσ0‖pLp(Ω)) 2−p2 ( Iess inf σ0
) p
2
≤ C
(
τ
p(2−p)
2 + d(fσ, p, τ)
p(2−p)
2
) ( I
ess inf σ0
) p
2
,
where the last step follows from (7). After employing (15) and (8), the claim for
1 < p ≤ 2 follows by dividing with ‖∇uσ1 − ∇uσ0‖p/2Lp(Ω) and taking the (2/p)th
power of the resulting inequality. 
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It is worth noting that (14) takes the form
C ′ = C
 σ
−q‖f‖
q
p
Lq(∂Ω) if 1 < p ≤ 2,
σ−
2q
p ‖f‖
q
p
Lq(∂Ω) if 2 ≤ p <∞,
when τ = 0.
For our purposes it is important to attain Lipschitz continuity of the forward
operator for all 1 < p < ∞. This will be achieved by assuming more regularity
from the problem setting in the following subsection.
2.3. Ho¨lder conductivities. Suppose ∂Ω is of the Ho¨lder class C1,α, conduc-
tivities live in Cα(Ω) ∩ L∞+ (Ω) and the boundary current density in (4) satisfies
f ∈ Cα(∂Ω) ∩ Lq(∂Ω) for some α > 0. Under these assumptions,
(16) ‖∇uσ‖Cβ(Ω) ≤ CB
for all σ in any bounded subset B of Cα(Ω) ∩ L∞+ (Ω) for which
inf
σ∈B
(
ess inf σ
)
> 0.
The constants β > 0 and CB > 0 in (16) depend, in addition to B, on Ω, α,
1 < p <∞, f and τ ≥ 0. See [22, Theorem 2] for the details; cf. also (37), (38) and
[24, Section 5]. In what follows, B always denotes a subset of Cα(Ω) ∩L∞+ (Ω) with
the above described properties.
Now one can easily prove the mapping Cα(Ω) ∩ L∞+ (Ω) 3 σ 7→ uσ ∈ W 1,2(Ω)/R
is Lipschitz continuous if either τ > 0 or 1 < p < 2. The price one has to pay is
that the dependence of the presented estimates on f and τ becomes implicit.
Lemma 2.3. Let uσ0 , uσ1 ∈ C1,β(Ω)/R be the solutions of (5) corresponding to
σ0, σ1 ∈ B, respectively. If τ > 0 or 1 < p ≤ 2, then
(17) ‖∇uσ1 −∇uσ0‖L2(Ω) ≤ C‖σ1 − σ0‖L∞(Ω),
where C = C(Ω, f,B, p, α, τ) > 0 is independent of σ0, σ1 ∈ B.
Proof. We start by subtracting the variational equations (5) corresponding to the
conductivities σ0 and σ1, which yields∫
Ω
σ0
(
Dϕp,τ (∇uσ1)−Dϕp,τ (∇uσ0)
) · ∇v dx = ∫
Ω
(σ0 − σ1)Dϕp,τ (∇uσ1) · ∇v dx.
Recalling (16) and (41) and choosing v = uσ1 − uσ0 , it follows for p ≤ 2 or τ > 0
that∫
Ω
|∇uσ1 −∇uσ0 |2 dx ≤ C
∫
Ω
(τ2 + |∇uσ1 |2 + |∇uσ0 |2)
p−2
2 |∇uσ1 −∇uσ0 |2 dx
≤ C
∫
Ω
σ0
(
Dϕp,τ (∇uσ1)−Dϕp,τ (∇uσ0)
) · (∇uσ1 −∇uσ0) dx
≤ C‖σ1 − σ0‖L∞(Ω)‖Dϕp,τ (∇uσ1)‖L2(Ω)‖∇uσ1 −∇uσ0‖L2(Ω)
≤ C‖σ1 − σ0‖L∞(Ω)
∥∥(τ2 + |∇uσ1 |2) p−12 ∥∥L2(Ω)‖∇uσ1 −∇uσ0‖L2(Ω),(18)
where we also used the Schwarz inequality. Together with (16) this proves the
claim. 
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In fact, the assertion of Lemma 2.3 also holds for all 2 < p < ∞ and τ = 0 if
σ0 ∈ B is fixed and the corresponding solution uσ0 has no critical points in Ω, that
is, ∇uσ0 6= 0 everywhere in Ω. Indeed, as ∇uσ0 is Ho¨lder continuous, it follows that
actually |∇uσ0 | ≥ c > 0 and, in particular, the first estimate in (18) remains valid
even for τ = 0 and p > 2.
The following second lemma, which is an essential building block in the next
section, is a simple generalization of [13, Lemma 3.3], where only the case τ = 0 is
considered.
Lemma 2.4. Let uσ0 , uσ1 ∈ C1,β(Ω)/R be the solutions of (5) corresponding to
σ0, σ1 ∈ B, respectively. For any τ ≥ 0 and 0 < p <∞,
(19) ‖∇uσ1 −∇uσ0‖L∞(Ω) ≤ C‖σ1 − σ0‖L∞(Ω)
for some constants (Ω, f,B, p, α, τ) > 0 and C(Ω, f,B, p, α, τ) > 0 that are inde-
pendent of σ0, σ1 ∈ B.
Proof. The claim directly follows by applying a suitable interpolation result [13,
Lemma A.2] to the combination of
‖∇uσ1 −∇uσ0‖Cβ(Ω) ≤ 2CB
and (13). 
3. Fre´chet derivative for τ > 0
In this section we continue to assume that ∂Ω ∈ C1,α, σ ∈ Cα(Ω)∩L∞+ (Ω) and the
(fixed) boundary current density in (4) satisfies f ∈ Cα(∂Ω)∩Lq(∂Ω) for some α >
0. In addition, we only consider the case τ > 0, if not explicitly stated otherwise.
The aim is to prove the forward map Cα(Ω) ∩ L∞+ (Ω) 3 σ 7→ uσ ∈ W 1,2(Ω)/R is
Fre´chet differentiable.
Let us consider the following linear ‘derivative problem’: For η ∈ L∞(Ω), find
u′σ(η) ∈W 1,2(Ω)/R such that
(20)
∫
Ω
σHp,τ (∇uσ)∇u′σ(η) · ∇v dx = −
∫
∂Ω
ηDϕp,τ (∇uσ) · ∇v dx
for all v ∈ W 1,2(Ω)/R. As always, uσ ∈ C1,β(Ω)/R is the solution of (5) and
Hp,τ : Rn → Rn×n is the Hessian of ϕp,τ : Rn → R given explicitly in (36).
Lemma 3.1. The variational problem (20) has a unique solution u′σ(η) ∈W 1,2(Ω)/R
that satisfies
‖u′σ(η)‖W 1,2(Ω)/R ≤ C‖η‖L∞(Ω)
where C = C(Ω, f, p, α, σ, τ) > 0 is independent of η ∈ L∞(Ω).
Proof. The bilinear form defined by the left-hand side of (20) is bounded, that is,∣∣∣∣ ∫
Ω
σHp,τ (∇uσ)∇w · ∇v dx
∣∣∣∣
≤ C‖σ‖L∞(Ω)
∥∥(τ2 + |∇uσ|2) p−22 ∥∥L∞(Ω)‖∇w‖L2(Ω)‖∇v‖L2(Ω)
≤ C‖w‖W 1,2(Ω)/R‖v‖W 1,2(Ω)/R(21)
AN INVERSE BOUNDARY VALUE PROBLEM FOR THE p-LAPLACIAN 9
for all w, v ∈W 1,2(Ω)/R by virtue of (38) and (16). It is also coercive:∫
Ω
σHp,τ (∇uσ)∇v · ∇v dx ≥ ess inf
(
σ (τ2 + c(p)|∇uσ|2)
p−2
2
)‖∇v‖2L2(Ω)
≥ c‖v‖2W 1,2(Ω)/R,(22)
for any v ∈W 1,2(Ω)/C due to (37) and (16). Since |∇uσ| is bounded, it is obvious
that the right hand-side of (20) defines a bounded linear map on W 1,2(Ω)/C. To
be more precise,∣∣∣∣∫
∂Ω
ηDϕp,τ (∇uσ) · ∇v dx
∣∣∣∣ ≤ C‖η‖L∞(Ω)‖∇v‖L2(Ω)
for any v ∈ W 1,2(Ω)/C. To sum up, the assertion follows from the Lax–Milgram
theorem. 
The main theorem of this work is as follows:
Theorem 3.2. Assume that τ > 0, ∂Ω ∈ C1,α, σ ∈ Cα(Ω) ∩ L∞+ (Ω) and f ∈
Cα(∂Ω) ∩ Lq(∂Ω). Then, the mapping
Cα(Ω) ∩ L∞+ (Ω) 3 σ 7→ uσ ∈W 1,2(Ω)/R
is Fre´chet differentiable. The Fre´chet derivative is given by the linear and bounded
map
Cα(Ω) 3 η 7→ u′σ(η) ∈W 1,2(Ω)/R,
where u′σ(η) ∈W 1,2(Ω)/R is the unique solution of (20).
Proof. Consider the difference of the variational equations (5) for the conductivities
σ, σ + η ∈ B and subtract (20). After rearranging terms, one arrives at
∫
Ω
σHp,τ (∇uσ)∇
(
uσ+η − uσ − u′σ(η)
) · ∇v dx
(23)
=
∫
∂Ω
σ
(
Dϕp,τ (∇uσ)−Dϕp,τ (∇uσ+η)−Hp,τ (∇uσ)(∇uσ −∇uσ+η)
) · ∇v dx
+
∫
∂Ω
η
(
Dϕp,τ (∇uσ)−Dϕp,τ (∇uσ+η)
) · ∇v dx.
Let us estimate the two terms on the right-hand side of (23) in turns.
By Taylor’s theorem,∣∣Dϕp,τ (x)−Dϕp,τ (y)−Hp,τ (x)(x− y)∣∣ ≤ C max
1≤j,k,l≤n
max
z∈[x,y]
∣∣∣∣ ∂3ϕp,τ∂xj∂xk∂xl (z)
∣∣∣∣ |x− y|2
for all x, y ∈ Rn. Combining this with (16) and (39) demonstrates that the absolute
value of the first term on the right-hand side of (23) is bounded by a constant times∫
∂Ω
σ|∇uσ+η −∇uσ|2|∇v|dx
≤ C‖∇uσ+η −∇uσ‖L∞(Ω)‖∇uσ+η −∇uσ‖L2(Ω)‖∇v‖L2(Ω)
≤ C‖η‖1+L∞(Ω)‖∇v‖L2(Ω),
where the last step follows from a combination of Lemmas 2.3 and 2.4.
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To handle the second term on the right-hand side of (23), note that
|Dϕp,τ (x)−Dϕp,τ (y)| ≤ C|x− y|
uniformly over any bounded set of Rn due to (38). Hence,∣∣∣∣∫
∂Ω
η
(
Dϕp,τ (∇uσ+η)−Dϕp,τ (∇uσ)
) · ∇v dx∣∣∣∣ ≤ C ∫
Ω
|η||∇uσ+η −∇uσ||∇v|dx
≤ C‖η‖2L∞(Ω)‖∇v‖L2(Ω)
where we also used (16), the Schwarz inequality and Lemma 2.3.
Choosing v = uσ+η−uσ−u′σ(η) in (23) and combining the above estimates with
(22) finally yields
‖uσ+η − uσ − u′σ(η)‖2W 1,2(Ω)/R ≤ C‖η‖1+L∞(Ω)‖uσ+η − uσ − u′σ(η)‖W 1,2(Ω)/R,
that is,
1
‖η‖L∞(Ω) ‖uσ+η − uσ − u
′
σ(η)‖W 1,2(Ω)/R ≤ C‖η‖L∞(Ω), η 6= 0,
which is a stronger version of the claim since the weaker topology of L∞(Ω) is used
for η. 
Corollary 3.3. Assume that τ = 0, the other assumptions of Theorem 3.2 hold
and, in addition, ∇uγ does not vanish in Ω for some fixed γ ∈ Cα(Ω) ∩ L∞+ (Ω).
Then there exists an open neighborhood B ⊂ Cα(Ω) ∩ L∞+ (Ω) of γ such that the
mapping
B 3 σ 7→ uσ ∈W 1,2(Ω)/R
is Fre´chet differentiable with the corresponding derivative defined by the unique
solution u′ ∈W 1,2(Ω)/R of (20) as in Theorem 3.2.
Proof. First of all, if ∇uγ ∈ Cβ(Ω) does not vanish in Ω, then
(24) ‖∇uσ‖L∞(Ω) ≥ c > 0
for all conductivities σ in some nonempty neighborhood B of γ due to Lemma 2.4.
Hence, (20) has a unique solution for all σ ∈ B since the lower bound (24) makes it
possible to carry out the proof of Lemma 3.1 without any modification for τ = 0.
The proof of Theorem 3.2 also remains valid almost as such for τ = 0 whenever
(24) holds true. The only needed modifications are referring to the remark succeed-
ing Lemma 2.3 instead of Lemma 2.3 itself at two occasions and convincing oneself
that the singularity of ϕp,τ at the origin does not come into play if B is chosen
small enough. 
The following, second corollary is an easy consequence of the trace theorem for
quotient spaces (cf., e.g., [17, Lemma 2.7]).
Corollary 3.4. Under the assumptions of Theorem 3.2 (or those of Corollary 3.3),
the mapping
B 3 σ 7→ uσ|∂Ω ∈W 1/2,2(∂Ω)/R
is Fre´chet differentiable for B = Cα(Ω) ∩ L∞+ (Ω) (or for some nonempty neighbor-
hood B of γ in Cα(Ω)∩L∞+ (Ω)). The corresponding derivative is given by the linear
and bounded map
Cα(Ω) 3 η 7→ u′σ(η)|∂Ω ∈W 1/2,2(∂Ω)/R,
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where u′σ(η) ∈W 1,2(Ω)/R is the unique solution of (20).
Take note that if one considers the differentiation of the solution to (5) at σ ∈
Cα(Ω) ∩L∞+ (Ω) with respect to an additive perturbation η ∈ Cα(Ω) in some power
of the conductivity υ := σr ∈ L∞(Ω), 0 6= r ∈ R, or in the log-conductivity
κ := log(σ), all above conclusions remain valid if (20) is replaced by
(25)
∫
Ω
σHp,τ (∇uσ)∇u′υ(η) · ∇v dx = −
1
r
∫
∂Ω
η σ1−rDϕp,τ (∇uσ) · ∇v dx,
or
(26)
∫
Ω
σHp,τ (∇uσ)∇u′κ(η) · ∇v dx = −
∫
∂Ω
η σDϕp,τ (∇uσ) · ∇v dx
respectively. This is a straightforward consequence of the chain rule for Banach
spaces. For υ = σr, the choice r = −1 corresponds to a parametrization with
respect to the resistivity. On the other hand, r = 1/(1− p) = −q/p leads arguably
to a natural parametrization because then the solution to (4) depends linearly on
a homogeneous parameter field υ, if τ = 0 (cf. [18, Example 1]).
We complete this section by a remark that sheds light on the difficulties one
encounters if trying to prove Fre´chet differentiability with respect to σ when τ = 0
and no extra assumptions on the behavior of ∇uσ are imposed.
Remark 3.5. If τ = 0, p 6= 2 and uσ has critical points in Ω, then the coefficient
matrix Hp,τ (∇uσ) in (20) is either unbounded (1 < p < 2) or without a positive
definite lower bound (2 < p < ∞), as indicated by the estimates (38) and (37),
respectively. There exists theory for the unique solvability of such degenerate elliptic
equations [12], but those results would typically require |∇uσ|p−2 to lie in a suitable
Muckenhoupt class or to behave essentially like an appropriate power of the Jacobian
determinant for some quasiconformal map.
Although the distribution and properties of the critical points of a solution to
the (weighted) p-Laplace equation have been extensively studied in two spatial di-
mensions (see, e.g., [1, 2, 20, 25, 26]), the unique solvability of (20) for τ = 0
in an appropriate weighted Sobolev space does not seem to straightforwardly follow
from, e.g., the material in [12] without further assumptions on the behavior of |∇uσ|
close to the critical points. On the other hand, very little is known about the critical
points of solutions to the p-Laplace equation in three and higher dimensions [23].
In addition, even if one succeeded in proving the unique solvability of (20) for τ =
0 and p 6= 2 (under reasonable further assumptions), the proof of Theorem 3.2 would
not be valid as such but one would need to extend it in order to cover the needed
weighted Sobolev spaces (see, e.g., [12, Section 2.1] or [31]). As a consequence, we
have decided to leave further theoretical considerations regarding the extension of
Theorem 3.2 to the case τ = 0 for future studies. However, most of our numerical
experiments in the following section do successfully tackle the case τ = 0, i.e., the
standard weighted p-Laplace equation. (Take note that finite element analysis for
numerically solving degenerate elliptic boundary value problems with a coefficient
in the Muckenhoupt class A2 can be found in [27].)
4. Numerical experiments
In this section, we study the numerical feasibility of the inverse boundary value
problem for the p-Laplacian. We start by explaining how the forward problem (5)
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and the derivative problem (20) can be solved numerically. Subsequently, we inves-
tigate the dependence of the forward solution uσ on σ and p. To be more precise, we
are interested in the error that results from replacing the forward map σ 7→ uσ|∂Ω
by its linearization around σ0 ≡ 1. Based on simulated traces uσ|∂Ω for certain
boundary current densities, corresponding reconstructions of σ are finally sought
via regularized least-squares minimization that employs solutions to the derivative
problems (20), (25), (26) and is motivated by the Bayesian MAP estimate. More
precisely, we consider a one-step linearization approach to the inverse problem and
monitor its accuracy for different values of p.
4.1. Forward computations. For computational simplicity, we work in two di-
mensions and choose Ω ⊂ R2 to be the unit disk. The finite element method (FEM)
with piecewise linear basis functions is employed to numerically solve the nonlin-
ear variational problem (5). To this end, the unit disk is approximately divided
into 55,000 triangles that form a regular mesh with about 28,000 nodes, of which
512 are uniformly spaced along the boundary ∂Ω. In the following, we implicitly
assume that the inherent nonuniqueness in the considered Neumann problems (5)
and (20), reflected in the use of quotient spaces in Section 2 and 3, is handled in
some reasonable way, e.g., by fixing the value of the corresponding solutions at one
node.
The conductivity σ is discretized with 960 non-overlapping subdomains Ωi ⊂ Ω
whose closures cover the whole disk and are approximately equal in size. In each
subset, σ is constant. As a result, a discretized conductivity σ is characterized by
a vector in R960+ , that is,
(27) σ =
960∑
i=1
σiχi,
where χi is the characteristic function of Ωi. In what follows, we abuse the notation
by identifying a piecewise constant conductivity σ ∈ L∞+ (Ω) of the form (27) with
the corresponding coefficient vector σ ∈ R960+ .
If p = 2, the forward problem (5) is linear and the solution of the associated
discrete FEM problem is easily found for any mean-free boundary current density
f by solving a finite-dimensional linear system. For a general 1 < p <∞, we use the
solution for the corresponding linear case as an initial guess and perform a Newton
iteration to find a numerical solution to the nonlinear discrete system; see, e.g. [4,
9, 11] for more information on numerically solving p-Laplace type equations by
FEM. On the other hand, given a (discrete) forward solution uσ and a perturbation
η ∈ L∞(Ω), an application of FEM to the derivative problem (20) results in a
linear system for any 1 < p < ∞. If τ > 0, Lemma 3.1 guarantees that this
finite-dimensional system is uniquely and stably solvable, but we have not either
encountered any severe numerical instabilities when solving the system for τ = 0
in the considered simple two-dimensional geometry.
In practice, when one tries to reconstruct σ based on boundary measurements
of u, one often has access to measurements for several boundary current densities
f , i.e., for several right-hand sides in (5) or in the corresponding discrete problem.
Choosing the ‘best’ densities is a task of optimal experimental design; see, e.g., [16].
If p = 2, the solution u depends linearly on f and thus linearly dependent densities
do not yield any additional information on σ, at least in theory when the effect of
measurement noise is not taken into account. For general p, however, the situation
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is more complicated and the optimal setting may include linearly dependent current
densities as well. Here, we simply choose the first sixteen zero-mean trigonometric
boundary currents
(28) f ∈ {cos(jθ), sin(jθ) : j = 1, . . . , 8} ,
where θ is the angular coordinate on the unit circle ∂Ω. The simulated boundary
traces for uσ are L
2(∂Ω)-orthogonally projected onto the same zero-mean trigono-
metric basis, which is convenient since the constant component in uσ is not uniquely
defined due to the Neumann boundary condition in (5). As a consequence, the total
boundary measurement for a given triplet (σ, p, τ) ∈ R960+ × (1,∞)×R+ ∪ {0} can
be represented as a vector U = U(σ, p, τ) ∈ R256.
When computing derivatives of the solution u with respect to the conductivity,
we consider all 960 elementary perturbations η = χi ∈ L∞(Ω) of σ, supported on
the subsets Ωi, i = 1, . . . , 960, respectively. The traces of the corresponding FEM
approximations for (20) are then projected onto the aforementioned trigonometric
basis. Consequently, the discretized derivatives for all sixteen boundary current
densities at σ0 ≡ 1 can be expressed as a Jacobian matrix J ∈ R256×960. Take
note that Theorem 3.2 does not actually guarantee that the unique solution to
(20) with η = χi represents a derivative of the corresponding solution of (5) since
χi obviously does not belong to Cα(Ω) for any α > 0.1 However, the numerical
experiments presented in the following section suggest that this is anyway the case.
4.2. Linearized forward map. In addition to the standard version U : R960+ →
R256, we also consider a parametrization of the discretized forward map with respect
to a power r ∈ R of the conductivity, that is,
(29) R960+ 3 υ 7→ U(υ1/r) =: Upwr(υ, r) ∈ R256,
as well as a parametrization employing the log-conductivity κ = log(σ),
R960 3 κ 7→ U(eκ) =: Uexp(κ) ∈ R256.
Here and it what follows, the dependence of the boundary measurement vector U
on p and τ is suppressed and algebraic operations on coefficient vectors such as σ,
υ and κ are to be understood componentwise or through the associated piecewise
constant representations of the form (27). Moreover, we are actually only interested
in two special choices for r in (29), namely
Uinv := Upwr( · ,−1) and Unat := Upwr
( · ,−q/p).
These are the parametrizations with respect to the resistivity and the ‘natural
power’ of σ, respectively; see the discussion succeeding (26). We denote the corre-
sponding parameter vectors by ρ = 1/σ and µ = σ−q/p.
Recall that the variational derivative problem associated to Upwr : R960+ → R256
is (25) and that associated to Uexp : R960 → R256 is (26). In other words, derivatives
of the above introduced new parametrizations for the forward map can be estimated
by solving (25) or (26) in a similar manner as those of the original U : R960+ → R256
can be produced by solving (20). We denote the Jacobian matrices of Uinv, Unat
and Uexp evaluated at ρ0 := 1/σ0 ≡ 1, µ0 := σ−q/p0 ≡ 1 and κ0 := log(σ0) ≡ 0 by
Jinv, Jnat, Jexp ∈ R256×960, respectively.
1It is worth noting that if p = 2, it is well known the Fre´chet derivative with respect to the
conductivity is given by (20) for any τ ≥ 0 and η ∈ L∞(Ω); cf. e.g., [18].
14 ANTTI HANNUKAINEN, NUUTTI HYVO¨NEN, AND LAURI MUSTONEN
Our aim is to statistically test the accuracy of the linearizations of U , Uinv, Unat
and Uexp as functions of p around σ0, ρ0, µ0 and κ0, respectively. Bear in mind
that σ0, ρ0, µ0 and κ0 all define the same homogeneous coefficient in (5), so we
are essentially comparing four different ways of linearizing the same forward map.
To this end, we define a discrete random log-conductivity field on Ω by letting its
components follow a 960-dimensional Gaussian distribution with vanishing mean
and a covariance matrix with entries
(30) Σij = ς
2 exp
(
−‖xˆi − xˆj‖
2
2
2b2
)
, i, j = 1, . . . , 960.
Here ς2 is the pointwise variance, b > 0 specifies the correlation length in Ω, xˆi
denotes the center of Ωi and ‖ · ‖2 is the Euclidean norm. We draw four log-
conductivity samples, with 1,000 members each, using the parameter values
(A) ς2 = 1/4 and b = 1/3,
(B) ς2 = 1/4 and b = 2/3,
(C) ς2 = 1 and b = 1/3,
(D) ς2 = 1 and b = 2/3
respectively, in (30). In what follows, E[·] denotes the sample mean operator with
respect to a generic log-conductivity sample.
We define the mean relative linearization error for the standard discrete forward
map U : R960+ → R256 via
(31) estd = E
[∥∥U(σ)− (U(σ0) + J(σ − σ0))∥∥2
‖U(σ)‖2
]
,
where the conductivity is given by σ = eκ as κ runs through a log-conductivity
sample (either A, B, C or D). Take note that estd = estd(p, τ) is still a function
of the parameter pair (p, τ) as well as of the considered log-conductivity sample.
The mean relative linearization errors einv, enat and eexp are defined analogously,
that is, by using the appropriate forward map (Uinv, Unat or Uexp), its Jacobian
and the correct base point for the linearization on the right-hand side of (31) with
the sample variable being defined as ρ = e−κ, µ = e−qκ/p or simply as κ itself.
Due to Parseval’s identity, an error indicator of the type (31) can be interpreted as
an approximation for the mean relative L2(∂Ω) linearization error in the boundary
potentials induced by the input current densities (28).
The relative linearization errors are illustrated in Figure 1. More precisely,
estd(p, τ), einv(p, τ), enat(p, τ) and eexp(p, τ) are plotted as functions of p ∈ [3/2, 3]
for the four samples A, B, C and D as well as two values for the smoothening pa-
rameter, namely τ = 0 and τ = 0.1. The choice of a small τ ≥ 0 does not seem
to have any significant impact on the plots in Figure 1; in fact, switching between
τ = 0 and τ = 0.1 leads to nearly overlapping plots for all log-conductivity samples
and linearizations. Hence, the effect of τ is not further discussed in the following.
Apart from einv for the samples C and D, the linearization errors depicted in
Figure 1 are (almost) monotonically decreasing in p ∈ [3/2, 3], implying that the
corresponding (discrete) forward operators become more linear as p increases. On
the other hand, the graphs of einv on the bottom two rows of Figure 1 suggest that
the ‘highest level of linearity’ seems to occur slightly left of p = 2 for the resistivity
parametrization and the samples C and D with the larger pointwise variance ς2 = 1.
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Figure 1. Mean relative linearization errors for the four
parametrizations of the forward operator as functions of p ∈
[3/2, 3]. The rows correspond to the samples A, B, C and D from
top to bottom. Left column: estd and τ = 0 (solid), estd and
τ = 0.1 (dashed), eexp and τ = 0 (dash-dotted), eexp and τ = 0.1
(dotted). Right column: einv and τ = 0 (solid), einv and τ = 0.1
(dashed), enat and τ = 0 (dash-dotted), enat and τ = 0.1 (dotted).
The linearization with respect to the conductivity is the least accurate for all
examined values of p and all four log-conductivity samples; in fact, its performance
is intolerably bad for the sample C and especially for D. For the samples A and C
with the shorter correlation length b = 1/3, the linearizations with respect to the
resistivity, log-conductivity and the natural parameter µ = σ−q/p are comparable
in accuracy. To be more precise, the resistivity linearization is the most reliable
technique for p ∈ [3/2, 2) whereas enat and eexp attain smaller values than einv
for p ∈ (2, 3], with the ‘natural linearization’ being the most accurate method for
large p. For the samples B and D with the longer correlation length b = 2/3,
the linearization with respect to µ is the most accurate for almost all p ∈ [3/2, 3]
and the one with respect to the resistivity seems to also function reliably. On
the other hand, the linearization with respect to the log-conductivity is reasonably
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accurate for the sample B with the smaller pointwise variance ς2 = 1/4, but with C
corresponding to ς2 = 1 its performance deteriorates when p approaches the lower
limit of 3/2.
4.3. Linearized inverse problem. In this section, we finally tackle the inverse
boundary value problem corresponding to (5). Encouraged by the numerical tests
of the preceding section, we only consider the case τ = 0, and we concentrate
mainly on the forward map Uexp : R960 → R256. The reason for the latter is
two-fold: First of all, the logarithmic parametrization for the conductivity ensures
that the obtained reconstructions are (physically) meaningful without any further
restrictions on the optimization process, that is, σ = eκ is a positive conductivity
for any κ ∈ R960. Secondly, of the three discrete forward operators, Uexp leads
to the simplest form for the Tikhonov functional that defines the MAP estimates
because the argument of Uexp, i.e. the log-conductivity, is the variable that follows
a Gaussian prior probability distribution in the considered setting.
However, we also compare the ‘inverse accuracies’ of all four linearization tech-
niques introduced in the previous section for two new log-conductivity samples
drawn from moderate zero-mean Gaussian distributions defined by the covariance
matrix (30) with the parameter pairs
(E) ς2 = 1/100 and b = 1/3,
(F) ς2 = 1/100 and b = 2/3.
If the log-conductivity κ follows a Gaussian distribution with such a small vari-
ance, then the log-normal distributions for σ = eκ, ρ = e−κ and µ = e−qκ/p ∈ R960
can be approximated relatively well with Gaussian distributions having the same
means and covariance matrices as the to-be-approximated log-normal ones. This
allows a relatively fair comparison between the four to-be-introduced one-step re-
construction methods that are based on the four parametrizations of the forward
map introduced in Section 4.2.
To simulate data for the inverse problem, we introduce noisy boundary measure-
ments corresponding to a given log-conductivity κ ∈ R960 via
(32) V (κ, ω) = Uexp(κ) + ω,
where the components of ω ∈ R256 are independent realizations of a Gaussian
random variable with vanishing mean and standard deviation λ > 0. We then try
to reproduce (an approximation for) κ by defining
(33)
κreco(κ, ω) = arg min
κ˜∈R960
{∥∥V (κ, ω)− (Uexp(κ0) + Jexp(κ˜− κ0))∥∥22 + λ2κ˜TΣ−1κ˜} ,
where Σ is the covariance matrix defined by (30) with appropriate choices for ς2 and
b. If Uexp(κ0)+Jexp(κ˜−κ0) were replaced by the nonlinear forward operator Uexp(κ˜)
itself in (33), a corresponding minimizer would be a MAP estimate for the discrete
log-conductivity, assuming Σ is the covariance matrix of a zero-mean Gaussian
prior probability distribution for κ; see, e.g., [21]. In other words, κreco defined
by (33) is a one-step linearization approximation for a MAP estimate. Computing
the minimizer in (33) is trivial on modern computers as the involved matrices are
relatively small. It should also be mentioned that Uexp(κ0) and Jexp = Jexp(κ0) are
computed on a slightly different FEM mesh compared to that used for simulating
the data V to make sure no inverse crimes are committed.
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When one-step MAP-motivated reconstructions corresponding to some other
parametrization of the forward operator are considered, the employed linearization
on the right-hand side of (33) naturally deals with the investigated parametrization.
Moreover, the covariance Σ and the implicitly included zero-mean of the prior
Gaussian density for κ are replaced in the penalty term of (33) by the covariance
matrix and expectation value of the prior log-normal density for the investigated
parameter. As an example, for the standard forward operator U : R960+ → R256,
(33) is replaced by
σreco(κ, ω) = arg min
σ˜∈R960
{∥∥V (κ, ω)− (U(σ0) + J(σ˜ − σ0))∥∥22
+ λ2
(
σ˜ − σ¯)TΣ−1σ (σ˜ − σ¯)},(34)
where σ¯ ∈ R960 and Σσ ∈ R960×960 are the mean and the covariance, respec-
tively, of the log-normal prior density induced for σ = eκ when κ follows a priori
a given zero-mean normal distribution. The estimators ρreco(κ, ω) and µreco(κ, ω)
corresponding to the resistivity and the natural parametrization are defined in an
analogous manner. In particular, notice that the mean µ¯ and the covariance matrix
Σµ for the natural parametrization depend on p as does the relation µ = e
−qκ/p.
We test the accuracy of the above introduced simple one-step reconstruction
algorithm for the inverse boundary value problem associated to (5) by investigating
the mean reconstruction error
(35) ιexp(p) =
√
pi
960
E
[‖κ− κreco‖2],
where the target log-conductivities run through one of the simulated samples. The
corresponding error indicators for the other three parametrizations, i.e. ιstd, ιinv
and ιnat, are defined via replacing κreco in (35) by log(σreco), − log(ρreco) and (1−
p) log(µreco), respectively. In particular, the mean reconstruction error is always
measured in log-conductivity.
All reconstructions are computed as indicated by (33) or (34) with the needed co-
variance matrices formed using (30) and the induced mean and covariance formulae
for the log-normal distributions of σ, ρ and µ. The pointwise variance and correla-
tion length needed for (30) are the ones used when drawing the log-conductivities
to which the sample mean in (35) refers, that is, our prior information on the log-
conductivity is accurate. Because the subdomains defining the discretization for
the conductivity, i.e. Ωi, i = 1, . . . , 960, are approximately of the same size, the
reconstruction error indicators essentially measure the L2(Ω) reconstruction error.
Observe that the sample mean in (35) also averages over the measurement noise
since the additive noise vectors in (32) are drawn independently for different log-
conductivities in the considered samples (but they are the same for different values
of p to ensure fair comparison between different parameter values).
Figure 2 compares the mean reconstruction errors ιstd, ιinv, ιnat and ιexp for the
samples E and F. Because the deviation of the considered log-conductivity samples
from their mean is relatively small, the standard deviation of noise is also chosen
to be rather small, i.e. λ = 10−3, to allow a reasonable signal-to-noise ratio. The
largest values in the data vectors Uexp(κ) are of order one (and exactly one for all p
if κ = κ0 ≡ 0), so the noise level roughly corresponds to 0.1% of the maximum value
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Figure 2. Mean one-step reconstruction errors ιstd (solid), ιinv
(dashed), ιnat (dash-dotted) and ιexp (dotted) as functions of p ∈
[3/2, 3] for τ = 0 and λ = 10−3. Left: sample E. Right: sample F.
The average (approximate) L2(Ω) norm
√
pi/960E[‖κ‖2] equals
0.174 and 0.167 for the samples E and F, respectively.
in Uexp(κ). However, it is considerably higher compared to the relative measure-
ment Uexp(κ)−Uexp(κ0). Although the one-step reconstruction method for κ takes
correctly into account the prior information on the parameter field in (5), the mean
reconstruction errors for the resistivity and natural parametrizations are in many
cases smaller, especially for small p. The standard conductivity parametrization
performs the worst for both samples and all p ∈ [3/2, 3]. Not so surprisingly, the
longer correlation length in the sample F allows on average more accurate recon-
structions. All in all, the value of p does not seem to have a significant effect on the
average quality of the reconstructions for the considered log-conductivity samples
with a small pointwise variance.
Next we consider log-conductivity models with a larger pointwise variance. This
renders the direct log-conductivity reconstruction given by (33) the only reasonable
choice, at least if the reconstruction error is still measured in log-conductivity.
Figure 3 shows the mean reconstruction error ιexp as a function of p ∈ [2/3, 3] for
the samples A and B with the pointwise variance ς2 = 1/4. As the considered log-
conductivity samples deviate now considerably from their mean, we test a higher
standard deviation for the measurement noise, λ = 10−2. Recall that such a noise
level approximately corresponds to 1% of the maximum value in the data vectors
Uexp(κ). Figure 3 also presents the same errors when the reconstructions of the
sample log-conductivities are computed by replacing Uexp(κ0) = Uexp(κ0, p) and
Jexp = Jexp(κ0, p) in (33) by Uexp(κ0, 2) and Jexp(κ0, 2), respectively. In other
words, the measurement data are simulated using a continuum of values for p, but
the reconstructions are computed by choosing p = 2 independently of its ‘true’
value. This could be the case, for example, when one has a measurement vector
available, but does not know the precise value of p due to, e.g., uncertainty about
the correct forward model for the investigated physical phenomenon.
According to Figure 3, the mean reconstruction error ιexp(p) is monotonically
decreasing in p ∈ [2/3, 3] for both log-conductivity samples, which is in line with
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Figure 3. Mean one-step reconstruction error ιexp (solid) and
the corresponding mean reconstruction error obtained by misus-
ing p = 2 in (33) (dashed) as functions of p ∈ [3/2, 3] for τ = 0
and λ = 10−2. Left: sample A. Right: sample B. The average
(approximate) L2(Ω) norm
√
pi/960E[‖κ‖2] equals 0.86 and 0.84
for the samples A and B, respectively.
the material in Section 4.2. Forming the reconstructions by fixing p = 2 in (33)
produces, not so surprisingly, only slightly larger reconstruction errors close to
p = 2, but the relative performance of such a simplified approach degenerates the
further one moves away from p = 2. However, it is worth noting that fixing p = 2
in (33) anyway leads to smaller mean reconstruction errors for p ∈ [2, 3] than the
use of the correct p does for many values in the interval [3/2, 2). According to our
experience, the mean reconstruction errors could be decreased for all p ∈ [2/3, 3]
by placing more weight on the penalty term in (33): The exact forward model is
replaced by a linearization in (33) and one can often successfully compensate for
the resulting numerical error by increasing the assumed level of measurement noise
(cf. [18]).
To conclude the numerical experiments, Figures 4 and 5 show three example log-
conductivities from the samples A and B, respectively, as well as the corresponding
reconstructions produced by (33) for p = 2/3, p = 2 and p = 3 with a low noise level
λ = 10−3. When p = 3/2, the reconstructions often contain log-conductivity values
that are either significantly too large or too small. This overshoot phenomenon
is clearly visible on the second rows of Figures 4 and 5, and it probably explains
the bad average performance of the one-step reconstruction algorithm for small p
documented in Figure 3. On the other hand, having p = 3 results in the most
accurate reconstructions in all shown examples, though the difference between the
cases p = 2 and p = 3 is relatively small.
5. Concluding remarks
We have tackled an inverse boundary value problem for a family of p-Laplace
type nonlinear elliptic partial differential equations by taking a straightforward lin-
earization approach. In particular, the Fre´chet differentiability of the forward op-
erator, which maps a Ho¨lder continuous conductivity coefficient to the solution of a
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Figure 4. Example reconstructions for the sample A and λ =
10−3. Top row: three target log-conductivities. Second row: recon-
structions with p = 3/2. Third row: reconstructions with p = 2.
Fourth row: reconstructions with p = 3.
Neumann problem, was established, excluding the degenerate case τ = 0 that corre-
sponds to the classical (weighted) p-Laplacian. According to our numerical studies,
the considered one-step inversion algorithm produces approximately as good, or
even slightly better reconstructions for p > 2 than it does in the case p = 2 that
corresponds to the extensively studied inverse conductivity problem. However, the
accuracy of the reconstruction algorithm deteriorates for p < 2. These conclusions
hold even for τ = 0, but they are probably conditional to the chosen parametriza-
tion for the conductivity. Indeed, our numerical studies on the linearization error
associated to the forward operator hint the conductivity parametrization has a sig-
nificant effect on the nonlinearity of the considered inverse boundary value problem.
Appendix A. Basic properties of ϕp,τ
Let 1 < p <∞, τ ≥ 0 and recall ϕp,τ from (2) as well as its gradient (3). Observe
that the corresponding Hessian is
(36) Hp,τ (x) = (τ
2 + |x|2) p−22 I + (p− 2)(τ2 + |x|2) p−42 x xT,
where I ∈ Rn×n is the identity matrix. The Hessian satisfies
yTHp,τ (x) y = (τ
2 + |x|2) p−42 ((τ2 + |x|2)|y|2 + (p− 2)(x · y)2)
≥ (τ2 + |x|2) p−42 (τ2 + min{p− 1, 1}|x|2)|y|2,(37)
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Figure 5. Example reconstructions for the sample B and λ =
10−3. Top row: three target log-conductivities. Second row: recon-
structions with p = 3/2. Third row: reconstructions with p = 2.
Fourth row: reconstructions with p = 3.
i.e., it is uniformly positive definite with respect to x in any bounded set of Rn for
a fixed τ > 0. In particular, ϕp,τ is strictly convex for any 1 < p < ∞ and τ ≥ 0.
By choosing either y = x or y ⊥ x, it is also easy to check that the spectral matrix
norm satisfies
(38) ‖Hp,τ (x)‖2 ≤ max{1, p− 1}(τ2 + |x|2)
p−2
2 .
Furthermore, a straightforward calculation gives
(39) max
1≤j,k,l≤n
∣∣∣∣ ∂3ϕp,τ∂xj∂xk∂xl (x)
∣∣∣∣ ≤ C(p)(τ2 + |x|2) p−32
for all x ∈ Rn.
Since the graph of a convex function lies above its tangent plane, it holds that
(40) ϕp,τ (y) ≥ ϕp,τ (x) +Dϕp,τ (x) · (y − x)
for all x, y ∈ R. We also need the inequalities
(41)
(
τ2 + |x|2 + |y|2) p−22 |x− y|2 ≤ C(Dϕp,τ (x)−Dϕp,τ (y)) · (x− y),
and
(42)
∣∣Dϕp,τ (x)−Dϕp,τ (y)∣∣ ≤ C(τ2 + |x|2 + |y|2) p−22 |x− y|
which hold for any x, y ∈ Rn, 1 < p < ∞ and τ ≥ 0. Indeed, (41) is a weaker
version of the first inequality of [11, (2.8)] for ϕ(t) := ϕp,τ (txˆ), with xˆ ∈ Rn being
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any vector of unit length. Similarly, (42) follows with a bit of extra work from the
second inequality of [11, (2.8)].
For all x ∈ Rn, 1 < p <∞ and τ ≥ 0, we have∣∣Dϕp,τ (x)∣∣q ≤ (τ2 + |x|2) q(p−1)2 = pϕp,τ (x)
≤ 2p/2 max{τ2, |x|2}p/2 ≤ 2p/2(τp + |x|p),(43)
where q := p/(p− 1) is the conjugate index of p. For 2 ≤ p <∞ and τ ≥ 0, we can
deduce through the same logic that
(44)
∣∣Dϕp,τ (x)∣∣ = (τ2 + |x|2) p−22 |x| ≤ 2 p−22 (τp−2|x|+ |x|p−1).
On the other hand, for 1 < p ≤ 2 and τ ≥ 0, it also holds that
|Dϕp,τ (x)
∣∣q = (τ2 + |x|2) q(p−2)+(q−2)2 (τ2 + |x|2) 2−q2 |x|q
≤ (τ2 + |x|2) q(p−1)−22 |x|2 = Dϕp,τ (x) · x,(45)
where the penultimate step is a consequence of the fact that 2− q ≤ 0. Finally, if
1 < p ≤ 2,
|x|p = (τ2 + |x|2) p−22 (τ2 + |x|2) 2−p2 |x|p
≤ 2 2−p2 (τ2 + |x|2) p−22 (τ2−p|x|p + |x|2)(46)
= 2
2−p
2
(
Dϕp,τ (x) · x + τ2−p(τ2 + |x|2)
p−2
2 |x|p).
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