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I. INTRODUCTION 
The efforts of the semiconductor industry to scale down the size of devices to achieve 
higher integration levels and higher speeds have been confronted by the major problem of 
the "troublesome" quantum-mechanical wave interference effects. These "troublesome" ef-
fects start to dominate device characteristics at dimensions of less than about one-quarter 
of a micron, thus, making further size reduction impossible. This limits the level of in-
tegration and the ultimate speed of integrated circuits. Further advances require funda-
mentally new device concepts and designs. The constructive use of the "troublesome" 
quantum effects was the basic premise of the proposed "Semiconductor Quantum Wave 
Optics" research. Using the quantitative analogies between electromagnetics and quan-
tum mechanics [1], new electron wave superlattice structures can be designed that mimic 
corresponding devices in electromagnetic optics. Possible devices include narrow-band su-
perlattice interference filters [2,3], filter/emitters [4,5], and negative-differential-resistivity 
devices [6]. These structures can potentially be utilized to produce terahertz bandwidth 
oscillators and switches. Impedance transformers between dissimilar materials can also 
be constructed [7]. Beyond improving the speed of existing devices, however, the totally 
new concept of "guided electron wave integrated circuits" has been proposed [8,9] to be 
investigated. In addition to the advantage of ultra-small size, these devices would have 
the advantages of optical-like processing — parallelism, interconnectivity, and bandwidth. 
Impressive experimental evidence of this optical-like electron behavior has recently been 
reported for gallium arsenide semiconductors. 
II. WORK COMPLETED DURING THE 08 - 15 -89/08- 15-90 PERIOD 
The work completed during the 08-15-89/08-15-90 period can be summarized into 
four categories: (a) theory and design of narrow-band semiconductor superlattice fil-
ter/emitters, (b) negative-differential-resistivity quantum interference devices, (c) theory 
and design of electron-wave impedance transformers, and (d) time-dependent characteris-
tics of the electron-wave interference filters and filter/emitters. 
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A voltage-biased semiconductor superlattice structure has been designed to operate as 
a continuously voltage-tunable, electron-wave interference filter and as an electron emit-
ter. Using the analogies between electromagnetic waves and electron-waves (de Broglie 
waves), a systematic procedure for designing the quantum wells and barriers comprising 
the electron-wave filter/emitter superlattice has been developed. A generalized procedure 
for analyzing the electron-current transmittance and reflectance spectral responses of these 
superlattice structures has also been developed. As an example, a practical continuously 
tunable filter/emitter consisting of multiple layers of Ga i _zAlxAs (compositional superlat-
tice) is designed to emit nearly monoenergetic 0.20eV electrons by appropriate selection of 
the layer compositions and thicknesses. The constraints required to have thicknesses that 
are integer multiples of the monolayer thickness and to minimize intervalley scattering 
(from r to L band) have also been included in the design. The filter/emitter has been 
shown to have a wide tunable energy range. The full width at half maximum (FWHM) 
of the filter/emitter has been shown to decrease as the number of the filter layers is in-
creased. A sensitivity analysis of the device characteristics in the presence of fabrication 
errors has revealed a very stable device response. The narrow-band filter/emitters can 
be incorporated monolithically into transistor structures in order to increase their speed. 
Other possible applications include electroluminescent devices, photodetectors, and in fu-
ture guided electron-wave integrated circuits. This part of the work has already been 
published in the Journal of Applied Physics [5] and part of it was presented in October 
1989 at the Annual Meeting of the Optical Society of America in Orlando, Florida. In 
addition, a U.S. patent has already been allowed and will be issued within 1991. 
In the case of the electron-wave quantum-interference filter/emitter semiconductor su-
perlattice negative differential resistivity devices, the transmission and current-voltage 
characteristics have been analyzed with and without the self-consistency requirement. 
For the non-self-consistent calculation the single-band effective-mass time-independent 
Schroedinger equation has been solved. For the self-consistent calculation, Schroedinger 
and Poisson equations have been solved iteratively until a self-consistent electron poten- 
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tial energy and electron density were obtained. It has been shown that suitably designed 
electron-wave quantum-interference filter/emitters can exhibit strong negative differen-
tial resistance in the current-voltage characteristics, similar to those of resonant tunnel-
ing diodes. For low to moderate (2-30 meV) Fermi energies in the conduction band of 
Gai _.Al.As (doping concentration less or equal to 2 x 1o' 8cm-3), and temperatures near 
30 K (in the ballistic transport regime), it has been shown that the space-charge effect 
was relatively small and resulted in a shift of the current-voltage and transmission char-
acteristics toward higher bias voltages. In a fashion similar to that occurring in resonant 
tunneling diodes, the self-consistent field in electron-wave filter/emitter negative differ-
ential resistance devices effectively acts to screen the positive applied bias. Designs of 
Gai _ x AlzAs devices have been analyzed. Resonant devices with current peak-to-valley 
ratios of — 50 as well as nonresonant (not exhibiting negative differential resistance) de-
vices have also been designed and analyzed. Importantly, in contrast to resonant tunneling 
diodes the valley current was lower and remained low over a larger voltage range ("fiat 
valley"). The corresponding electron charge density distributions have also been calcu-
lated. Superlattice electron-wave filter/emitter negative differential resistance devices can 
be used as high-speed switches and oscillators and as monoenergetic emitters in electrolu-
minescent devices and photodetectors. This part of the work has already been submitted 
for publication to the Journal of Applied Physics. Parts also of the above described work 
are going to be presented in the Annual Meeting of the Optical Society of America which 
will take place in November 1990 in Boston, Massachusetts. 
In the construction of semiconductor quantum devices and guided electron-wave in-
tegrated circuits it will be necessary to connect semiconductor materials with differing 
electron energy-band structure. In such a configuration, detrimental reflections will occur 
at the energy-band discontinuity between materials. These reflections can be eliminated 
or minimized using impedance transformers. These type of impedance transformers for 
ballistic (collisionless) electron-waves traveling between dissimilar energy-gap semiconduc-
tors have been designed as a series of quarter (electron) wavelength layers in the form of a 
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compositional superlattice, using the quantitative analogies between electromagnetic and 
electron waves [1]. For the design energy, the electron-wave could be totally transmitted 
and the structure can be analogous to an antirefiection coating in electromagnetic optics. 
Practical constraints on the impedance transformer that have been considered in the design 
were (a) that the compositions must be within the usable compositional range and (b) their 
thicknesses must be integer multiples of a monolayer thickness (similar to the design of fil-
ter/emitters). Procedures for designing narrow-band, maximally flat (Butterworth), and 
equal-ripple (Chebyshev) impedance transformers of arbitrary spectral bandwidth have 
been developed. Example practical single-layer and three-layer transformers for connect-
ing GaAs and Gao. 8A10 . 2As have also been designed. This work has already been published 
in the Journal of Applied Physics [7]. 
The time-dependent characteristics of electron propagation in semiconductor superlat-
tice interference filters and filter/emitters have also been studied. The transit time and the 
transmissivity across such structures have been determined by solving the time-dependent 
Schroedinger equation for Gaussian wavepackets. Ballistic transport has been assumed 
throughout the filter or filter/emitter region. It was shown that the transmissivity of the 
superlattice increases as the ratio of the energy width of the wavepacket divided by the 
full width at half maximum (FWHM) of the transmission coefficient increases. Transit 
times of the order of a few picoseconds are obtained for superlattices with total widths of 
200Awhen the average energy of the incident wavepacket is equal to the pass energy of 
the superlattice filter or filter/emitter. Part of this work was presented at the March 1990 
meeting of the Bulletin of the American Physical Society [12]. 
III. CURRENT WORK 
Additional work on Semiconductor Quantum Wave Optics is in progress. The areas 
that are being currently investigated can be summarized as follows: (a) investigation of the 
general similarities and differences between electromagnetic waves in lossless media and 
quantum-mechanical electron-waves semiconductors, (b) research on electron-wave slab 
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and channel waveguides with emphasis in practical configurations and current limitations, 
(c) analysis of the effects of the electron-electron and exchange interactions on semicon-
ductor superlattice filters and filter/emitters, and (d) continuation of the analysis of the 
time-dependent effects of these devices. 
Furthermore, the Microelectronics Research Center (MiRC) of Georgia Institute of 
Technology has the capabilities of fabricating these complicated ultra-small devices and 
collaboration with colleagues at this center has already been established for the simulta-
neous growth, fabrication, and testing of the designed quantum-wave devices. 
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Theory and design of semiconductor electron-wave interference 
filter/emitters 
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A voltage-biased semiconductor superlattice structure is designed to operate simultaneously as 
a continuously voltage-tunable, electron interference filter and as an electron emitter. Using 
the analogies between electromagnetic waves and electron de Broglie waves, a systematic 
procedure for designing the quantum wells and barriers comprising the electron-wave filter/ 
emitter superlattice is developed. A generalized procedure for analyzing the electron-current 
transmittance and reflectance spectral responses of these superlattice structures is then 
presented. A practical, continuously tunable filter/emitter consisting of multiple layers of 
Ga, ,Alg As (compositional superlattice) is designed to emit nearly monoenergetic 0.20-eV 
electrons by appropriate selection of the layer compositions and thicknesses. The constraints 
required to have thicknesses that are integer multiples of the monolayer thickness and to avoid 
phonon scattering of electrons into the L band are included. The filter/emitter is shown to 
have a wide tunable energy range. A sensitivity analysis of the device characteristics in the 
presence of fabrication errors reveals a very stable device response. Such quantum electron-
wave devices could serve as continuously tunable hot-electron emitters in ballistic transistors 
and in future guided electron-wave integrated circuits. 
L INTRODUCTION 
Quantum-mechanical interference effects have recently 
been observed in devices such as GaAs/AlGaAs and In-
GaAs/InAlAs single-well double-barrier structures. This 
indicates that present-day semiconductor devices are rapidly 
approaching a fundamental size limitation.' At dimensions 
of less than about 0.3µm, potentially "troublesome" quan-
tum-wave effects start to dominate device characteristics, 
making further reduction in their sizes undesirable in some 
applications, thereby limiting the ultimate speed of the de-
vices. This holds true regardless of the material (silicon, gal-
lium arsenide, etc.). However, these quantum-wave effects 
may also potentially be used in the design of novel devices. 
Starting from fundamental principles, quantitative 
analogies between quantum-mechanical electron waves in 
semiconductor materials and electromagnetic optical waves 
in dielectrics have recently been developed! With these 
analogies, existing electromagnetic optical analysis and de-
sign techniques can be used for the analysis and design of 
new semiconductor quantum-wave devices. The possibility 
of realizing these device structures in practice has become 
more likely due to the rapid progress and relative maturity in 
semiconductor growth technologies such as molecular-
beam epitaxy (MBE) and metalorganic chemical vapor de-
position (MOCVD) that enable the fabrication of structures 
with precise monolayer compositional control. Possible de-
vices include narrow-band superlattice interference filters" 
and filter/emitters' (present work). These structures could 
be incorporated into present-day ballistic transistors' to 
produce subpicosecond switching times. Beyond improving 
the speed of existing devices, however, the totally new con-
cept of guided electron-wave integrated circuits has recently 
been proposed." This next generation of integrated circuits 
would be comprised of many semiconductor quantum-wave 
devices interconnected by electron waveguides.' 1-14 
In these ultrasmall superlattice interference filters or fil-
ter/emitters, electron waves can travel through the device 
maintaining their quantum-mechanical phase coherence. 
Thus these waves can interfere, reflect, refract, and diffract 
in a manner analogous to the electromagnetic plane waves in 
dielectric media. Even though quantum interference effects 
have been observed experimentally in single-well double-
barrier structures, these effects can also occur in multiple-
layer superlattices and at energies above the potential bar-
riers. Furthermore, exploiting the electron-wave 
interference, novel electron-wave interference filter/emit-
ters can be designed that are analogous to thin-film optical 
interference filters. These superlattice interference filter/ 
emitters can exhibit very narrow electron kinetic energy 
passbands and can be integrated into solid-state devices for 
potential use as monoenergetic emitters for electrolumines-
cent devices, 13 . 16 photodetestors,' and fast ballistic tran-
sistors.'' 
Although semiconductor superlattice interference filter 
designs can be visualized directly from the optical interfer-
ence filters, their designs cannot simply be copies of thin-film 
optical designs. The reason for this is that due to the ultra-
small dimensions of each superlattice layer (on the order of a 
nanometer), the thickness quantization has to be taken into 
account (layer thicknesses must be an integer multiple of the 
monolayer thickness). Another constraint is the limited us-
able composition range that is available. Furthermore, in the 
case of an applied bias voltage, the potential energy along the 
undoped superlattice changes linearly with the device 
length. This is analogous to a varying optical refractive index 
in a thin-film filter. Presently, there are no available designs 
for this linearly varying index case. Another practical con-
straint is that the desired electron-energy states should be 
sufficiently below the L-band minimum in order to avoid 
phonon scattering which can reduce the electron coherence 
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length. The purpose of this paper is to present a systematic 
procedure for the design of continuously tunable semicon-
ductor electron interference filter/emitters subject to the 
above constraints. An example design using the 
Ga, _ Al, As alloy system is presented, and the filter/emit-
ter is shown to have a broad tunable range. Moreover, a 
sensitivity analysis of the device performance in the presence 
of fabrication variations indicates stable device characteris-
tics. 
IL SEMICONDUCTOR QUANTUM ELECTRON-WAVE 
OPTICS 
Quantum-mechanical electron waves in semiconduc-
tors and electromagnetic optical waves in dielectrics exhibit 
transmission, reflection, interference, and diffraction char-
acteristics that are analogous to each other since they satisfy 
analogous wave equations and boundary conditions. Quan-
tum interference effects have been analyzed for single poten-
tial energy boundaries," for normal incidence," and for the 
general case of any number of boundaries and any angle of 
incidence.' From these results a quantitative mapping 
between electromagnetic optical waves and quantum elec-
tron waves has been established .° Thus, using these quantita-
tive analogies, existing optical device designs can now have 
electron-wave device counterparts. 
The plane-wave solutions of the Schrodinger's equation 
contain a wave-vector quantity k of magnitude 
k = [2ni• (E — V)] " 2/ft, where tri• is the electron effective 
mass, E is the total electron energy, Yis the electron poten-
tial energy, and fl is Planck's constant divided by 2r. All 
plane-wave phase effects (for plane-wave interference) are 
described by the wave vector k. As a consequence, an elec-
tron-wave phase refractive index n, (phase), can be intro-
duced that is proportional to the square root of the product 
of the effective mass and the kinetic energy.' That is, 
n, (phase) a [me (E V) ]" 2. 	 (1) 
Furthermore, amplitude effects such as electron transmissi-
vity and reflectivity may be described in terms of the wave-
function amplitude for an electron wave or in terms of the 
electric field amplitude for TE-polarized optical wave inci-
dent upon a boundary. Continuity of the wave function 
across a potential energy boundary and conservation of elec-
tron probability current normal to a potential energy bound-
ary are analogous to the continuity of the tangential compo-
nent of the electric field across a boundary between dielec-
trics and to the conservation of power flow normal to a 
boundary between dielectrics, respectively. Using these 
analogies, an electron-wave amplitude refractive index 
11, (amplitude) can be introduced ° that makes the optical 
and electron-wave transmissivities and reflectivities equiva-
lent. That is, 
n, (amplitude) a [ (E— Inmai l l 12. 	 (2) 
Since the phase and amplitude effects are mathematically 
decoupled in the equations describing electromagnetic opti-
cal designs, the same designs have quantum electron-wave 
counterparts that are described by the two electron-wave 
refractive indices [Eqs. (1) and (2) J. Both types of these 
refractive indices exhibit normal dispersion; i.e., they in-
crease with decreasing wavelength. 
III.THIN-FILM OPTICAL INTERFERENCE FILTERS 
Due to the analogies between the electromagnetic opti-
cal waves and the quantum-mechanical electron waves, the 
thin-film optical interference filters and the electron-wave 
interference superlattice filters have many common charac-
teristics. For completeness some of the more relevant prop-
erties of thin-film optical filters" a22  are summarized below. 
A simple type of narrow-bandpass optical interference 
filter is the all-dielectric Fabry—Perot filter. It consists of a 
half-wavelength layer sandwiched between quarter-wave-
length layers of high refractive index (designated H) and of 
low refractive index (designated L). The combination of 
quarter-wavelength layers constitutes a reflector. The elec-
tron-wave analog of this elementary type of interference op-
tical filter is treated in this work. The full width at half maxi-
mum (FWHM) of the bandpass of this filter can be reduced 
by increasing the reflectivity of the reflectors, i.e., by increas-
ing the ratio of high to low refractive indices. In the optical 
literature there are two basic types of all-dielectric Fabry-
Perot interference filters which are symbolically represented 
as [M]" HH[LH]" and H [LH ]'LL [HL NH, where 11 
and L represent quarter-wavelength layers of high and low 
refractive index, respectively, and N represents the number 
of repetitions of the layer-pair type indicated in brackets. 
Some other important characteristics of the all-dielectric 
Fabry—Perot interference filters, that are related with the 
electron-wave interference filter designs, are the following: 
(I) The maximum transmittance of the filter is 100%. (2) 
The maximum transmittance occurs at the wavelength for 
which the central layer is a half-wavelength thick (as mea-
sured in that material) and the surrounding layers are 
quarter-wavelength layers (as measured in those materials). 
(3) The FWHM decreases as the number of the surrounding 
layers increases (as N increases). (4) The transmittance 
characteristics are relatively insensitive to variations in the 
reflectivities and thicknesses of the layers. (5) The filter is 
effective only over a limited range since sidebands necessar-
ily occur on either side of the passband. 
IV.DESIGN OF SEMICONDUCTOR SUPERLATTICE 
INTERFERENCE FILTER/EMITTERS 
A. Computation of the layer thicknesses and 
compositions for a given bias voltage and electron 
energy 
When a voltage bias is applied to a superlattice struc-
ture, the resulting device can serve as an electron-wave inter-
ference filter and electron emitter. Using the previously pre-
sented analogies between the quantum electron waves and 
the electromagnetic optical waves, the quantum well and 
barrier widths and heights in the direction of emission can be 
systematically designed to comprise an interference filter 
which is embedded in the emitter. The optical analog of this 
device does not exist since the equivalent phase and ampli-
tude refractive indices of the electron waves vary along the 
emission direction of the structure due to the applied bias 
potential energy. Thus the optical counterpart would be 
comprised of inhomogeneous regions where the correspond- 
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ing optical refractive indices would vary as functions of the 
propagation distance within the optical filter. However, the 
same concepts that are used for the design of homogeneous 
optical interference filters can be adopted in the case of the 
electron-wave interference filter/emitter. Moreover, the 
successive quantum wells and barriers can act as the high 
(H) and low (L) electron refractive index materials that 
comprise the reflectors of the interference filter/emitter. 
The electron potential energy of a quantum-well super-
lattice interference filter/emitter with an applied bias vol-
tage is shown in Fig. 1. The structure consists of M layers 
surrounded by bulk semiconductor material. The filter/ 
emitter is designed to be a simple narrow-bandpass interfer-
ence filter (the optical counterpart would be an all dielectric 
inhomogeneous Fabry—Perot interference filter). The filter/ 
emitter consists of M layers, where M is an odd integer, and 
the central layer is a half-wavelength layer sandwiched 
between quarter-wavelength layers of high (H) and low (L) 
equivalent electron-wave refractive index. When the design 
voltage is applied, electrons in a narrow spectral band 
around the prespecified pass energy E, (Fig. 1) traverse the 
filter/emitter and are emitted with an output energy KE„.. 
At the design voltage, with corresponding bias potential en-
ergy Vb.„ each reflector layer [ of high (H) or low (L) aver-
age electron-wave refractive index] is exactly a quarter of an 
electron wavelength (as measured in that layer) in the thick-
ness, and the resonant central layer is exactly one-half of an 
electron wavelength (as measured in that layer). In the case 
of the biased filter/emitter, the kinetic electron energy varies 
linearly within each individual layer due to the applied vol-
tage. Thus the electron wavelength changes continuously 
inside each layer. However, a quarter or a half of an electron 
wavelength is defined as the required layer thickness to pro-
duct a total phase shift of the traveling electron-wave func-
tion inside the layer of it/2 or v, respectively (or odd multi-
ples of these phase shifts). Although only an average 
electron wavelength can be defined within each layer, the 
terminology of "quarter" or "half electron wavelength" are 
used in order to be analogous to the corresponding quantities 
appearing in the design of optical thin-film interference 
filters. The jth quantum well or barrier (Fig. 1) has a thick-
nesse!, and at zero bias a potential energy of V,. The layers 
surrounding the emitter/filter regions are taken to have the 
FIG. 1. Schematic representation of a biased semiconductor rupertattics 
electron-wave interference 51Kr/emitter. At the design potential energy 
bias and input kinetic energy KE„.. the layers have a thickness of a 
quarter (or a half for the resonant central layer) of an electron wavelength 
as measured in that layer. 
same zero-bias potential energy of Vo. The material system 
in which the filter/emitter can be implemented is taken to 
form a continuous set of alloys of the type G, _ a H, K where 
G, H, and K are chemical elements, and x is the atomic 
percentage of the H chemical element. For example, a practi-
cal material system is Ga, _ Al a As. Even if the range of 
values for the composition x can vary from zero to one, the 
range of usable compositions may be restricted to 
0Gx<x„,„ where < 1. For example, this can occur due 
to a possible transition at x., from a direct to an indirect 
energy-gap material as in the case of Ga, _ a Al, As. 
The electron potential energy is given by 
. Vj as LE, = Ax) , 	 (3) 
where AB, is the change in the energy of the conduction-
band edge, and A is a constant. Due to restrictions on usable 
composition range, the corresponding range of potential en-
ergies is OG V1 < Ax„,.,. The layers surrounding the 
filter/emitter regions have a composition of x 0. An addi-
tional design constraint for the electron-wave filter/emitter 
is that the layer thicknesses should be an integer multiple of 
the monolayer thickness. Thus the thickness of the jth layer 
d, should be an integer multiple p, of the monolayer thick-
ness r,. For the jth layer to be a quarter of an electron wave-
length in thickness at the design pass energy E,„ the phase 
difference between the input boundary z, _ , and the output 
boundary z, (Fig. 1) must be an odd integer multiple of r/2. 
That is, 
s, 
Ic,(z)dz = f (—){2m7[E,, — V,(z)]}"dz 
a, , 	 77 
= (2q, — 1)7/2, 	 (4) 
where the potential energy in the jth layer with bias applied is 
given by 
V, (z) = Vt. (1 — 
L
+ V,. 	 (5) 
L is the total length of the superlattice (Fig. 1), and 
q, = 1,2,.... The electron pass energy may be expressed as 
E, = V. + V0 + KE„, where KE,,, is the pass kinetic en-
ergy in the input region (leftmost region in Fig. 1). The 
electron effective mass is given by m: = (B + Cx,)m, 
where m o is the free-electron mass, and B and Care material-
system-dependent constants. Using Eqs. (3), (5), and the 
integral identity 1(0 + bz) wdza. (2/3b)(a + bz) 12, Eq. 
(4) can be rewritten 
2L. [2mo(B + Ord] If' 
V„„a 
X [ Vo + 	— Axj + 
—(V° + ICE. — Ax, + Vb..  !Elz )" 
= (2qj — 1)i-r 	 (6) 
The above equation has to be solved for the composition of 
the jth layer with V.., V, and KE,,, as design parameters. 
Equation (6) is valid for all the layers except the center reso- 
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cant layer. In this case the 1r/2 term of Eq. (6) is replaced by 
sr. The monolayers of the device will be numbered with the . 
index f. The rightmost monolayer of thejth region is i , . The 
total number of monolayers in the emitter/filter is designat-
ed kw . Therefore, the number of monolayers of thefth layer 
iv, 1=1, — 	and the corresponding thickness of this lay- 
er is di = z, — z, _ I . The total thickness of the struc- 
ture is L = I~ IA', (if the monolayer thicknesses are the 
same in each layer, r, = r2 = • r, = r, then L = im r). The 
boundaries between the various layers which are designated 
as ; (Fig. 1 ) are given by z, 	1hr, [for equal mono- 
layer thicknesses, ; 	)L j. It is worth mentioning 
that the solution of Eq. (6) is not trivial since Eq. (6) for the 
fib layer depends on the thicknesses of the other layers. Fur-
thermore, Eq. (6) is valid only if Vb.,, sE O. In the case of zero 
applied bias, Vhs. 11= 0, Eq. (4) leads to Eq. (11 ) of Ref. 8, 
which is much simpler to solve. 
A systematic procedure for designing a biased continu-
ously tunable superlattice interference filter/emitter for a 
given output kinetic energy (ICE„. = ICE. + ) and 
given compositions (x0) of the surrounding filter/emitter 
regions, using Eq. (6), is now described. The design param-
eters Vo(or x0), KE,. , and v„., have to be specified at the 
beginning. Next the characteristics of the unbiased superlat-
tice electron-wave interference filter'' are used as a starting 
point in estimating the number of regions M and the number 
of monolayers p, ( j =1,2,...,M) to be used in the filter/emit-
ter. The initial values of the number of monolayers in each 
layer are designed asp)°, the total initial thickness is designat-
ed as L °, and the total number of monolayers is designated as 
it. It is important to keep the length of the structure as 
small as possible in order to be less than the electron coher-
ence length. Consequently, it is more practical to set the 
parameters q, = 1 in order to find the minimum thickness 
device. Starting from the first layer ( j= 1), Eq. (6) is 
solved for x,. Since an iterative scheme is used, the solution 
of Eq. (6) for x„ is designated as x;', where n, is a counting 
index for the iterations of the jib layer. In the next step it is 
determined if the solution 4, lies within the range of usable 
composition values (0<x;'<x ). 'ra ja/is outside the usable 
range, then the number of monolayers is changed as 
= hp2, where Apia' is the change in the number of 
monolayers of region j. The procedure is repeated until a 
value for e;' is found within the usable range. For the filter to 
have a narrower response, it is important to increase the 
reflectivity between the low (L) and high (H) electron re-
fractive index layers. For the low index layers the composi-
tion should be as close to x.. as possible. Similarly, for the 
high index layers the composition should be as close to zero 
as possible. As a result, some additional refining of the calcu-
lated solution for the jth layer can be found by changing the 
value ofp:' by ± 1 ( = f 1). This is continued until the 
solution .x,4) is the maximum possible (within the usable com-
position range) for a low (L) index layer or the minimum 
possible (within the usable composition range) for a high 
(H) index layer. This procedure is repeated for all the layers 
= 	However, the solution for the last layer may 
result in a new value of iof (or equivalently I.) which differs  
from the initially estimated i 0, (or equivalently L °). In this 
case the resultant value of L is set equal to L ° and the design 
process is repeated until the final thickness L is consistent 
with the initially assumed thickness L °, i.e., L L °. The 
design procedure is summarized in the algorithm presented 
in Fig. 2. 
B. Computation of the designed ffiterinmittnr response 
In order to evaluate the response of the interference fil-
ter/emitter designed with the above-described procedure, 
the electron-wave function has to be calculated in the output 
region of the structure. Using the one-electron-wave func-
tion approximation, and neglecting the electron-electron 
and the exchange interaction which partially compensate 
one another, the electron-wave function in each layer satis-
fies the Schrodinger's equation. That is, 
[E — V,(z)]*,(z) = 0, 	(7) 
2m7 dr 2 
where aft, (z) is the electron-wave function in region j 
( j = and V, (z) is given by Eq. (5). The electron-
wave function in any layer of the biased superlattice can be 
expressed as a linear combination of Airy functions Ai (p ) 
and complimentary Airy functions Bi(p).' By defining 
within each layer a new variable p, = p1 (z) = (2m7 
K„./412L) 113 [z + (E— — V,)L /V„„], Eq. (7) can 
be transformed into the form d'ik(p,)/dp; + p i t (p,) = 0, 
which has solution of the form 
• 
Of (pi ) = t(z)= Ciaki[ —p, (z)] + 	— p,(z)] , 
(8) 
where C, and D, are unknown amplitude constants. The 
solution of Schrodinger's equation in the two external re-
gions (leftmost and rightmost regions in Fig. 1) is straight-
forward since the potential energy does not vary in these 
regions. Specifically, the wave function in the input region is 
given by Ifro(z) = exP(jkoz) + r exn( —Jkoz), while the 
wave function for the output region is given by 
Om + (z) = r exp[jkw + r (z — zm ) ]. The ko and koe + I are 
the electron-wave vectors in the input and output regions, 
respectively. Using the boundary condition for the wave 
function, it (z, ) = #,+ , (z, ), and (1/m! )th,b, (z, )/dz 
= (1/m7+ I ) dik. ,(zyclz, the reflected and transmitted 
amplitude of the wave function (rand t) may be expressed as 
d 2 ,5„(z) 
6161 	J. Appi. Phys., Vol. 66, No. 12, 15 December 1969 
	
Glytsis. Gaylord, and Fireman 	6161 
C) 2jK, eilkx: -I I) 






(Ai[ —p,(z)] 	 Bi[ —p,(z)] 
[.5(z)] k(um■ )="Ai — pj (z)] (um 7)213B, 'I —P,(2)l)' (10) 
[(E — V,, — Vb.,)/M ;:,■ ] " 2 
Using Eq. (11), the response of the designed electron inter-
ference filter/emitter can be evaluated. 
C. Design of a filter/emitter with L-valley electron 
potential energy constraint 
If the electron energy is near the (1 1 1 ) L-valley mini-
mum, then the resulting phonon scattering in the device may 
decrease the electron coherence length. As a result the 
phonon scattering can deteriorate the performance of an 
electron-wave interference filter/emitter. However, some 
additional constraints can be imposed in the design process 
of the device that can minimize the phonon scattering. The 
L-valley potential energy in the jth layer, V41, is given by 
VLi = D + Fx, 	 (12) 
where D and Fare material-dependent constants, and x, is 
the material composition (alloys of the type G, _ .H.K are 
being assumed). In the previously described design process, 
the composition of the input and the output regions of the 
device were taken to be the same (x 0 ). This assumption does 
not imply any restriction in the device design, but only re-
flects the symmetry of the electron Fabry—Perot. For posi-
tive energies, the electron pass energy must be larger than 
the electron potential energy V, in the input region (i.e., 
electron energy should be above the r-valley minimum). 
Furthermore, for practical devices, the input kinetic energy 
KE,,, should be at least AEI , where AE,, is a design param-
eter that ensures sufficient input velocity. In addition, at the 
output layer the electron energy should be less than the L-
valley minimum by at least AE2, where tiE2 is a design pa-
rameter that ensures that there will be neither intervalley 
phonon emission nor absorption. The above-described con-
straints can be written as follows: 
I 
V, + AEI (E< VLO AE2, 	 (13) 
when VLO is the L-valley electron potential energy in the 
output region ( VLO = D + Fx0 ). It is implied that the bias 
potential energy is non-negative as shown in Fig. 
1( Vb.. )0). Inequalities (13) impose the following condi-
tion for the allowable bias potential energy: 
V,,,„,<D — (A — F)xo — AE I — 11E2 	(14) 
Inequality (14) limits the maximum value of the applied 
bias potential energy to ( Vb. = D — (A — F) 
xo — 41E,— Al,. The maximum applied bias potential ener-
gy depends on the compositions of the input and output re-
gions. Constraints similar to inequality (13) can be applied 
for each layer inside the device. That is, 
Vj (z ) <E<V id , for zi _ , <z<zi , 	 (15) 
which imposes on the composition x i the following con-
straint: 
+ AEI + Vbm 	D) 
<xj <-1(Axo + V 	 (16) 
Inequality (15) can be even tighter if energy margins AE,, 
and DE,, are nearly equal to Al, and QE,. However, for 
practical purposes the inequalities (13) and (15 ) can be con-
sidered sufficient. 
The design procedure described in Sec. IV A remains 
basically the same with the exception that V,,„., has to satisfy 
inequality (14) and the layer compositions should lie in the 
range expressed by inequality (16). 
V. Gs, _„Al,,,As EXAMPLE CASES 
A practical material system to be used in fabricating the 
above-described electron-wave interference filter/emitters is 
Ga l _ Al, As. For this material system the maximum com-
position in Al is .x„„„ = 0.45 in order to avoid the direct/ 
indirect band-gap transition. Other parameters of this mate-
rial system include A = 0.773 eV, B = 0.067, C= 0.083, 
D = 0.284 eV, and F. 0.168. The (100) monolayer thick-
ness for any usable composition remains the same 
rj = 0.282 665 nm (lattice-matched material system). 
At first, some designs that are not restricted by the L-
valley energy are presented. For these filter/emitters the 
and where M7 = m!/m0, K, [ (2m0/162 ) 113 (E — V, 
— Vt. )/M,11 1 " 	(L/K,„,,) 1 /3 	and 
K2= [ (2m(/112 ) 1/3 (E — V0)/M , ]1/2 (L/Vb.)'/3, 
and Ai ' and Bi ' are the first derivatives of the Airy and 
complimentary Airy functions, respectively. Equations (9) 
can be solved directly for the amplitude transmittance t and 
the amplitude reflectance r. The electron current transmit-
tance 7*, is given by 
[(E — V0)/ML ,] 112 
T, 	 [4 2 	(11) 
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FIG. 2. Flow chart of the cakulational procedure used for the computation 
of the Alter/emitter layer compositions and thicknesses. 
compositions of the surrounding regions (rightmost and 
leftmost regions in Fig. 1) are chosen to be x o = 0.45. The 
design parameters Vb. and KE„, are chosen both to be 0.10 
eV each. Using the procedure described in Sec. IV A (algo- 
rithm of Fig. 2), the layer thicknesses (expressed in number 
of monolayers) and the layer compositions can be calculat-
ed. These results are summarized in Table I for various num-
ber of layers M = 9, 13, and 17. The total thickness of the -
design structures is 20.1 am (71 monolayers), 28 nm (99 
monolayers ), and 36.2 nm (128 monolayers) for M = 9, 13, 
and 17, respectively, which is within the desired electron 
coherence length. Experimental measurements in ballistic 
hot-electron deviced 1 " 27 (on GaAs/GaAIAs and 
InGaAsfInAlAs) indicate that the electron coherence 
length lies roughly between 10 and 100 nm. However, the 
electron coherence length is a statistical quantity. Therefore, 
the experimental data suggest that at least some measurable 
fraction of electrons exhibit a coherence length within the 
design for the filter/emitter requirements. The spectral re-
sponse (transmittance versus output kinetic energy) of the 
designed structure can be computed using the analysis de-
scribed in Sec. IV B. The electron-current transmittance 7", 
(Eq. (11)] is shown in Figs. 3(a), 3(b), and 3(c) as a func-
tion of the output kinetic energy KE-„,,„ for M= 9, 13, and 
17, respectively, with the applied bias potential energy V„,,, 
as a parameter. From these figures it is shown that for 
Vb„,, = 0.10 eV the filter/emitter has a peak in the electron-
current transmittance (of about 100%) for the design out-
put kinetic energy of 0.20 eV. The spectral response of the 
filter/emitter has a narrow pacshand around the designed 
output kinetic energy, and the FWHM decreases as the num-
ber of layers increases. For the cases shown in Figs. 3(a), 
3(b), and 3(c), the FWHM values are 30.7, 13.4, and 5.9 
meV for M= 9, 13, and 17, respectively. However, by in-
creasing the number of the layers M, (1) the total thickness 
of the device increases (thickness should be less than the 
electron coherence length), and (2) some secondary peaks 
in the electron-current transmittance appear as is shown in 
Figs. 3(b) and 3(c) for M = 13 and 17, respectively. Thus 
there is a trade-off between the FWHM and the device thick- 
TABLE T. Design parameters of an electron-wave interference filter/emit. 
ter with the (HL) k lill(L11)" IN= (M - 1)/21 configuration. The sur-
rounding input and output regions consist of Ga on A1c,„ As, and the filter/ 
emitter is designed to emit 0.20-eV electrons when biased at 0.10 eV. 
Layer M = 9 M= 13 
A Pi 
M = 17 
1 7 0.2222 7 	0.2194 7 0.2178 
2 9 04151 9 0.4081 9 0.4041 
3 7 0.2663 7 	0.2513 7 0.2426 
4 9 0.4493 9 0.4327 9 0.4231 
5 12 0.0639 7 	0.2823 7 0.2668 
6 $ 	0.4364 $ 0.3978 9 0.4421 
7 6 0.1442 12 	0.0639 7 0.2905 
8 7 0.3748 I 0.4301 11 0.4020 
9 6 0.1951 6 	0.1237 12 0.0654 
10 7 0.3582 It 0.4271 
11 6 	0.1626 6 0.1125 
12 7 0.3815 7 0.3493 
13 6 	0.1982 6 0.1439 
14 7 0.3674 
15 6 0.1729 
16 7 0.3853 
17 6 0.1999 
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ness. Another important feature of the filter/emitter spec-
tral response is that using the same design (of Vb. = 0.10 
eV and KE,. = 0.10 eV), and applying other bias potential 
energies, the narrow-band characteristic of the filter/emitter 
remains almost unchanged, but shifted in output kinetic en-
ergy. For example, the spectral response of the designed fil-
ter/emitter is shown in Figs. 3(a), 3(b), and 3(c) for Visa. 
= 0.05, 0.10, and 0.15 eV. It is observed that there is no 
significant change in the electron-current transmittance 
peak and the FWHM, but there is a shift in the output kinetic 
energy for which the peak electron-current transmittance 
occurs. The change in the output kinetic energy AKE.,., is 
approximately half of the change in the applied bias poten-
tial energy A Vb.... This can be explained by the fact that the 
resonant central layer (HH) is almost at the middle of the 
device and consequently experiences half of the change of 
the bias potential energy. Furthermore, due to this property 
of the filter/emitter, the device can be continuously tuned 
over a range of output kinetic energies, around the designed 
value, by varying the applied voltage. The tunability of the 
device is further illustrated in Fig. 4 ( for M = 13) for a range 
of bias potential energies from 0.0 to 0.2 eV. It is observed 
that the output kinetic energy at the peak electron-current 
transmittance varies linearly with the applied bias potential 
energy in the range between -0.15 and -0.25 eV (the slope 
of the straight line in Fig. 4 is 0.496). Moreover, the peak of 
the electron-current transmittance, , varies smoothly 
around the design value of Vb., (0.10 eV) in the range 
between 92.1% and -100%. 
The electron-current transmittance of the filter/emitter 
as a function of the applied bias potential energy with the 
electron output kinetic energy KE„„, as a parameter is 
shown in Fig. 5 for K„,„ varying between 0.0 and 0.3 eV with 
KE.„„ = 0.10, 0.15, 0.20 (design value), 0.25, and 0.30 eV. 
The design parameters of this filter/emitter are given in Ta-
ble I for M = 9. Figure 5 is equivalent to Fig. 3(a), but with 
the roles of KE,,„„ and Vt„,., interchanged. It is observed that 
for KE,,, = 0.15, 0.20, 0.25, and 0.30 eV there is a peak in 
the electron-current transmittance. For KE.„, = 0.10 eV 
the transmittance is low as it can also be seen from Fig. 3(a ). 
FIG. 3. Electron-current transmission of M--layer Gs, _,A1,As superlat-
tice interference filter/emitter as a function of the electron output kinetic 
energy for = 0.05, 0.10, and 0.15 eV for (a) M = 9, (b) M = 13, and 
(e) M = 17. The spectral tuning with the bias is apparent. Furthermore, the 
spectral widths become narrower as the number of the layers M increases. 
FIG. 4. Tunability characteristics of a filter/emitter for M = 13. The design 
values are V.,„, = 0.10 eV and KE. = 0.10 eV. The electron output kinetic 
energy at peak electron-current transmittance and the value of the peak 
electron-current transmittance are shown as functions of the bias potential 
energy 
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PIG. 5. Ekctroe-current transmittance of a filter/emitter for Al w 9, as a 
timeline of the applied bias potential energy K., with the output electron 
kinetic energy as a parameter. Design values are V mi 0.10 eV and ICE. 
0.10 eV. 
The peak value of the transmittance decreases as the output 
kinetic energy deviates from the design value (of 0.20 eV at 
= 0.10 eV). 
Another important practical factor is the sensitivity of 
the designed electron-wave interference filter/emitters to 
fabrication process variations. Since these devices are ultra-
small, the layer thicknesses should ideally be the design 
number of monolayers. Furthermore, the Al composition 
usually can be controlled to within 1%-2%. In order to 
evaluate the sensitivity of the electron-wave filter/emitter, 
the layer thicknesses and compositions were varied from the 
design values, and the spectral response of the resulting de-
vices were calculated using Eq. ( 11). Three cases were con-
sidered along with the design case (case 1, V = 0.10 eV, 
KE,. = 0.10 eV, and M = 9). These are summarized in Ta-
ble II. Case 2 corresponds to fabrication variations of the Al 
compositions (x1 's), while cases 3a/3b and 4 correspond to 
fabrication variations of the central (resonant) layer thick-
ness and of the surrounding layer thicknesses, respectively. 
The spectral responses that correspond to the filter/emitters 
of cases 1 and 2 are shown in Fig. 6(a). It is observed that 
TABLE 11. Design parameters of an electron-wave interference filter/emit. 
ter with the (HL)"1111(LH)" IN = (hi - 1 )/21 configuration (case 1), 
a suboptimal design with rounded-o1 composition values (case 2), and two 
suboptimal designs with incorrect monolayer thicknesses (cues 3a, 3b. and 
4). The surrounding input and output regions consist of Ga.,,A1„„, As, 
and the filter/emitter is designed to emit 0.20-eV electrons when biased at 
0.10 eV. In all the listed cases the number of the layers is M = 9. 








1 7 0.2222 7 0.20 7 0.2222 7 0.2222 
2 9 0.4151 9 0.40 9 0.4151 9 0.4151 
3 7 0.2663 7 0.25 7 0.2663 6 0.2663 
4 9 0.4493 9 0.43 9 0.4493 9 0.4493 
S 	12 0.0639 12 - 0.08 13/11 0.0639 12 0.0639 
6 8 0.4364 8 0.43 8 0.4364 9 0.4364 
7 6 01442 6 0.15 6 0.1442 7 0.1442 
8 7 0.3748 7 0.36 7 0.3748 8 0.3748 
9 6 0.1951 6 0.20 6 0.1951 6 0.1951 
(as deeigned) 








Ibl 	OUTPUT IONE= ISIERGY, KE,a(oV) 
FIG. 6. Electron-current transmittance of a filter/emitter as a function of 
the electron output kinetic mazy. Design values are 11,.. = 0.10 eV, KE.. 
on 0.10 eV, and Al = 9. (a) Cases land 2 o(Tabk 11 (fabrication variations 
in the layer compositions) and (b) eases 3a/3b and 4 of Table Il ( fabrica-
tion variations in the layer thicknams). 
even if the layer compositions vary between 0.5%-2.2% 
( possible fabrication variation) from the design values the 
filter/emitter response is not substantially altered. When the 
thicknesses of the layers deviate from the optimal design 
values (cases 3a/3b and 4), the filter emitter response is 
shown in Fig. 6(b). From Figs. 6(a) and 6(b) it is observed 
that deviation from the design thicknesses is much more im-
portant than the deviation from the design compositions. 
Especially, the variation of the thickness of the resonant lay-
er is most important. However, from the same figures [6(a) 
and 6(b) J it is shown that even though the designs that cor-
respond to cases 2, 3a/3b, and 4 are nonoptimal, the filter/ 
emitter characteristics remain basically unaffected. Shifts of 
the peak electron-current transmittance are observed, while 
the peak transmittance value and the corresponding FWHM 
remain approximately the same. Even if the filter/emitter 
response is shifted due to fabrication process variations, it is 
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1.00 changing the applied voltage. 
Finally, an additional consideration in the design of 
electron-wave interference filter/emitters is the restriction 
that the design electron energy be sufficiently below the L-
valley potential energy to minimize phonon scattering. Se-
lecting AE I = KE„, = AE2 = 0.05 eV and the input/output 
regions compositions 0.10 and 0.20 (x o = 0.10 or 0.20), two 
additional filter/emitters were designed. As is described by 
inequalities (14) and (16), there is a restriction in the maxi-
mum applied bias potential energy and the layer composi-
tions. For xo = 0.10 and 0.20 the corresponding maximum 
values of the applied bias potential energy are 0.124 and 
0.063 eV, respectively. If the layer compositions are less than 
x0 (xi (xo forj = 1,2,...,M), then inequality (16) is also sat-
isfied. Using V 0.12 and 0.06 eV as the design param-
eters for x0 = 0.10 and 0.20, respectively, and M = 9 layers, 
two additional designs were developed that take into ac-
count this electron-energy constraint. The characteristics of 
these two designs are summarized in Table III. The spectral 
(energy) response of the corresponding two filter/emitters 
is shown in Figs. 7(a) (for x o = 0.10, K.= 0.12 and 0.07 
eV) and 7(b) (for x0 = 0.20, Vi.„ = 0.06 and 0.03 eV). 
From these figures it is again observed that the electron-
current transmittance has a peak at the design KE 0„, and 
values and, in addition, has the same tunability proper-
ties that were described previously. However, the design that 
corresponds to x0 = 0.10 does not have a particularly good 
rejection band (since the transmittance value is not very 
small). This is due to the reduced reflectivity at layer boun-
daries. The reduced reflectivity is a result of the small differ-
ences in the layer compositions, which in turn correspond to 
small differences in the electron-wave refractive indices. 
Especially at larger electron energies, the corresponding 
electron-wave refractive indices become nearly equal and 
this degrades the performance of the filter/emitter at ener-
gies above the pass energy. However, when x 0 = 0.20 there is 
a significant variation of the electron-wave refractive index, 
which results in an increased reflectivity between the filter/ 
emitter layers. For this reason the response that corresponds 
to x0 = 0.20 has much narrower energy passband and lower 
rejection band transmittance. 
TABLE III. Design parameters of an electron-wave interference filter/ 
emitter with the (HL)" HH(LH)" (M- 1)/21 configuration 
(N- 2, Al. 9), taking into account the L-valley constraint. The sur-
rounding input and output regions consist of Gs, _ ,.A1,,,As. For both de- 
signs, KE, 0.05 eV. 
Layer -0.12 eV, xe se 0.10 
Pi 	 x, 
V,„.. ve 0.06 eV, zo w 0.20 
P, 	x, 
1 12 0.0194 10 0.0561 
2 13 0.0677 12 0.1429 
3 11 0.0278 9 0.0070 
4 12 0.0831 12 0.1617 
5 20 0.0307 18 0.0365 
6 10 0.0602 11 0.1589 
7 9 0.0077 9 0.0635 
8 10 0.0965 11 0.1772 






FIG. 7. Electron-current transmittance of a filter/emitter designed taking 
into account L-valley potential energy constraint for (a) design values 
xo - 0.10, w 0.12 eV, KF, -0.03 eV, and M 9, and (b) for design 
values so 0.20, K, -0.06 eV, KE., = 0.05 eV, rusd M 9. 
VI. DISCUSSION AND SUMMARY 
In all the electron-wave interference filter/emitters pre-
sented, the semiconductor materials had parabolic band 
structure. However, for sufficiently high electron energies, 
the band structure is more appropriately treated as nonpara-
bolic. Futhermore, the band structure may vary with the 
direction of the electron-wave propagation. Both of these 
effects can be incorporated by using an energy-dependent 
anisotropic effective mass. In this case the solutions of 
Schredinger's equation described in Sec. III B needs to be 
modified; however, the design procedure of the filter/emit-
ter remains unchanged. 
The response of the electron-wave Fabry-Perot filter/ 
emitter has been shown to have a narrow passband around 
the design value of the output kinetic energy. However, addi-
tional passbands in kinetic energy exist beyond the rejection 
band. At large electron energies the corresponding electron-
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FIG. I. Electron-current transmittance of a alter/emitter for hf = 9, 13, 
and 17 ass function of the output electron kinetic energy. Design values are 
V =0.10eV and KE,, = 0.10 eV. 
nearly equal. This effect reduces the electron reflectivity at 
the layer boundaries and consequently degrades the filter/ 
emitter performance. For example, the response characteris-
tics of the filter/emitters, described in Table I, are shown in 
Fig. 8 for V,,,„ = 0.10 eV (design value) for M = 9, 13, and 
17 layers, for output electron kinetic energies between 0.0 
and 0.5 eV. It is observed that as the electron energy in-
creases above 0.3 eV, the filter/emitter has an electron-cur-
rent transmittance larger than 0.75, which reduces the width 
of the rejection band on the high-energy side of the peak 
value. 
The design procedure described in Sec. III A may result 
in multiple designs differing by a few monolayers from the 
initial unbiased solution. In this case the best filter/emitter 
response is obtained by selecting the most symmetric solu-
tion for the electron-wave refractive indices. 
In summary, a systematic procedure has been described 
for the design of biased semiconductor superlattices that can 
serve as narrow-band electron-energy filter/emitters. Var-
ious design constraints were identified and quantified. These 
filter/emitters are continously voltage tunable in electron 
energy. The FWHM of the filter/emitter decreases as the 
number of the filter layers increases. The characteristics of 
the filter/emitter are stable in the presence of variations in 
the layer compositions and thicknesses. These narrow-band 
filter/emitters can be incorporated monolithically into tran-
sistor structures in order to increase their speed. Other possi-
ble applications include electroluminescent devices, photo- 
detectors, and in future guided electron-wave integrated 
circuits. 
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Electron-wave quarter-wavelength quantum well impedance transformers 
between differing energy-gap semiconductors 
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Impedance transformers for ballistic (collisionless) electron waves traveling between 
dissimilar energy-gap semiconductors are designed as a series of quarter (electron) wavelength 
layers in the form of a compositional superlattice. The quantitative analogies that have been 
previously established [J. Appl. Phys. 65, 814 (1989 ) ] between electron-wave propagation in 
semiconductors and electromagnetic-wave propagation in dielectrics are used. For the design 
energy, the electron wave would be totally transmitted and the structure is analogous to an 
antirefiection coating in electromagnetic optics. Practical constraints on the impedance 
transformer layers are (1) their compositions must be within the usable compositional range 
and (2) their thicknesses must be integer multiples of a monolayer thickness. These constraints 
are included in the design process. Procedures for designing narrow-band, maximally fiat 
(Butterworth), and equal-ripple (Cbebyshev) impedance transformers of arbitrary spectral 
bandwidth are presented. Example practical single-layer and three-layer transformers for 
connecting GaAs and Gams Alol As are presented. 
I. BACKGROUND 
Molecular-beam epitaxy (MBE) and metalorganic 
chemical vapor deposition ( MOCVD ) have been developed 
and refined to the point where single monolayers can be 
grown with precise compositional control.' These technolo-
gies have allowed important multiple quantum well devices 
composed of wide and narrow band-gap semiconductors 
such as GaAs and Ga l _ a Al. As to be produced. With 
further improvements in the quality of the materials grown, 
ballistic transport has been observed. 2-3 That is, electrons 
travel through the device without being scattered by devia-
tions from crystalline perfection. Even with the addition of 
elastic scattering, the electrons exhibit clear quantum me-
chanical plane-wave behavior. •  Since these coherent waves 
maintain their phase throughout the device, they can be re-
fracted, reflected, interfered, guided, and diffracted in a 
manner quantitatively analogous to electromagnetic waves.' 
Quantum interference effects have been experimentally ob-
served for electron energies below the potential energy bar-
riers in resonant tunneling structures' w and for electron 
energies above the barriers in negative differential resis-
tance"." and potential barrier" devices. 
In the construction of semiconductor quantum devices 
and guided electron-wave integrated circuits" it will be nec-
essary to connect semiconductor materials with differing 
electron energy-band structures. This occurs, for example, 
in the electron flow from the GaAs base of a bipolar junction 
transistor to the Ga, Ali As collector where Ga l , Ala As 
is used to increase the breakdown voltage in the high electric 
field collector. In such a configuration, detrimental reflec-
tions will occur at the energy-band discontinuity between 
materials. However, for a given electron energy or a given 
band of electron energies, these reflections can be completely 
eliminated and total transmission achieved by fabricating an 
impedance transformer between the two materials. The type 
of impedance transformer directly amenable to semiconduc- 
for technology consists of a series of layers that are each a 
quarter of an electron wavelength thick. Transformers of 
arbitrary bandwidth can be designed using the quantitative 
analogies between electron-wave propagation in semicon-
ductors and electromagnetic waves in dielectrics' and the 
theory of impedance transformers as developed for micro-
wave transmission lines and waveguides." In addition, prac-
tical constraints require that the impedance transformer lay-
ers have (1 ) compositions that are within the usable 
compositional range and (2) thicknesses that are an integer 
multiple of a monolayer thickness. The purpose of this paper 
is to present systematic design procedures for narrow-band, 
maximally fiat (Butterworth), and equal-ripple (Cheby-
sbev) impedance transformers subject to the above con-
straints and then apply these procedures to example imped-
ance transformers between GaAs and Gap Alo 2 As. 
II. SEMICONDUCTOR ELECTRON-WAVE OPTICS 
The transmission and reflection characteristics of quan-
tum mechanical electron waves in semiconductors have been 
analyzed for single potential energy boundaries," for nor-
mal incidence," and for the general case of any number of 
boundaries and any angle of incidence.' From these results, a 
mapping has been established between electromagnetic and 
quantum mechanical quantities.' As a consequence, existing 
electromagnetic optical device designs now have electron-
wave device counterparts. 
Electron-wave phase effects such as the phase thick-
nesses of the impedance transformer layers are described by 
the electron wave-vector magnitude which is 
k 12m ,„ (E _ v) ii/2/15, 
where m • is the electron effective mass, Els the total electron 
energy, V is the electron potential energy, and >h is Planck's 
constant divided by 2r. Thus, the electron-wave phase re-
fractive index n, is proportional to the square root of the 
(1) 
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product of the effective mass and the kinetic energy.' That is, 
n [In* (E — V)] 112. ( 2) 
Amplitude effects such as transmissivity and reflectivity 
may be described in terms of the wave-function amplitude 
for an electron wave or in terms of the electric field ampli-
tude for a transverse electric (TE) electromagnetic optical 
wave incident upon a boundary between dielectrics. Conti-
nuity of the wave function across a potential energy bound-
ary is analogous to the continuity of the tangential compo-
nent of the electric field across a boundary between 
dielectrics. Similarly, conservation of electron probability 
current normal to a potential energy boundary is analogous 
to conservation of power flow normal to a boundary between 
dielectrics. Using these, the electron-wave and electromag-
netic-wave reflectivities and transmissivities are made equiv-
alent by introducing, in quantum mechanics, an analogous 
index of refraction or characteristic impedance.&" Thus, the 
electron-wave amplitude refractive index n„ is proportional 
to the square root of the ratio of the kinetic energy to the 
effective mass,' and so 
n. cc [(E— V)/n0] 112 . 	 ( 3 ) 
The amplitude transmissivity t of an electron wave normally 
incident upon a boundary between semiconductors 1 and 2 is 
given by' 
t 2n„, / ( 12., + n42 ). 	 (4) 
The amplitude reflectivity r is similarly given by ° 
r= (n., — n,a )/ (nal + n.2 ). 	 (5) 
The electron current density in quantum mechanics is analo-
gous to Poynting vector power in electromagnetics. Thus, 
the electron current transmitted T is given by° 
T= ( 11,2 /n al ) 21 2 	 ( 6) 
and the electron current reflected R is given by° 
R = r2 . 	 (7) 
In the above expressions, only dimensionless ratios of the 
electron-wave amplitude refractive indices occur. Both 
types of electron-wave refractive indices exhibit normal dis-
persion. That is, they increase with decreasing wavelength. 
III. IMPEDANCE TRANSFORMERS 
A. General 
In microwave engineering, impedance transformation 
between transmission lines and waveguiding systems of dif-
fering characteristic impedance can be achieved with a var-
iety of devices" including quarter-wave transformers, dou-
ble-stub tuners, triple-stub tuners, slot lines, and E-plane-
H-plane tuners. Quarter-wave transformers may also be 
used for unguided electromagnetic plane waves and unguid-
ed electron plane waves. In electromagnetic optics they are 
simply thin-film antireflection coatings. Each layer is a di-
electric with a thickness of quarter of a wavelength (as mea-
sured in that material) at the pass frequency. In electron-
wave optics in semiconductors, quarter-wave transformers 
are merely layers of semiconductor material with thick-
nesses that are a quarter of an electron wavelength (as mea-







FIG. 1. Electron-wave quarter-wavelength impedance transformer shown 
by the spatial variation in the electron potential energy of the r1000 and L 
(1111 conduction-band edges for a material system such as Gs, , Al, As. 
The layers of the impedance transformer are labeled with the electron-
wave amplitude refractive indices for those layers. The incident (0) and 
transmitted (Ai + 1) regions are similarly labeled. 
ductor superlattice impedance transformer is depicted in 
Fig. I in terms of its conduction-band edge (labeled r for the 
case of the conduction-band minimum occurring at the cen-
ter of the Brillouin zone). If impedance matching is required 
only over a narrow band of energies, then a single section 
(layer) impedance transformer may be used. In this situa-
tion the transformer acts as a narrow-band filter. If imped-
ance matching is required over a broad range of energies, 
then multiple layers will be needed. The energy range cov-
ered increases with increasing number of layers. 
The impedance transformer of Fig. I is a general 
quarter-wave device consisting of M layers. The wave-func-
tion reflectivity of an electron wave in region 0 incident upon 
a boundary with a semi-infinite region 1 is designated ro. 
Similarly the reflectivity of an electron wave in region i inci-
dent upon a boundary with a semi-infinite region i + 1 is 
designated r,. The physical thickness of the ith layer is de-
noted d,. In practical impedance transformers, the reflectivi-
ties r, are relatively small. In this situation, the total electron 
amplitude reflection coefficient r for the entire impedance 
transformer is given by the sum of the first-order reflected 
waves. IS Thus 
r = ro + r, cap( — 2jk id, ) + r2 exp( — 4jk 2d2 ) 
+•• • + r, exp( — j2ik,d,) + • • • . 	(8) 
Since all sections (layers) have the same electron optical 
thicknesses, then k id, = k 2d2 = • - • = k„d M = O. For 
quarter-wavelength transformers, this means 9 = tr/2 at the 
pass energy. Furthermore, for a symmetrical transformer 
ro = rA„ri = r, _ 1 , etc. For this common case, EA. ( 8 ) may 
be rewritten as 
r= 2 exp( — fM8){ro cos(M9) +r, cos[(M — 2)8 ] 
+ • • • + r, cos(M — 2i)8 + • • .}. 	(9) 
By appropriate selection of the reflectivities ro,r,,...,rm , a 
wide variety of passband characteristics can be obtained. 
B. Maximally flat transformers 
A maximally flat passband is characterized by the first 
M — 1 derivatives of the total electron amplitude transmis-
sion coefficient t with respect to the electron energy being 
L 
Kt, 
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zero at the pass energy. Maximally flat transformers are also 
called Butterworth or binomial transformers. The maximal-
ly flat characteristic is obtained when 
Fr.o — flax..  
• CNexp( — 	(10) r = 2 - 
n 4- do 	 1.0 
where CN are the binomial coefficients given by 
= M!/[:1(M— i)!]. 	 (11) 
Comparing Eq. (10) with Eq. (8) yields 
= 2 - [ (n.0 — 	1 )/(na, + 	1 )]C "‘. 
(12) 
Since the reflectivities 	— 	 oz.,. 1 ) 
are small, then In (n.,/n., 1 ) 2r,. Thus 
In (n.,/n., 1 ) = 2 	N ln(n.o /nsm 	(13) 
providing a relationship between the refractive indices of the 
various layers. 
C. Equal-ripple transformer 
In an equal-ripple impedance transformer, the electron 
amplitude reflectivity varies in an oscillatory fashion 
between 0 and r„„ where r., is a specified maximum reflec-
tivity in the passband. This is obtained when the reflection 
coefficient is given by 
r = r., exp( — jM8)Tm (sec 9,,, cos 8), 	 (14) 
where T,„(x) are Chebyshev polynomials and are given by 
Ti (x) = x, T2 (x) = 2.r2 — 1, T3 (x) = 4.x3 — 3x, T„(x) 
= 8x4 — 8x2 	T, (x) = 2KT,_ , (x) — T,_ 2 (X). The 
quantity 	is the normalized half-bandwidth parameter 
given by B. ( sr/2 )(E„,/E,), where E., is the lowest elec-
tron energy at which the reflectivity equals r., and E, is the 
pass energy (see Fig. 1). For a specified value of the maxi-
mum reflectivity r.„ the quantity en, may be determined by 
solving the polynomial equation" 
TM ( sec B„, ) 
= (1/r„, ) (n.0 — nam .,)/(n„, + 	,). 	(15) 
The electron amplitude refractive indices may then be deter-
mined by equating Eqs. (9) and (14). This gives a series of 
equations by then equating like terms in cos (A?). Each . of 
these equations gives one of the reflectivities ro,r,,... and thus 
allows the amplitude refractive indices to be calculated as 
illustrated in Sec. IV. 
IV. OPTIMUM SEMICONDUCTOR IMPEDANCE 
TRANSFORMERS 
A. Configuration of semiconductors 
The interconnection of GaAs and Ga 0.,A10.2 As with 
several types of impedance transformers will be treated for 
illustration. This might correspond to electron flow from the 
base (GaAs) to the collector (Ga 0. 3 A10.2 As) in a bipolar 
junction transistor as mentioned previously. The 
Gal , Al. As material system is perhaps the most advanced 
of current semiconductor superlattice material systems. For 
these alloys, all compositions are lattice matched. The mate-
rial is a direct gap semiconductor for 0<x<0.45 with the  
conduction-band minimum occurring at the center of the 
Brillouin zone (r point). The electron potential energy of 
the conduction band V, is given by 
V, = Ax, = 	+ 1, 	 (16) 
and the electron mass is given by 
tri? = (B + C.x,)on o, i = 0,1,...,M + 1, 	(17) 
where A, B, and Care constants and m0  is the free-electron 
mass. For Ga, _ Al. As, A = 773.14 meV (using a 62% 
conduction-band offset), B = 0.067, and C = 0.083. 11 - 1° In 
Fig. 1, region 0 would be GaAs and region M 1 would be 
Gao A10.2 As. As also shown in Fig. I, the conduction-band 
potential energy edge increases monotonically from GaAs to 
Geo., A10. 2 As through the transformer. 
The next higher conduction-band minimum in 
Ga, _ Al, As for this range of compositions occurs along the 
[ 111  ] directions at the edge of the Brillouin zone (L point). 
The electron potential energy at the bottom of the L band, 
Vi.„ is given by 
VL = D Fx„ = 0,1,....tV + I, 	 (18) 
relative to the f" conduction-band edge for GaAs (x = 0). 
The quantities D and Fare constants given by D = 284 meV 
and F = 168.14 meV for Ga, _ Al, As. 11.19 The correspond-
ing curve appears in Fig. 1 and is labeled L. To support 
ballistic transport by ensuring that intervalley scattering 
does not occur through phonon absorption, the pass electron 
energy will be arbitrarily set to be 50 meV below the L band 
of GaAs. The pass electron energy is thus E, = 234 meV. 
As the aluminum concentration increases through the trans-
former, the energy separation VL, — E, further increases un-
til it is 83.6 meV in the Geo , A10.2 As as depicted in Fig. 1. 
Since the reference for the electron amplitude refractive 
index is arbitrary, it will be taken to be unity in the 
Ga0.,A101 As since this is the low index side of the imped-
ance transformer. That is naw = 1. The amplitude index 
of any other region is then given by 
n, = [(E, — Vdm: /(E, — 	, )rfr ]" 2n". 
(19) 
Therefore in the i = 0 GaAs region, the amplitude index is 
n.0 = 1.917 962. 
The electron wavelength in any of the regions deter-
mines the electron optical phase thickness of that region. 
The electron wavelength for the pass energy in the ith region 
is given by 
Aff h /[2m?(E, — Vi )]" 2, 	 (20) 
where A„, is the pass wavelength as measured in the ith re-
gion and h is Planck's constant. 
B. Optimum single-layer transformer 
For the single-layer narrow-band impedance transform-
er, maximally flat and equal-ripple design procedures both 
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give the same result. It is the well-known single-layer antire-
flection coating result that the amplitude index should be 
11.1 = (konam • I ) 12 - 	 (21) 
Thus, for the present case n., = 1.384 905. The composition 
of this layer may be determined by substituting Eqs. (16) 
and (17) into Eq. (19) and solving for x,. The result is 
x, (E, - B0n 0 )/ (A + CGm 0 ), 	 (22) 
where Ger [ (E, - V M I 	+ t (nio/n.,v + i ) 2 . With 
the composition known, the potential energy V, and the ef-
fective mass nr? are determined through Eqs. (16) and (17), 
respectively. The required physical thickness is then 
di = 4/4 h/[32m7(E„ - )] 1/21 	(23) 
to produce a quarter-wavelength thickness. For the present 
ease, Eqs. (22), (16), (17), and (23) yield x, = 0.121 2, 
= 93.682 meV, mit = 0.077 06mo, and d, = 2.9482 nm, 
respectively. The resulting overall electron current transmit-
tance T for this optimum single-layer impedance transform-
er is shown in Fig. 2. The transmittance was calculated by 
the procedure described in Ref. 6. At the pass kinetic energy 
KE, = 79.372 meV, the electron current transmittance is 
unity as it should be. 
C. Optimum three-layer maximally flat transformer 
The design of a three-layer maximally flat impedance 
transformer to connect GaAs and Gaol A10.2 As for a 
broader range of electron energies near the passband is pre-
sented in this section. For a three-layer device, M = 3. For 
M = 3 and i = 0, Eq. (13) becomes ln(n. o /n., ) 
, ) and so 
72  
For the present case n., = 1.917 962 and nam 4. I = 1 and so 
a., = 1.768 011. The required composition is obtained from 
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FIG. 2. The electron current transmittance as a function of electron kinetic 
energy as measured in the transmitted (M + I) region for a single-layer 
quarter-wavelength impedance transformer between GaAs and 
Gs A1.2 As of (a) optimum design (Sec. IV B) and of (b) monolayer-
thickness-constrained design (Sec. V B). 
TABLE I. Design parameter of optimum three-layer maximally Sat and 
three-layer equal-ripple electron impedance transformers for connecting 
GaAs to Gao , Al a As. The design pass energy is 234 meV and the 














0 1.9180 0.0000 •• • •• • 
1 1.7680 0.0345 2.5472 9.0113 
2 1.3849 0.1212 2.9482 10.4300 
3 1.0848 0.1838 3.5259 12.4739 
4 1.0000 0.2000 - • •• • 
&lull riPPle 
0 1.9180 0.0000 •• - - • • 
1 13738 0.0789 2.7180 9.6155 
2 1.3992 0.1190 2.9280 10.3585 
3 1.2440 0.1515 3.1786 11.2449 
4 1.0000 0.2000 - - - •• • 
Eq. (22) and is x, = 0.0345. Likewise the needed physical 
thickness is found from Eq. (23) and is d, = 2.5472 nm. 
For M = 3 and i = 1, Eq. (13) gives n ot = 'U., 1 . 
Using Eq. (24) this may be rewritten as 
n.2 = nYI2n12 4. I • 	 (25) 
Thus the center section of a maximally flat transformer is the 
same as that for the single-layer transformer [see Eq. (21)]. 
Therefore a,, = 1.384 905, x2 = 0.1212, and 
c/2 = 2.9482 nm. For M = 3 and i = 2, Eq. (13) gives 
n., = n„72'sn., , . Using Eq. (25) this may be written 
as 
n•3 = nif■sn:/•41 • 	 (26) 
For the present case, n., = 1.084 813. The required compo-
sition and physical thickness are x, = 0.1838 and 
d3 = 3.5259 nm. A summary of the parameters of this im-
pedance transformer is given in Table I. The overall electron 
current transmittance T for this optimum three-layer maxi-
mally flat impedance transformer is shown in Fig. 3. Again 
at the pass kinetic energy KE. = 79.372 eV, the electron 
current transmittance Tis unity. The passband, however, is 
much broader than that for the one-layer transformer (Fig. 
2). The maximally flat character of the passband is also evi-
dent in the transmittance shown in Fig. 3. 
D. Optimum three-layer equal-ripple transformer 
The design of a three-layer equal-ripple impedance 
transformer to connect GaAs and Gaol A10.2 As is presented 
in this section. For a maximum electron current reflectivity 
within the passband of 2%, the amplitude reflectivity is 
r„, = (0.02) 1/2 = 0.141 42. For a three-section device 
M = 3. Using the polynomial representation for T3 (x), Eq. 
(15) may be written as 
4.x3 - 3x = (l/r, )(ne, - 	)/ 
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FIG. 3. The electron current transmittance as a function of electron kinetic 
energy as measured in the transmitted (M + 1) region for a three-layer 
maximally at quarter-wavelength impedance transformer between GaAs 
and Gao Al412 As of (a) optimum design (Sec. IV C and Table I) and of 
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F1G. 4. The electron current transmittance as a function of electron kinetic 
energy as measured in the transmitted (M + 1) region for a three layer 
equal-ripple quarter-wavelength impedance transformer between GaAs 
and Gina 2As or (a) optimum design (Sec. IV D and Table 1) and of 






for a transformer between GaAs and Gail, Alo2 As, where 
x sec 8„,. Solving this cubic equation gives x = 1.117 068 
and x = - 0.558 534 ± j0.431 139. Only the real solution is 
meaningful in this design procedure. Equating Eqs. (9) and 
(14) for the case of M = 3 gives 
2( ro cos 38 + r, cos 8) 
r,„ [sec3 8„, (cos 38 + 3 cos 8) - 3 sec 8„, cos 8 ]. 
(28) 
Equating like terms in cos 38 produces 2r 0 = r,„ sec3 8„,. 
Solving this gives ro = 0.098 565. Equating like terms in 
cos 8 similarly produces 2r, = 3r,„ (sec 3 0„, - sec 8„) and 
solving this yields r, = 0.058 730. From Eq. (5), the ampli -
tude refractive index in region i + 1 is 
n., 	= ((1 - rd/(1 + 	 (29) 
For the present configuration of materials, n„,, =- 1.917 962 
and 	so 	for 	i= 0 	Eq. 	(29) 	becomes 
ais = (1 - ro )/(1 + = 1.573 796. The required 
composition is obtained from Eq. (22) and is x, = 0.0789. 
The needed physical thickness is found from Eq. (23) and is 
11 1 = 2.717 966 nm. For i = 1, Eq. (29) gives 
n42 = [(1 - r,)/(1 + 	= 1.399 193. 
The corresponding composition is x 2 = 0.1180 and the cor-
responding thickness is d2 = 2.9280. Since the transformer is 
symmetrical, then r2 = r, and thus the third layer has 
no = 1(1 - r2 )/ (1 -I- r2 )]no = 1.243 961. 
The corresponding composition and thickness are 
x3 = 0.1515 and d, = 3.1786 nm. A summary of the param-
eters of this impedance transformer is also given in Table 1. 
The resulting electron current transmittance for this opti-
mum Chebyshev impedance transformer is shown in Fig. 4. 
The equal-ripple character of the passband is evident. The 
passband of a multiple-section equal-ripple transformer is 
broader than that of the corresponding multiple-section 
maximally fiat transformer. Furthermore, both multiple-
layer transformers have much broader bandwidths than that 
of the narrow-band one-layer transformer (Fig. 2). Upon 
detailed inspection, the center layer in the Chebyshev trans-
former should have been nal = (no no, , ) 1 '. That is, it 
should have been 1.3849 rather than 1.3992 as calculated. 
This is due to minor approximations that are commonly 
made in the design of equal-ripple transformers. An exact, 
but more complicated, procedure is available' s but the addi-
tional effort required to implement it produces only a negli-
gible change in the resultant design. 
V. MONOLAYER-CONSTRAINED SEMICONDUCTOR 
IMPEDANCE TRANSFORMER 
A. Monolayer thickness constraint 
The thicknesses of the layers in the optimum impedance 
transformers as designed in Sec. IV can have any of a contin-
uum of values. In reality the thicknesses of all layers must be 
integer multiples of the monolayer thickness for that region. 
For lattice-matched Ga, _ Al, As the monolayer thickness s 
is the same for any composition x. For this material system 
s = 0.282 665 nm. 
To construct a quarter-wavelength impedance trans-
former, the thicknesses of the layers must also be an odd 
multiple of a quarter wavelength as measured in that layer 
for the pass energy E,. That is 
= p,s = (2q 1 - 1)2,,/4, 1= 1,2,..., 	(30) 
where p, is the integer number of monolayers for the ith 
region and q, is a positive integer (q 1 = 1,2,3,...). Substitut-
ing Eqs. (16) and (17) into Eq. (20) and then substituting 
the resulting 2,„ into Eq. (30) gives the following quadratic 
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FIG. 5. Aluminum composition: Gs, _ ,AJ, As that is needed to construct 
an impedance transformer for a transition from GaAs to Ga el Alez As. The 
pass kinetic energy KE, in the Choi Ala2As (M + 1) region is given as a 
parameter. Only integer values of the monolayer index correspond to reali-
sable quarter-wavelength structures. 
equation in the composition x, 
ACx? + (AB — CE, )x, + (h 2/32m 0 ) 
X [(29, — 1) 2/R32 ) — BE, = 0. 	 (31) 
The solution for the composition x, is 
[ _ b ± 02 4040 m ] nx, 	 (32) 
where a = AC, b = AB — CE,, and 
‘,1 (h2/32mo) [ (24, — )2/jes2] - BE,. 
In order to design an impedance transformer, solutions x, 
must be found in the usable composition range that corre-
spond closely to the optimum values calculated by the proce-
dures given in Sec. IV. To minimize the total thickness of the 
filter, q, is initially set equal to unity. Then Eq. (32) is repet-
itively evaluated forp, = 1,2,3,... until all of the positive real 
roots in the range 0<x, <x are found. Plots of aluminum 
composition x as a function of the number of monolayers 
5 	10 	16 	20 	25 
NUMBER OF MONOLAYERS, p 
FIG. 6. Aluminum composition x in Oa, „ALA' that is needed to con-
struct an impedance transformer for a transition from GaAs to 
Gite • Alas As. The pass kinetic energy KE, in the Gal" Al,,., As 
(14 + 1) region is given as a parameter. Only integer values of the mono-
layer index correspond to realizable quarter-wavelength structures. 
thickness are shown for a transition from GaAs to 
Gaci A10,2 As in Fig. 5 and for a transition from GaAs to 
Ga0. 33 A10 45 As in Fig. 6. In each figure, multiple curves are 
shown for various values of the pass kinetic energy 
KE, (KE, = E, — Vm 1 ). For large values of ICE, there 
are only a few values of composition that correspond to 
thicknesses that are integer multiples of the monolayers. For 
smaller values of KE, there are a greater number of thick-
nesses available that simultaneously satisfy the quarter-
wavelength and monolayer constraints. 
B. Monolayer-constrained single-layer transformer 
The monolayer thickness constraint is now applied to 
the design impedance transformers for a transition from 
GaAs to Gov.. Alo.2 As- Using E, i= 234 meV, setting 
q, = 1, and repetitively evaluating Eq. (32) for integer val-
ues of p, yields within the range 0(x, the following 
aluminum concentrations: x, = 0.0335 for p, = 9, 
x, = 0.1008 for p, = 10, x, = 0.1433 for p, = 11, 
x, = 0.1728 for p, 12, and .x, = 0.1944 forp, = 13. 
For a monolayer thickness constrained single-layer nar-
row-band impedance transformer, the middle value of alu-
minum composition may be used to approximate the opti-
mum single-layer transformer. Therefore x 0.1433. With 
the composition x, and number of monolayersp, known, the 
potential energy V„ effective mass in!, the amplitude refrac-
tive index the thickness of the layer d, and wavelength in 
the layer A, can be determined from Eqs. (16), (17), (19 ), 
(30), and (23), respectively. For the present monolayer-
thickness-constrained (p, = 11) single-layer impedance 
transformer, these quantities are V, = 110.78 meV, 
nir = 0.078 89rno, d, =i 3.1093 nm, n,, = 11826, and 
A, = 12.437 nm. The resulting overall electron current 
transmittance T for this monolayer thickness constrained 
impedance transformer is shown in Fig. 2 along with the 
transmittance for the optimum (without monolayer con-
straint) single-layer transformer. The passband characteris-
tics have similar functional forms. However, at the pass ki-
netic energy ICE, = 79.4 meV, the electron current 
transmittance is reduced from the optimum 100% to 
99.41%. 
C. Monolayer-constrained three-layer maximally flat 
transformer 
For an optimum three-layer maximally fiat impedance 
transformer as described in Sec. IV C and summarized in 
Table I, the needed values of aluminum concentration are 
near the lower end, near the middle, and near the upper end 
of the range 0<x, . The optimum three-layer maximal-
ly fiat impedance transformer may be approximated by se-
lecting the aluminum compositions of x, = 0.0335 for 
• su 9. x2 = 0.1433 for p2 . 11, and x3 = 0.1944 for 
p3 = 13. As before, a knowledge of the composition x ; and 
number of monolayersp allows the potential energy V„ ef-
fective mass m?, amplitude refractive index n,„ thickness of 
the layer d, and wavelength in the layer A, to be calculated. 
For the present monolayer-thickness-constrained (p 1 = 9, 
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TABLE II. Design parameters of monolayer-constrained three-layer maxi- 
mally flat and three-layer equal-ripple electron impedance transformers for 
connecting 	GaAs to Ga„ 
E... 234 meV 	and 	the 
KE, = 79.372 meV. 
	
, As. 	The 	design 	pass 	energy 	is 














0 1.9180 0.0000 •• • • • • 
1 1.7723 0.0333 2.5440 9 
2 1.2126 0.1433 3.1093 11 
3 1.0299 01944 3.6746 13 
4 1.0000 0.2000 •• • 
Equal ripple 
0 1.9180 0.0003 - • • 
1 1.4769 0.1008 2.11267 10 
2 1.2826 0.1433 3.1093 11 
3 1.1403 0.1728 3.3920 12 
4 LOX° 0.2000 •- 
transformer, these quantities are V, = 25.90 meV, 
V2 = 110.78 meV, V, = 150.28 meV, 	= 0.069 78mo, 
= 0.078 89mo, = 0.083 13m0, n,„ = 1.7723, 
n, = 1.2826, n„, = 1.0299, d, = 2.5440 nm, rI2 = 3.1093 
nm, d3 = 3.6746 nm, and A l = 10.176 nm, 22 = 12.437 nm, 
23 = 14.698 nm. A summary of the primary design param-
eters is given in Table II. The resulting overall electron cur-
rent transmittance T for this monolayer-thickness-con-
strained impedance transformer is shown in Fig. 3 along 
with the transmittance for the optimum (without monolayer 
constraint) three-layer maximally flat transformer. The 
passband characteristics have very similar flat-top forms. At 
the pass kinetic energy KE, = 79.4 meV, the electron cur-
rent transmittance is reduced from the optimum 100% to 
99.93%. 
D. Monolayer-constraIned three-layer equal-ripple 
transformer 
For an optimum three-layer equal-ripple impedance 
transformer as described in Sec. IV D and summarized in 
Table 1, the needed values of aluminum concentration are 
closer to the middle of the range 0(x, <x,„,,, than is the case 
for the maximally flat transformer. The optimum three-lay-
er equal-ripple impedance transformer may be approximat-
ed by selecting the aluminum compositions of x, = 0.1008 
for p,= 10, x 2 = 0.1433 for p2 = 11, and x3 = 0.1728 for 
p3 = 12. As before, a knowledge of the composition x, and 
number of monolayersp, allows the potential energy V„ ef-
fective mass m7, amplitude refractive index n a„ thickness of 
the layer d, and wavelength in the layer A, to be calculated. 
For the present monolayer-thickness-constrained (p,= 10, 
p 3 = 11, p3 = 12) three-layer maximally flat impedance 
transformer, these quantities are V, = 77.93 meV, 
V2 = 110.78 meV, V3 = 133.58 meV, mr = 0.075 37mo, mr 
= 0.078 89mo, = 0.081 34m,,, na, = 1.4769, 
n„ = 1.2826, n„ = 1.1403, d, = 2.8267 nm d2 = 3.1093 
nm, d3 = 3.3920 nm, and 2, = 11.3068 nm, 23 = 12.437 
nm, A ) = 13.5680 nm, A summary of the primary design 
parameters is given in Table II. The resulting overall elec-
tron current transmittance T for this monolayer-thickness-
constrained impedance transformer is shown in Fig. 3 along 
with the transmittance for the optimum (without monolayer 
constraint) three-layer equal-ripple transformer. The pass-
band characteristics have very similar oscillating forms. At 
the pass kinetic energy KE, = 79.4 meV, the electron cur-
rent transmittance is reduced from the optimum 100% to 
99.72%. 
VI. SUMMARY AND DISCUSSION 
The quantitative analogies that have been previously es-
tablished' between electron-wave propagation in semicon-
ductors and electromagnetic-wave propagation in dielec-
trics have been used to design impedance transformers for 
ballistic (collisionless) electron waves traveling between dis-
similar energy-gap semiconductors. These devices have been 
designed as a series of quarter (electron) wavelength quan-
tum well layers in the form of compositional superlattices. 
Procedures for designing maximally flat (Butterworth) and 
equal-ripple (Chebyshev) impedance transformers of arbi-
trary spectral bandwidth have been presented. An alternate 
method to design maximally flat and equal-ripple transform-
ers is through the use of precalculated tables' 23 of refrac-
tive indices if the tables contain the ratio of beginning and 
ending refractive indices that is needed. 
Additional constraints on the impedance transformer 
quantum well layers in practice are that (I) their composi-
tions must be within the usable compositional range and that 
(2) their thicknesses must be integer multiples of a mono-
layer thickness. These constraints have been incorporated 
into the design procedure producing designs that approxi-
mate the optimum designs. However, even with these addi-
tional constraints, it has been shown that the general charac-
teristics of the optimum design can be retained. While the 
transmittances presented in Figs. 2-4 have been calculated 
for electrons moving perpendicular to the boundaries, these 
results accurately apply to electrons with angles of incidence 
beyond 10'. Thus the results presented are rather insensitive 
to the electron angle of incidence. 
The electron potential energy shown in Fig. 1 is ideal-
ized and does not include the effects of space charge in these 
undoped layers. The space charge which is a function of the 
current, will alter the potential energy (as calculated by the 
Poisson equation). This new potential energy will, in turn, 
alter the wave function (as calculated by the Schrodinger 
equation). Thus, in general, a self-consistent solution of 
these equations is needed, particularly at high current levels. 
The designs of practical single-layer and three-layer 
transformers for connecting GaAs and Ok i Alo As have 
been presented. Although this well-developed, lattice-
matched material system was used as an example, the proce-
dures presented would also apply to other material systems. 
Dispersion effects in electromagnetic (e.g., microwave) im-
pedance transformers are relatively small compared to the 
dispersion effects in semiconductor electron-wave devices. 
For the present case of impedance transformers this causes a 
decrease in the electron current transmittance at energies 
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below the pass energy and an increase in the transmittance at 
energies above the pass energy. 
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Current-Voltage Characteristics of Semiconductor Superlattice 
Electron-Wave Quantum-Interference Filter/Emitter 
Negative Differential Resistance Devices 
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Abstract 
The transmission and current-voltage characteristics of semiconductor superlat-
tice electron-wave quantum-interference filter/emitter negative differential resistance de-
vices are analyzed with and without the self-consistency requirement. For the non-self-
consistent calculation the single-band effective-mass time-independent Schroedinger equa-
tion is solved. For the self-consistent calculation, Schroedinger and Poisson equations 
are solved iteratively until a self-consistent electron potential energy and electron density 
are obtained. It is shown that suitably designed electron-wave quantum-interference fil-
ter/emitters can exhibit strong negative differential resistance in the current-voltage char-
acteristics, similar to those of resonant tunneling diodes. For low to moderate (2-30 meV) 
Fermi energies in the conduction band of Ga i _ z Al. As (doping concentration less or equal 
to 2 x 1018 cm-3 ), and temperatures near 30 K (in the ballistic transport regime), it is 
shown that the space-charge effect is relatively small and results in a shift of the current-
voltage and transmission characteristics toward higher bias voltages. In a fashion similar 
to that occuring in resonant tunneling diodes, the self-consistent field in electron-wave 
filter/emitter negative differential resistance devices effectively acts to screen the positive 
applied bias. Designs of Ga l , Alz As devices are presented. Resonant devices with current 
peak-to-valley ratios of — 50 as well as nonresonant (not exhibiting negative differential 
resistance) devices are analyzed. The corresponding electron charge density distributions 
are also presented. Superlattice electron-wave filter/emitter negative differential resistance 
1 
devices can be used as high-speed switches and oscillators and as monoenergetic emitters 
in electroluminescent devices and photodetectors. 
I. INTRODUCTION 
Nanostructure devices like multiple quantum wells and superlattices have been 
rapidly developed due to recent advances of microfabrication technology, particularly met-
alorganic chemical vapor deposition (MOCVD) and molecular-beam epitaxy (MBE). These 
fabrication technologies have been refined to the point where single monolayers can be 
grown with precise compositional control.' At these spatial dimensions, quantization ef-
fects largely dominate device characteristics, making further reduction in their sizes unde-
sirable in some applications, thereby limiting the ultimate speed of the devices. However, 
quantum interference effects may also potentially be used in an advantageous way in novel 
devices. Quantum-mechanical interference effects have been experimentally observed for 
electron energies below the potential energy barriers in double-barrier and multi-barrier 
resonant tunneling devices' and for electron energies above the barriers in single- and 
double-barrier structures.'" With further improvements in the quality of the materials 
grown, ballistic transport has also been experimentally observed.'" That is, electrons 
travel through the device without being scattered by deviations from crystalline perfection. 
Even with the addition of elastic scattering, the electrons exhibit clear quantum-mechanical 
plane-wave behavior. 12 • 13 These coherent waves maintain their phase throughout the device 
and thus can interfere, reflect, refract, and diffract in a manner analogous to the electro-
magnetic plane waves in dielectric media. Impressive experimental evidence of optical-like 
electron behavior in GaAs semiconductors has recently been reported.' 4 " 5 
Quantitative analogies between quantum-mechanical electron waves in semicon-
ductor materials and electromagnetic optical waves in dielectrics have already been 
developed." With these analogies, existing electromagnetic optical analysis and design 
techniques can be used for the analysis and design of novel semiconductor quantum- 
2 
wave devices. Possible devices include narrow-band superlattice interference filters" , " 
and filter/emitters 19 ' 20 which can exhibit very narrow electron kinetic energy passbands 
and can be integrated into solid-state devices for potential use as monoenergetic emit-
ters for electroluminescent devices ,21,22 photodetectors, 21 ' 23 and subpicosecond ballistic 
transistors.11,21 Beyond improving the speed of existing devices, however, the totally new 
concept of guided electron-wave integrated circuits has been proposed.24 • 25 This potentially 
next generation of integrated circuits could be comprised by many semiconductor quantum 
electron-wave devices interconnected by electron waveguides. 24- 29 
Semiconductor superlattice interference filter and filter/emitter designs can be visu-
alized from the optical interference filters counterparts but their designs cannot be simple 
copies of thin-film optical designs due to the constraints that are imposed by the ultra small 
dimensions, the usable composition range, and the applied bias voltage. The design of such 
quantum interference filters and filter/emitters has been presented in Refs. 17-20. In the 
present work the current-voltage (I-V) characteristics of these filter/emitters are calculated 
self-consistently. It is shown that these devices can exhibit negative differential resistivity 
similar to that occuring in resonant tunneling diodes. In addition, space-charge effects due 
to electron localization that have been shown to be very important in semiconductor device 
analysis and design, are quantified for these structures. Several analytical techniques have 
been used and can be classified into two major categories: the classical approaches that 
include the solution of the nonlinear Poisson equation using Boltzmann or Fermi-Dirac 
statistics for the electron and hole concentrations, 3 ° -35 and the quantum-mechanical ap-
proaches in which both the Schroedinger and Poisson equations are solved self-consistently 
through an iterative algorithm until a self-consistent electrostatic potential and electron 
density are acheived. 35-47 Most of these analyses have been applied to the resonant tunnel-
ing diodes 37 ' 39-41 '" in which the space-charge effects have been shown to be significant. 
In this paper, for the first time, a complete quantum-mechanical self-consistent analysis of 
the semiconductor superlattice filter/emitter is presented. These devices inherently differ 
3 
from the resonant tunneling diodes in that they are designed to operate at electron energies 
above all barriers and wells of the semiconductor superlattice. Thus, electron localization 
is purely due to the quantum-mechanical interference mechanism. 
In this work, the effects of the self-consistent potential on quantum-interference 
filter/emitter negative differential resistance devices are isolated and analyzed. The details 
of the model used are described in Sec. H. Several example cases are presented in Sec. III for 
the GaAs/Gal Al. As alloy system. Resonant (exhibiting negative differential resistance) 
and nonresonant (not exhibiting negative differential resistance) filter/emitter devices are 
analyzed. The effects of the Fermi energy (doping) and temperature on the filter/emitter 
transmittance and current-voltage characteristics are included. Electron densities in the 
superlattice are also presented for resonant and nonresonant filter/emitters. It is found that 
the space-charge effects on the transmission and I-V characteristics of the filter/emitter 
devices can be significant for relatively high Fermi energies (above 30 meV) and generally 
lead to shifting of the device characteristics toward higher bias voltages. Finally, in Sec. IV, 
a summary and some discussion are presented. 
II. MODEL DESCRIPTION 
A voltage biased semiconductor superlattice can serve simultaneously as an electron-
wave interference filter and electron emitter. The theory and the design of such electron-
wave filter/emitters have been presented in Refs. 19 and 20 using a non-self-consistent 
(linear electrostatic potential) model. The present self-consistent model is similar to the 
one used for the resonant tunneling devices.' - * a  The model formulation is based on the 
following given conditions: 
(a) The semiconductor superlattice consists of an intrinsic region where quantum-
mechanical analysis applies. Thus, the length of the device is smaller than the electron co-
herence length. Experimental measurements in ballistic hot-electron devicesi 0,11,14,15,48,44 
(on GaAs/GaA1As and InGaAs/InAlAs structures) indicate that the electron coherence 
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length lies roughly between 10 and 100nm. Of course, the electron coherence length de-
pends strongly on the temperature (electron coherence length of the order of several mi-
crons was recently reported at very low temperatures".") and it is a statistical quantity. 
Therefore, the experimental data suggest that a measurable fraction of the electrons will 
exhibit a coherent behavior within the filter/emitter. The transport of electrons through 
the filter/emitter negative differential resistance device is assumed to be strictly collision-
less. 
(b) For the filter/emitter region, the one-electron single-band effective mass time-
independent Schroedinger equation is used. This is a valid approximation for electron 
energies near the r-point in accordance with the filter/emitter design requirements. 2 ° The 
boundary conditions used at the heterojunction interfaces of the filter/emitter region (in-
trinsic region) are the continuity of the envelope wavefunction, tb, and the continuity of 
the normal component of the probability current density or equivalently the continuity of 
the envelope wavefunction first derivative weighted by the inverse effective mass, (1 /tn• )0 1 
 (where t,1/ denotes a first derivative). These two boundary conditions work sufficiently well 
for the III-V semiconductor family as long as the same band edge is considered on both 
sides of the discontinuity" (the conduction band direct gap minimum for the electron-wave 
filter/emitters). 
(c) The applied voltage bias appears across the filter/emitter region. The voltage drop in 
the contacts is assumed negligible. 
(d) The contact regions outside the filter/emitter are treated as having constant Fermi 
energy levels and equilibrium Fermi-Dirac statistics apply. 
The electron potential energy of the electron-wave filter/emitter negative differential 
resistance device with an applied bias voltage is shown in Fig. 1. In this figure the electro-
static potential energy is assumed to be linear which is the first estimate used in order to 
start the iterative solution of the Schroedinger and Poisson equations. The filter/emitter 
consists of M layers, where M is an odd integer. The center layer is the resonant layer while 
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the surrounding layers are quarter electron-wavelength layers (for the design pass energy 
of the filter/emitter).' 9 • 2° When the design voltage is applied, electrons in a narrow energy 
band around the prespecified pass energy, E„ (Fig. 1), traverse the filter/emitter and are 
emitted with an output kinetic energy KE,,„ t . The applied bias potential energy is denoted 
by VV; .„ while the potential energies of the different layers are denoted by V ; and their 
effective masses by m; (j = 1,2, • • • ,M). For the solution of the self-consistent problem 
the filter/emitter region is divided into N subregions of equal width Az as shown in Fig. 2. 
The potential energy of each subregion i (1 = 1,2, • • • , N) is = [V (z' _ 1 ) + V(4/2, 
where V(z) is the electrostatic potential energy (which is one of the unknowns of the self-
consistent problem). An alternative to the stair-step approximation s ' would be a piecewise 
linear potential energy approximation."'" In the limit of large N both approximations 
converge to the same solution. The one-electron envelope wavefunction in the i-th subre-
gion is denoted by i,, while the change in the conduction band edge, v i , and the effective 
mass, m:, are the change in the conduction band edge and the effective mass of the region 
j (j = 1, 2, • • • , M) to which the subregion i belongs. Thus, the one-electron envelope 
function time-independent Schroedinger equation for the i-th subregion can be written 
+ (E 	 = 0z^ _ 1 < z < 	 (1) 
2m .  
where h is Planck's constant divided by 27r and E is the total electron energy. In order to 
solve Eq. (1) knowledge of the electrostatic potential energy V(z) is required. Assuming 
that V(z) is known, the solution for 1', can be written in the form 
(z) = C'i exp[-E 	(z — 4_ 1 )]+ Di exp[—jk,(z 	,)], 	 (2) 
for 	< z < z: and with the electron wavevector = [2m: (E —V,' — vd1h. 2 ] 1 / 2 . The 
coefficients C1 and D, of each subregion i can be found from the boundary conditions 
for the envelope wavefunctions and assuming that 0 0 (z) = exp(ikoz) + re exp(—jko z) 
and ON + 1(z) = t o exp[jkN + (z — z N' )], where re and t, are the amplitude reflection and 
transmission coefficients of the wavefunction. Using a transfer matrix approach 51 re and 
h2 d2 
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t o can be calculated first, and then all Ci and D1 can be computed recursively. Thus, once 
the overall transmission and reflection coefficients are found, the steady-state wavefunction 
,b(z) = (z) for zie _ i < z < (t = 1,2, • • • , N) can be determined at each incident energy 
E over the full range of interest. 
After the wavefunction ti)(z) is known throughout the entire structure, the electron 
density, n(z), can be calculated by n(z) = (0(z)tii• (z)), where ( ) denotes summation (or 
equivalently integration) over all energies." Furthermore, assuming Fermi-Dirac statistics 
the previous equation becomes 
n(z) = (1,b(z)0• (z) f (E, Ef)), 	
( 3 ) 
where f (E, E f ) is the Fermi distribution function and E1 is the Fermi energy level. The 
distribution function is taken as being in equilibrium, despite of the fact that a current 
flows through the filter/emitter when a voltage bias is applied. However, the distribution 
function f (E, E,) = 1/{1 + expI(E — E1)1kB711, where kB is Boltzmann's constant and 
T is the absolute temperature, is reasonably accurate since the xy system is essentially 
decoupled from the quantization direction z, and can be considered in a quasi-equilibrium 
state." - 43 Evaluation of Eq. (3) yields to following approximate expression for n(z), 
kB T(m0 3 / 2 
n(z) + exp(Ef — E=)/kB T) 
dE 
 , 	 (4) kb(z)1 2 2.1--72 3  
where E. is the longitudinal component of the energy E. For the above computation 
parabolic band structure and independence of 11/.)(z) 1 2 on the transverse energy component 
(momentum) were assumed. None of the two previous assumptions is strictly valid, but 
for low energies near the bottom of the conduction band (I'-valley) these are very good 
approximations and they greatly simplify the computational procedure for the evaluation 
of the electron density.'" In addition, Eq. (4) accounts for only the left-to-right incident 
electrons. In order to be strictly correct, the electrons impinging from right-to-left should 
also be taken into account," - 41 and the total electron density should be the sum of 
these two streams of electrons. However, the right-to-left incident stream of electrons 
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has a negligible effect on the current density of the device for the design values of the 
applied voltage and temperature. The charge density corresponding to the spatial electron 
distributions given by Eq. (4) can be calculated by —en(z) (where e is the electron charge) 
and then substituted into the one-dimensional Poisson equation, 
:—Irz (cocr (z) 41;) = —en(z), 
	
(5 ) 
where so is the permittivity of freespace, er is the relative permittivity along the device, 
and 0(z) is the electrostatic potential. Defining the electrostatic potential energy as before 
by V (z) = —eck(z), Eq. (5) can be written as 
d2 V (Z) 	e2 n (z)
rr 
dz 2 foe, (6) 
where er is the relative permittivity of GaAs (assumed constant throughout the fil-
ter/emitter for simplicity). Solving Eq. (6) numerically, using the method of finite differ-
ences, the electrostatic potential energy V (z) can be found and used in the Schroedinger 
equation [Eq. (1)]. 
The computation algorithm starts with the solution of Eq. (1) assuming linear 
electrostatic potential energy (Fig. 1). After computation of the wavefunction, the electron 
density can be calculated from Eq. (4). Then Eq. (6) can be solved for a new estimate 
of the electrostatic potential energy V (z). This procedure is iterated until convergence of 
the electrostatic potential energy V (z) is obtained. Then, the current density, J, can be 
calculated at each applied bias using the equation 51 ' 53 
errOc if 
 T f T (E.) In 
[ 	1 expREf — Es )/ kB  
(7) 272 h3 0 	 Li + expRE, — Es — Vbiaz )/ kB T]
idE, , 
where T (Es ) is the transmission coefficient of the device, calculated using the self-consistent 
electrostatic potential, and is given by 
T (E z) — 	(E 17°) msid  +1 1 1 /2 
	
ei 2 • 	 (8 ) 1. (E — Vo — Vb,,, ) 771; .1 
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For the derivation of Eq. (7), parabolic band structure and independence of T(E,) on 
transverse energy component were assumed, similarly to the assumptions for the validity of 
Eq. (4). In the following section several results of resonant (exhibiting negative differential 
resistance) and nonresonant (not exhibiting negative differential resistance) devices in the 
Gai _.Ali As alloy family are presented. 
III. RESULTS OF THE CALCULATIONS FOR Ga i _.A.I.As ALLOYS 
A practical material system to be used in fabricating electron-wave interference 
devices is Gai ,Alz As. For this material system the maximum allowable composition in 
aluminum is r„„ ox = 0.45, in order to avoid the direct/indirect band-gap transition. The 
electron potential energy of the j-th layer is given by IT; = Az ; (A = 0.773eV), using the 
— 60/40 rule conduction-to-valence band-edge discontinuity, 54 ' 56  and its effective mass is 
given by m; = (B + CrAm o (B = 0.067, C = 0.083), where mo is the free electron 
mass. The (100) monolayer thickness for any usable composition remains the same and 
equals 0.2827 nm (lattice-matched material system). Two resonant and one nonresonant 
example designs will be presented. These designs will take into account the minimization 
of the intervalley scattering (r-L band transition) according to the analysis presented in 
Ref. 20. The two resonant devices will be referred to as resonant filter/emitters A and B 
respectively. 
A. Resonant Filter/Emitter A Design Criteria 
Resonant filter/emitter A was designed with the algorithm of Ref. 20 for a bias 
potential energy Vbi a . = 0.10eV and an output kinetic energy at resonance KEout = 
0.13eV, assuming a Fermi energy level at the input region of 30meV (measured from 
the bottom of the conduction band). The phonon energy was assumed to be 35meV for 
the T-L intervalley transition. In order to reduce intervalley transitions for the applied 
resonance bias and kinetic energy, the maximum allowable aluminum composition had to be 
reduced2° to 0.2 which was also selected to be the input and output region compositions 
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(Fig. 1). The operating temperature was assumed to be 25 K. The characteristics of 
the nine layer (M = 9) resonant filter/emitter A (exact design) are given in Table I. In 
this table, the thickness of each layer in monolayers, the aluminum composition xi , the 
unbiased electron potential energy Vi , and the normalized effective mass m; /m 0 , are given. 
The total thickness of the filter/emitter A is 100 monolayers (28 3 nm), which is within 
the electron coherence length [assumption (a) of Sec. II] at 25 K. An alternate design 
which takes into account the practical constraint of having a finite number of composition 
levels is also shown in Table I (constrained-composition design). This version of resonant 
filter/emitter A restricts the aluminum compositions to four distinct levels (0.0, 0.07, 
0.13, and 0.20 as is required by typical MBE fabrication systems). The transmission 
characteristics, (calculated using a non-self-consistent analysis) of these exact and the 
constrained-composition designs, are shown in Fig. 3a as functions of the output kinetic 
energy KEout (Fig. 1) for an applied bias potential energy of 0.10eV (resonance design 
value). The constrained-composition design has its peak electron transmission at KEout = 
0.125eV instead of the 0.13eV design value, due to the four distinct aluminum composition 
levels. Interestingly, the transmission (transmission of 99.8% at 0.125eV) peak of the 
constrained-composition design is larger than the peak of the exact design (transmission 
of 94.4% at 0.13eV). This is due to the more symmetric configuration of the constrained 
composition design. However, the exact design remains the optimal design for KE out = 
0.13eV and for Vb, a s = 0.10eV. 
B. Resonant Filter/Emitter B Design Criteria 
Resonant filter/emitter B was designed using the same procedure" as resonant fil-
ter/emitter A. The Fermi energy level of resonant filter/emitter B was calculated to be 
Er = 2.26meV using a donor concentration of ND = 2 x 1018 cm- , a donor ionization 
energy of 5.8meV (for silicon dopant), and an operating temperature of 25 K. The calcu-
lational procedure was based on the numerical solution of the charge neutrality equation 
at Hatband equilibrium using Fermi-Dirac statistics." This is a conservative calculation 
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which does not take into account the broadening of the donor ionization energies and the 
band-tailing due to the heavy doping." To restrict intervalley scattering the maximum 
allowable aluminum composition was chosen again to be 0.2 which is also equal to the 
compositions of the input and output regions. In this design, due to the lower Fermi en-
ergy level, the design bias potential energy had to be chosen lower than previously and 
was selected to be 0.05eV. The output kinetic energy of resonant filter/emitter B at its 
resonance was selected to be 0.052eV in order to be near the Fermi level of the input re-
gion. The design characteristics of the nine layer (M = 9) resonant filter/emitter B (exact 
design) are shown in Table II. For this design the total thickness of the filter/emitter is 136 
monolayers (38.4 nm) which is again within the electron coherence length at 25 K. The 
thickness of resonant filter/emitter B is larger than that of resonant filter/emitter A due 
to the lower resonance energy and applied voltage bias. A constrained-composition design 
is also included in Table II with three only aluminum composition levels (the 0.13 compo-
sition level is not necessary in this case). In this constrained-composition design the center 
layer thickness was increased by one monolayer (21 instead of 20) to shift the transmission 
peak closer to the design transmission peak and at lower output kinetic energies (which is 
desirable due to the low Fermi energy level). The transmission characteristics of the exact 
and the constrained composition designs are shown in Fig. 3b as function of the output 
kinetic energy for a bias potential energy of 0.05eV (non-self-consistent calculation). For 
both of the resonant filter/emitter B designs the peak transmissions are smaller than those 
of resonant filter/emitter A (37.9% for the exact design and 34.4% for the constrained-
composition design) for the corresponding design energy and bias potential. The smaller 
peak transmission is due to the lower input kinetic energies and applied resonant bias 
voltages. In the remainder of this paper, the constrained-composition designs for both 
resonant filter/emitters A and B will be analyzed, since these designs are practical from a 
fabrication point of view. 
C. Self-Consistent and Non-Self-Consistent Analyses 
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Using the algorithm presented in Sec. II, constrained-composition resonant fil-
ter/emitters A and B were analyzed with both the non-self-consistent (linear electrostatic 
potential) and the self-consistent approach. The stair-step representation used for the self-
consistent computation consisted of steps of monolayer thickness, i.e. Az = 0.2827 nm and 
N = 100 for resonant filter/emitter A and N = 137 for resonant filter/emitter B. Compar-
ing the stair-step results with these of the exact analysis (using Airy and complimentary 
Airy functions 2 • 2 for non-self-consistent potential) excellent agreement was found (error 
was smaller than ±10 -5 for the wavefunction amplitude). Thus, the above selection of Az 
was also considered more than adequate for the self-consistent analysis. 
The electron potential energy across the filter/emitter is shown as a function of the 
longitudinal distance (z) for the non-self-consistent (linear) and the self-consistent electro-
static potential in Figs. 4a (resonant filter/emitter A for Vbi a , = 0.10eV) and 4b (resonant 
filter/emitter B for Vb... = 0.05eV). It is observed that the difference between the self-
consistent and the linear potential is larger for resonant filter/emitter A (with a Fermi 
energy E1 = 30 meV) than for filter/emitter B (with a Fermi energy Ef = 2.26 meV). 
This difference is at least an order of magnitude smaller for resonant filter/emitter B. 
The difference between the self-consistent and the linear electrostatic potential energy, 
AV = Vs c (z) — V L (z) [where Vs (z) and VL (z) are the self-consistent and linear electro-
static potential energies], is shown in Figs. 5a (resonant filter/emitter A for Vb so , = 0.10eV) 
and 5b (resonant filter/emitter B for Vbi a , = 0.05eV). Since resonant filter/emitter A has 
more carriers available and larger transmission peak at the resonant energy, stronger elec-
tron localization is expected, which raises the potential energy profile for the transmitted 
electrons higher than that of filter/emitter B. 
The wavefunction square amplitude, 10(z)1 2 , as function of the longitudinal (z) 
direction, is shown for both the non-self-consistent and the self-consistent approaches in 
Figs. 6a (resonant filter/emitter A) and 6b (resonant filter/emitter B). In both cases the 
square amplitude of the wavefunction was calculated at the resonant energy of the non- 
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self-consistent design. Consequently for resonant filter/emitter A the wavefunction was 
computed for K E,,„ t = 0.0125eV (or total electron energy E = V0 K E out = 0.28eV) and 
= 0.10eV, while for filter/emitter B it is computed for K E out = 0.0536eV (or E = 
0.21eV) and Vbia , = 0.05eV. From Fig. 6a it is observed that the square of the wavefunction 
amplitude peaks at the boundaries between layers of differing compositions. In addition, 
the highest peaks appear at the boundaries of the central (resonant) layer. The square of 
the wavefunction amplitude is not exactly symmetric around the central (resonant) layer 
due to the asymmetry of the filter/emitter in layer thicknesses. For the self-consistent 
calculation it can be seen from Figs. 6a and 6b that the wavefunctions corresponding 
to the self-consistent potentials have lower and slightly shifted peaks (Fig. 6a) since the 
self-consistent electrostatic potential is expected to shift the filter/emitter characteristics 
to higher applied voltages. The self-consistent effect is more pronounced in the case of 
resonant filter/emitter A since for this design a higher Fermi energy level (Er = 30 meV) 
was assumed, and consequently, the screening effect was stronger. Comparing the square 
of the wavefunction amplitudes of these filter/emitters with those of resonant tunneling 
diodes," a fundamental difference is observed. The peaks of the square of the wavefunction 
amplitude in the resonant tunneling diodes occur inside the well region (resonant layer), 
while in the resonant filter/emitter cases the peaks occur at the boundaries of the central 
(resonant) layer with the surrounding layers. Thus, electron localization is expected near 
and at the interfaces between differing aluminum composition layers and especially near 
the interfaces of the central layer. This may be due to higher electron velocities inside the 
well regions than inside the barrier regions resulting in an electron localization near the 
interfaces between the differing electron velocity regions. 
The electron-wave transmission characteristics of the resonant filter/emitters can 
be calculated using Eqs. (1), (2), and (8) for both the non-self-consistent and the self-
consistent electrostatic potential. The results of the calculation are shown in Figs. 7a 
(resonant filter/emitter A for Vbs.. = 0.10eV) and 7b (resonant filter/emitter B for Vbs a = 
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0.05eV). In both self-consistent electrostatic potential cases there is a slight shift of the 
transmittance curve toward higher output kinetic energies (or equivalently input kinetic 
energies) from its corresponding linear electrostatic potential case. This was expected 
due to the increased electron potential energy. The effect is again more pronounced for 
resonant filter/emitter A due to its higher Fermi energy. 
The electron density, n(z), can be calculated from Eq. (4) using the self-consistent 
electrostatic potential. The electron densities of the two resonant filter/emitters are shown 
in Figs. 8a (resonant filter/emitter A for Vbi as = 0.10eV) and 8b (resonant filter/emitter B 
for Vbi a • = 0.05eV), as functions of the longitudinal distance (z). Comparisons of Figs. 6 
and 8 reveal some similarity between the lb(z)1 2 and n(z). This is expected since n(z) 
is an energy average over all electrons using Fermi-Dirac statistics [Eq. (3)], and to this 
average, electrons with energies near the resonant energy (Figs. 6) mainly contribute. 
Finally the current-voltage characteristics of the resonant filter/emitters can be 
calculated using Eq. (7), with either a linear or a self-consistent electrostatic potential. 
The I-V characteristics of resonant filter/emitters A and B are shown in Figs. 9a and 9b, 
respectively. The effect of the self-consistent electrostatic potential is again stronger for 
resonant filter/emitter A. In both cases the self-consistent characteristics are shifted (in 
the case of resonant filter/emitter B this shift is small) to higher applied bias voltages. 
This is in agreement with the I-V characteristics of the resonant tunneling diodes."'" 
From the I-V characteristics a negative differential resistivity (NDR) is clearly observed. 
For resonant filter/emitter A the peak-to-valley ratio is 5.74 (with peak current density 
J = 3.22 x 106 A/cm2 at 0.155 volts) for the self-consistent calculation, and 5.78 for the 
non-self-consistent calculation (with peak current density J = 3.20 x 106 A/cm2 at 0.135 
volts). For resonant filter/emitter B the peak-to-valley ratio is 46.1 (with peak current 
density J = 1.09 x 103 A/cm2 at --0.0525 volts) for the self-consistent calculation, and 
47.2 (with peak current density J = 1.11 x 103 A/cm' at 0.0525 volts) for the non-self-
consistent calculation. It is observed that filter/emitter B has about 3 orders of magnitude 
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smaller current density even if its Fermi energy is only one order of magnitude smaller 
than that of resonant filter/emitter A. However, resonant filter/emitter B exhibits an 
order of magnitude larger peak-to-valley ratio. All the above calculations were performed 
for T = 25 K and for a relative dielectric permittivity of GaAs of 13.18. 
D. Effects of Temperature Variation 
The temperature dependence of resonant filter/emitter B current-voltage character-
istics is shown in Fig. 10 for T = 25, 35, and 50 K. The Fermi energy levels were computed" 
as described previously for resonant filter/emitter B and are E1 = 2.26, 3.63, and 5.26 meV 
respectively. The self-consistent as well as the non-self-consistent I-V characteristics are 
shown for the three selected temperatures. For higher temperatures the electron coherence 
length is expected to be smaller than the dimensions of the filter/emitter, thus, significantly 
degrading the quantum interference behavior of the device due to scattering mechanisms. 
E. Analysis of Nonresonant Filter/Emitters 
The two resonant filter/emitters A and B described previously have been designed 
to exhibit electron transmission peaks for a specified input (or output) kinetic energy and 
applied bias potential. A question that now arises is how a nonresonant filter/emitter would 
perform. In order to answer this question, resonant filter/emitter B is redesigned so that 
the central layer is a quarter electron wavelength layer instead of a half electron wavelength 
layer. The resulting nonresonant filter/emitter C (Table III) has a 10 monolayer thick 
central layer (instead of 21 monolayer thick central layer for the resonant filter/emitter 
B). Consequently, the nonresonant filter/emitter C is not expected to exhibit any negative 
differential resistance behavior. The rest of the layers of nonresonant filter/emitter C 
have the characteristics shown in Table II for the resonant filter/emitter B. The electron 
potential energy profile of the nonresonant filter/emitter C is shown in Fig. lla for both 
the non-self-consistent and self-consistent computation. The difference AV between the 
self-consistent and the linear electrostatic potential energy is shown in Fig. 11b. It is 
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observed that this difference is approximately two orders of magnitude smaller than that 
of the resonant filter/emitter B. Thus, the space-charge effects are much less significant in 
the nonresonant design. The square of the wavefunction amplitude, 10(z)1 2 , for an output 
kinetic energy of 0.0536eV (resonant energy of the resonant filter/emitter B) and for an 
applied bias potential energy of 0.05eV (resonant bias potential energy of the resonant 
filter/emitter B) is shown in Fig. lic. Comparing Fig. 11c with Fig. 6b a significant 
difference can be observed. In the nonresonant filter/emitter C the wavefunction square 
amplitude drops fast along the longitudinal direction of the device revealing very small 
electron localization inside the nonresonant filter/emitter. The difference between the self-
consistent and the non-self-consistent calculation is insignificant for the nonresonant device. 
The electron transmission characteristics of the nonresonant filter/emitter C are presented 
in Fig. 11d for Vbi a = 0.05eV. No peak in the transmission is observed between 0.05-0.08eV 
as was expected (compare with Fig. 7b for the resonant filter/emitter B). The electron 
density distribution, n(z), is shown in Fig. lie. This distribution resembles the 10(z)1 2 
 distribution since for all the electron energies near the Fermi level the filter/emitter exhibits 
the same nonresonant electron transmission response. Finally, the I-V characteristics of 
the nonresonant filter/emitter C are shown in Fig. 11f. No negative differential resistance 
is observed in this case as was expected (compare with Fig. 9b of the resonant filter/emitter 
B). In addition, the current density is much smaller (2-3 orders of magnitude) for voltages 
up to 0.10 volts since most of the incident electrons are reflected due to the nonresonant 
behavior of the filter/emitter. All the computations for the nonresonant filter/emitter C 
were performed again for a temperature of 25 K. 
IV. DISCUSSION AND SUMMARY 
In all the example cases presented for both the resonant and the nonresonant fil-
ter/emitters, the step size Az of the stair-step approximation was selected to be one 
monolayer. Smaller step sizes (fraction of a monolayer) have also been tested but the final 
results were almost unaffected (observed changes were smaller than ±10'). Therefore 
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the one monolayer thickness was retained for savings and efficiency of computer time. The 
number of energy points (in momentum space), for the integral computation [Eqs. (4) and 
(7)1, was varied between 400 to 1000 points depending on the electron transmission char-
acteristics of the filter/emitter. For example resonant filter/emitter B needed more energy 
points than resonant filter/emitter A due to its sharper energy (momentum) space char-
acteristics. Convergence of the algorithm was obtained within 3-25 iterations for resonant 
filter/emitter A, and 2-6 iterations for resonant filter/emitter B. The convergence criterion 
selected was that the maximum absolute difference of the electrostatic potential energy 
between two successive iterations should be less than a pre-selected value. This value for 
the examples presented was set equal to 10 -4 . All computations were performed in a 
CDC-Cyber 855 or 990 mainframe computer with CPU times varying between 400-45,000 
seconds, with the most time consuming cases being the characteristics computations 
(using 80 voltage values). 
In all the examples analyzed, it was assumed that the semiconductor materials 
had parabolic band structure. This was a good approximation since both filter/emitters 
have been designed to resonate at low electron energies. However, for sufficiently high 
applied bias voltages, the electron energies exceed the parabolic band structure regime, 
and the band structure is more appropriately treated as nonparabolic. Furthermore, the 
band structure may vary with the direction of the electron-wave propagation (anisotropy). 
Both of these effects can be incorporated by using an energy dependent anisotropic effective 
mass. In the latter case the solutions of the Schroedinger equation have to be modified 
but the remainder of the analysis is still valid. The anisotropic case could be used when 
the lowest energy band consisted of ellipsoidal X minima energy surfaces (Si, AlAs, etc.) 
or ellipsoidal L minima energy surfaces (Ge) rather than the spherical r minimum energy 
surface associated with the direct gap Ga., _ z Al. As. 
Finally, in the analysis and the examples presented, the effect of the space-charge 
field due to the contact-filter/emitter junctions was not taken into account. The present 
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analysis has focussed on the filter/emitter region design and function. The impinging elec-
trons (from the left side of Fig. 1) were assumed to originate from the quasi-equilibrium con-
tact regions and are incident on the filter/emitter. The self-consistent potential will not be 
significantly altered by the contacts in shape or relative magnitude. However, the contacts 
will cause an elevation of the electron potential energy profile of the whole filter/emitter 
structure due to the inevitable alignment of the Fermi energy levels at equilibrium. For 
this reason a specialized transit region between the contacts and the filter/emitter will 
be required for the designed operation of the device. The design and fabrication of this 
specialized region and its effect in the function of the filter/emitter is under investigation. 
In summary, for the first time to our knowledge, the transmission and the current-
voltage characteristics of electron-wave quantum interference resonant filter/emitters were 
studied using a non-self-consistent and a self-consistent analysis. It was shown that the res-
onant filter/emitters can exhibit negative differential resistivity similar to that in resonant 
tunneling diodes. Several example designs on Ga l  Al. As alloys were presented includ-
ing both resonant and nonresonant filter/emitters. For low temperatures (in the ballistic 
transport regime) it was shown that the effect of the space-charge fields is insignificant 
for nonresonant filter/emitters while it can be quite significant for resonant filter/emitters 
at high Fermi energy levels. The characteristics of the resonant filter/emitters are 
shifted to higher applied voltages due to the screening effect of the electron localization. 
However, the peak-to-valley ratios remained almost the same as those from the non-self-
consistent computation. Importantly, in contrast to resonant tunneling diodes the valley 
current is lower and remains low over a larger voltage range ("flat valley"). The square of 
the wavefunction amplitude distributions, electron potential energy profiles, and electron 
density profiles were also presented. Semiconductor superlattice electron-wave quantum-
interference resonant filter/emitters have potential use as high-speed switches and oscilla-
tors and as monoenergetic emitters in electroluminescent devices and photodetectors. 
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Table I: Design parameters of an electron wave interference resonant filter/emitter consisting of nine layers 
surrounded by Ga08A10.2As and designed to emit 0.13eV electrons for the exact design, and 0.125eV electrons 
for the constrained-composition design when biased at 0.10eV. 
RESONANT FILTER/EMITTER A DESIGN 
Ilxact Design Constrained-Composition Design 
Unbiased Unbiased 
Number Electron Normalized Number Electron Normalized 
Layer Monolayers Aluminum Potential Effective Monolayers Aluminum Potential Effective 
Number Thick Composition Energy Mass Thick Composition Energy Mass 
2 xi Vi (eV) m; /mo xi Vi (eV) m;/mo 
1 10 0.0249 0.0193 0.0691 10 0.00 0.0000 0.0670 
2 12 0.1225 0.0947 0.0772 12 0.13 0.1005 0.0778 
3 10 0.0630 0.0487 0.0722 10 0.07 0.0541 0.0728 
4 12 0.1557 0.1204 0.0799 12 0.13 0.1005 0.0778 
5 18 0.0402 0.0311 0.0703 18 0.00 0.0000 0.0670 
6 11 0.1712 0.1324 0.0812 11 0.20 0.1546 0.0836 
7 9 0.0855 0.0661 0.0741 9 0.07 0.0541 0.0728 
8 10 0.1622 0.1254 0.0805 10 0.20 0.1546 0.0836 
9 8 0.0142 0.0109 0.0682 8 0.00 0.0000 0.0670 
1 
Table II: Design parameters of an electron wave interference resonant filter/emitter consisting of nine layers 
surrounded by Ga43.8A10.2As and designed to emit 0.0520eV electrons for the exact design, and 0.0536eV electrons 
for the constrained-composition design when biased at 0.05eV. 
RESONANT FILTER/EMITTER B DESIGN 
Exact Desisen 	 Constrained Composition Design  
Unbiased 	 Unbiased 
Number 	 Electron Normalized Number 	 Electron Normalized 
Layer Monolayers Aluminum Potential Effective Monolayers Aluminum Potential Effective 
Number 	Thick 	Composition Energy 	Mass 	Thick Composition Energy 	Mass 
V" (eV) m;/ma x 	V; (eV) m;/mo 
1 11 0.0226 0.0175 0.0689 11 0.00 0.0000 0.0670 
2 21 0.1702 0.1316 0.0811 21 0.20 0.1546 0.0836 
3 11 0.0419 0.0324 0.0705 11 0.07 0.0541 0.0728 
4 20 0.1814 0.1402 0.0821 20 0.20 0.1646 0.0836 
5 20 0.0140 0.0109 0.0682 21 0.00 0.0000 0.0670 
6 17 0.1819 0.1407 0.0821 17 0.20 0.1546 0.0836 
7 10 0.0348 0.0269 0.0699 10 0.07 0.0541 0.0728 
8 16 0.1866 0.1443 0.0825 16 0.20 0.1546 0.0836 
9 10 0.0513 0.0397 0.0712 10 0.00 0.0000 0.0670 
2 
NONRESONANT FILTER/EMITTER C DESIGN 
Constrained-Composition Design 
Unbiased 














Table III: Design parameters of an electron wave interference nonresonant filter/emitter consisting of nine layers 
surrounded by Gao.BA10.2As and designed to emit 0.0536eV electrons for the constrained-composition design when 
biased at 0.05eV. 
1 11 0.00 0.0000 0.0670 
2 21 0.20 0.1546 0.0836 
3 11 0.07 0.0541 0.0728 
4 20 0.20 0.1546 0.0836 
5 10 0.00 0.0000 0.0670 
6 17 0.20 0.1546 0.0836 
7 10 0.07 0.0541 0.0728 
8 16 0.20 0.1546 0.0836 
9 10 0.00 0.0000 0.0670 
3 
FIGURE CAPTIONS 
1. Schematic representation of a biased semiconductor superlattice electron wave in-
terference resonance filter/emitter. At the design potential energy bias, Klass  and 
input kinetic energy, KEin , the layers have a thickness of a quarter (or a half for 
the resonant central layer) of an electron wavelength as measured in that layer. In 
this figure a linear (non-self-consistent) electrostatic potential is assumed. 
2. Part of the resonant filter/emitter region between points z:_ 1 and z: where the 
stair-step representation is used for the self-consistent potential V(z). 
3. Electron transmission characteristics of the nine layer resonant filter/emitters as 
a function of the output kinetic energy for an applied bias potential energy of 
Vbias- The characteristics of the exact design (dashed line) and of the constrained 
composition design (solid line) are shown. (a) Resonant filter/emitter A for Vina , = 
0.10eV, and (b) Resonant filter/emitter B for Vbia , = 0.05eV. 
4. Electron potential energy profile along the filter/emitter region. Both the self-
consistent (solid line) and the non-self-consistent (dotted line) potential energy pro-
files are shown. (a) Resonant filter/emitter A for Kia. = 0.10eV, and (b) resonant 
filter/emitter B for Vinci = 0.05eV. 
5. The difference AV between the self-consistent and the linear electrostatic potential 
energy along the filter/emitter region. (a) resonant filter/emitter A for Vinci = 
0.10eV, and (b) resonant filter/emitter B for V bsos = 0.05eV. 
6. The square of the wavefunction amplitude, It/(z)1 2 , along the filter/emitter region. 
Both the self-consistent (solid line) and the non-self-consistent wavefunction (dotted 
line) are shown. The dashed lines represent boundaries between different aluminum 
composition layers of the filter/emitter. (a) Resonant filter/emitter A for Vb, a . = 
1 
0.10eV, and (b) resonant filter/emitter B for Vbso• = 0.05eV. 
7. Electron transmission characteristics of the nine layer filter/emitters as a func-
tion of the output kinetic energy for an applied bias potential energy of Vbi a . 
The characteristics of the non-self-consistent (dotted line) and of the self-consistent 
electron potential energy (solid line) are shown. (a) Resonant filter/emitter A for 
Vbia. = 0.10eV, and (b) resonant filter/emitter B for Vbia. = 0.05eV. 
8. Electron density distribution along the filter/emitter region using the self-consistent 
electron potential energy profile. The dashed lines represent boundaries between dif-
ferent aluminum composition layers of the filter/emitter. (a) Resonant filter/emitter 
A for Vbsas 0.10eV and KE out = 0.125eV (resonant values), and (b) resonant fil-
ter/emitter B for Vb", = 0.05eV and Kout = 0.0536eV. 
9. Current-voltage characteristics of the filter/emitters using the self-consistent (solid 
line) and the non-self-consistent electron potential energy profile (dotted line). (a) 
Resonant filter/emitter A, and (b) resonant filter/emitter B. 
10. Temperature dependence of the I-V characteristics of resonant filter/emitter B for 
T = 25, 35, and 50 K. Both self-consistent (solid lines) and non-self-consistent 
(dotted lines) characteristics are included. 
11. Characteristics of the nonresonant filter/emitter C. (a) The electron potential en-
ergy profile; self-consistent potential (solid line) and non-self-consistent (dotted line) 
potential energy profile along the filter/emitter region for Vb ia . = 0.05eV. (b) The 
difference AV between the self-consistent and non-self-consistent (linear) electron 
potential energy profiles along the filter/emitter region for Vbia = 0.05eV. (c) 
The square of the wavefunction amplitude distribution for Vbi a = 0.05eV and 
KE out = 0.0536eV. The dashed lines represent boundaries between the layers of 
differing aluminum composition of the filter/emitter. (d) The electron transmission 
2 
characteristics for both the self-consistent (solid line) and the non-self-consistent 
(dotted line) electron potential energy profile for Vbi a , = 0.05eV. (e) The self-
consistent electron density distribution along the nonresonant filter/emitter for 
Vbia , = 0.05eV. The dashed lines represent boundaries between different aluminum 
composition layers of the filter/emitter. (e) Current-voltage characteristics of the 
nonresonant filter/emitter using the self-consistent (solid line) and the non-self-
consistent (dotted line) electron potential energy profile. 
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DESIGN PROCEDURE 
1. Estimate layer thicknesses and compositions using 
unbiased filter design s 
2. Use an iterative technique b  to determine final layer 
thicknesses and compositions 
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BIAS FILTER/EMITTER DESIGNS 
(Gai _ Al. As) 
Surrounding Material Gao.55 A10.45 As 
Design Filter/Emitter Electron Energy = 0.20eV 
Design Bias Potential Energy = 0.10eV 
Layer 
a 
M = 9 
x 
M = 13 
Pa Pi 
M = 17 
x 
1 7 0.2222 7 0.2194 7 0.2178 
2 9 0.4151 9 0.4081 9 0.4041 
3 7 0.2663 7 0.2513 7 0.2426 
4 9 0.4493 9 0.4327 9 0.4231 
5 12 0.0639 7 0.2823 7 0.2668 
6 8 0.4364 8 0.3978 9 0.4421 
7 6 0.1442 12 0.0639 7 0.2905 
8. 7 0.3748 8 0.4301 8 0.4020 
9 6 0.1951 6 0.1237 12 0.0654 
10 7 0.3582 8 0.4271 
11 6 0.1626 6 0.1125 
12 7 0.3815 7 0.3493 
13 6 0.1982 6 0.1439 
14 7 0.3674 
15 6 0.1729 
16 7 0.3853 
17 6 0.1999 
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■ Iieroelectronics Research Center 
Georgia Institute of Technology 
Outline 
1.Structure geometry 
2. Time-Independent characteristics 
3. Time-Dependent characteristics 
4. Conclusion 
Superlattice interference filter structure 
• Structure originally proposed by Gaylord and Brennan [1] 
• Analogous to optical transmission line with quarter-wavelength an 
half-wavelength layers 
• Transport ABOVE the barriers. No tunneling 
[1] T.E. Gaylord and E.F. Brennan. Appl. Phys. Lett.. 53. 2047 
(1988) 
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Time-independent study 
1. Solve the Time-independent Schrodinger equa-
tion 
2. Use effective mass approximation 
3. Consider specular case for simplicity: Zero en-
ergy in direction parallel to interfaces. Can be 
generalized to arbitrary angles of incidence. 
4. Compute transmissivity of the structure 
5. Compute IN curve 
Plane-wave model 
Single mass m*=0.104 m 
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Results for time-independent study 
i. Sharp and narrow peak at Er=0.06 eV with width r = 0.004eV 
2.Peak current density J=0.23 10 -1 A/cm2 at Nr=0.11 
3.Peak-to-Valley ratio =77 at. T=25N 
Time-dependent study 
i. Solve the Time-dependent Schrodinger equa-
tion 
2. Use Gaussian wavepackets 
3. Use Crank-Nicholson algorithm 
4. Use large mesh to avoid problems with reflec-
tions 
5. Compute the probability of finding electron in 
each region as a function of time 
6. Compute the position of the center of grav-
ity of the incident, reflected and transmitted 
wavepackets as a function of time 
7. Compute the time-delay across the structure 
using the asymptotic positions of the incident 
and transmitted packets 
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Results for time-dependent 
study 
i. Transmissivity depends on ratio of packet width 
to the level width 
2. Nla.ximum transmissivity (T=1) only for plane 
waves 
:3. Time-delay of the order of 100 fins 
Conclusions 
i. Behavior similar to resonant tunneling diode, 
without tunneling 
2. Direct analogy with optics 
3. Characteristics offer many potential applica- 
tions 
4. Future work will include self-consistent anal-
ysis in time-dependent formalism 
5. Fabrication currently underway 
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SUMMARY 
The efforts of the semiconductor industry to scale down the size of devices to achieve 
higher integration levels and higher speeds have been confronted by the major problem of 
the "troublesome" quantum-mechanical wave interference effects. These "troublesome" ef-
fects start to dominate device characteristics at dimensions of less than about one-quarter 
of a micron, thus, making further size reduction impossible. This limits the level of integra-
tion and the ultimate speed of integrated circuits. Further advances require fundamentally 
new device concepts and designs. The constructive use of the "troublesome" quantum 
effects was the basic premise of the proposed "Semiconductor Quantum Wave Optics" re-
search. The long-term scientific objective of the completed research was to generate the 
necessary knowledge of nanometer-scale semiconductor quantum wave devices that would 
allow the practical development and use of these structures. Utilization of these quantum 
devices would be both for ultra-small high-speed versions of present-day devices (such as 
higher speed switches, oscillators, et.) and for future guided electron wave integrated cir-
cuits. This objective of this activity was to bring together understanding of the underlying 
physics, device modeling, development of software tools, device design methodology, eval-
uation of existing quantum interference experiments, crystal growth, device fabrication, 
and device testing. The work completed during the period of the award can be summa-
rized into eight categories: (a) generalization of the analogies between electromagnetic 
waves in general dielectrics and electron waves in semiconductors, (including analogies 
with a generalized Hamiltonian) (b) theory and design of narrow-band semiconductor su-
perlattice filter/emitters, (c) negative-differential-resistivity quantum interference devices, 
(d) theory and design of electron-wave impedance transformers, (e) space-charge effects in 
quantum wave devices, (f) time-dependent characteristics of the electron-wave interference 
filters and filter/emitters, (g) electron wave slab waveguides, (h) electron wave quantum 
interference grating devices, (0 a quantum interference effects in semiconductors bibli-
ography, (j) a proposed innovative testing technique of quantum interference structures 
using ballistic electron emission microscopy, and (k) three related patents and four patent 
applications. The aforementioned research results are summarized in the final technical 
report. 
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SUMMARY 
The efforts of the semiconductor industry to scale down the size of devices to achieve 
higher integration levels and higher speeds have been confronted by the major problem of 
the "troublesome" quantum-mechanical wave interference effects. These "troublesome" ef-
fects start to dominate device characteristics at dimensions of less than about one-quarter 
of a micron, thus, making further size reduction impossible. This limits the level of integra-
tion and the ultimate speed of integrated circuits. Further advances require fundamentally 
new device concepts and designs. The constructive use of the "troublesome" quantum 
effects was the basic premise of the proposed "Semiconductor Quantum Wave Optics" re-
search. The long-term scientific objective of the completed research was to generate the 
necessary knowledge of nanometer-scale semiconductor quantum wave devices that would 
allow the practical development and use of these structures. Utilization of these quantum 
devices would be both for ultra-small high-speed versions of present-day devices (such as 
higher speed switches, oscillators, et.) and for future guided electron wave integrated cir-
cuits. This objective of this activity was to bring together understanding of the underlying 
physics, device modeling, development of software tools, device design methodology, eval-
uation of existing quantum interference experiments, crystal growth, device fabrication, 
and device testing. The work completed during the period of the award can be summa-
rized into eight categories: (a) generalization of the analogies between electromagnetic 
waves in general dielectrics and electron waves in semiconductors, (including analogies 
with a generalized Hamiltonian) (b) theory and design of narrow-band semiconductor su-
perlattice filter/emitters, (c) negative-differential-resistivity quantum interference devices, 
(d) theory and design of electron-wave impedance transformers, (e) space-charge effects in 
quantum wave devices, (1) time-dependent characteristics of the electron-wave interference 
filters and filter/emitters, (g) electron wave slab waveguides, (h) electron wave quantum 
interference grating devices, (i) a quantum interference effects in semiconductors bibli-
ography, (j) a proposed innovative testing technique of quantum interference structures 
using ballistic electron emission microscopy, and (k) three related patents and four patent 
applications. The aforementioned research results are summarized in the following report. 
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MAIN RESULTS DURING THE AWARD PERIOD 
1. Ballistic Electron Transport in Semiconductor Heterostructures and its 
Analogies in Electromagnetic Propagation in General Dielectrics 
A comprehensive set of analogies was established between electromagnetic propagation 
in general isotropic dielectrics (differing permeability and permittivity) and electron wave 
propagation in semiconductors. First, the electromagnetic results for propagation in non-
magnetic dielectrics were generalized to describe propagation, reflection, and refraction 
in general dielectrics through the definition of separate phase and amplitude refractive 
indices. Through the analogous definition of electron wave phase and amplitude refractive 
indices, the expressions for electron wave propagation, reflection, and refraction were shown 
to have the same functional form as the electromagnetic results. Using these results, 
the reflectivity characteristics such as total internal reflection (critical angle) and zero 
reflectivity (Brewster angle) were analyzed as a function of material parameters for both 
general dielectrics and semiconductor materials. The critical angle and Brewster angle 
results were then applied to electron wave propagation in the Ga l , Alx As material system, 
where it is shown that all interfaces in this material will have both a critical angle and 
a Brewster angle. This was the first prediction of an electron wave Brewster angle in 
semiconductors. 
2. Electromagnetic Analogies to General-Hamiltonian Single-Band Effective-
Mass Electron Wave Propagation in Semiconductors with Spatially Varying 
Effective Mass and Potential Energy 
It was shown that exact, quantitative electromagnetic analogies exist for all forms 
of the general Hamiltonian of Morrow and Brownstein [Phys. Rev. B 30, 678 (1984)] 
which applies to single-band effective-mass electron wave propagation in semiconductors. 
It was further shown that these analogies are valid for propagation in the bulk, propaga-
tion past abrupt interfaces between materials, and propagation within two-dimensionally 
inhomogeneous materials. These results indicate that the correct form of the single-
band effective-mass Hamiltonian can be determined through appropriate wavefunction-
amplitude-sensitive experiments. Wavefunction- phase-sensitive experiments (such as the 
measurement of electron wave refraction directions) are not adequate to specify completely 
the Hamiltonian. 
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3. Theory and design of narrow-band semiconductor superlattice fil-
ter/emitters 
A voltage-biased semiconductor superlattice structure was designed to operate as a 
continuously voltage-tunable, electron-wave interference filter and as an electron emitter. 
Using the analogies between electromagnetic waves and electron-waves, a systematic proce-
dure was developed for designing the quantum wells and barriers comprising the electron-
wave filter/emitter superlattice. A generalized procedure was also developed for analyzing 
the electron-current transmittance and reflectance spectral responses of these superlattice 
structures. The constraints required to have thicknesses that are integer multiples of the 
monolayer thickness and to minimize intervalley scattering were also included in the design. 
The filter/emitter was shown to operate over a wide tunable energy range. The full width 
at half maximum (FWHM) of the filter/emitter was shown to decrease as the number of 
the filter layers was increased. A sensitivity analysis of the device characteristics in the 
presence of fabrication errors revealed a very stable device response. 
4. Ballistic Current-Voltage Characteristics of Semiconductor Superlattice 
Electron Wave Quantum Interference Filter/Emitter Negative Differential Re-
sistance Devices 
The transmission and current-voltage characteristics of semiconductor superlattice 
electron-wave quantum-interference filter/emitter negative differential resistance devices 
were analyzed with and without the self-consistency requirement. For the non-self-
consistent calculation the single-band effective-mass time-independent Schroedinger equa-
tion was solved. For the self-consistent calculation, Schroedinger and Poisson equations 
were solved iteratively until a self-consistent electron potential energy and electron density 
were obtained. It was shown that suitably designed electron- wave quantum-interference 
filter/emitters can exhibit strong negative differential resistance in the current-voltage 
characteristics, similar to those of resonant tunneling diodes. For low to moderate (2-30 
meV) Fermi energies in the conduction band of Ga i _ x Alx As (doping concentration less 
or equal to 2 x 10" cm3 ), and temperatures near 30 K (in the ballistic transport regime), 
it was shown that the space-charge effect is relatively small and results in a shift of the 
current-voltage and transmission characteristics toward higher bias voltages. In a fashion 
similar to that occurring in resonant tunneling diodes, the self-consistent field in electron-
wave filter/emitter negative differential resistance devices effectively acts to screen the 
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positive applied bias. Designs of Gai _ z Alx As devices were presented. Resonant devices 
with current peak-to-valley ratios of 50 as well as nonresonant (not exhibiting negative 
differential resistance) devices were analyzed. The corresponding electron charge den-
sity distributions were also presented. Superlattice electron-wave filter/emitter negative 
differential resistance devices can be used as high-speed switches and oscillators and as 
monoenergetic emitters in electroluminescent devices and photodetectors. 
5. Theory and design of electron wave impedance transformers 
In the construction of semiconductor quantum devices and guided electron-wave in-
tegrated circuits it will be necessary to connect semiconductor materials with differing 
electron energy-band structure. In such a configuration, detrimental reflections will occur 
at the energy-band discontinuity between materials. These reflections can be eliminated or 
minimized using impedance transformers. These type of impedance transformers for bal-
listic (collisionless) electron-waves traveling between dissimilar energy-gap semiconductors 
were designed as a series of quarter (electron) wavelength layers in the form of a composi-
tional superlattice, using the quantitative analogies between electromagnetic and electron 
waves. For the design energy, the electron-wave could be totally transmitted and the struc-
ture can be analogous to an antireflection coating in electromagnetic optics. Procedures 
for designing narrow-band, maximally flat (Butterworth), and equal-ripple (Chebyshev) 
impedance transformers of arbitrary spectral bandwidth were developed. 
6. Space Charge Effects in Qiiantum Wave Devices 
Theoretical techniques for studying the properties of electron wave superlattice struc-
tures have been developed. Specifically, we have included self-consistent effects in the 
design of superlattice electron-wave filters through the simultaneous solution of the Pois-
son and Schroedinger Equations. It was found that at doping concentrations less than or 
equal to 2 x 1018 cm3 and temperatures near 30 K (ballistic regime) that space-charge ef-
fects are relatively small in superlattice electron-wave filters. Nevertheless, self-consistent 
effects act in a similar manner as in resonant tunneling diodes; the current-voltage shifts 
towards higher voltages. In addition, we have solved the time-dependent Schroedinger 
Equation in order to determine the temporal response of electron-wave superlattice filters. 
It was found that the frequency response is much greater in these devices than in existing 
resonant tunneling devices offering the possibility of a new ultra-high frequency (THz) 
oscillator. 
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7. Time-Dependent Characteristics of Semiconductor Resonant Structures 
Double-barrier tunneling structures operate based on quantum mechanical tunneling 
through two barriers. Quantum electron wave structures operate based on traveling-wave 
propagation above all conduction band edges. These are the fundamental structures pro-
posed to realize ballistic electron transport devices in semiconductors. The time-dependent 
behavior of resonant tunneling structures has been discussed extensively in the literature, 
but no such analysis has been performed on quantum wave structures. A numerical solu-
tion of the time-dependent effective mass equation was used to calculate the traversal time 
of a Gaussian packet and the percentage of the packet transmitted for resonant tunneling 
and quantum wave structures. 
8. Electron Waveguiding in Quantum Wells, Voltage-Induced Quantum Wells, 
and Quantum Barriers 
Recent experiments have produced ballistic electron transport over micron lengths in 
semiconductor two-dimensional electron gas (2DEG) systems. This has made possible the 
demonstration of electron devices that exhibit impressive optical-like behavior. In these 
devices, the quantum well at the 2DEG interface acts as a slab waveguide for ballistic 
electron waves. In this work, we showed how finite-potential heterostructure wells, ho-
mostructure voltage-induced wells, and heterostructure barriers can act as electron slab 
waveguides. We found that the waveguiding in all of these structures is described by a 
single dispersion relation and can occur at energies above all band edges. The guided 
mode cutoffs, electron velocity, effective mass, density of states, and ballistic current den-
sity were determined. A multiple layer theory was developed to analyze wells and barriers 
with arbitrary potential energy profiles. The maximum ballistic guided current flowing in 
a given direction for a 10 monolayer Ga0 . 75 A10.25 AsiGaAsi-Ga0 . 9 Alo . i As waveguide was 
found to be 2.3 mA per micron of waveguide width. This relatively large value suggests 
that interconnecting multiple ballistic electron devices through a single slab waveguide 
may be feasible. 
9. Ballistic Electron Diffraction by Semiconductor Gratings: Analysis, De-
sign, and Analogies to Electromagnetic Diffraction 
Due to recent advances in the growth and fabrication of nanostructure electronic de-
vices, it has been demonstrated that ballistic electron waves can be reflected, refracted, 
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interfered, waveguided, and diffracted in a manner analogous to electromagnetic optics. 
This has provided a surge of interest in the new field of semiconductor electron wave optics. 
In this paper, ballistic electron grating diffraction by a grating with an arbitrary effective 
mass and/or potential energy profile was analyzed using a rigorous coupled-wave analysis 
(RCWA). These results are related to electromagnetic diffraction by a permittivity grating. 
It was shown that electron diffraction by a kinetic energy grating was exactly analogous 
to TE electromagnetic diffraction and that electron diffraction by an effective mass grat-
ing was exactly analogous to TM electromagnetic diffraction. Approximate solutions to 
the RCWA equations were derived that are equivalent to Bragg regime and Raman-Nath 
diffraction. Using these results, sample electron wave diffractive switches and multiplexers 
were designed using achievable device configurations. The angular and energy selectivity 
of these devices were examined. 
10. Quantum Interference Effects in Semiconductors: A Bibliography 
Refinements in growth techniques such as molecular beam epitaxy (MBE) have pro-
duced materials with ballistic (collisionless) electron transport lengths of over a micron. 
Coupled with nanolithography it is now possible to fabricate structures with both lateral 
and vertical dimensions on the order of the deBroglie wavelength of a ballistic electron. 
In these structures quantum interference effects can dominate the electronic behavior. In 
view of the rapidly expanding interest and activity in this area, the following bibliography 
has been compiled as an introduction and study guide to this field. The papers listed 
describe the extensive theoretical and experimental results that have been obtained on 
quantum interference effects as well as discuss possible application areas. Works of a fun-
damental nature concerning phenomena that are basic to all semiconductor behavior have 
not been included. Articles on the properties and band structure of semiconductors, which 
are essential to a complete understanding of quantum interference effects, have not been 
included. Conference papers, though frequently very important, have not been included 
to conserve space. The papers are listed alphabetically according to the first author's sur-
name. As in the compilation of any bibliography, numerous valuable and pertinent articles 
have probably been inadvertently omitted. 
11. Testing Multilayer Semiconductor Electron Wave Devices Using Ballistic 
Electron Emission Microscopy 
Ballistic electron emission microscopy (BEEM) has recently been developed to study 
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the electrical properties of buried interfaces where ballistic electrons are injected into a 
sample using a scanning tunneling microscope (STM). In this paper, a method was pro-
posed that uses the BEEM technique to observe electron wave optical properties of ballis-
tic transport in semiconductors. This method provides a three-terminal configuration for 
characterizing electron wave devices that overcomes many of the problems encountered in 
traditional two- and three-terminal techniques. Specifically, the method provides a highly 
collimated beam of ballistic carriers with a precisely controlled energy distribution. These 
carriers probe the quantum transmittance of a voltage-tunable electron wave interference 
device with minimal impurity scattering. A general procedure was presented for analyzing 
this experimental configuration based on a combination of the models used to describe 
BEEM and ballistic electron transport in semiconductors. 
Using this procedure, a BEEM analysis of an electron wave energy filter was modeled, 
showing clear electron wave interference effects. This BEEM configuration allows for the 
precise characterization of a wide range of ballistic electron transport effects, such as quan-
tum reflections from interfaces and electron wave interference effects, that are currently of 
wide interest. 
12. Solid State Quantum Mechanical Electron and Hole Wave Devices Patents 
and Patent Applications 
Solid state quantum mechanical electron or hole wave devices which are analogous to 
optical thin-film devices provide among other things, energy selectivity for substantially 
ballistic electron or hole wave propagation in superlattice structures at energies above the 
superlattice potential energy barriers. Further, in accordance with this patent, the inven-
tive devices may be designed by transforming existing optical thin-film design methods 
and existing optical interference filter designs into inventive semiconductor devices. This 
transformation from existing optical design methods and existing optical interference filter 
designs into semiconductor devices is performed for electron devices by mapping the opti-
cal phase index of refraction into a first solid state index of refraction for phase quantities 
which is proportional to the square root of the product of the electron kinetic energy and 
the electron effective mass and by mapping the optical amplitude index of refraction into 
a second solid state index of refraction for amplitude quantities which is proportional to 
the square root of the electron kinetic energy divided by the electron effective mass. 
This patent pertains to solid state quantum mechanical electron and hole wave devices 
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and method for fabricating them and, in particular, to solid state quantum mechanical 
electron and hole wave devices such as, without limitation, low pass filters, high pass 
filters, narrow band and wide band notch filters, narrow band and wide band bandpass 
filters, impedance transformers, resonant electron and hole emitters, and so forth and 
method for fabricating them. 
Recent progress in semiconductor growth technologies, particularly in molecular beam 
epitaxy (MBE) and metal organic chemical vapor deposition (MOCVD), enable the growth 
of multilayered superlattice structures with precise monolayer compositional control. For 
example, successively grown layers of narrow and wide band gap semiconductor materials 
such as GaAs and Ga l , Al. As have been produced and widely used to provide multiple 
quantum well structures. In fact, there are many references in the prior art which are 
concerned with the use of these superlattice structures in resonant tunneling superlat-
tice/multiple quantum well devices. Specifically, in such devices, a superlattice is formed 
by growing successive layers of narrow and wide band gap semiconductor material epitax-
ially and the materials and the widths of the layers in these devices are chosen so that 
quantum states which arise from spatial quantization effects in adjacent wells become cou-
pled. Further, in such devices, the interaction of these coupled states leads to the formation 
of minibands of allowed energies through which carriers can tunnel. 
The first embodiments of the inventive solid state electron wave devices comprise solid 
state analogs of Fabry-Perot optical interference filters which may be fabricated from alloys 
of GaA1As and GaAs. 
13. Semiconductor Quantum Well Electron and Hole Waveguides Patent and 
Patent Applications 
Semiconductor, quantum well, electron and hole slab waveguides include a substrate, 
semiconductor layer, a film semiconductor layer, and a cover semiconductor layer, wherein 
the semiconductor layers provide substantially ballistic transport for electrons and wherein 
the thicknesses and compositions of the semiconductor layers are determined in accordance 
with this patent to provide a waveguide. 
Embodiments of the patent solve the above-identified need in the art by providing 
semiconductor, quantum well, electron and hole slab waveguides. Specifically, an electron 
slab waveguide is comprised of a substrate semiconductor layer, a film semiconductor layer, 
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and a cover semiconductor layer, wherein the semiconductor layers provide substantially 
ballistic transport for electrons and wherein the thicknesses and compositions of the semi-
conductor layers are determined in accordance with the inventive method which is set forth 
in detail below to provide a potential well. 
In particular, in accordance with this patent, electron waveguide modes exist for 
electron energies in the well and for electron energies above one or both of the potential 
energy barriers of the substrate layer and the cover layer, respectively. Further, in contrast 
to the behavior of electromagnetic guided waves which only have a lower-energy cutoff due 
to dispersion, each electron waveguide mode also has an upper-energy cutoff wherein an 
electron wave is refracted into the substrate layer and/or the cover layer. 
Doping of semiconductors is not required for embodiments of the present invention, 
however, it is preferred that doping not be done within the active region of the device in 
order to avoid scattering within the materials. This provides a further advantage for the 
inventive waveguide devices because the absence of doping makes them easier to fabricate. 
Note that semiconductor electron slab waveguides can perform as described provided 
that ballistic transport can be achieved over sufficient distances and that the density of 
electrons is small enough to make electron-electron interactions negligible. 
The inventive electron waveguides should be useful in high-speed electronic circuitry 
and as a central component in electron guided wave integrated circuits. 
14. Solid State Quantum Mechanical Electron and Hole Wave Devices Patents 
and Patent Applications 
Continuously tunable, biased, semiconductor superlattice electron interference fil-
ter/emitter which can serve, for example, as a hot electron emitter in a ballistic transistor, 
provides energy selectivity for substantially ballistic electron wave propagation at electron 
energies above the superlattice potential barriers. The layers of the biased superlattice 
have alternatively high and low electron refractive indices wherein each layer is a quarter 
or half of an electron wavelength in thickness and wherein the quantum well barrier widths 
are adjusted in the direction of emission to provide the desired energy selectivity. 
Embodiments of this patent solve the above-identified need in the art by providing 
biased, semiconductor superlattice tunable electron interference filters/emitters which can 
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serve,for example, as a hot electron emitter in a ballistic transistor. In particular, embod-
iments of the present invention comprise biased superlattice filter/emitters which provide 
energy selectivity for substantially ballistic electron wave propagation at electron energies 
above the superlattice potential barriers. Further, the layers of the biased superlattice 
comprise alternately high and low electron refractive indices wherein each layer is a mul-
tiple of a quarter or half of an electron wavelength in thickness and wherein the quantum 
well barrier widths are adjusted in the direction of emission to provide the desired energy 
selectivity. 
Specifically, embodiments of the present invention comprise biased, semiconductor 
superlattice filter/emitters which are designed, in accordance with the inventive method, 
by transforming optical, thin-film interference filter designs which are designed in accor-
dance with existing optical interference filter design methods into inventive semiconductor 
devices. In particular, the transformation from an optical interference filter design is 
performed by mapping the optical phase index of refraction into a solid state index of 
refraction for phase quantities which is proportional to the square root of the product of 
electron kinetic energy and electron effective mass and by mapping the optical amplitude 
index of refraction into a solid state index of refraction for amplitude quantities which 
is proportional to the square root of the electron kinetic energy divided by the electron 
effective mass. That is, the mapping makes an exact analogy between an electromagnetic 
optical wave and a quantum mechanical electron wave by using the electron wavevector 
above in place of the electromagnetic optical wavevector and by using the electron wave 
amplitude refractive index in expressions for reflectivity and transmissivity at a boundary, 
which expressions are well known from electromagnetic design. 
The efficacy of the above-defined mapping between electromagnetic optical waves and 
quantum mechanical electron waves depends on the existence of ballistic electron transport 
in the solid state materials, i.e., where electrons travel through the solid state materials 
without being scattered by deviations from crystalline perfection. In the inventive fil-
ter/emitter devices, the ballistic electrons have energies above the potential barriers in 
the solid state materials and exhibit quantum mechanical plane wave behavior. Further, 
since these plane waves maintain their phase through the device, these coherent waves will 
refract, reflect, interfere, and diffract in a manner which is analogous to the behavior of 
electromagnetic waves traveling through dielectrics. 
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15. Quantum Mechanical Semiconductor Device with Electron/Hole Diffrac-
tion Grating Patent Application 
A solid state, quantum mechanical electron/hole wave device in the form of a switch or 
a multiplexor includes a layer of semiconductor material supporting substantially ballistic 
electron/hole transport and a periodic grating structure formed in the layer of semiconduc-
tor material, with the grating structure comprising a modulation in electron/hole potential 
energy and/or effective mass. Preferably, means are provided for applying and varying the 
grating modulation. By constructing the device to divide the input substantially com-
pletely into two output beams (0 and +1) (to Operate in the Bragg regime), a useful 
switch is provided. Likewise, by constructing the device to divide the input into a se-
lected number of three or more output beams (±1, 0, ±2) (to operate in the Raman-Nath 
regime), a useful multiplexor (broadcasting device) is provided. 
HUMAN RESOURCES DEVELOPMENT 
Three graduate students have been involved in the research work described previously. 
These are: (a) Mr. Gregory N. Henderson (Ph.D. expected December 1992) who has been 
working on analogies between electron wave and electromagnetic wave propagation, elec-
tron wave grating interference devices, and ballistic electron emission testing of quantum 
heterostructures; (b) Mr. Daniel W. Wilson (Ph.D. candidate) who has been working on 
electron wave slab waveguides as part of his thesis work; (c) Mr. David B. Walker (Ph.D. 
candidate) who has been working on time-dependent simulations of vertical transport de-
vices. In addition, a post doctoral fellow, Dr. Karim Diff, was partially supported for a six 
month period working also on time-dependent solutions of the SchrOdinger equation. Two 
undergraduate students have recently been involved in this research work. Mr. Daniel 
Guthrie (EE senior) has been working on simulations of quantum interference vertical 
transport biased and unbiased structures and calculations of density of states, and Ms. 
Patricia Dantzscher (EE senior) who has been working on software and hardware devel-
opment for the scanning tunneling microscope. 
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Semiconductor superlattice interference filter design 
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The quantitative analogies that have been previously established [J. Appl. Phys. 65, 814 
(1989) ] between electron wave propagation in semiconductors and optical wave propagation 
in dielectrics may be used to translate thin-film optical device designs into semiconductor 
superlattice device designs. The procedure for this direct mapping is also described in the 
above reference. The resulting designs, however, have compositions that are not constrained to 
be within a usable compositional range and they have layer thicknesses that are not 
constrained to be integer multiples of a monolayer thickness. In the present work, a systematic 
design procedure is presented that includes these required practical constraints. This procedure 
is then applied to the design of Ga l _ x Alx As superlattice narrow interference filters. For pass 
kinetic energies in the range of 0.14-0.20 eV, compositions (values of x) and numbers of 
monolayer thicknesses needed to produce quarter-wavelength layers are calculated. The 
detailed design of an example narrow bandpass (15.4 meV) filter with a pass electron energy 
of 0.20 eV is presented. 
I. BACKGROUND AND MOTIVATION 
The development and refinement of molecular-beam 
epitaxy (MBE) and metalorganic chemical vapor depo-
sition (MOCVD) has enabled semiconductor multilayered 
superlattices to be grown with precise monolayer composi-
tional control.' Successively grown layers of narrow and 
wide band-gap semiconductor materials such as GaAs and 
Ga, _ z Alx As have produced the well-known and widely 
used multiple quantum-well structures. Furthermore, im-
provements in the quality of materials grown have simulta-
neously produced ballistic electron transport.' That is, 
electrons travel through the device without being scattered 
(by deviations from crystalline perfection). The resulting 
ballistic electrons exhibit clear quantum mechanical plane-
wave behavior. Since they maintain their phase throughout 
the device, these coherent waves will refract, reflect, inter-
fere, and diffract in a manner analogous to electromag-
netic waves.' Quantum interference effects have been ob-
served experimentally in single-well double-barrier 
GaAs/Gal _ z Alx As and In, _ zGaz As/In, _ ,Aly As poten-
tial barrier structures.' These measurements were made for 
single-well, double-barrier structures. Of course, electron in-
terference effects are not limited to these single-well struc-
tures. In fact, the use of multilayer superlattices and electron 
energies above the potential barriers allows generalized 
semiconductor superlattice interference filters to be de-
signed that are directly analogous to thin-film optical inter-
ference filters. These superlattice interference filters may ex-
hibit very narrow passbands with full widths at half 
maximum (FWHM) on the order of only several meV." 
Monolithically integrated into solid-state devices, these 
structures have potential use as monoenergetic emitters for 
electroluminescent devices, ' 1.12 photodetectors,'" and fast 
ballistic transistors."' In addition, these devices could as-
sist in the control of free-space electron beams in fields such 
as electron spectroscopy, electron beam lithography, and 
electron diffraction analysis of crystals."' 
Electron wave propagation at energies above the poten-
tial barriers can be described by the analogies that exist 
between electron waves in semiconductors and electromag-
netic waves in dielectrics.' However, semiconductor super-
lattice interference filter designs cannot simply be copies of 
thin-film optical filter designs. In the design of semiconduc-
tor superlattice interference filters, the thicknesses of the 
layers are restricted to be integer multiples of the monolayer 
thickness. In addition, there is typically only a limited usable 
composition range available. The purpose of this paper is to 
present a systematic design procedure for semiconductor su-
perlattice interference energy filters subject to these con-
straints and then to apply this procedure to the example case 
of designing Ga, _ „ Al„ As superlattice filters. 
H. SEMICONDUCTOR ELECTRON WAVE OPTICS • 
Quantum mechanical electron waves in semiconductors 
and electromagnetic optical waves in dielectrics exhibit 
transmission, reflection, interference, and diffraction char-
acteristics that are analogous to each other. At an infinitely 
thick potential energy barrier, for example, an electron wave 
with energy above the barrier will be total internally reflect-
ed if the angle of incidence is greater than the electron wave 
critical angle.' Likewise, in semiconductor superlattices, an 
electron wave may be totally transmitted or totally reflected 
depending on its energy and angle of incidence. These char-
acteristics are analogous to the corresponding optical thin-
film devices (an antireflection coating and a dielectric coat-
ed mirror). Quantum interference effects have been 
analyzed for single potential energy boundaries," for nor-
mal incidence," and for the general case of any number of 
boundaries and any angle of incidence.' From these results, a 
mapping has been established between electromagnetic and 
quantum mechanical quantities.' As a consequence, existing 
optical device designs now have electron wave device coun-
terparts. 
To describe phase effects such as in wave interference 
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for either electron or optical waves, the corresponding wave 
vector is used. For an electron wave, the wave-vector magni-
tude is 
k = [2m*(E — V)]" 2/11, 	 (1) 
where m* is the electron effective mass, E is the total electron 
energy, V is the electron potential energy, and fi is Planck's 
constant divided by 2r. Thus, the electron wave phase re-
fractive index, n, (phase), is proportional to the square root 
of the product of the effective mass and the kinetic energy.' 
That is, 
Is, (phase) ct [rn• (E — 	 (2) 
Amplitude effects such as transmissivity and reflectivity 
may be described in terms of the wave-function amplitude 
for an electron wave or in terms of the electric field ampli-
tude for an optical wave incident upon a boundary. Continu-
ity of the wave function across a potential energy boundary is 
analogous to the continuity of the tangential component of 
the electric field across a boundary between dielectrics. Simi-
larly, conservation of electron probability current normal to 
a potential energy boundary is analogous to conservation of 
power flow normal to a boundary between dielectrics. Using 
these, the electron wave and optical wave reflectivities and 
transmissivities are made equivalent by introducing, in 
quantum mechanics, an analogous index of refraction or 
characteristic impedance."' Thus, the electron wave ampli-
tude refractive index n, (amplitude) is proportional to the 
square root of the ratio of the kinetic energy to the effective 
mass,' and so 
n, (amplitude) cr [ (E ---V)/m1 1/2. 	 (3) 
In the expressions for transmissivity and reflectivity, only 
dimensionless ratios of the electron wave amplitude refrac-
tive indices occur. Both types of electron wave refractive 
indices exhibit normal dispersion. That is, they increase with 
decreasing wavelength. 
III. THIN-FILM OPTICAL INTERFERENCE FILTERS 
Superlattice electron wave interference filters share 
common characteristics with thin-film optical interference 
filters. Therefore it is useful initially to review some of the 
primary properties of these optical filters.' This is par-
ticularly appropriate since the procedure for designing su-
perlattice electron wave filters is an extension of that used for 
thin-film optical filters. 
The simplest type of narrow bandpass optical interfer-
ence filter is the Fabry—Perot filter. It consists of a half-wave-
length layer (frequently called a "spacer" in optical litera-
ture) sandwiched between reflectors. In the case of an 
all-dielectric Fabry—Perot filter, the reflectors are stacks of 
high index (designated H) and low index (designated L) 
quarter-wavelength layers. Only this elementary type of in-
terference filter will be treated in this paper. The FWHM of 
the bandpass in this type of filter can be reduced by increas-
ing the reflectivity at the boundaries between the layers. This 
may be accomplished by increasing the ratio of the high in- 
dex 	) to the low index (n L ). Furthermore, for a given 
number of layers, the higher reflectance occurs with high 
index (H) layers on the outside boundaries of the filter. The 
half-wavelength (resonant) layer at the center of the filter 
may be of high index (n il ) or low index (n 1.) material. Thus 
there are two basic types of all-dielectric Fabry—Perot inter-
ference filters. In the optical literature, these are sym-
bolically represented as [HL] N HH[LII] N and 
H[LH] N  LL[HLr H where H and L represent quarter-
wavelength layers of high and low index materials, respec-
tively, and N represents the number of repetitions of the lay-
er-pair type indicated in square brackets. 
Other important characteristics of the all-dielectric 
Fabry—Perot interference filters are as follows: (1) The max-
imum transmittance of the filter is 100%. (2) The maximum 
transmittance occurs at the wavelength for which the spacer 
layer is a half-wavelength thick (as measured in that materi-
al) and the reflector layers are a quarter-wavelength thick 
(as measured in those materials). This wavelength will be 
called the pass wavelength in this paper. (3) The FWHM 
decreases as the number of quarter-wavelength layers is in-
creased. (4) The transmittance characteristic is symmetric 
about the pass wavelength when the characteristic is plotted 
as a function of the reciprocaL of the wavelength (as mea-
sured in the material surrounding the filter). (5) A propor-
tional change in the thicknesses of all the layers produces a 
simple displacement of the transmittance characteristic 
plotted as a function of the reciprocal wavelength. (6) If the 
thicknesses of all layers are increased by an odd integer fac-
tor (the parameter q, in Sec. V), a passband will occur at the 
original pass wavelength and it will have a decreased 
FWHM. (7) As the angle of incidence upon the filter is 
increased, the pass wavelength is tuned to shorter wave-
lengths. (8) The transmittance characteristics are relatively 
• insensitive to variations in the reflectivities and thicknesses 
of the layers. (9) Normal dispersion causes a narrowing of 
the FWHM. (10) The filter is effective over only a limited 
range since sidebands necessarily occur on either side of the 
passband. The wavelength range around the pass wave-
length over which the transmission is low is called the rejec-
tion range. The range from the nearest passband peak below 
the pass wavelength to the nearest passband peak above the 
pass wavelength is called the free spectral range (FSR). Oth-
er terminology commonly employed in describing these 
filters include the finesse (= FSR/FWHM) and the resolv-
ing power (pass wavelength/}FWHM). 
IV. SEMICONDUCTOR SUPERLATTICE 
INTERFERENCE FILTERS 
Using the above electron wave refractive indices estab-
lished from considering a single potential energy boundary, 
the characteristics of a many-boundary semiconductor su-
perlattice system can be found.' This may be done by apply-
ing the chain matrix approach commonly employed in elec-
tromagnetics2"4 but substituting the electron wave vector as 
given by E4. (1) for the optical wavevector and using the 
electron wave amplitude refractive index as given by Eq. (3) 
in the expressions for the reflectivity and transmissivity at a 
boundary.' 
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In layer m — 1 the amplitude of the electron wave inci-
dent (traveling in the positive direction) upon layer m is 
designated ;k m . In layer m — 1 the amplitude of the electron 
wave reflected (traveling in the negative direction) from lay- 
er m is designated ;km . These complex amplitudes may be 
expressed in terms of the corresponding amplitudes (0„, 1 
and 0,0,1 1 ) incident upon and reflected from the boundary 
between layer m and layer m 1 as 
IN. 	km r,„„, 
[01,,,,] 1 [ 1 	exp( fic t.m dm cos m ) 	 0 
1 I 	0  eXP( — ficeo.d. cos m)][1fr
kon + 1 
m + 
(4) 
where te „, is the amplitude transmissivity of the interface 
between layer m — 1 and layer m, r.,„, is the amplitude re-
flectivity at the same interface, km is the magnitude of the 
electron wavevector in layer in as given by Eq. ( 1 ), dm is the 
thickness of layer m, and B. is the angle of the wavevector 
direction in layer m. For a stack of M layers, the total nor- 
	I  
1 
malized transmitted electron wave amplitude ;k m 	(in 
region M 1) and the total normalized reflected electron 
wave amplitude t,b,x, (in region 0) are obtained by chain mul-
tiplying a total ofM + 1 versions of Eq. (4 ) together, one for 
each of the M layers and one for the output region. The result 
is 
	
[1 	M 1 [1 	rem 1 rexp(fice.„,d„, cos „,) n 
svo 	k„, re.„, 1 it 	0 
0 
	I 	[ I 
exp( —jk,"d„, cos B.) Irof , 
re,m+Iirm+11 
(5 ) 
and this can be solved directly for the amplitude transmissi-
vity of 4 1 and the amplitude reflectivity 00 . 
The procedure for directly translating a thin-film opti-
cal filter design into a superlattice electron filter design has 
been described in Ref. 5. In that reference, the procedure was 
applied to translate an 11-layer thin-film optical filter into a 
corresponding superlattice filter. The resulting design, how-
ever, has compositions that are not constrained to fit a usable 
compositional range and it has layer thicknesses that are not 
integer multiples of a monolayer thickness. In the next sec-
tion, a systematic design procedure that includes these prac-
tical constraints is presented. 
V. SEMICONDUCTOR SUPERLATTICE INTERFERENCE 
FILTER DESIGN 
A semicondudtor compositional superlattice is depicted 
in Fig. 1. The given material system is taken to form a contin-
uous set of alloys of the type F1 ,G,,H. The range of usable 
compositions is Oic,x<x„ (for example, due to a possible 
transition at x from a direct to an indirect energy gap as in 
the case of Ga i „AL As). The materials surrounding the 
filter (1= 0 regions) have compositions xo . The superlattice 
itself consists of two compositions of material. The composi-
tion in the high (electron wave amplitude) refractive index 
regions is xi (1= 1 regions). The composition in the low 
(electron wave amplitude) refractive index regions is x2 
(1= 2 regions). The monolayer thicknesses are r 1 (i = 1 
region) and r2 (1= 2 regions). The electron potential ener-
gy in the three types of regions is given by" 
= Ax„ i = 0, 1, 2, 	 (6) 
where AE,. is the change in the energy of the conduction- 
band edge and A is a constant. The electron effective mass in 
the three types of regions is given by" 
m? = (B + Cx,)m o, i = 0, 1, 2, 	 (7) 
where B and C are constants and mo is the free-electron 
mass. The electron kinetic energy in the ith region is 
E — V, = h 2/2mrit 7. The total electron energy to be passed 
by the filter is designated Ep . The pass kinetic energy as 
measured in the various regions is thus 
— Vi h 2 /2m?(A p )7, I= 0, 1, 2, 	(8 ) 
where (A, ), is the pass wavelength as measured in the ith 
region. The overall pass kinetic energy of the filter (as mea- 
sured in the material surrounding the filter) is simply 
—vo . This is the pass kinetic energy that will be specified 
by the user and is thus the starting point in the design proce- 
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FIG. 1. Schematic representation of a semiconductor compositional (vari-
able band gap) superlattice. The interference filter equivalent of this struc-
ture is shown in the upper diagram and the conduction-band energy is 
shown in the lower diagram. 
INCIDENT 
WAVE 




0 -  	






for the pass wavelength gives 
), = h /{2m o [ — AC. + (CE, AB)x, BE r /2, 
1=0, 1,2. 	 (9) 
The thicknesses of the superlattice layers are designated d, 
(1= 1, 2 ) . These thicknesses must be integer multiples of the 
monolayer thicknesses r, Furthermore, these thicknesses 
must also be odd multiples of a quarter wavelength as mea-
sured in these regions. These constraints may be expressed as 
d, p,r, = (2q, —1)( A p ),/4, i = 1, 2, 	(10) 
where p, is the integer number of monolayers for the ith 
region and q, is a positive integer (q, = 1, 2, 3, ) Eliminat-
ing (Ar ), between Eqs. (9) and (10) gives the following 
quadratic equation in the composition x,: 
Aecl + (AB — CE,,)x, (h 2/32m 0 ) 
X [(2q, —1) 2/Re] — BEr = O. 	 (11) 
The solution for the composition x, is 
[ b (b  2 diaco in ]na, 	 (12) 
where 
a = AC, b = AB — CE,„ 
and 
c, = (h 2/32m 0 )[(24, — 1) 2/Re] — BEr . 
In order to design a superlattice interference filter, at least 
two solutions for x, must be found in the range 0<x, 4x . 
The smallest value of x, within this range will become x, , the 
composition of the high index material. The value ofp, that 
produces x, becomes p, , the number of monolayers of type 1 
material used to make a quarter-wavelength layer. Similarly, 
the largest value of x, within this range will become x2 , the 
composition of the low index material. The value of p, that 
produces x2 becomesp2 , the number of monolayers of type 2 
material used to make a quarter-wavelength layer. 
To allow the broadest range of solutions, V0 is set equal 
to Ve1i71 . For a specified pass kinetic energy (E, — Vd, the 
value of El, is then determined. Furthermore, to minimize 
the total thickness of the filter, q, is initially set equal to 
unity. Then Eq. (12) is repetitively evaluated forp, = 1, 2, 3, 
... until all of the positive real roots in the range 0<x, <x 
are found. If only one root or no roots are found, then the 
procedure must be started over with changed parameters. 
The quantities that can be varied are the integer q„ the sur-
rounding material composition x0 (changes E,,), and the 
crystallographic direction of growth (changes r,). 
After x l , p, , x2 , and p2 have been determined as de-
scribed above, the other parameters of the filter can be calcu-
lated. The potential energies V, and the effective masses m? 
are calculated using Eqs. (6) and (7), respectively. Then the 
electron wave amplitude refractive index for each type of 
region can be calculated from 
n, (amplitude), cc [ (E— )fin*] 1/2, 	 (13) 
for the pass energy Er or for any other energy. Similarly, the 
electron wave-vector magnitude in the ith region is 
k, = [2m?(E — V,)] 1/2/*. 	 (14)  
VI. EXAMPLE Ga.,,A1„As SUPERLATTICE 
INTERFERENCE FILTER DESIGNS 
To illustrate the design procedure of the previous sec-
tion, superlattice interference filters fabricated from the 
Ga l _ „ Al„ As material system will be treated here. This sys-
tem is perhaps the most technologically advanced of current 
semiconductor superlattice material systems. For these al-
loys, all compositions are lattice matched. For growth along 
the [100] direction, the monolayer thickness is 
r = ;1= r2 = 2.826 65 A. The material is a direct gap semi-
conductor for 0<x<0.45 and this represents the usable com-
position range. Furthermore, for Ga, _ x Al, As, 
A= 0.773 14 eV, B= 0.067, and C = 0.083. 
As an example, to design a Ga l _ x Alx As superlattice 
interference filter with a pass kinetic energy of 0.20 eV (such 
as for an emitter in a high-speed ballistic transistor), the 
following calculations are performed. Let x0 = x = 0.45. 
Thus V0 = 0.347 913 eV from Eq. (6). Since El, — Vo 
 = 0.20 eV, then Ep = 0.547 913 eV. Letting q, = 1, the
composition x, is evaluated forp, = 1, 2, 3, ... using Eq. (12) 
until all of the positive real roots are found in the range 
0<x<0.45. For the present case there are two roots. They are 
x, = 0.2063 (corresponding to p, = 6) and x2 = 0.3984 
(corresponding to p2 = 7 ). The smaller value of x, is desig-
nated x, and the larger value x 2 . A plot of the positive real 
root from Eq. (12) is shown as a function of p .( taken as a 
continuous variable) in Fig. 2. The thickness of the 
Ga0.79A10.21As quarter-wavelength layer is 
= p ir = 16.9599 A (6 monolayers ). The thickness of the 
Ga0.60 A10.40As quarter-wavelength layer is 
d2 = p2r = 19.7866 A. (7 monolayers). The electron effec-
tive masses in the three regions are calculated from Eq. (7) 
and are mg' = 0.104 35m0, mr = 0.084 123mo, mf 
= 0.100 07mo. The pass kinetic energies in the three regions 
are calculated from Eq. (8) and are Ep — Vo = 0.2000 eV, 
Ep — V, = 0.3884 eV, E, — V2 = 0.2399 eV. The electron 
wave amplitude refractive indices normalized to the sur-
rounding [ (i = 0) regions] are calculated from Eq. (13) 
and are n, (amplitude), = 1.000 000, ne (ampli-
tude), = 1.552 027, ne (amplitude) 2 = 1.118 372. For an 
0.8 
1 	■ I  
4 6 8 7 8 9 10 11 12 13 14 15 
NUMBER OF MONOLAYERS, p 
FIG. 2. The required aluminum composition (value of x) to produce a 
quarter-wavelength layer as a function of the number of monolayers for pass 
kinetic energy of 0.20 eV. 
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FIG. 3. Transmission characteristic of 13-layer Ga, _ ,M„As superlattice 
Fabry-Perot interference filter of the form IHLPHH[Llir designed to 
have a pass kinetic energy of 0.20 eV. Parameters of the filter are detailed in 
Sec. VI. 
elementary 13-layer Fabry-Perot interference filter of the 
form [HL] 3HH[LH]', these calculated material character- 
istics produce the transmission characteristic shown in Fig. 
3. The pass energy is indeed 0.20 eV and the FWHM of the 
filter is 15.4 meV. 
Repeating the above procedure, Ga, _,,A1,, As superlat-
tice interference filters were designed for pass kinetic ener-
gies from 0.14 eV up through 0.20 eV, the range of energies 
potentially most useful in ballistic transistors. The positive 
real roots as given by Eq. (12 ) are shown in Table I for 6-10 
monolayer thicknesses. Roots, of course, must be in the 
range 0<x<0.45. At the 0.14 eV low end of this energy 
range, there are essentially four roots. At the 0.20 eV high 
end of the energy range, there are two roots. The 
Ga, _ ,A1, As superlattice interference filter described in 
Ref. 10 (quarter-wavelength layers produced by 6 mono- 
layers of GaAs and by 9 monolayers of Ga0.55 A10.45 As) es- 
TABLE I. Calculated compositions (values of x in Ga, _ AJ„ As ) that pro-
duce one (q,= 1 )quarter-wavelength layers for the kinetic energies and 
number of monolayers indicated. In all cases, the surrounding material is 
Gs," Al04 As and the monolayers are crystalline (100) planes. Only com-





Number of monolayers 
6 	7 8 9 10 
0.140 0.0015 	0.2902 0.3923 0.4513 0.4898 
0.145 0.0278 0.2996 0.4004 0.4588 0.4970 
0.150 0.0502 	0.3088 0.4084 0.4663 0.5042 
0.155 0.0702 0.3180 0.4164 0.4738 0.5115 
0.160 0.0885 	0.3272 0.4244 0.4813 0.5187 
0.165 0.1057 0.3363 0.4324 0.4888 0.5259 
0.170 0.1219 	0.3453 0.4403 0.4963 0.5331 
0.175 0.1373 0.3543 0.4482 0.5037 0.5403 
0.180 0.1520 	0.3632 0.4561 0.5112 0.5475 
0.185 0.1662 0.3721 0.4640 0.5186 0.5547 
0.190 0.1800 	0.3809 0.4718 0.5260 0.5619 
a 195 0.1933 0.3897 0.4797 0.5334 0.5690 
6.200 0.2063 	0.3984 0.4875 0.5408 0.5762 
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sentially corresponds to the 0.14-eV pass energy case given 
in Table I. 
VII. SUMMARY 
The quantitative analogies that have been established 
between electron wave propagation in semiconductors and 
optical wave propagation in dielectrics may be used to trans-
late thin-film optical device designs into semiconductor su-
perlattice device designs. The procedure for this direct map-
ping has previously been described and applied to the case of 
semiconductor superlattice narrow bandpass interference 
filters in Ref. 5. The resulting designs, however, have compo-
sitions that are not constrained to be within a usable compo-
sitional range and have layer thicknesses that are not integer 
multiples of a monolayer thickness. In the present work, a 
systematic design procedure that includes these practical 
constraints is presented. This method is applicable to any 
material system. For illustration, this procedure is applied to 
the case of designing Ga, _ = Al, As superlattice interference 
filters. For pass kinetic energies in the range investigated 
(0.14-0.20 eV ), compositions and numbers of monolayer 
thicknesses needed to produce one (q, = I) quarter-wave-
length layers are presented (Table I). Like their thin-film 
optical counterparts, semiconductor superlattice interfer-
ence filters would be relatively insensitive to variations about 
the design composition values. Furthermore, the effects of 
nonparabolic and anisotropic energy band structure, if pres-
ent, may be incorporated into the design process by using an 
energy-dependent anisotropic effective mass. 
There is considerable flexibility in the design of semi-
conductor superlattice interference filters. For example, 
other odd multiples of a quarter wavelength may be used 
(q, = 2, 3, 4, ...), the surrounding material can be changed 
(alters Vo ), and other crystallographic growth directions 
may be used (alters r,). Beyond the simple Fabry-Perot in-
terference filters treated here, there is a wide variety of more 
sophisticated thin-film designs that incorporate two or more 
half-wavelength resonant layers ("spacers") that have been 
developed for optical applications. For example, the super-
lattice filter described in Ref. 5 contains two half-wavelength 
layers. 
A wide variety of semiconductor superlattice electron 
wave filters are possible by analogy to thin-film optical 
filters. These include low-pass filters, high-pass filters, notch 
filters (narrow band and wide band ),.bandpass filters (nar-
row band and wide band), impedance transformers ( antire-
flection coatings), and high reflectance surfaces (dielectric 
mirrors). In addition to being incorporated in semiconduc-
tor devices such as ballistic transistors, semiconductor su-
perlattice filters could be used to control freespace electron 
beams in applications such as electron spectroscopy, elec-
tron diffraction analysis of materials, and electron-beam 
lithography. Active devices that have electrically tunable 
characteristics are also possible. 
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Semiconductor biased superlattice tunable electron Interference 
filter/emitter 
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It is shown that a voltage-biased semiconductor superlattice structure can serve simultaneously 
as a tunable electron-wave interference filter and electron emitter. A systematic design 
procedure for selecting the quantum well and barrier widths to be alternately high and low 
electron refractive indices and a quarter (or a half) of an electron wavelength in thickness is 
developed. A practical narrow-band filter/emitter consisting of layers of Ga, _ = Al, As and 
designed to emit 0.20-eV electrons is presented and analyzed. Such a structure would serve 
well as a tunable hot-electron emitter in ballistic transistors, and in future guided electron-
wave integrated circuits. 
Molecular-beam epitaxy and metalorganic chemical va-
por deposition have allowed semiconductor multilayered su-
perlattices to be grown with precise monolayer composi-
tional control) Refinement of these methods have produced 
devices in which ballistic (collisionless) electron transport 
has been observed.' Ballistic electrons are quantum me-
chanical deBroglie waves, and thus they can be refracted, 
reflected, diffracted, guided, and interfered" in a manner 
analogous to electromagnetic waves." Quantum interference 
effects have been observed experimentally in single-well  
double-barrier GaAs/Ga l _ Al„ As and In, _ x Ga„ As/ 
In, Al, As potential barrier structures.'" 
Phase effects such as path differences and wave interfer-
ence for electron waves may be described using the wave-
vector magnitude k = [2m* (E — v)] 112/n,' where m• is the 
electron effective mass, E is the total electron energy, Vis the 
electron potential energy, and A is Planck's constant divided 
by 2r. Thus, the electron wave phase refractive index n e 
 (phase) is proportional to the square root of the product of 
the effective mass and the kinetic energy.' Amplitude effects 
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such as transmissivity and reflectivity may be described in 
terms of the electron wave amplitude refractive index n e 
(amplitude) which is proportional to the square root of the 
ratio of the kinetic energy to the effective mass.' Using these 
electron wave refractive indices, the characteristics of an un-
biased' or biased (this work) many boundary semiconduc-
tor superlattice system can be found. The simplest type of 
narrow bandpass interference filter consists of a half-wave-
length layer sandwiched between reflectors which are stacks 
of high index (designated II) and low index (designated L) 
quarter-wavelength layers. The full width at half maximum 
(FWHM ) of the bandpass in this type of filter is reduced by 
increasing the reflectivity at the boundaries between the lay-
ers. This is accomplished by increasing the ratio of the high 
index to the low index of the bounding materials. In this 
work, an electron emitter that incorporates a narrow-band 
interference filter is designed. 
The electron potential energy of a quantum-well super-
lattice emitter/filter with a voltage bias applied is shown in 
Fig. 1. It consists of M layers surrounded by bulk semicon-
ductor material. When the design value of voltage is applied, 
electrons in a narrow spectral band around the pass energy 
E, traverse the device and are emitted with an output kinetic 
energy of (KE) 0„, . The jth quantum well or barrier has a 
thickness ofd; , and at zero bias a potential energy of V1 . The 
surrounding regions are taken to have the same zero-bias 
potential energy of V0. The layers have alternately low po-
tential energy (high electron refractive index) and high po-
tential energy (low refractive index ). When the design value 
of the bias potential energy V„,,„ (product of electronic 
charge and design voltage) is applied, each reflector layer is 
exactly a quarter of an electron wavelength (as measured in 
that layer) in thickness, and the resonant layer is exactly one 
half of an electron wavelength. The given material system is 
taken to form a continuous set of alloys of the type 
F, _ Gx H. The range of usable compositions is O<z<z 
(for example, due to a possible transition at x 	from a 
direct to an indirect energy gap as in the case of 
Ga, _ = Ale As). The materials surrounding the filter have 
compositions xo. The electron potential energy is given by 
= Ax„, where AE,. is the change in the energy of 
the conduction-band edge and A is a constant. Thus, the 
corresponding range of potential energies is 0< V<V„,.,,. In 
addition, for an electron emitter/filter to be realizable, the 
FIG. I. Schematic representation of a biased semiconductor superlattice 
interference filter/emitter. At the design potential energy bias Vb.,. , all lay-
ers have a thickness of a quarter (or a half) of an electron wavelength as 
measured in that layer. 
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thickness d, of each layer must be an integer multiple p3 of 
the monolayer thickness r. For the jth layer to be a quarter of 
an electron wavelength in thickness at the pass energy Ep , 
the phase difference between the input boundary at z., _ „ 
and the output boundary at z; , must be an odd multiple of 77"/ 
2. That is, 
J s, 
ic., dz = 	(1/4) {2m7 
- 	 _ , 
X [E,, — V.,(z)[} 112 dz = ( 2q1 — 1)(r/2), 
1) 
where the potential energy in the jth layer with bias applied is 
given by Vi (z) = lib,„ (1 — z/L) + Vi , L is the total length 
of the superlattice, and q, is a positive integer. The pass ener-
gy may be expressed as Ep = + 110 + (KE),„ , where 
(KE),n is the pass kinetic energy in the leftmost (input) 
region. The electron effective mass is given by 
m7' = (B + Cx„)m o, where B and Care constants and m o is 
the free-electron mass. Using V, = Ax., and the integral 
identity .1(a + bz)I 12 (2/3b) (a + bz) 312, the quarter 
electron wavelength condition may be expressed as 
{2L [2m0 (B + Cx, ) ]" 2/3fili,„.}{ [ Vo + 
— Ax, + Vb.z„/L ] 3/2 — [ Vo (IC.E),„ 
— Ax, + Vb.z, _ I /L [ 312} = (2q, — 1)1r/2. 	(2 ) 
This equation will be solved for the composition x, in the jth 
layer following the procedure described below. For the half-
wavelength resonant section in the center of the filter, the 
phase difference in Eqs. (I) and (2) should be 7 rather than 
r/2. The monolayers of the device will be numbered with the 
index i. The rightmost monolayer in the jth region is The 
total number of monolayers in the emitter/filter is designat-
ed im . Therefore, zi = (if _ 1 lim )L, xi = (i.,/im )L, the 
total thickness is L = im r, and the thickness of the jth layer is 
di =Air, where p3 = — is the number of monolayers 
in the jth region. 
A systematic procedure for designing a biased superlat-
tice emitter/filter for a given output kinetic energy 
[ (KE) 0,,, = Vau + (KE),„ ] using Eq. (2) is now de-
scribed. The material system of the superlattice is taken to be 
Ga l _ = Ale As with the surrounding regions being the same 
and having 110 = V = 0.3479 eV, corresponding to an 
aluminum composition of xo = 0.45. The characteristics of 
(unbiased) superlattice electron wave interference filters" 
may be used as a starting point in estimating the number of 
regions M and the number of monolayers iM to be used in the 
emitter/filter. Following the example presented in Ref. 5, a 
nine-layer filter (M = 9) will be designed. The estimated 
number of monolayers needed is i M = 72 (from Ref. 5 ). The 
device is to emit electrons with a kinetic energy of 0.20 eV 
[(ICE)„„, = 0.20 eV]. The input kinetic energy is taken to 
be (ICE) ;. = 0.10 eV, and thus the bias potential energy 
Kim = (CE)out —( KE) = 0.10 eV. The parameters q, are 
set equal to unity. Starting with the first layer, 4_ 1 = 0, the 
value of the monolayer index is incremented 1,2, 3,..., and 
Eq. (2 ) solved for xi for each value of if . Since the j = 1 layer 
is to be a high electron refractive index layer, the resulting 
positive real value of xi closest to zero is selected. The corre- 
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sponding value of then becomes the value of id , for the 
next layer. Equation (2) is then solved again as if is further 
incremented. Since the) = 2 the layer is to be a low refractive 
index layer, the resulting real value of xj closest to, but less 
than 0.45 is selected. This process is continued for all layers. 
For the half-wavelength layer, r/2 in Eq. (2) is replaced by 
u. For the last ( j = M) layer, the number of monolayers left 
may be too few or too many. The value of 4, must then be 
revised, and the design process restarted at the first ( j = 1) 
layer. This process is then repeated until the optimum thick-
ness (corresponding to the value ofx,,, closest to zero) of the 
last , region produces a total thickness in a self-consistent 
agreement with the value of used. The results for this 
nine-layer emitter/filter are shown in Table I. The total 
thickness is 71 monolayers (L = 20.0692 nm ).  
The electron wave function in any layer of the biased 
superlattice may be expressed as a linear combination of 
Airy functions Ai (p) and complementary Airy functions 
Bi(p)." . " Within the jth layer the new variable is defined as 
pj m- (2m7Vb.s /1121.)"[z (E- - V i )L /V1„,as j. 
For a stack of M layers as shown in Fig. 1, the total normal-
ized transmitted electron wave amplitude 1G, M + , (in region 
M 1) and the total normalized reflected electron wave 




1 	jK, 	n 
1•60) Zaci k jK1 1 
) [S 1(zo)]15 1(z1)1 - 
x [s2 (z O]ES2( z2 )1 -1 [S3(z2) ] 
• [ SM 1  ( Z 	I ) 	I [ SA, r Z 	I ) 
X [Sm (z„)] ( _ iK2 pc1 )(;bt m0 +1 ) 
where 
[S; (z) ] 
(
Ai( -p; ) 	 Bi( -A) 
( 1/A/7 ) 2/3 Ay ( pj 
 ) (
1/M7 )2/3 Bi'( _ pj )) 
(4) 
and where 
= m7/m o,  
0.1 	 0.2 	 0.3 
OUTPUT KINETIC ENERGY, 
(KE)„ t (eV) 
FIG. 2. Transmission characteristic of a nine-layer Ga, _ Al, As superlat-
tice interference filter/emitter as a function of the output kinetic energy for 
= 0.05, 0.10, and 0.15 eV. The tuning with bias is apparent. 
K = (2molf?) /3(E - - 	)/M81 I I2 (L /V1),. ) 1/3, 
K2= [(2mo/fr2 ) 1/3 (E- V0)/M:i 1 1 / 2 (L /Vb,,d "3, 
and ' indicates a derivative. These equations can be solved 
directly for the amplitude transmittance thm .,, t  and the am- 
plitude reflectance CA,. The electron current transmittance 
is Te = 101.M +1 21 where R = [(E - vo/Aft,,,)112/ 1  
[(E - Vo - VIA„,)/M:1 "2 , and this is shown in Fig. 2 for 
the biased superlattice design described in Table I. At the 
design bias of Vbea, = 0.10 eV, the device emits 
= 0.20 eV electrons into the output region. The full 
width at half maximum (FWHM) is 30.7 meV or 15.4% of 
the center energy. Furthermore, the output kinetic energy is 
tunable by changing the bias potential energy. Since the HH 
resonant layer is at the center (as measured in electron opti- 
cal path length) of the device, the change in the output kinet- 
ic energy A (KE).„, is one half of the change in the bias 
potential energy A Va,.. Thus, as shown in Fig. 2, for 
A Vb,as = f 50 meV, the output kinetic energy is changed by 
A (ICE )0u• = ± 25 meV. Furthermore, the FWHM of the 
electron current transmittance can be decreased as required 
by incorporating additional quarter-wavelength thick super- 
• 
TABLE I. Design parameters of electron interference filters/emitters consisting of nine layers in (H L H L HH L H L H) configuration surrounded by 






























1 H 0 7 7 0.2222 0.1718 0.0854 
2 L 7 16 9 0.4151 0.3209 0.1015 
3 H 16 23 7 0.2663 0.2059 0.0891 
4 L 23 32 9 0.4493 0.3473 0.1043 
5 HH 32 44 12- 0.0639 0.0494 0.0723 
6 L 44 52 8 0.4364 0.3374 0.1032 
7 H 52 58 6 0.1442 0.1115 0.0790 
8 L 58 65 7 0.3748 0.2898 0.0981 
9 H 65 71 6 0.1951 0.1508 0.0832 
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also be used as tunable electron sources in the emerging new 
area of guided electron wave integrated circuits. Such tuna-
ble narrow-band emitters could provide numerous simulta-
neously energy multiplexed data channels in the same guid-
ed electron wave integrated circuit in a manner analogous to 
that used in electromagnetic optical integrated circuits. 
However, the corresponding electron wavelengths would be 
typically 100 times. smaller. 
This research was sponsored in part by a grant from the 
Joint Services Electronics Program under Contract No. 
DAAL-03-87-K-0059. One of us (K.P.H. ) was supported in 
part by a Presidential Young Investigator Award from the 
National Science Foundation. 
FIG. 3. Transmission characteristic of the corresponding 13-layer 
Ga l _ superlattice interference filter/emitter as a function of the . 
output kinetic energy. The spectral widths are correspondingly narrower 
than those for the nine-layer filter/emitter (Fig. 2). 
lattice layers. The transmittance of the corresponding 13-
layer filter/emitter is shown in Fig. 3. The overall character-
istics are the same as those of the nine-layer filter/emitter of 
Fig. 2, except that the FWHM is reduced to 13.4 meV (6.7% 
of center energy). 
The procedures for designing and analyzing narrow-
band semiconductor superlattice interference filter/emitters 
have been presented in this communication. Such structures 
may be used as hot-electron emitters in ballistic transistors, 
electroluminescent devices, and photodetectors. They could 
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Semiconductor electron-wave slab waveguides 
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A one-dimensional semiconductor quantum well can act as a waveguide for ballistic electrons 
owing to the quantum mechanical wave behavior of these electrons. The allowed modes in an 
asymmetric quantum well slab waveguide are quantified. Electron waveguiding can occur for 
energies above one or both of the potential barriers. Due to dispersion, each electron 
waveguide mode has an upper-energy cutoff as well as a lower-energy cutoff. An example 
waveguide consisting of Gaols Alois As (substrate), GaAs (film), and Ga 0.70 Alex) As (cover) 
is treated. This structure is a single-mode electron waveguide for [100] GaAs thicknesses of 
from 6 through 31 monolayers. 
Semiconductor growth technologies such as molecular-
beam epitaxy have enabled structures to be fabricated with 
precise monolayer compositional control.' Improvements in 
these techniques have produced devices in which ballistic 
(collisionless ) electron transport has been observed. 2-4 Bal-
listic electrons are quantum mechanical deBroglie waves 
and thus they can be refracted, reflected, diffracted, inter-
fered, and guided in a manner analogous to electromagnetic 
wave&5-6  
An asymmetric potential energy well is shown in Fig. 1. 
Using waveguide terminology,' the three regions are de-
noted substrate (s), film ( f ), and cover (c), and the direc-
tion perpendicular to the waveguide surfaces is xw . The elec- . 
tron potential energy at the bottom of the quantum well 
(film) is Vf . The potential energy barrier heights associated 
with the substrate and cover are V, and V„ respectively. 
This quantum well can act as an asymmetric slab waveguide. 
The angle of incidence of the two plane-wave components 
that constitute the guided wave is the zigzag angle O. 
The magnitude of the electron wave vector in any of the 
three regions is k, = [ 2m? (E — V,)] In/74'. where i = c,f,s 
and m? is the electron effective mass, E is the total electron 
energy, and V, is the electron potential energy. Thus, the 
electron-wave phase refractive index n, (phase) is propor-
tional to the square root of the product of the effective mass 
and the kinetic energy.' The onset of total internal reflection 
occurs when 0 is equal to the critical angle 9 ' given by' 
01f = sin-1 [m?(E— )/mI(E— Vf)] 112. 
< E <E4r, 	 (1) 
where i = c for the cover-film critical angle, i = s for the 
substrate-film critical angle, and Et, = M FIN 
(n? m.'f" ). For an electron wave incident at an angle 
greater than 9 ;I., the wave is totally internally reflected for an 
infinitely thick barrier. At steady state, all of the electron 
current is reflected back into the film The electron-wave 
function decays exponentially into the cover. If the kinetic 
energy E — V, <0, then total internal reflection occurs for 
any angle of incidence including normal incidence. For a 
guided mode, the zigzag angle 9 shown in Fig. 1 must be 
greater than both 9 ;J. and 0 That is, 9> max (0;f, 0 se ) is a 
necessary condition for a guided mode. 
A representation of the electron propagation constant 
versus total electron energy for the Gallas Alom As/GaAs/ 
Ga0.70 A10.30 As example is given in Fig. 2. For an infinite 
medium, the electron propagation constant is 
13, = [2m? (E — V,)]" 2 A, where i = c, 1,  s. These three 
propagation constants are plotted in Fig. 2. For a given ener-
gy E, the propagation constant of a guided mode can be no 
longer than ff. The region to the left of this curve corre-
sponds to evanescent (nonphysical) modes. Thus the al-
lowed guided modes must lie to the right of this curve in Fig. 
2. However, in order to satisfy the 9> max (9 ,,9 ;,) condi-
tion, the guided modes must also lie left of 13, . 
An electron-guided wave mode can become cutoff by 
decreasing the electron energy to the lower-energy cutoff. 
The zigzag angle decreases with decreasing energy and this 
cutoff occurs when 9 = 0. The propagation constants 13, of 
the with guided mode Mv , where v = 0,1,2,..., is given by 
= [2m7 (E — Vf )/142 ] "2 sin 0, 	 (2 ) r ye 
0 	'd 
Ga AI As 
GaAs 
Yw 
FIG. 1. Asymmetric quantum well showing electron potential energy in the 
three regions that in waveguide terminology are denoted substrate (s), film 
(.1), and cover (c) and the three-dimensional waveguide coordinate system 
(x,,, y,,, ). A guided mode propagates in the z„, direction and is com-
posed of two plane-wave components each making an angle of incidence 0 
with respect to the waveguide walls (x,. = 0, d). 
V, 
Vf • 
x„. d 	 
f 
x • 0 	 
e 
Ga i-x•Al xsAs 
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FIG. 2. Electron-guided-mode propagation constant as a function of total electron energy showing the regions of evanescent modes, guided modes, substrate 
modes, and radiation modes for the example quantum well waveguide composed of Ga es5 A10 is As (substrate), GaAs (film ), and Ga 0.70 Ale 30 As (cover). 
The mode dispersion curves for the fundamental mode Mo are shown for film thicknesses of 10, 20, and 30 monolayers. 
and sod,, = 0 at the lower-energy cutoff. The wave function 
is sinusoidal in the film and exponentially decaying in the 
substrate and cover. In this sense, the lower-energy cutoff is 
like the cutoff in an electromagnetic hollow metallic wave-
guide with finite conductivity walls. 
As the electron energy of a guided mode is increased, an 
upper-energy cutoff will also occur. The upper-energy cutoff 
can be of three types: ( 1 ) cutoff to a substrate mode which is 
like the cutoff in an electromagnetic asymmetric dielectric 
waveguide with the substrate index higher than the cover 
index; (2 ) cutoff to a radiation mode which is like the cutoff 
in an electromagnetic symmetric dielectric waveguide 
(equal substrate and cover indices); and (3 ) cutoff to a cov-
er mode which is like the cutoff in an electromagnetic asym-
metric dielectric waveguide with the cover index higher than 
the substrate index. The type of upper-energy cutoff that 
occurs depends on the material parameters. For the example 
case depicted in Fig. 2, the upper-energy cutoff will be to 
substrate modes since /3, occurs at lower energy, in general, 
than does 46 • 
For a two-dimensional (x,,,, ) quantum-well-guided 
electron wave, the wave function has a sinusoidal depend-
ence in the z,„ direction and can be expressed as tfry (x.,z„,) 
= tfr,.(x,„)exp(jfl yz„,), where& is the guided mode propa-
gation constant. Using this, the Schrodinger time-indepen-
dent wave equation becomes 
d0, (x. )/d..1c2. 
+ {(2m*/e)[E — V(x.)] —4!,}11,,,(x.) =0.  
Thus for a guided mode, the wave-function amplitude in the 
substrate may be expressed as 
0„(x.) =A, exp(y,x. ), 
and in the film as 
(x„, ) = Af eXP(jKfX., ) /4/2 exp ( —ficfx. ), 
and in the cover as 
0, (x. ) = exp [ — rc (x. - d) ], 
where 
=In - [(2m:/ii2)(E- Vo], 
K,= [ ( 2m7/42)(E — Vf)] — fl!, 
and 
r!. _131 — [(2m:/e)(E — 	. 
By applying the boundary conditions that 0 and ( li  
ms)(0/dx) must be continuous across the cover-film anc 
substrate-film boundaries, the dispersion equation is founc 
to be 
Kid — tan - t [ (y,/m:)/(k f/m, 
— tan' [ (K./m:)/(KR', )] = v1r. 	 (3 
For V1 = 0 and normal incidence (/3„ = 0), this dispersion 
equation predicts, in the limit as K. and V, approach infin 
ity, that 
E = 	(v + 1)eir 2/2m7d 2, 
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in agreement with the well-known one-dimensional infinite 
potential well results. 
Cutoff for the guided M, modes can occur as the elec-
tron energy is decreased and the guided wave propagation 
constant goes to zero. The electron energy at which the low-
er-energy cutoff occurs is designated EL„,,. The condition for 
this type of cutoff is obtained by substituting /3,, = 0 into the 
dispersion equation (3). The cutoff condition is 
[ 2m7(E,- Vf ) ] 1/2d /A - tan [ m7 ( V, - 
m' (EL. _ vf) ]in _ tan -1 [ my ( V, - Eb„,)/ 
m:(E,„„ - Vf)] 1 /2 =  VIT. 	 (4 ) 
For given substrate, film, and cover materials, thickness, and 
integer mode number v, this transcendental equation may be 
solved for the lower cutoff energy EL„,, corresponding to that 
mode. Cutoff for the guided M, modes can also occur as the 
electron energy is increased and total internal reflection no 
longer occurs at the substrate-film boundary. The electron 
energy at which the upper-energy cutoff occurs is designated 
Et/o . The condition for the occurrence of this type of cutoff 
is yz = 0, and thus the mode "leaks" into the substrate. This 
is analogous to the cutoff of an electromagnetic guided mode 
in an asymmetric dielectric slab waveguide. This type of cut-
off occurs when the zigzag angle is equal to the substrate-
film critical angle. Substituting y, = 0 into the dispersion 
equation (3), the condition for cutoff to substrate modes is 
thus 
{2 [ m: - m7 Vf - (m: - m7 )Eu ]}indiffi 
- tan - I { [m: V, - 	- (m: - mt)E ma ]mf/ 
[m: V, - myV f - (m: - mifnE u ] mt2) 1 / 2 
(5)  
For a given set of material parameters, as the waveguide 
thickness is increased, a guided mode M, first starts to prop-
agate at an energy E = V,. This corresponds to the highest 
possible value of the cutoff energy for the lower-energy type 
cutoff as well as the lowest possible value of the cutoff energy 
for the higher-energy type cutoff. Substituting E = Vs into 
Eq. (3) gives the thickness at which the M, mode starts to 
propagate as 
d = {4/[2my(V, - vd]in) 
Xftan -1 [my (V, - V z )/m: (V, - ;If)] 1/2 + 1P/T). 
(6)  
For the quantum well waveguide consisting of 
Gao. 83 A10.15 As (substrate), GaAs (film), and 
Ga0. 70 A10.30 As (cover), the potential energies are 
V, = 0.115 971 eV, Vf = 0.000 00 eV, and VV = 0.231 942 
eV. The electron effective masses are m: = 0.079 45 m o, 
m7 = 0.067 m0, and m: = 0.0919 mo. Growth is taken to be 
along the [100] direction and thus each monolayer corre- 
TABLE I. Upper and lower cutoff energies and range of energies for 
the lowest-order waveguide mode M. for various film thicknesses in a 
Ga, „Al. "As (substrate), GaAs (film), and Al o.), As (cover) 
quantum well waveguide. 







0.4979 0.6536 0.6926 
0.0973 0.0551 0.0341 
0.4006 0.5985 0.6585 
sponds to a thickness of 0.2827 nm. The fundamental mode 
Mo starts propagating at a thickness of 6 monolayers. The 
next mode, M„ starts propagating at a thickness of 31 mono-
layers. The dispersion curves for the Mo mode are shown in 
Fig. 2 for thicknesses of d = 2.826 65 nm (10 monolayers), 
d = 5.6533 nm (20 monolayers), and d = 8.479 95 nm (30 
monolayers). A summary of the upper cutoff energies Ems , 
the lower cutoff energies E ms , and the range of allowed ener-
gies AE for these thicknesses is given in Table I. 
Semiconductor electron-wave slab waveguides can per-
form as described here provided that ballistic transport can 
be achieved over sufficient distances and that the density of 
electrons is small enough to make electron-electron interac-
tions negligible. Electron waveguides are potentially useful 
in high-speed electronic circuitry. They could also be a cen-
tral component in future electron guided-wave integrated 
circuits. In these circuits, electron waveguides could be used 
to interconnect a wide variety of quantum devices. These 
circuits could perform "optical-like" processing functions 
similar to those of present-day integrated optical circuits. 
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A quantum well in a semiconductor can act as a slab waveguide for electron waves in a manner 
analogous to the way a layered dielectric can act as a slab waveguide for electromagnetic waves 
(e.g., as commonly employed in integrated optics). In this work, the case of a general electron 
asymmetric slab waveguide (a quantum well comprised of three materials each with a different 
potential energy and a different effective mass) is analyzed and the conditions for electron 
waveguiding are quantified. Electron waveguide modes exist for electron energies in the well 
and for electron energies above one or both of the potential energy barriers. Furthermore, due 
to dispersion, each electron waveguide mode has an upper-energy cutoff as well as a lower- . 
energy cutoff. This is in contrast to electromagnetic guided modes which typically have only 
lower-energy (low-frequency) cutoffs. At the upper-energy cutoff the electron wave is 
refracted into the substrate and/or cover. An example quantum well waveguide consisting of 
Ga0. 80 A10.20As (substrate), GaAs (film), Ga 0. 55 A445 As (cover) is analyzed. This structure is 
a single-mode electron waveguide for GaAs thicknesses of from 5 (1.413 am) to 26 
monolayers (7.349 nm). 
L BACKGROUND AND MOTIVATION 
Interest in quantum well devices has increased in recent 
years owing to progress in semiconductor growth technolo-
gies such as molecular beam epitaxy (MBE) and metal or-
ganic chemical vapor deposition (MOCVD) that enable the 
fabrication of structures with precise monolayer composi-
tional control.' Furthermore, improvements in the crystal-
line quality of these grown materials have simultaneously 
produced devices in which ballistic electron transport has 
been observed." That is, conduction electrons move 
through the material without being scattered and behave like 
waves (quantum mechanical deBroglie waves). Even in the 
presence of elastic scattering, electrons retain their phase 
coherence' and can thus refract, reflect, diffract, and inter-
fere in a manner analogous to electromagnetic waves.' Also, 
electron waves may be guided by structures having charac-
teristic dimensions on the order of an electron wavelength" 
in a manner analogous to electromagnetic waves in a dielec-
tric waveguide. 9 Furthermore, the analogies' between elec-
tron waves in semiconductors and electromagnetic waves in 
dielectrics provide a basis for designing semiconductor 
quantum wave devices such as electron waveguides. 
The behavior of an electron in a single quantum well has 
been understood since the beginning of quantum mechanics. 
In the usual situation, the electron is normally incident upon 
the two potential energy barriers. This corresponds to a zig-
zag angle of 0 = 0 in the waveguide terminology used in 
subsequent sections. Furthermore, as shown in this paper, 
these solutions correspond to the lower-energy cutoff that 
occurs for guided modes of energies within the quantum 
well. For 0 00, a quantum well is shown to act like a wave-
guide. Electron waveguide modes exist for electron energies 
in the well and for electron energies above one or both of the 
potential energy barriers. 
The purposes of this paper are as follows: (1) Present 
the conditions under which a quantum well acts like an elec- 
tron waveguide; (2) quantify and label as M, (Mo,  Mt , 
M2, ...) the guided modes; (3) describe the lower-energy 
cutoff (at which the propagation constants. = 0) in which 
the electron waveguide is analogous to an electromagnetic 
hollow metallic waveguide with finite conductivity walls; 
(4) describe the upper-energy cutoff which may be a transi-
tion from a guided mode to a substrate "mode" or a radiation 
"mode" or a cover "mode"; (5) develop the dispersion rela-
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FIG. 1. Asymmetric quantum well showing electron potential energy in the 
three regions that in waveguide terminology are denoted substrate (s), film 
(J), and cover (c) and the corresponding three-dimensional waveguide co-
ordinate system. A guided electron wave is composed of two plane-wave 
components each making an angle of incidence 8 with respect to the wave-
guide walls (x,,, s 0, d). The electron guided mode propagation direction 
is zw . 
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conditions for the lower-energy cutoff and the upper-energy 
cutoff; and (7 ) present a practical example of a quantum 
well waveguide consisting of Ga o A10.20 As (substrate), 
GaAs (film), Ga0. 55 A10.45 As (cover), and quantify its 
modes as a function of the GaAs thickness. 
ELECTRON WAVEGUIDING IN QUANTUM WELLS 
A. Configuration 
An asymmetric potential energy well and its depiction 
as a slab waveguide are shown in Fig. 1. Using standard 
waveguide terminology, 9 the three regions are denoted sub-
strate (s), film (f), and cover (c), and the direction perpen-
dicular to the waveguide surfaces is x,,,. The electron poten-
tial energy at the bottom of the quantum well (film) is Vf. 
The potential energy barrier heights associated with the sub-
strate and cover are vs and V„ respectively. Given a materi-
al system of the type F, _ x6,11, the compositions of the sub-
strate, film, and cover are x„ xf, and x„, respectively. This 
quantum well can act as an asymmetric slab waveguide. The 
waveguide coordinate system is also shown in Fig. 1. The 
direction of guided mode propagation is z, v . The thickness of 
the waveguide is d. The angle of incidence of the two plane-
wave components that constitute the guided wave is the zig-
zag angle 0. 
B. Critical angles 
The magnitude of the electron wave vector in any of the 
three regions may be expressed as 
k= [2m*(E — h] 112/t, 	 (1) 
where m* is the electron effective mass, E is the total electron 
energy, and V is the electron potential energy. Thus, the 
electron wave phase refractive index, it (phase), is propor-
tional to the square root of the product of the effective mass 
and the kinetic energy.' The phase of the transmitted and 
reflected electron waves along the boundary must be identi-
cal to that of the incident electron wave. This phase-match-
ing requirement means that the component of the wave vec-
tor parallel to the boundary must be the same before and 
after reflection and refraction. This gives rise to the equiva-
lent of Snell's law for electrons. For incidence upon the film-
cover interface, as shown in Fig. 1, it may be written as 
sin 0, (my (E — Vf)) 1/2. 
 sin Of km: (E — ;lc )) 
The onset of total internal reflection occurs when 
0, = 90*. This happens when the angle of incidence is equal 
to the critical angle 0'. Thus from Eq. (2), the cover-film 
critical angle is 
0 :f 	[m:(E — Vd/m7(E — V1)] In, 
< E <Ecr, 	 (3) 
where kJ. is defined in Sec. II C. For an electron wave inci-
dent at an angle greater than 0:f, the wave is totally internal-
ly reflected for an infinitely thick barrier. At steady state, all 
of the electron current is reflected back into the film. The 
electron wave function decays exponentially into the cover. 
If the kinetic energy E — V< <0, then total internal reflection 
occurs for any angle of incidence including normal inci-
dence. This is in contrast to the electromagnetic case where 
total internal reflection can never occur at normal incidence 
due to the nonzero value of the refractive index. Similarly, 
the substrate-film critical angle is 
O;f = 	[m?(E — V,)/my(E— Vf)] " 2, 
V, <E <E,f, 	 (4) 
where E,„ is defined in Sec. II C. For a guided mode, the zig-
zag angle 0 shown in Fig. 1 must be greater than both 0 c'f and 
0. That is, 
0>max(0:,00 	 (5) 
are necessary conditions for a guided mode. For the example 
quantum well waveguide of Gs, 80 A10.20 As (substrate), 
GaAs (film), Ga055 Alo 45 As (cover) treated in this paper, 
the critical angles 0 ;J. and 0 ,fare shown in Fig. 2 on a plot of 
zig-zag angle versus total energy. 
C. Types of guided modes and unguided "modes" 
The range of zig-zag angles and total energies in Fig. 2 
that satisfy (5) corresponds to the region of allowed guided 
modes. As the energy increases in a guided mode, the zig-zag 
angle 0 also increases. When 0 reaches 0 the guided wave 
starts to refract into the substrate (rather than exponentially 
decaying). For energies greater than this energy, the elec-
tron wave is propagating in the substrate as well as in the 
film. This is called a substrate "mode." Quotation marks are 
used to emphasize that this is not a true guided mode. As the 
energy is further increased, 0 reaches 0;f, and the electron 
wave starts to refract into the cover as well as into the sub-
strate. The electron wave is now a propagating wave in all 
three regions, and this is called a radiation "mode." For a 
different set of material parameters, as the electron energy is 
increased, it is possible for the electron wave to be refracted 
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FIG. 2. The critical angles of 1);1  and 8:. on a plot of zig-zag angle vs total 
energy for the example quantum well waveguide composed of 
Gao ,„ Al, 20 As (substrate), GaAs (film), Gs, ss  As (cover). The re-
gions of guided modes, substrate modes, and radiation modes are shown. 
(2) 
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D. Types of cutoff 
An electron guided wave mode can become cutoff by 
decreasing the electron energy. This will be called the lower-
energy cutoff. The zig-zag angle decreases with decreasing 
energy and this cutoff occurs when 0 = 0. The guided wave 
may be decomposed into two plane-wave components each 
having an angle of incidence of 0 with respect to the wave-
guide walls. The propagation constant, fl,„ of the vth guided 
mode, where v is an integer is 
fl, = 2tr/A„, 	 (6) 
where A,, is the period of the interference pattern produced 
by the two plane waves that constitute the vth guided mode 
as measured in the guided mode direction of propagation 
(z„). The propagation constant 13,, is the same as the com-
ponent of the wave vector parallel to the boundary. In con-
ventional solid state notation, Dv Therefore it is given 
by 
/3„ [2m7 (E — Vf)/h2 [ 112 sin 0, 	 (7) 
and so fl y = 0 at the lower-energy cutoff. The wave function 
is sinusoidal in the film and exponentially decaying in the 
substrate and cover. In this sense, the lower-energy cutoff is 
like the cutoff in an electromagnetic hollow metallic wave-
guide with finite conductivity walls. 
A representation of the electron propagation constant 
versus total electron energy for the Gaom Alc, 20 As/GaAs/ 
Ga0. 55 A1045 As example is given in Fig. 3. For an infinite 
medium having the properties of the substrate, the electron 
propagation constant is 
13,= [2mr(E — V s )["2/A. 	 ( 8) 
Similarly, for an infinite medium having the properties of the 
film, it is 
flf = [ 2m7 (E — Vf)] 112/h, 	 (9) 
and for an infinite cover medium, it is 
13, = [2m: (E Vt )] 1/2 /h. 	 (10) 
These three propagation constant relationshipi are plotted 
in Fig. 3. For a given energy E, the propagation constant of a 
guided mode can be no larger than that given by Eq. (9 ). The 
region to the left of this curve corresponds to evanescent 
(nonphysical) modes. Thus the allowed guided modes must 
lie to the right of this curve in Fig. 3. 
As the electron energy of a guided mode is increased, an 
upper-energy cutoff will occur. The upper-energy cutoff can 
be of three types: (1 ) cutoff to a substrate "mode" which is 
like the cutoff in an electromagnetic asymmetric dielectric 
waveguide with the substrate index higher than the cover 
index, (2 ) cutoff to a radiation "mode" which is like the 
cutoff in an electromagnetic symmetric dielectric waveguide 
(equal substrate and cover indices), (3) cutoff to a cover 
"mode" which is like the cutoff in an electromagnetic asym-
metric dielectric waveguide with the cover index higher than 
the substrate index. The type of upper-energy cutoff that 
occurs depends on the material parameters. For the example 
case depicted in Fig. 4, the upper-energy cutoff will be to 
substrate "modes" since 46, occurs at lower energy, in gen-
eral, than does /3„. 
FIG. 3. Electron guided mode propagation constant as a function of total 
electron energy showing the regions of guided modes, substrate modes, and 
radiation modes for the example quantum well waveguide composed of 
Gao ,,,Al 20 As (substrate), GaAs (fihn), Gao 55Alo.4s As (cover). 
The intersection of fr and occurs at an energy E 4f 
which is given by 
	
Ee = (m:17, - vf)/(m: - my). 	(11) 
At this energy, the electron wave phase refractive indices for 
the film and the substrate are equal. When this energy is 
reached, the waveguide can no longer guide an electron wave 
even if it is at grazing incidence along the walls of the wave-
guide. Thus this energy is equivalent to the substrate-film 
critical angle 0 ;‘, = 90*. Similarly, the intersection offl f and 
/3, occurs at an energy E cf and this energy is given by 
= (m?K. — m7 Vf)/(m: — m7). 	(12 ) 
At this energy, the electron wave phase refractive indices for 
the film and the cover are equal. This energy is equivalent to 
the cover-film critical angle 0;f = 90'. Similarly, the inter-
section off, and /3„occurs at an energy E „and this energy 
is given by 
Et, = (m: V, — m:V i )/(m: — m?). 	(13) 
At this energy, the electron wave phase refractive indices for 
the substrate and the cover are equal. 
III. QUANTUM WELL ELECTRON SLAB WAVEGUIDES 
A. Dispersion relation for guided modes 
The analysis of a two-dimensional (x.,, z„) quantum 
well guided electron wave is similar to the conventional one-
dimensional (x,„) quantum well but with the addition of the 
guided mode dependence in the z„ direction and differing 
effective masses in the three regions. The wave function has a 
sinusoidal dependence in the z., direction and can be ex-
pressed in the form 
;bv(x.A.) = 0,(x.)exp( +.113,z„), 	(14) 
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where fl, is the guided mode propagation constant. The 
Schroedinger time-independent wave equation becomes 
d 2tb.(x
2
.) , (2m* [ v 
— V(x„, )] —Q 0410,. 	) = 0. i. dx 	*2 
(15) 
For a guided mode, the wave function amplitude in the sub-
strate may now be expressed as 0, (x.) = A s exp(rsz,,), in 
the film as 
ikf (X. ) = A11 exp(jsrfx. ) + A f2 exp( —ficfx. ), 
and in the cover as 
0y, (x„, ) = A, exp [ — y, (x. — d)], 
where 
= fl  2, — [ (2mV*2 )(E, — Vi )], 
[(2,1A2)(E v — V1)] -  
and 
= /3! — [ (2mr/fr2 ) (E, — V, )1 . 
Applying the boundary condition that the wave function 
amplitude iby and ( Um* )(d0,,/dx) be continuous at the 
substrate film and at the cover-film boundaries gives a set of 
four linear homogeneous equations in the four unknowns 
(A„Aft ,Af2 ,A,). For nontrivial solutions, the determinant 
of coefficients must vanish. This gives 
tan (Kid) =  (Kihn7
) Nrsimn + (rchnt- )1  . (16) 
(4./m7 2 ) — (n/m” (7chnn 
Using the identity 
tan(x y) [ (tan x + tan y)/(1 — tan x tany) ] 




Kid — tan ( an ' ""177` = 	( 17) 
K.f/m7 	 K 
For Vf = 0 and normal incidence (fl y = 0), this dispersion 
equation predicts, in the limit as V, and V, approach infin-
ity, that 
= (v 1 ) 2n2r2/2m7d 2 
in agreement with the quantum mechanical one-dimension-
al infinite potential well results. 
13. Lower-energy cutoff (cutoff at normal Incidence) 
Cutoff for the guided My modes can occur as the elec-
tron energy is decreased and the guided wave propagation 
constant goes to zero. This can occur only for an electron 
energy below the lower barrier energy (E <Vs ). When 
fl y = 0, the mode is no longer propagating. This is analogous 
to the cutoff of an electromagnetic guided mode in a hollow 
metallic waveguide with finite conductivity walls. The 
plane-wave components of the guided wave are reflecting 
back and forth at normal incidence to the waveguide boun -
daries. The electron energy at which the lower-energy cutoff 
occurs is designated Ems, . The condition for this type of cut-
off is obtained by substituting fl = 0 into the dispersion Eq. 
(17). The cutoff condition is  
,/2 
[2n1(EDx, — Vf)] 1 12d — tan 	"27 Vi L' ) ) 
miNEL„. - Vf) 
For given substrate, film, and cover materials, thickness, and 
integer mode number v, this transcendental equation may be 
solved for the fl, = 0 cutoff energy EL„,,, corresponding to 
that mode. 
C. Upper-energy cutoff (cutoff to substrate "mode") 
Cutoff for the guided M y modes can occur as the elec-
tron energy is increased and total internal reflection no long-
er occurs at the substrate-film boundary. In electromagnetic 
waveguides there is typically only a lower-energy (lower-
frequency) cutoff, and no higher-energy cutoff exists. In the 
present situation, however, as the electron energy is in-
creased, the electron wave is refracted into the substrate. As 
the energy is increased through this cutoff transition, the 
electron wave function amplitude in the substrate changes 
from being evanescent (exponentially decaying) to propa-
gating (sinusoidal). This can occur only for an electron en-
ergy above the lower barrier energy (E> Vs ). The electron 
energy at which the upper-energy cutoff occurs is designated 
Ems,. The condition for the occurrence of this type of cutoff 
is y, = 0, and thus the mode "leaks" into the substrate. This 
is analogous to the cutoff of an electromagnetic guided mode 
in an asymmetric dielectric slab waveguide. This type of cut-
off occurs when the zig-zag angle is equal to the substrate-
film critical angle. The condition for this type of cutoff is 
obtained by substituting rt = 0 into the dispersion Eq. (17 ). 
The condition for cutoff to substrate "modes" is thus 
{2 [ (m*V, — V f Onf MPEU0,1} 112d 
mislil)Eme l my 2 1/2 
tan_ d[micovc —nlv,— on: 
[m:v, - V (m* - mf )E ko]M: 2 
= V7 . 	 (19) 
This transcendental equation may be solved for the cutoff to 
substrate "mode" energy E,,„„, corresponding to the My  
mode. 
D. Energy of first appearance of modes 
For a given set of material parameters, as the waveguide 
thickness is increased, a guided mode Af,, first starts to prop-
agate at an energy E. Vs . This corresponds to the highest 
possible value of the cutoff energy for the lower-energy type 
cutoff as well as the lowest possible value of the cutoff energy 
for the higher-energy type cutoff. For E=V„, Eqs. (18) and 
(19) are the same. Namely, 
[2m7( V, — Vf)] u2d 
tan- 
 (m7( V, — V, ) 
= VIT. 
( 	Vf ) 
(20) 
From Eq. (20), the M,. first starts propagating as the thick-
ness is increased to the value 
— tan --3("1 ( K
—EL.. ) ) 1/2  
— V.f ) 
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[2m.7(1/5 - Vf)] 1 /2  
X [tan- 	( V` Vs l in + yd. 
n: (V, - Vf ) 
Also from Eq. (20), the range of thicknesses that will pro-
duce a waveguide that supports only the lowest-order 
(v = 0) mode (M0 ) is obtained and is 
Itan _ i (m7 ( V, - V, ) ) 112 
[2m7( V, - Vf)] 1/2 ) 	km:( vs - 1)) 
<d <( [2,1(V, - Vf)] 112 ) 
x [tan_ i(m7( vc - ) 2 + 
(22) kn:( vs - v1)) 
As with electromagnetic asymmetric slab waveguides, there 
is a minimum thickness required for any modes to propa-
gate. 
E. Symmetric waveguides 
If the waveguide is symmetric, V, = V, and the sub-
strate and cover dispersion curves coincide. In this situation 
the lower-energy cutoff again occurs as the energy is de-
creased and the propagation constant goes to zero (fl,, = 0). 
This can occur only for an electron energy below the lower 
barrier energy (E < V, = V,).When/3,, = 0, also° = 0 and 
the plane-wave components of the guided wave are reflecting 
back and forth at normal incidence to the waveguide boun-
daries. 
For a symmetric waveguide, the upper-energy cutoff oc-
curs as the energy is increased and the guided mode becomes 
a radiation "mode." At the cutoff energy, total internal re-
flection occurs neither at the substrate-film boundary nor at 
the cover-film boundary. The electron wave is then refracted 
both into the substrate and the cover. As the electron energy 
is increased through this cutoff transition, the electron wave 
function amplitude in the substrate and cover change from 
being evanescent to propagating. This can occur only for an 
electron energy above the barrier energy (E> V, = vc ) 
When y, = y, = 0, the mode "leaks" into the substrate and 
cover. This is analogous to the cutoff of an electromagnetic 
guided mode in a symmetric dielectric slab waveguide. This 
type of cutoff occurs when the zig-zag angle becomes simul-
taneously equal to the substrate-film critical angle and the 
cover-film critical angle. 
The first appearance of the M. again occurs when the 
electron energy E = ( = . The M, first starts propa-
gating as the thickness is increased to the value 
d = vfhr/[2m7(V, - V f )] In. Also from Eq. (20), the 
range of thicknesses that will produce a waveguide that sup-
ports only the lowest-order (v = 0) mode (M0 ) is obtained 
and is 0 < d < ihr/[2m7 (V, - Vf)]". As with electromag-
netic symmetric slab waveguides, there is a no minimum 
thickness required for the lowest-order mode to propagate. 
Any thickness will support the Mo mode. However, for very 
thin waveguides, the exponentially decaying tails of the wave 
function may extend very far into the substrate and cover. 
IV. EXAMPLE Ga,_,AI,As ELECTRON WAVEGUIDE 
To illustrate the analysis presented in Sec. III, the exam-
ple quantum well waveguide consisting of a substrate of 
Gao.,0 A10.20As, a film of GaAs, and a cover of 
Gao.ss Al0.45  As is further treated in this section. The electron 
potential energies in the three regions of the quantum well 
are given by the conduction band edge as 
V, = Ax„ = sf,c, 	 (23) 
where x, = 0.2 for the substrate, xf = 0 for the film, 
x, = 0.45 for the cover, and A = 0.7731 eV (in which the 
conduction band discontinuity has been taken to be 60% of 
the energy gap change). Therefore V, = 0.1546 eV, 
Vf = 0.0000 eV, and V, = 0.3479 eV. The electron effective 
mass in the three regions is given by 
m" = (B Cx; )m 0,= sf,c, 	 (24) 
where m0 is the free electron mass, B = 0.067 , and 
C = 0.083. Therefore m" = 0.0836 m,,, m7 = 0.067 mo , and 
= 0.10435 m0 . 
Numerically solving the waveguide dispersion Eq. (17), 
the waveguide modes were quantified as a function of the 
GaAs waveguide (film) thickness. Growth is taken to be 
along the [100] direction and thus each monolayer corre-
sponds to a thickness of 0.28267 nm. Mode dispersion curves 
for the lowest-order mode, M0 , are shown in Fig. 4 for thick-
nesses of 10 monolayers (d = 2.8267 nm) and 20 mono-
layers (d = 5.6533 nm). The modes first appear at E = V, 
and fi = 0, the lower-right-hand corner of the guided mode 
region in a )9 vs E plot such as Fig. 4. As the thickness is 
further increased, the mode dispersion curves move to the 
left and upward. In the limit of very large thickness the mode 
lines approach the left-hand flf curve given by Eq. (9). For 
the composition treated, there are no modes at all for a thick- 
FIG. 4. Propagation constant of the Af, electron guided mode as a function 
of total electron energy (mode dispersion curve) for the example quantum 
well waveguide composed of Ga,,,„Al o "As (substrate), GaAs (film), 
Ga„ 55 Alo 45As (cover) with film thicknesses of 10 monolayers and 20 mon-
olayers. The lower-energy cutoffs (ft = 0) and upper-energy cutoffs are ap-
parent. 
(21) 
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TABLE I. Upper- and lower-cutoff energies and range of energies for the allowed waveguide modes for various film thicknesses in a Ga.,,,,Al o.i.As (sub-
tante), GaAs (film), G 110.5s Alo 45 As (cover) quantum well waveguide. 
Waveguide film (GaAs) thickness 
(am) 1.1307 1.4133 2.8267 5.6533 7.3493 7.6320 
(monolayers) 4 5 10 20 26 27 
if. mode 
Propagating 








0.1546 0.1190 0.0623 0.0451 0.0430 
Propagation 














energy range 0.0334 
SE (eV) 
FIG. 5. The wave function amplitude ( normalized to the maximum value in 
the film region) as a function of position for various energies for a quantum 
well waveguide with thickness of 10 monolayers (d = 2.82665 am). The 
wave function is shown for an electron energy at the lower-energy cutoff 
(E, = 0.1190 eV), for an energy above the substrate barrier but below the 
cover barrier (E2 = 0.25 eV ), for an energy above both barriers (E, - 0.40 
eV), for an energy at the upper-energy cutoff (E. = 0.5657 eV), and for a 
substrate "mode" at an energy above the upper-energy cutoff (E, um 0.70 
eV). 
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ness of four monolayers (d = 1.1307 nm ). Fora thickness of 
five monolayers (d = 1.4133 Tun ), the Mo mode has just 
started to propagate. The energy difference, AE, between thi 
upper-cutoff energy (cutoff to substrate mode) and the low 
er-cutoff energy (cutoff at 13 = 0), is only AV = 0.0089 eV 
For a thickness of 10 monolayers (d = 2.8267 nm) as show 
in Fig. 4, the propagation energy range has increased t 
dE = 0.4466 eV. As the thickness increases, the lower-cut 
off energy decreases and the upper-cutoff energy increases z 
depicted in Fig. 4. Notice that even at a thickness of 10 mot 
olayers, the guided mode can propagate at energies abot 
both potential barriers (E> V,, E> ). At a thickness of 
monolayers (d = 7.6320 nm), the M, mode starts to prop 
gate. Thus for this combination of materials, this structu 
operates as a single mode waveguide for GaAs thicknesses 
from five (1.4133 nm) through 26 monolayers (7.3493 nm 
A summary of the upper- and lower-cutoff energies and t 
range of allowed energies for these waveguide modes is giv 
in Table 1. 
Plots of the wave function ;b,, for the M c, mode fo 
GaAs thickness of 10 monolayers are given in Fig. 5 
electron energies of E = 0 cutoff), Vs < E < 
<E <Eu., and E = E (A , to illustrate guided mode 
havior in these ranges of electron energy. The wave funct 
is also shown for an energy above the upper-cutoff ene 
(E> Euo ) to illustrate substrate "mode" behavior. 






V. SUMMARY AND DISCUSSION 
The use of a semiconductor quantum well as an electron 
slab waveguide has been analyzed. The dispersion relation, 
Eq. (17), governing the guided modes has been developed. 
The guided modes have been labeled Af, where v is the in-
teger mode number (v = 0, 1, 2, ... ). A lower-energy cutoff 
(fly = 0) has been quantified in which the electron wave-
guide is analogous to an electromagnetic hollow metallic 
waveguide with finite conductivity walls. This cutoff simply 
corresponds to the allowed energies of the one-dimensional 
potential energy well. Unlike electromagnetic waveguides, 
an upper-energy cutoff is also found to be present. The up-
per-energy cutoff may be a transition to a substrate "mode," 
a transition to a radiation "mode," or a transition to a cover 
"mode." These cutoffs are due to dispersion effects. The ef-
fective electron phase refractive indices become more nearly 
equal at higher electron energies (see Fig. 3 ) and thus the 
index of the film is not sufficiently large with respect to the 
substrate and/or cover to support a guided mode. That is, 
electron total internal reflection [Eqs. (3 ) and (4) ] no long-
er occurs. The upper cutoff energies occur above the poten-
tial barriers and thus electron waveguiding has been shown 
to be possible at energies well above the potential energy 
barriers. 
Electron waveguides are potentially useful in high-
speed electronic circuitry and as a central component in fu- 
ture electron guided-wave integrated circuits which could 
perform "optical-like" processing that is analogous to pres-
ent-day electromagnetic optical processing that is done with 
guided-wave integrated optical circuits. 
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A voltage-biased semiconductor superlattice structure is designed to operate simultaneously as 
a continuously voltage-tunable, electron interference filter and as an electron emitter. Using 
the analogies between electromagnetic waves and electron de Broglie waves, a systematic 
procedure for designing the quantum wells and barriers comprising the electron-wave filter/ 
emitter superlattice is developed. A generalized procedure for analyzing the electron-current 
transmittance and reflectance spectral responses of these superlattice structures is then 
presented. A practical, continuously tunable filter/emitter consisting of multiple layers of 
Ga l _ z AL, As (compositional superlattice) is designed to emit nearly monoenergetic 0.20-eV 
electrons by appropriate selection of the layer compositions and thicknesses. The constraints 
required to have thicknesses that are integer multiples of the monolayer thickness and to avoid 
_phonon scattering of electrons into the L band are included. The filter/emitter is shown to 
have a wide tunable energy range. A sensitivity analysis of the device characteristics in the 
presence of fabrication errors reveals a very stable device response. Such quantum electron- • 
wave devices could serve as continuously tunable hot-electron emitters in ballistic transistors 
and in future guided electron-wave integrated circuits. 
I. INTRODUCTION 
Quantum-mechanical interference effects have recently 
been observed in devices such as GaAs/AIGaAs and In-
GaAs/InAlAs single-well double-barrier structures." This 
indicates that present-day semiconductor devices are rapidly 
approaching a fundamental size limitation.' At dimensions 
of less than about 0.3 pm, potentially "troublesome" quan-
tum-wave effects start to dominate device characteristics, 
making further reduction in their sizes undesirable in some 
applications, thereby limiting the ultimate speed of the de-
vices. This holds true regardless of the material (silicon, gal-
lium arsenide, etc.). However, these quantum-wave effects 
may also potentially be used in the design of novel devices. 
Starting from fundamental principles, quantitative 
analogies between quantum-mechanical electron waves in 
semiconductor materials and electromagnetic optical waves 
in dielectrics have recently been developed.' With these 
analogies, existing electromagnetic optical analysis and de-
sign techniques can be used for the analysis and design of 
new semiconductor quantum-wave devices. The possibility 
of realizing these device structures in practice has become 
more likely due to the rapid progress and relative maturity in 
semiconductor growth technologies such as molecular-
beam epitaxy (MBE) and metalorganic chemical vapor de-
position (MOCVD) that enable the fabrication of structures 
with precise monolayer compositional control. Possible de-
vices include narrow-band superlattice interference filters . • 
and filter/emitter? (present work). These structures could 
be incorporated into present-day ballistic transistors' to 
produce subpicosecond switching times. Beyond improving 
the speed of existing devices, however, the totally new con-
cept of guided electron-wave integrated circuits has recently 
been proposed." This next generation of integrated circuits 
would be comprised of many semiconductor quantum-wave 
devices interconnected by electron waveguides." -m 
In these ultrasmallsuperlattice interference filters or fil-
ter/emitters, electron waves can travel through the device 
maintaining their quantum-mechanical phase coherence. 
Thus these waves can interfere, reflect, refract, and diffract 
in a manner analogous to the electromagnetic plane waves in 
dielectric media. Even though quantum interference effects 
have been observed experimentally in single-well double-
barrier structures, these effects can also occur in multiple-
layer superlattices and at energies above the potential bar-
riers. Furthermore, exploiting the electron-wave 
interference, novel eleetron-wave interference filter/emit-
ters can be designed that are analogous to thin-film optical 
interference filters. These superlattice interference filter/ 
emitters can exhibit very narrow electron kinetic energy 
passbands and can be integrated into solid-state devices for 
potential use as monoenergetic emitters for electrolumines-
cent devices, 15 . 16 photodetectors,"•" and fast ballistic tran-
sistors. 15 • 
Although semiconductor superlattice interference filter 
designs can be visualized directly from tile optical interfer-
ence filters, their designs cannot simply be copies of thin-film 
optical designs. The reason for this is that due to the ultra-
small dimensions of each superlattice layer (on the order of a 
nanometer), the thickness quantization has to be taken into 
account (layer thicknesses must be an integer multiple of the 
monolayer thickness). Another constraint is the limited us-
able composition range that is available. Furthermore, in the 
case of an applied bias voltage, the potential energy along the 
undoped superlattice changes linearly with the device 
length. This is analogous to a varying optical refractive index 
in a thin-film filter. Presently, there are no available designs 
for this linearly varying index case. Another practical con-
straint is that the desired electron-energy states should be 
sufficiently below the L-band minimum in order to avoid 
phonon scattering which can reduce the electron coherence 
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length. The purpose of this paper is to present a systematic 
procedure for the design of continuously tunable semicon-
ductor electron interference filter/emitters subject to the 
above constraints. An example design using the 
Ga l _ AL As alloy system is presented, and the filter/emit-
ter is shown to have a broad tunable range. Moreover, a 
sensitivity analysis of the device performance in the presence 
of fabrication variations indicates stable device characteris-
tics. 
II. SEMICONDUCTOR QUANTUM ELECTRON-WAVE 
OPTICS 
Quantum-mechanical electron waves in semiconduc-
tors and electromagnetic optical waves in dielectrics exhibit 
transmission, reflection, interference, and diffraction char-
acteristics that are analogous to each other since they satisfy 
analogous wave equations and boundary conditions. Quan-
tum interference effects have been analyzed for single poten-
tial energy boundaries,' for normal incidence,' and for the 
general case of any number of boundaries and any angle of 
incidence.' From these results a quantitative mapping 
between electromagnetic optical waves and quantum elec-
tron waves has been established.' Thus, using these quantita-
tive analogies, existing optical device designs can now have 
electron-wave device counterparts. 
The plane-wave solutions of the Schrodinger's equation 
contain a wave-vector quantity k of magnitude 
k= [ 2m* (E _ ]1/2/fi,  where me is the electron effective 
mass, E is the total electron energy, V is the electron poten-
tial energy, and A is Planck's constant divided by 2r. All 
plane-wave phase effects (for plane-wave interference) are 
described by the wave vector k. As a consequence, an elec-
tron-wave phase refractive index n. (phase), can be intro-
duced that is proportional to the square root of the product 
of the effective mass and the kinetic energy.' That is, 
n, (phase) cc [ms(E — V)] "2. 	 (1) 
Furthermore, amplitude effects such as electron transmissi-
vity and reflectivity may be described in terms of the wave-
function amplitude for an electron wave or in terms of the 
electric field amplitude for TE-polarized optical wave inci-
dent upon a boundary. Continuity of the wave function 
across a potential energy boundary and conservation of elec-
tron probability current normal to a potential energy bound-
ary are analogous to the continuity of the tangential compo-
nent of the electric field across a boundary between dielec-
trics and to the conservation of power flow normal to a 
boundary between dielectrics, respectively. Using these 
analogies, an electron-wave amplitude refractive index 
is, (amplitude) can be introduced' that makes the optical 
and electron-wave transmissivities and reflectivities equiva-
lent. That is, 
n, (amplitude) cc [ (E— V)/m9 	 (2) 
Since the phase and amplitude effects are mathematically 
decoupled in the equations describing electromagnetic opti-
cal designs, the same designs have quantum electron-wave 
counterparts that are described by the two electron-wave 
refractive indices [Eqs. (1) and (2)]. Both types of these 
refractive indices exhibit normal dispersion; i.e., they in-
crease with decreasing wavelength. 
III. THIN-FILM OPTICAL INTERFERENCE FILTERS 
Due to the analogies between the electromagnetic opti-
cal waves and the quantum-mechanical electron waves, the 
thin-film optical interference filters and the electron-wave 
interference superlattice filters have many common charac-
teristics. For completeness some of the more relevant prop-
erties of thin-film optical filters 20-22 are summarized below. 
A simple type of narrow-bandpass optical interference 
filter is the all-dielectric Fabry-Perot filter. It consists of a 
half-wavelength layer sandwiched between quarter-wave-
length layers of high refractive index (designated H) and of 
low refractive index (designated L). The combination of 
quarter-wavelength layers constitutes a reflector. The elec-
tron-wave analog of this elementary type of interference op-
tical filter is treated in this work. The full width at half maxi-
mum (FWHM) of the bandpass of this filter can be reduced 
by increasing the reflectivity of the reflectors, i.e., by increas-
ing the ratio of high to low refractive indices. In the optical 
literature there are two basic types of all-dielectric Fabry-
Perot interference filters which are symbolically represented 
as [HL] N HH[LH] N and H [LH ] NLL [HL ] NH, where H 
and L represent quarter-wavelength layers of high and low 
refractive index, respectively, and N represents the number 
of repetitions of the layer-pair type indicated in brackets. 
Some other important characteristics of the all-dielectric 
Fabry-Perot interference filters, that are related with the 
electron-wave interference filter designs, are the following: 
(1) The maximum transmittance of the filter is 100%. (2) 
The maximum transmittance occurs at the wavelength for 
which the central layer is a half-wavelength thick (as mea-
sured in that material) and the surrounding layers are 
quarter-wavelength layers (as measured in those materials). 
(3 ) The FWHM decreases as the number of the surrounding 
layers increases (as N increases). (4) The transmittance 
characteristics are relatively insensitive to variations in the 
reflectivities and thicknesses of the layers. (5) The filter is 
effective only over a limited range since sidebands necessar-
ily occur on either side of the passband. 
IV. DESIGN OF SEMICONDUCTOR SUPERLATTICE 
INTERFERENCE FILTER/EMITTERS 
A. Computation of the layer thicknesses and 
compositions for a given bias voltage and electron 
energy 
When a voltage bias is applied to a superlattice struc-
ture, the resulting device can serve as an electron-wave inter-
ference filter and electron emitter. Using the previously pre-
sented analogies between the quantum electron waves and 
the electromagnetic optical waves, the quantum well and 
barrier widths and heights in the direction of emission can be 
systematically designed to comprise an interference filter 
which is embedded in the emitter. The optical analog of this 
device does not exist since the equivalent phase and ampli-
tude refractive indices of the electron waves vary along the 
emission direction of the structure due to the applied bias 
potential energy. Thus the optical counterpart would be 
comprised of inhomogeneous regions where the correspond- 
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ing optical refractive indices would vary as functions of the 
propagation distance within the optical filter. However, the 
same concepts that are used for the design of homogeneous 
optical interference filters can be adopted in the case of the 
electron-wave interference filter/emitter. Moreover, the 
successive quantum wells and barriers can act as the high 
(H) and low (L) electron refractive index materials that 
comprise the reflectors of the interference filter/emitter. 
The electron potential energy of a quantum-well super-
lattice interference filter/emitter with an applied bias vol-
tage is shown in Fig. 1. The structure consists of M layers 
surrounded by bulk semiconductor material. The filter/ 
emitter is designed to be a simple narrow-bandpass interfer-
ence filter (the optical counterpart would be an all dielectric 
inhomogeneous Fabry-Perot interference filter). The filter/ 
emitter consists of M layers, where M is an odd integer, and 
the central layer is a half-wavelength layer sandwiched 
between quarter-wavelength layers of high (H) and low (L) 
equivalent electron-wave refractive index. When the design 
voltage is applied, electrons in a narrow spectral band 
around the prespecified pass energy Ep (Fig. 1 ) traverse the 
filter/emitter and are emitted with an output energy ICE O„, . 
At the design voltage, with corresponding bias potential en-
ergy Vb,„ each reflector layer [of high (H) or low (L) aver-
age electron-wave refractive index] is exactly a quarter of an 
electron wavelength (as measured in that layer) in the thick-
ness, and the resonant central layer is exactly one-half of an 
electron wavelength (as measured in that layer). In the case 
of the biased filter/emitter, the kinetic electron energy varies 
linearly within each individual layer due to the applied vol-
tage. Thus the electron wavelength changes continuously 
inside each layer. However, a quarter or a half of an electron 
wavelength is defined as the required layer thickness to pro-
duce a total phase shift of the traveling electron-wave func-
tion inside the layer of ir/2 or rr, respectively (or odd multi-
ples of these phase shifts). Although only an average 
electron wavelength can be defined within each layer, the 
terminology of "quarter" or "half electron wavelength" are 
used in order to be analogous to the corresponding quantities 
appearing in the design of optical thin-film interference 
filters. The jth quantum well or barrier (Fig. 1 ) has a thick-
ness d j and at zero bias a potential energy of The layers 
surrounding the emitter/filter regions are taken to have the 
FIG. I. Schematic representation of a biased semiconductor superlattice 
electron-wave interference filter/emitter. At the design potential energy 
bias V„.„ and input kinetic energy KFin , the layers have a thickness of a 
quarter (or a half for the resonant central layer) of an electron wavelength 
as measured in that layer. 
same zero-bias potential energy of Vo. The material system 
in which the filter/emitter can be implemented is taken to 
form a continuous set of alloys of the type G, ,,H„K where 
G, H, and K are chemical elements, and x is the atomic 
percentage of the H chemical element. For example, a practi-
cal material system is Ga, _ „Al„As. Even if the range of 
values for the composition x can vary from zero to one, the 
range of usable compositions may be restricted to 
04x4x , where xa., < 1. For example, this can occur due 
to a possible transition at from a direct to an indirect 
energy-gap material as in the case of Ga l _,, AI, As. 
The electron potential energy is given by 
Vj E AE, = Axj , 	 (3 ) 
where AE, is the change in the energy of the conduction-
band edge, and A is a constant. Due to restrictions on usable 
composition range, the corresponding range of potential en-
ergies is 04 VV im„ = Ax,.. The layers surrounding the 
filter/emitter regions have a composition of xo. An addi-
tional design constraint for the electron-wave filter/emitter 
is that the layer thicknesses should be an integer multiple of 
the monolayer thickness. Thus the thickness of the jth layer 
elj should be an integer multiple pj of the monolayer thick-
ness rj . For the jth layer to be a quarter of an electron wave-
length in thickness at the design pass energy Ep , the phase 
difference between the input boundary zj _ and the output 





){2m7[EJ, — VJ (z)]}' nth 
(2qj — 1)27/2, 	 (4) 
where the potential energy in the jth layer with bias applied is 
given by 
Vj (z) = 	(1 — 	+ Pi . 	 (5 
L is the total length of the superlattice (Fig. 1), and 
qj = 1,2,.... The electron pass energy may be expressed as 
= + Vo  + KE,„ where KE,,, is the pass kinetic en-
ergy in the input region (leftmost region in Fig. 1). The 
electron effective mass is given by m7 = (B + CxJ )m o 
where mo is the free-electron mass, and Band Care material-
system-dependent constants. Using Eqs. (3 ), (5 ), and the 
integral identity f (a + bz) I I2dzE--. (2/3b) (a + bz) 3 I2 , Eq. 
(4) can be rewritten 
2L [2m0(B Cxj )] 1 /2 
3A 
X [ Vo + KE,„ — Axj + Vow. L)312 
Tj- )3/2] 
= (2t — 1 )12.- . 	 (6) 
The above equation has to be solved for the composition x, of 
the jth layer with Vt„„ , Vo, and KE-,„ as design parameters. 
Equation (6) is valid for all the layers except the center reso- 
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nant layer. In this case the tr/2 term of Eq. (6) is replaced by 
tr. The monolayers of the device will be numbered with the 
index i. The rightmost monolayer of the jth region is The 
total number of monolayers in the emitter/filter is designat-
ed im . Therefore, the number of monolayers of the jth layer 
is p, = i, — _ and the corresponding thickness of this lay-
er is di =Ai r/ = — The total thickness of the struc-
ture is L =17_ qv., (if the monolayer thicknesses are the 
same in each layer, r, = r2 = "TM = r, then L = im r). The 
boundaries between the various layers which are designated 
as zi (Fig. 1) are given by zi = ip i ri [for equal mono-
layer thicknesses, zi = (ii/im )L . It is worth mentioning 
that the solution of Eq. (6) is not trivial since Eq. (6) for the 
jth layer depends on the thicknesses of the other layers. Fur-
thermore, Eq. (6) is valid only if Vb., #0. In the case of zero 
applied bias, Vb". = 0, Eq. (4) leads to Eq. ( 11) of Ref. 8, 
which is much simpler to solve. 
A systematic procedure for designing a biased continu-
ously tunable superlattice interference filter/emitter for a 
given output kinetic energy (}CE O., = ICE,„ Vbe. ) and 
given compositions (x0) of the surrounding filter/emitter 
regions, using Eq. (6), is now described. The design param-
eters V0( or x0 ), KE,„ , and V. have to be specified at the 
beginning. Next the characteristics of the unbiased superlat-
tice electron-wave interference filter 7•8 are used as a starting 
point in estimating the number of regions M and the number 
of monolayers pi ( j = 1,2,...,M) to be used in the filter/emit-
ter. The initial values of the number of monolayers in each 
layer are designed ase, the total initial thickness is designat-
ed as L °, and the total number of monolayers is designated as 
Pw . It is important to keep the length of the structure as 
small as possible in order to be less than the electron coher-
ence length. Consequently, it is more practical to set the 
parameters qj = 1 in order to find the minimum thickness 
device. Starting from the first layer ( j = 1), Eq. (6) is 
solved for xi . Since an iterative scheme is used, the solution 
of Eq. (6) for xi is designated as 4,, where /if is a counting 
index for the iterations of the jth layer. In the next step it is 
determined if the solution 4' lies within the range of usable 
composition values ( 0 ). If xi"' is outside the usable 
range, then the number of monolayers is changed as 
pi"' = + App', where tip';') is the change in the number of 
monolayers of region j. The procedure is repeated until a 
value for 4, is found within the usable range. For the filter to 
have a narrower response, it is important to increase the 
reflectivity between the low (L) and high (H) electron re-
fractive index layers. For the low index layers the composi-
tion should be as close to x„ as possible. Similarly, for the 
high index layers the composition should be as close to zero 
as possible. As a result, some additional refining of the calcu-
lated solution for the jth layer can be found by changing the 
value ofeby ± 1 ( Lie = t 1 ). This is continued until the 
solution xi"lis the maximum possible ( within the usable com-
position range) for a low (L) index layer or the minimum 
possible (within the usable composition range) for a high 
(H) index layer. This procedure is repeated for all the layers 
( j = 1,2,...,M). However, the solution for the last layer may 
result in a new value of im (or equivalently L) which differs  
from the initially estimated i CA) f (or equivalently L ° ). In this 
case the resultant value of L is set equal to L ° and the design 
process is repeated until the final thickness L is consistent 
with the initially assumed thickness L °, i.e., L = L°. The 
design procedure is summarized in the algorithm presented 
in Fig. 2. 
B. Computation of the designed filter/emitter response 
In order to evaluate the response of the interference fil-
ter/emitter designed with the above-described procedure, 
the electron-wave function has to be calculated in the output 
region of the structure. Using the one-electron-wave func-
tion approximation, and neglecting the electron-electron 
and the exchange interaction which partially compensate 
one another, the electron-wave function in each layer satis-
fies the Schriidinger's equation. That is, 
d 2;bi (z) 
+ 1E — Vi (z)p,bi (z) = 0, 	(7) 
2m7 dz 2 
where ;b (z) is the electron-wave function in region j 
( j = 1,2,...,M), and Vi (z) is given by Eq. ( 5). The electron-
wave function in any layer of the biased superlattice can be 
expressed as a linear combination of Airy functions Ai (p) 
and complimentary Airy functions Bi (p ).21-2-5 By defining 
within each layer a -new variable pi = pi (z) = (2m7 
17,./fr2L) I llz + (E— Vi )L /Vb.], Eq. (7) can 
be transformed into the form d 21,6i (pi )/dp,2 + pi t (p1 ) = 0, 
which has solution of the form 
0,(pi ) = ibi (z) = C 	— pj (z)] + DiBi[ — pj (z)] , 
(8) 
where c, and Di are unknown amplitude constants. The 
solution of Schrodinger's equation in the two external re-
gions (leftmost and rightmost regions in Fig. l) is straight-
forward since the potential energy does not vary in these 
regions. Specifically, the wave function in the input region is 
given by 00(z) = exp( jk oz) + r exp( —jk oz), while the 
wave function for the output region is given by 
Om, (z) t exp [Am+ (z — zm )]. The k0 and k m .,. I are 
the electron-wave vectors in the input and output regions, 
respectively. Using the boundary condition for the wave 
function, ibi (zi ) = (z; ), and (1/m!')ck (zi )/dz 
= (1/m7+ 1 ) Abi . i (zydz, the reflected and transmitted 
amplitude of the wave function ( rand t) may be expressed as 
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(l) (jK, 
2jK , K 
1 
 1)
[s,(7.,,)] [S1(Zi)] — I [S2( 2 1)]IS2(Z2)] -1 [S3(Z2)] ... [SM— (ZM— I )] Ti 
1 	1 } 
x [Sm _ , )] 	)] 
j _JK2 JK2)(0) 
where 
[Sj( Z )1 = 	/ M 7)213 Ai 11 	(z)] (1/ M .7) 213Bi [ 	CO]) 
Ai[ --pj (z)] Bi [ —pj (z)] 
(9)  
(10) 
and where M = /m, K, = [(2m 0/f?)"(E — V0 
 — Vb.) / 31 112 	(L /Vbi.)"3 	and 
K2 [ (2M0/42 ) 1/3(E— V0) /ML 4 1 ] "2 (L /Vb.= ) 1/3 , 
and Ai ' and Bi ' are the first derivatives of the Airy and 
complimentary Airy functions, respectively. Equations (9) 
can be solved directly for the amplitude transmittance t and 
the amplitude reflectance r. The electron current transmit-
tance 7; is given by 
[(E— Vo)/Mtf , 1 ] 1/2 
2 Te — 	  I r1. 	(11) 
[ (E — V, — Vb„, )/Mt ] 112 
Using Eq. (11), the response of the designed electron inter-
ference filter/emitter can be evaluated. 
C. Design of a filter/emitter with L-valley electron 
potential energy constraint 
If the electron energy is near the (111) L-valley mini-
mum, then the resulting phonon scattering in the device may 
decrease the electron coherence length. As a result the 
phonon scattering can deteriorate the performance of an 
electron-wave interference filter/emitter. However, some 
additional constraints can be imposed in the design process 
of the device that can minimize the phonon scattering. The 
L-valley potential energy in the jth layer, V4 , is given by 
VL, = D Fxj (12) 
where D and Fare material-dependent constants, and xj is 
the material composition (alloys of the type G, „H.,„ K are 
being assumed). In the previously described design process, 
the composition of the input and the output regions of the 
device were taken to be the same (x 0 ). This assumption does 
not imply any restriction in the device design, but only re-
. fleets the symmetry of the electron Fabry—Perot. For posi-
tive energies, the electron pass energy must be larger than 
the electron potential energy V0 in the input region (i.e., 
electron energy should be above the r-valley minimum). 
Furthermore, for practical devices, the input kinetic energy 
KE,„ should be at least AE I , where AE, is a design param-
eter that ensures sufficient input velocity. In addition, at the 
output layer the electron energy should be less than the L-
valley minimum by at least AE2, where AE2 is a design pa-
rameter that ensures that there will be neither intervalley 
phonon emission nor absorption. The above-described con-
straints can be written as follows: 
V, + AE, <E4 V1. 0 — AE2, 	 (13) 
where VLO  is the L-valley electron potential energy in the 
output region ( VLO = D Fx0 ). It is implied that the bias 
potential energy is non-negative as shown in Fig. 
1( Vb. >0). Inequalities (13) impose the following condi-
tion for the allowable bias potential energy: 
Vb.<D — (A — F)x, — A E, —AE2 	(14) 
Inequality (14) limits the maximum value of the applied 
bias potential energy to ( Vbi„ ),.„„x = D — (A — F) 
x0 — AEI — AE2 . The maximum applied bias potential ener-
gy depends on the compositions of the input and output re-
gions. Constraints similar to inequality (13) can be applied 
for each layer inside the device. That is, 
Vj (z)<E<Vid , for z,_ <z<sj , 	 (15) 
which imposes on the composition xj the following con- 
straint: 
Y Ax, AE, Vb. 	D 
<xj <3(Ax0 Vbiw
Z I 
 . 	 (16) 
Inequality (15 ) can be even tighter if energy margins AE , 
and AE zi are nearly equal to AE, and AE2. However, for 
practical purposes the inequalities ( 13 ) and (15 ) can be con-
sidered sufficient. 
The design procedure described in Sec. IV A remains 
basically the same with the exception that Vbb,., has to satisfy 
inequality (14) and the layer compositions should lie in the 
range expressed by inequality (16). 
V. Ga,,A15 As EXAMPLE CASES 
A practical material system to be used in fabricating the 
above-described electron-wave interference filter/emitters is 
Ga l „Al,,As. For this material system the maximum com-
position in Al is xm., = 0.45 in order to avoid the direct/ 
indirect band-gap transition. Other parameters of this mate-
rial system include A = 0.773 eV, B = 0.067, C = 0.083, 
D = 0.284 eV, and F= 0.168. The (100) monolayer thick-
ness for any usable composition remains the same 
rj = 0.282 665 nm (lattice-matched material system). 
At first, some designs that are not restricted by the L-
valley energy are presented. For these filter/emitters the 
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FIG. 2. Flow chart of the calculational procedure used for the computation 
of the filter/emitter layer compositions and thicknesses. 
compositions of the surrounding regions (rightmost and 
leftmost regions in Fig. 1) are chosen to be x 0 = 0.45. The 
design parameters 170,„, and KE,,, are chosen both to be 0.10 
eV each. Using the procedure described in Sec. IV A (algo- 
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rithm of Fig. 2), the layer thicknesses (expressed in number 
of monolayers) and the layer compositions can be calculat-
ed. These results are summarized in Table 1 for various num-
ber of layers M = 9, 13, and 17. The total thickness of the 
design structures is 20.1 nm (71 monolayers), 28 nm (99 
monolayers), and 36.2 nm (128 monolayers) for M = 9, 13, 
and 17, respectively, which is within the desired electron 
coherence length. Experimental measurements in ballistic 
hot-electron deviced l".." (on GaAs/GaAIAs and 
InGaAs/InAlAs) indicate that the electron coherence 
length lies roughly between 10 and 100 nm. However, the 
electron coherence length is a statistical quantity. Therefore, 
the experimental data suggest that at least some measurable 
fraction of electrons exhibit a coherence length within the 
design for the filter/emitter requirements. The spectral re-
sponse (transmittance versus output kinetic energy) of the 
designed structure can be computed using the analysis de-
scribed in Sec. IV B. The electron-current transmittance Te 
 [Eq. (11) ] is shown in Figs. 3(a), 3(b), and 3(c) as a func-
tion of the output kinetic energy Ia.., for M = 9, 13, and 
17, respectively, with the applied bias potential energy 1 1'0,,, 
as a parameter. From these figures it is shown that for 
170„„ = 0.10 eV the filter/emitter has a peak in the electron-
current transmittance (of about 100%) for the design out-
put kinetic energy of 0.20 eV. The spectral response of the 
filter/emitter has a narrow passband around the designed 
output kinetic energy, and the FWHM decreases as the num-
ber of layers increases. For the cases shown in Figs. 3(a), 
3(b), and 3(c), the FWHM values are 30.7, 13.4, and 5.9 
met' for M = 9, 13, and 17, respectively. However, by in-
creasing the number of the layers M, (1) the total thickness 
of the device increases (thickness should be less than the 
electron coherence length), and (2) some secondary peaks 
in the electron-current transmittance appear as is shown in 
Figs. 3 (b ) and 3(c) for M = 13 and 17, respectively. Thus 
there is a trade-off between the FWHM and the device thick. 
TABLE I. Design parameters of an electron-wave interference filter/emit. 
ter with the (HL) N HH(LH)" [N= (M- 1)/2] configuration. The sur. 
rounding input and output regions consist of Ga oss Alo As, and the Alter) 









1 7 0.2222 7 	0.2194 7 0.2178 
2 9 0.4151 9 0.4081 9 0.4041 
3 7 0.2663 7 	0.2513 7 0.2426 
4 9 0.4493 9 0.4327 9 0.4231 
5 12 0.0639 7 	0.2823 7 0.2668 
6 8 0.4364 8 0.3978 9 0.4421 
7 6 0.1442 12 	0.0639 7 0.2905 
8 7 0.3748 0.4301 8 0.4020 
9 6 0.1951 6 	0.1237 12 0.0654 
10 7 0.3582 8 0.4271 
11 6 	0.1626 6 0.1125 
12 7 0.3815 7 0.3493 
13 6 	0.1982 6 0.1439 
14 7 0.3674 
15 6 0.1729 
16 7 0.3853 
17 6 0.1999 
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FIG. 3. Electron-current transmission of M-layer Ga, _ .,A1„As superlat-
tice interference filter/emitter as a function of the electron output kinetic 
energy for V, = 0.05, 0.10, and 0.15 eV for (a) M = 9, (b) M = 13, and 
(c) M = 17. The spectral tuning with the bias is apparent. Furthermore, the 
spectral widths become narrower as the number of the layers M increases- 
• • _ _ • du._ • • -I ox" • 	• •• • G 	 • I!101%  
ness. Another important feature of the filter/emitter spec-
tral response is that using the same design (of VI . = 0.10 
eV and KE,„ = 0.10 eV ), and applying other bias potential 
energies, the narrow-band characteristic of the filter/emitter 
remains almost unchanged, but shifted in output kinetic en-
ergy. For example, the spectral response of the designed fil-
ter/emitter is shown in Figs. 3(a), 3( b ), and 3(c) for Vbi. 
= 0.05, 0.10, and 0.15 eV. It is observed that there is no 
significant change in the electron-current transmittance 
peak and the FWHM, but there is a shift in the output kinetic 
energy for which the peak electron-current transmittance 
occurs. The change in the output kinetic energy AIC.E.„ is 
approximately half of the change in the applied bias poten-
tial energy A Vim. This can be explained by the fact that the 
resonant central layer (HH) is almost at the middle of the 
device and consequently experiences half of the change of 
the bias potential energy. Furthermore, due to this property 
of the filter/emitter, the device can be continuously tuned 
over a range of output kinetic energies, around the designed 
value, by varying the applied voltage. The tunability of the 
device is further illustrated in Fig. 4 (for M = 13) for a range 
of bias potential energies from 0.0 to 0.2 eV. It is observed 
that the output kinetic energy at the peak electron-current 
transmittance varies linearly with the applied bias potential 
energy in the range between -0.15 and -0.25 eV (the slope 
of the straight line in Fig. 4 is 0.496). Moreover, the peak of 
the electron-current transmittance, 7',...„ d„ varies smoothly 
around the design value of Vu., (0.10 eV) in the range 
between 92.1% and -100%. 
The electron-current transmittance of the filter/emitter 
as a function of the applied bias potential energy with the 
electron output kinetic energy ICE..., as a parameter is 
shown in Fig. 5 for V  between 0.0 and 0.3 eV with 
KEu„ = 0.10, 0.15, 0.20 (design value), 0.25, and 0.30 eV. 
The design parameters of this filter/emitter are given in Ta-
ble I for M = 9. Figure 5 is equivalent to Fig. 3(a), but with 
the roles of ICE0,„ and Vt". interchanged. It is observed that 
for KE,,,, = 0.15, 0.20, 0.25, and 0.30 eV there is a peak in 
the electron-current transmittance. For ICE.„, = 0.10 eV 
the transmittance is low as it can also be seen from Fig. 3(a ). 
61A5 POTENTIAL ENERGY. 	(eV) 
FIG. 4. Tunability characteristics of a filter/emitter for M= 13. The design 
values are = 0.10 eV and KE„, = 0.10 eV. The electron output kinetic 
energy at peak electron-current transmittance and the value of the peak 
electron-current transmittance are shown as functions of the bias potential 
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FIG. 5. Electron-current transmittance of a filter/emitter for M.= 9, as a 
function of the applied bias potential energy V.r, with the output electron 
kinetic energy as a parameter. Design values are = 0.10 eV and KE., 
= 0.10 eV. 
The peak value of the transmittance decreases as the output 
kinetic energy deviates from the design value (of 0.20 eV at 
= 0.10 eV). 
Another important practical factor is the sensitivity of 
the designed electron-wave interference filter/emitters to 
fabrication process variations. Since these devices are ultra-
small, the layer thicknesses should ideally be the design 
number of monolayers. Furthermore, the Al composition 
usually can be controlled to within 1%-2%. In order to 
evaluate the sensitivity of the electron-wave filter/emitter, 
the layer thicknesses and compositions were varied from the 
design values, and the spectral response of the resulting de-
vices were calculated using Eq. (11). Three cases were con-
sidered along with the design case (case 1, V = 0.10 eV, 
KE,„ = 0.10 eV, and M = 9). These are summarized in Ta-
ble II. Case 2 corresponds to fabrication variations of the Al 
compositions (xis), while cases 3a/3b and 4 correspond to 
fabrication variations of the central (resonant) layer thick-
ness and of the surrounding layer thicknesses, respectively. 
The spectral responses that correspond to the filter/emitters 
of cases 1 and 2 are shown in Fig. 6(a). It is observed that 
TABLE II. Design parameters of an electron-wave interference filter/emit-
. ter with the (HL) N HH(LH) N [N= (M -1)121 configuration (case 1), 
a suboptimal design with rounded-off composition values (case 2), and two 
•suboptimal designs with incorrect monolayer thicknesses (cases 3a, 3b, and 
4). The surrounding input and output regions consist of Ga o „ Alc,„ As, 
and the filter/emitter is designed to emit 0.20-eV electrons when biased at 
0.10 eV. In all the listed cases the number of the layers is M = 9. 








1 7 0.2222 7 0.20 7 0.2222 7 0.2222 
2 9 0.4151 9 0.40 9 0.4151 9 0.4151 
3 7 0.2663 7 0.25 ' 7 0.2663 6 0.2663 
4 9 0.4493 9 0.43 9 0.4493 9 0.4493 
5 12 0.0639 12 0.08 13/11 0.0639 12 0.0639 
6 8 0.4364 8 0.43 8 0.4364 9 0.4364 
7 6 0.1442 6 0.15 6 0.1442 7 0.1442 
8 7 0.3748 7 0.36 7 0.3748 8 0.3748 
9 6 0.1951 6 0.20 6 0.1951 6 0.1951 
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OUTPUT KINETIC ENERGY, KEim(*V) 
(b) 	 OUTPUT KINETIC ENERGY. KEelit(sV) 
FIG. 6. Electron-current transmittance of a filter/emitter as a function of 
the electron output kinetic energy. Design values are V,„,. = 0.10 eV, 
= 0.10 eV, and M = 9. (a) Cases 1 and 2 of Table II (fabrication variations 
in the layer compositions) and (b) cases 3a/3b and 4 of Table II (fabrica-
tion variations in the layer thicknesses). 
even if the layer compositions vary between 0.5%-2.2% 
(possible fabrication variation) from the design values the 
filter/emitter response is not substantially altered. When the 
thicknesses of the layers deviate from the optimal design 
values (cases 3a/3b and 4), the filter emitter response is 
shown in Fig. 6(b). From Figs. 6(a) and 6(b) it is observed 
that deviation from the design thicknesses is much more im-
portant than the deviation from the design compositions. 
Especially, the variation of the thickness of the resonant lay-
er is most important. However, from the same figures [6(a ) 
and 6(b) I it is shown that even though the designs that cor-
respond to cases 2, 3a/3b, and 4 are nonoptimal, the filter/ 
emitter characteristics remain basically unaffected. Shifts of 
the peak electron-current transmittance are observed, while 
the peak transmittance value and the corresponding FWHM 
remain approximately the same. Even if the filter/emitter 
responseis shifted due to fabrication process variations, it is 
possible to shift the response back to its designed position by 




• 0.10 - 
4‘ 
IE 



































changing the applied voltage. 
Finally, an additional consideration in the design of 
electron-wave interference filter/emitters is the restriction 
that the design electron energy be sufficiently below the L-
valley potential energy to minimize phonon scattering. Se-
lecting LIE, = ICE,„ = AE2 = 0.05 eV and the input/output 
regions compositions 0.10 and 0.20 (x0 = 0.10 or 0.20), two 
additional filter/emitters were designed. As is described by 
inequalities (14) and (16), there is a restriction in the maxi-
mum applied bias potential energy and the layer composi-
tions. For xo = 0.10 and 0.20 the corresponding maximum 
values of the applied bias potential energy are 0.124 and 
0.063 eV, respectively. If the layer compositions are less than 
x0 (x, <20 for] = 1,2,...,M), then inequality (16) is also sat-
isfied. Using = 0.12 and 0.06 eV as the design param-
eters for xo = 0.10 and 0.20, respectively, and M = 9 layers, 
two additional designs were developed that take into ac-
count this electron-energy constraint. The characteristics of 
these two designs are summarized in Table III. The spectral 
(energy) response of the corresponding two filter/emitters 
is shown in Figs. 7(a ) (for xo = 0.10, V„. = 0.12 and 0.07 
eV) and 7 ( b ) (for x 0 = 0.20, V„. = 0.06 and 0.03 eV). 
From these figures it is again observed that the electron-
current transmittance has a peak at the design KE,,„, and 
Vt,i. values and, in addition, has the same tunability proper-
ties that were described previously. However, the design that 
corresponds to x0 = 0.10 does not have a particularly good 
rejection band (since the transmittance value is not very 
small ). This is due to the reduced reflectivity at layer boun-
daries. The reduced reflectivity is a result of the small differ-
ences in the layer compositions, which in turn correspond to 
small differences in the electron-wave refractive indices. 
Especially at larger electron energies, the corresponding 
electron-wave refractive indices become nearly equal, and 
this degrades the performance of the filter/emitter at ener-
gies above the pass energy. However, when x 0 = 0.20 there is 
a significant variation of the electron-wave refractive index, 
which results in an increased reflectivity between the filter/ 
emitter layers. For this reason the response that corresponds 
to x0 = 0.20 has much narrower energy passband and lower 
rejection band transmittance. 
TABLE III. Design parameters of an electron-wave interference filter/ 
emitter with the (HL) N HH(LH)" (N= (M- 1)/2] configuration 
(N= 2, M = 9), taking into account the L-valley constraint. The sur-
rounding input and output regions consist of Ga, For both de-
signs, ICE„, - 0.05 eV. 
Layer Vb , = 0.12 eV, rt,, = 0.10 
Pi 	xi 
V,„„ - 0.06 eV, x, = 0.20 
P, 	xi 
1 12 0.0194 10 0.0561 
2 13 0.0677 12 0.1429 
3 11 0.0278 " 	9 0.0070 
4 12 0.0831 12 0.1617 
5 20 0.0307 18 0.0365 
6 10 0.0602 11 0.1589 
7 9 0.0077 9 0.0635 
8 10 0.0965 11 0.1772 
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FIG. 7. Electron-current transmittance of a filter/emitter designed taking 
into account L-valley potential energy constraint for (a) design values 
xo = 0.10, V„.., = 0.12 eV, ICE, = 0.05 eV, and M = 9, and (b) for design 
values xo = 0.20, 11„„,, = 0.06 eV, ICE„, = 0.05 eV, and M = 9. 
VI. DISCUSSION AND SUMMARY 
In all the electron-wave interference filter/emitters pre-
sented, the semiconductor materials had parabolic band 
structure. However, for sufficiently high electron energies, 
the band structure is more appropriately treated as nonpara-
bolic. Futhermore, the band structure may vary with the 
direction of the electron-wave propagation. Both of these 
effects can be incorporated by using an energy-dependent 
=isotropic effective mass. In this case the solutions of 
Schrodinger's equation described in Sec. III B needs to be 
modified; however, the design procedure of the filter/emit-
ter remains unchanged. 
The response of the electron-wave Fabry-Perot filter/ 
emitter has been shown to have a narrow passband around 
the design value of the output kinetic energy. However, addi-
tional passbands in kinetic energy exist beyond the rejection 
band. At large electron energies the corresponding electron-
wave refractive indices of the filter/emitter layers become 
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detectors, and in future guided electron-wave integrated 
circuits. 
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FIG. 8. Electron-current transmittance of a filter/emitter for M= 9, 13, 
and 17 as a function of the output electron kinetic energy. Design values are 
• = 0.10 eV and ICE, = 0.10 eV. 
nearly equal. This effect reduces the electron reflectivity at 
the layer boundaries and consequently degrades the filter/ 
emitter performance. For example, the response characteris-
tics of the filter/emitters, described in Table I, are shown in 
Fig. 8 for Vb. = 0.10 eV (design value) for M = 9, 13, and 
17 layers, for output electron kinetic energies between 0.0 
and 0.5 eV. It is observed that as the electron energy in-
creases above 0.3 eV, the filter/emitter has an electron-cur-
rent transmittance larger than 0.75, which reduces the width 
of the rejection band on the high-energy side of the peak 
value. 
The design procedure described in Sec. III A may result 
in multiple designs differing by a few monolayers from the 
initial unbiased solution. In this case the best filter/emitter 
response is obtained by selecting the most symmetric solu-
tion for the electron-wave refractive indices. 
In summary, a systematic procedure has been described 
for the design of biased semiconductor superlattices that can 
serve as narrow-band electron-energy filter/emitters. Var-
ious design constraints were identified and quantified. These 
filter/emitters are continously voltage tunable in electron 
energy. The FWHM of the filter/emitter decreases as the 
number of the filter layers increases. The characteristics of 
the filter/emitter are stable in the presence of variations in 
the layer compositions and thicknesses. These narrow-band 
filter/emitters can be incorporated monolithically into tran-
sistor structures in order to increase their speed. Other possi-
ble applications include electroluminescent devices, photo- 
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1 Electron-wave quarter-wavelength quantum well impedance transformers between differing energy-gap semiconductors T. K. Gaylord, E. N. Glytsis, and K. F. Brennan School of Electrical Engineering and Microelectronics Research Center, Georgia Institute of Technology, Atlanta, Georgia 30332 (Received 21 July 1989; accepted for publication 13 November 1989) Impedance transformers for ballistic (collisionless) electron waves traveling between 
dissimilar energy-gap semiconductors are designed as a series of quarter (electron) wavelength 
layers in the form of a compositional superlattice. The quantitative analogies that have been 
previously established [J. Appl. Phys. 65, 814 (1989) ] between electron-wave propagation in 
semiconductors and electromagnetic-wave propagation in dielectrics are used. For the design 
energy, the electron wave would be totally transmitted and the structure is analogous to an 
antireflection coating in electromagnetic optics. Practical constraints on the impedance 
transformer layers are (1) their compositions must be within the usable compositional range 
and (2) their thicknesses must be integer multiples of a monolayer thickness. These constraints 
are included in the design process. Procedures for designing narrow-band, maximally flat 
(Butterworth), and equal-ripple (Chebyshev ) impedance transformers of arbitrary spectral 
bandwidth are presented. Example practical single-layer and three-layer transformers for 
connecting GaAs and Gao.$ Al02 As are presented. 
I. BACKGROUND 
Molecular-beam epitaxy (MBE) and metalorganic 
chemical vapor deposition (MOCVD) have been developed 
and refined to the point where single monolayers can be 
grown with precise compositional control.' These technolo-
gies have allowed important multiple quantum well devices 
composed of wide and narrow band-gap semiconductors 
such as GaAs and Ga, x Al,As to be produced. With 
further improvements in the quality of the materials grown, 
ballistic transport has been observed. 2-3 That is, electrons 
travel through the device without being scattered by devia-
tions from crystalline perfection. Even with the addition of 
elastic scattering, the electrons exhibit clear quantum me-
chanical plane-wave behavior.'" Since these coherent waves 
maintain their phase throughout the device, they can be re-
fracted, reflected, interfered, guided, and diffracted in a 
manner quantitatively analogous to electromagnetic waves. 6 
 Quantum interference effects have been experimentally ob-
served for electron energies below the potential energy bar-
riers in resonant tunneling structures' -10 and for electron 
energies above the barriers in negative differential resis-
tance"." and potential barrier" devices. 
In the construction of semiconductor quantum devices 
and guided electron-wave integrated circuits" it will be nec-
essary to connect semiconductor materials with differing 
electron energy-band structures. This occurs, for example, 
in the electron flow from the GaAs base of a bipolar junction 
transistor to the Ga, _ „Al , As collector where Ga l Al, As 
is used to increase the breakdown voltage in the high electric 
field collector. In such a configuration, detrimental reflec-
tions will occur at the energy-band discontinuity between 
materials. However, for a given electron energy or a given 
band of electron energies, these reflections can be completely 
eliminated and total transmission achieved by fabricating an 
impedance transformer between the two materials. The type 
of impedance transformer directly amenable to semiconduc- 
for technology consists of a series of layers that are each a 
quarter of an electron wavelength thick. Transformers of 
arbitrary bandwidth can be designed using the quantitative 
analogies between electron-wave propagation in semicon-
ductors and electromagnetic waves in dielectrics' and the 
theory of impedance transformers as developed for micro-
wave transmission lines and waveguides.' 3 In addition, prac-
tical constraints require that the impedance transformer lay-
ers have (1) compositions that are within the usable 
compositional range and (2) thicknesses that are an integer 
multiple of a monolayer thickness. The purpose of this paper 
is to present systematic design procedures for narrow-band, 
maximally flat (Butterworth), and equal-ripple (Cheby-
shev ) impedance transformers subject to the above con-
straints and then apply these procedures to example imped-
ance transformers between GaAs and Gap. AlcuAs. 
II. SEMICONDUCTOR ELECTRON-WAVE OPTICS 
The transmission and reflection characteristics of quan-
tum mechanical electron waves in semiconductors have been 
analyzed for single potential energy boundaries," for nor-
mal incidence," and for the general case of any number of 
boundaries and any angle of incidence.' From these results, a 
mapping has been established between electromagnetic and 
quantum mechanical quantities.°  As a consequence, existing 
electromagnetic optical device designs now have electron-
wave device counterparts. 
Electron-wave phase effects such as the phase thick-
nesses of the impedance transformer layers are described by 
the electron wave-vector magnitude which is 
k= [2m• (E — V)] 112/4, 	 (1) 
where m• is the electron effective mass, E is the total electron 
energy, V is the electron potential energy, and h is Planck's 
constant divided by 2ir. Thus, the electron-wave phase re-
fractive index rip is proportional to the square root of the 
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product of the effective mass and the kinetic energy.' That is, 
n
P L r
ni s (E _ v) ) I/2. 	 (2) 
Amplitude effects such as transmissivity and reflectivity 
may be described in terms of the wave-function amplitude 
for an electron wave or in terms of the electric field ampli-
tude for a transverse electric (TE) electromagnetic optical 
wave incident upon a boundary between dielectrics. Conti-
nuity of the wave function across a potential energy bound-
ary is analogous to the continuity of the tangential compo-
nent of the electric field across a boundary between 
dielectrics. Similarly, conservation of electron probability 
current normal to a potential energy boundary is analogous 
to conservation of power flow normal to a boundary between 
dielectrics. Using these, the electron-wave and electromag-
netic-wave reflectivities and transmissivities are made equiv-
alent by introducing, in quantum mechanics, an analogous 
index of refraction or characteristic impedance."'" Thus, the 
electron-wave amplitude refractive index n a is proportional 
to the square root of the ratio of the kinetic energy to the 
effective mass,' and so 
na cc [ (E — ninz tt 1l2 
	
(3 ) 
The amplitude transmissivity t of an electron wave normally 
incident upon a boundary between semiconductors 1 and 2 is 
given by6 
t = 2n„ 1 /(n,,, + n a2 ). 	 (4) 
The amplitude reflectivity r is similarly given by6 
r= (n„, — n a2 )/(na, n.2)• 	 (5) 
The electron current density in quantum mechanics is analo-
gous to Poynting vector power in electromagnetics. Thus, 
the electron current transmitted T is given by6 
T= (nag/n„, )2t2 	 (6) 
and the electron current reflected R is given by6 
R = r 2. 	 (7) 
In the above expressions, only dimensionless ratios of the 
electron-wave amplitude refractive indices occur. Both 
types of electron-wave refractive indices exhibit normal dis-
persion. That is, they increase with decreasing wavelength. 
III. IMPEDANCE TRANSFORMERS 
A. General 
In microwave engineering, impedance transformation 
between transmission lines and waveguiding systems of dif-
fering characteristic impedance can be achieved with a var-
iety of devices" including quarter-wave transformers, dou-
ble-stub tuners, triple-stub tuners, slot lines, and E-plane-
H-plane tuners. Quarter-wave transformers may also be 
used for unguided electromagnetic plane waves and unguid-
ed electron plane waves. In electromagnetic optics they are 
simply thin-film antireflection coatings. Each layer is a di-
electric with a thickness of quarter of a wavelength (as mea-
sured in that material) at the pass frequency. In electron-
wave optics in semiconductors, quarter-wave transformers 
are merely layers of semiconductor material with thick-
nesses that area quarter of an electron wavelength (as mea-
sured in that material) at the pass energy. Such a semicon- 
FIG. I. Electron-wave quarter-wavelength impedance transformer shown 
by the spatial variation in the electron potential energy of the r [003] and 
[III] conduction-band edges for a material system such as Ga, _ „ Al„ As 
The M layers of the impedance transformer are labeled with the electron 
wave amplitude refractive indices for those layers. The incident (0) ant 
transmitted (M + 1) regions are similarly labeled. 
ductor superlattice impedance transformer is depicted it 
Fig. 1 in terms of its conduction-band edge (labeled r for the 
case of the conduction-band minimum occurring at the cen 
ter of the Brillouin zone). If impedance matching is require( 
only over a narrow band of energies, then a single section 
(layer) impedance transformer may be used. In this situa 
lion the transformer acts as a narrow-band filter. If imped 
ance matching is required over a broad range of energies 
then multiple layers will be needed. The energy range coy 
ered increases with increasing number of layers. 
The impedance transformer of Fig. 1 is a genera 
quarter-wave device consisting of M layers. The wave-func 
lion reflectivity of an electron wave in region 0 incident upon 
a boundary with a semi-infinite region 1 is designated r c 
Similarly the reflectivity of an electron wave in region i inci 
dent upon a boundary with a semi-infinite region i + 1 i 
designated r,. The physical thickness of the ith layer is de 
noted d,. In practical impedance transformers, the reflectivi 
ties r, are relatively small In this situation, the total electron 
amplitude reflection coefficient r for the entire impedancl 
transformer is given by the sum of the first-order reflect* 
waves." Thus 
r = ro + r, exp ( — 2jk id, ) + r2 exp( — 4jk 2d2 ) 
+ • - - + ri exp( 	) + • • • . 	(8: 
Since all sections (layers) have the same electron optics 
thicknesses, then k id, = k 2d2 = • = kmdm = 8. Fa 
quarter-wavelength transformers, this means 8 = ir/2 at thi 
pass energy. Furthermore, for a symmetrical transformer 
ro = rm ,r, = TM _ I , etc. For this common case, Eq. ( 8 ) mad 
be rewritten as 
r = 2 exp( — jM8){r o cos (M9) + r 1 cos[ (M — 2)0 ] 
+ • • • + r, cos(M —200 + • - •}. 	 (9: 
By appropriate selection of the reflectivities ro,r„...,r m , I 
wide variety of passband characteristics can be obtained. 
B. Maximally flat transformers 
A maximally flat passband is characterized by the firs 
M — 1 derivatives of the total electron amplitude transmis 
sion coefficient t with respect to the electron energy being 
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conduction-band minimum occurring at the center of the 
Brillouin zone (1' point). The electron potential energy of 
the conduction band V, is given by 
zero at the pass energy. Maximally flat transformers are also 
called Butterworth or binomial transformers. The maximal-
ly flat characteristic is obtained when 
r = 2 - " 	 
nap + n om + 
nro — rk, + 
r..0 if 	exp( 	(10) 
where Cr are the binomial coefficients given by 
Cr= M!/[11(M- 	 (11) 
Comparing Eq. (10) with Eq. (8) yields 
= 2 	[ (nao — nam , )/(na, + kat+, )] 
(12) 
Since the reflectivities r i  = (n„1 — nai + 1 )/(nai + nai i) 
are small, then In(naiinai + 1) 	Thus 
ln(na,/nai +1) = 2 mC'w  ln(noo/nam+ 1 ), 	(13) 
providing a relationship between the refractive indices of the 
various layers. 
C. Equal-ripple transformer 
In an equal-ripple impedance transformer, the electron 
amplitude reflectivity varies in an oscillatory fashion 
between 0 and r„„ where r„, is a specified maximum reflec-
tivity in the passband. This is obtained when the reflection 
coefficient is given by 
r = r„, exp( — fM8)Tm (sec Elm cos 0), 	(14) 
where TM (x) are Chebyshev polynomials and are given by 
T, (x) = x, T2 (x) = 2x2 — 1, T3 (x ) = 4x3 — 3x, T.,(x) 
= 8x4 8x2 + T', (x) = 2xT,_ (x) — T,_ 2 (X). The 
quantity 19„, is the normalized half-bandwidth parameter 
given by Om = (17/2)(E„,/E0 ), where E„, is the lowest elec-
tron energy at which the reflectivity equals r„, and Er is the 
pass energy (see Fig. 1). For a specified value of the maxi-
mum reflectivity r„,, the quantity Om may be determined by 
solving the polynomial equation" 
T„ (sec 0„, ) 
= (1/r„, ) (n„,3  — n.M + )/(nao +n 1 ). 	(15) 
The electron amplitude refractive indices may then be deter-
mined by equating Eqs. (9) and (14). This gives a series of 
equations by then equating like terms in cos(i0). Each of 
these equations gives one of the reflectivities r0,r 1 ,... and thus 
allows the amplitude refractive indices to be calculated as 
illustrated in Sec. IV. 
IV. OPTIMUM SEMICONDUCTOR IMPEDANCE 
TRANSFORMERS 
A. Configuration of semiconductors 
The interconnection of GaAs and Ga0.3 A10.2 As with 
several types of impedance transformers will be treated for 
illustration. This might correspond to electron flow from the 
base (GaAs) to the collector (Ga0.8 A10.2 As) in a bipolar 
junction transistor as mentioned previously. The 
Ga l _ „Al, As material system is perhaps the most advanced 
of current semiconductor superlattice material systems. For 
these alloys, all compositions are lattice matched. The mate-
rial is a direct gap semiconductor for 0<x<0.45 with the 
= Ax„ = 	M + 1, 	 (16) 
and the electron mass is given by 
= (B + Cx,)m o, i =0,1,...,M + 1, 	(17) 
where A, B, and Care constants and m o is the free-electron 
mass. For Ga l _ „Al,As, A = 773.14 meV (using a 62% 
conduction-band offset), B = 0.067, and C = 0.083. 18. 19 In 
Fig. 1, region 0 would be GaAs and region M 1 would be 
Gaol, A10.2 As. As also shown in Fig. 1, the conduction-band 
potential energy edge increases monotonically from GaAs to 
Gat,. a  A10.2 As through the transformer. 
The next higher conduction-band minimum in 
Gal _„Al„ As for this range of compositions occurs along the 
[111] directions at the edge of the Brillouin zone (L point). 
The electron potential energy at the bottom of the L band, 
V,„, is given by 
• =D Fx„ i= 0,1,...,M+ 1, 	 (18) 
relative to the r conduction-band edge for GaAs (x = 0). 
The quantities 1) and Fare constants given by .D = 284 meV 
and F= 168.14 meV for Ga, _ „ Al, As. 18. 19 The correspond-
ing curve appears in Fig. 1 and is labeled L. To support 
ballistic transport by ensuring that intervalley scattering 
does not occur through phonon absorption, the pass electron 
energy will be arbitrarily set to be 50 meV below the L band 
of GaAs. The pass electron energy is thus Ep = 234 meV. 
As the aluminum concentration increases through the trans-
former, the energy separation V” — Er further increases un-
til it is 83.6 meV in the Gaol Alo.2 As as depicted in Fig. 1. 
Since the reference for the electron amplitude refractive 
index is arbitrary, it will be taken to be unity in the 
Gaol A10.2 AS since this is the low index side of the imped-
ance transformer. That is n ed + = 1. The amplitude index 
of any other region is then given by 
nar = [(Er — 	+ 1 / (Er — Vm + 3 )M111 1/2nam + • 
(19) 
Therefore in the i = 0 GaAs region, the amplitude index is 
npo =1.917 962. 
The electron wavelength in any of the regions deter-
mines the electron optical phase thickness of that region. 
The electron wavelength for the pass energy in the ith region 
is given by 
• h /[2m?(E, 	 (20) 
where Ap, is the pass wavelength as measured in the ith re-
gion and h is Planck's constant. 
B. Optimum single-layer transformer 
For the single-layer narrow-band impedance transform-
er, maximally flat and equal-ripple design procedures both 






give the same result. It is the well-known single-layer antire-
flection coating result that the amplitude index should be 
n,,1 = (noo n., + ,) 112. 	 (21) 
Thus, for the present case no = 1.384 905. The composition 
of this layer may be determined by substituting Eqs. (16) 
and (17) into Eq. (19) and solving for x,. The result is 
xi = (Eo - BGm 0)/ (A + CGm 0), 	 (22) 
where Gw-- [ (Ep - Vm + 1 )/ + 1 ] (no,/n +1 ) 2. With 
the composition known, the potential energy V, and the ef-
fective mass m? are determined through Eqs. (16) and (17), 
respectively. The required physical thickness is then 
d, = 4,/4 h / [32m? (E, - Vd] "2. 	 (23) 
to produce a quarter-wavelength thickness. For the present 
case, Eqs. (22), (16), (17), and (23) yield x, = 0.121 2, 
= 93.682 meV, mr = 0.077 06m0, and d, = 2.9482 nm, 
respectively. The resulting overall electron current transmit-
tance T for this optimum single-layer impedance transform-
er is shown in Fig. 2. The transmittance was calculated by 
the procedure described in Ref. 6. At the pass kinetic energy 
ICEp = 79.372 meV, the electron current transmittance is 
unity as it should be. 
C. Optimum three-layer maximally flat transformer 
The design of a three-layer maximally flat impedance 
transformer to connect GaAs and Ga ol A10.2 As for a 
broader range of electron energies near the passband is pre-
sented in this section. For a three-layer device, M = 3. For 
M = 3 and i = 0, Eq. (13 ) becomes lii(no3/ ) 
= ( /nam , ) and so 
nal = 	+ 	 (24) 
For the present case noo = 1.917 962 and nom = 1 and so 
= 1.768 011. The required composition is obtained from 
0 0 	0.1 	0.2 	0.3 	0.4 
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FIG. 2. The electron current transmittance as a function of electron kinetic 
energy as measured in the transmitted (M + 1) region for a single-layer 
quarter-wavelength impedance transformer between GaAs and 
Ga ) 8A10.2As of (a) optimum design (Sec. IV B) and of (b) monolayer-
thickness-constrained design (Sec. V B). 
TABLE I. Design parameters of optimum three-layer maximally flat and 
three-layer equal-ripple electron impedance transformers for connecting 
GaAs to Gao A1,2 As. The design pass energy is E,= 234 meV and the 
















0 1.9180 0.0000 •• • - • • 
1 1.7680 0.0345 2.5472 9.0113 
2 1.3849 0.1212 2.9482 10.4300 
3 1.0848 0.1838 3.5259 12.4739 
4 1.0000 0.2000 ... •• • 
Equal ripple 
0 1.9180 0.0000 - - - •• • 
1 1.5738 0.0789 2.7180 9.6155 
2 1.3992 0.1180 2.9280 10.3585 
3 1.2440 0.1515 3.1786 11.2449 
4 1.0000 0.2000 •- • - - • 
Eq. (22) and is x, = 0.0345. Likewise the needed physical 
thickness is found from Eq. (23 ) and is d, = 2.5472 nm. 
For M = 3 and i = 1, Eq. (13 ) gives no = np-0 318n .1 n,3,Z +1 . 
Using Eq. (24) this may be rewritten as 
.1/2.1/2 n - 	..om + , • 	 (25) 
Thus the center section of a maximally flat transformer is the 
same as that for the single-layer transformer [see Eq. (21) ] . 
Therefore 	no = 1.384 905, 	x2 = 0.1212, 	and 
d2 = 2.9482 nm. For M = 3 and i = 2, Eq. (13) gives 
= n;0- 3ano np3;,: .4. 1 . Using Eq. (25) this may be written 
as 
n a3 n :Os Wait: + • (26) 
For the present case, n o = 1.084 813. The required compo-
sition and physical thickness are x 3 = 0.1838 and 
d3 = 3.5259 nm. A summary of the parameters of this im-
pedance transformer is given in Table I. The overall electron 
current transmittance T for this optimum three-layer maxi-
mally flat impedance transformer is shown in Fig. 3. Again 
at the pass kinetic energy ICEp = 79.372 eV, the electron 
current transmittance T is unity. The passband, however, is 
much broader than that for the one-layer transformer (Fig. 
2). The maximally flat character of the passband is also evi-
dent in the transmittance shown in Fig. 3. 
D. Optimum three-layer equal-ripple transformer 
The design of a three-layer equal-ripple impedance 
transformer to connect GaAs and Gams A10.2 As is presented 
in this section. For a maximum electron current reflectivity 
within the passband of 2%, the amplitude reflectivity is 
rim = (0.02) 1 /2 = 0.141 42. For a three-section device 
M= 3. Using the polynomial representation for T3 (x), Eq. 
(15) may be written as 
4x3 - 3x = (1/r„, )(n„0 - nom +1 )/ 
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FIG. 3. The electron current transmittance as a function of electron kinetic 
energy as measured in the transmitted (M 1) region for a three-layer 
maximally flat quarter-wavelength impedance transformer between GaAs 
and Gs, Aloa As of (a) optimum design (Sec. IV C and Table I) and of 









0.0 	0.1 	0.2 	0.3 	0.4 
	
0.5 
ELECTRON KINETIC ENERGY, ICE (On 
FIG. 4. The electron current transmittance as a function of electron kinetic 
energy as measured in the transmitted (M + 1) region for a three-layer 
equal-ripple quarter-wavelength impedance transformer between GaAs 
and Gao s Alcu As of (a) optimum design (Sec. IV D and Table I) and of 








for a transformer between GaAs and Gao.s Al..2 As, where 
xmsec . Solving this cubic equation gives x = 1.117 068 
and x = — 0.558 534 ±)3.431 139. Only the real solution is 
meaningful in this design procedure. Equating Eqs. (9) and 
(14) for the case of M = 3 gives 
2 (ro cos 30 + P., cos 0) 
= r„, [ sec3 t9„, (cos 36 + 3 cos 0) — 3 sec 0„, cos0 ].  
(28) 
Equating like terms. in cos 30 produces 2r0 = r,,, see . 
Solving this gives ro = 0.098 565. Equating like terms in 
cos e similarly produces 2r, = 3r,, (secs 0 , , — sec Om ) and 
solving this yields P., = 0.058 730. From Eq. (5), the ampli-
tude refractive index in region i 1 is 
	
n„, +1 = [(1 — ri ) / (1 + 	 (29) 
For the present configuration of materials, n„ 0 = 1.917 962 
and so for i = 0 Eq. (29) becomes 
n„, = [ (1 — ro)/(1 ro ) [no° = 1.573 796. The required 
composition is obtained from Eq. (22) and is x, = 0.0789. 
The needed physical thickness is found from Eq. (23) and is 
= 2.717 966 nm. For i = 1, Eq. (29) gives 
nag = [(1 — ri )/ (1 + ri )]no = 1.399 193. 
The corresponding composition is x 2 = 0.1180 and the cor-
responding thickness is d2 = 2.9280. Since the transformer is 
symmetrical, then r2 = ri and thus the third layer has 
n,3 = [(1 — r2 )/(1 + r2) ]n.2= 1.243 961. 
The corresponding composition and thickness are 
x3 = 0.1515 and d3 = 3.1786 nm. A summary of the param-
eters of this impedance transformer is also given in Table I. 
The resulting electron current transmittance for this opti-
mum Chebyshev impedance transformer is shown in Fig. 4. 
The equal-ripple character of the passband is evident. The 
passband of a multiple-section equal-ripple transformer is 
broader than that of the corresponding multiple-section 
maximally flat transformer. Furthermore, both multiple-
layer transformers have much broader bandwidths than that 
of the narrow-band one-layer transformer (Fig. 2). Upon 
detailed inspection, the center layer in the Chebyshev trans-
former should have been ri i,2 = ( ndo 1 )"2. That is, it 
should have been 1.3849 rather than 1.3992 as calculated. 
This is due to minor approximations that are commonly 
made in the design of equal-ripple transformers. An exact, 
but more complicated, procedure is available' s but the addi-
tional effort required to implement it produces only a negli-
gible change in the resultant design. 
V. MONOLAYER-CONSTRAINED SEMICONDUCTOR 
IMPEDANCE TRANSFORMER 
A. Monolayer thickness constraint 
The thicknesses of the layers in the optimum impedance 
transformers as designed in Sec. IV can have any of a contin-
uum of values. In reality the thicknesses of all layers must be 
integer multiples of the monolayer thickness for that region. 
For lattice-matched Ga l _ „Al„As the monolayer thickness s 
is the same for any composition x. For this material system 
s = 0.282 665 nm. 
To construct a quarter-wavelength impedance trans-
former, the thicknesses of the layers must also be an odd 
multiple of a quarter wavelength as measured in that layer 
for the pass energy E, . That is 
= p is = (2q1  — 1).10/4, i = 1,2,..., 	(30) 
where p, is the integer number of monolayers for the ith 
region and q, is a positive integer (q, = 1,2,3,...). Substitut-
ing Eqs. (16) and (17) into Eq. (20) and then substituting 
the resulting Ap, into Eq. (30) gives the following quadratic 
2627 	J. Appl. Phys., Vol. 67, No. 5,1 March 1990 
	
Gaylord, Glytsis, and Brennan 	2627 




GaAs- Ga 0.55 A1 0.45As 
KE (meV).. 
g 0 0 




















5 	10 	15 	20 
NUMBER OF MONOLAYERS, p 
FIG. 5. Aluminum composition x Ga, _ Al„ As that is needed to construct 
an impedance transformer for a transition from GaAs to Ga 0B A10.2 As. The 
pass kinetic energy KE, in the Ga o ,A10.2 As (M + 1) region is given as a 
parameter. Only integer values of the monolayer index correspond to reali-
zable quarter-wavelength structures. 
equation in the composition x, 
AC.4 + (AB — CE, )x, (h 2/32mo) 
X [ (24, — 1 ) 2/p;s2 ] — 	= O. 	 (31) 
The solution for the composition x, is 
[ — b± (b2 4aci )1 /2] /24, 	 (32 ) 
where a = AC, b = AB — CE,„ and 
c, = (h 2/32m0) [ (24, — 1 ) 24442 ] — BE,,. 
In order to design an impedance transformer, solutions x, 
must be found in the usable composition range that corre-
spond closely to the optimum values calculated by the proce-
dures given in Sec. IV. To minimize the total thickness of the 
filter, q, is initially set equal to unity. Then Eq. (32) is repet-
itively evaluated for'', = 1,2,3,... until all of the positive real 
roots in the range 0<x, <x are found. Plots of aluminum 
composition x as a function of the number of monolayers 
5 	10 	15 	20 	25 
NUMBER OF MONOLAYERS, p 
FIG. 6. Aluminum composition x in Ga, _ „Al„As that is needed to con- 
struct an impedance transformer for a transition from GaAs to 
Ga0.55 A1045 As. The pass kinetic energy KE, in the Gao 35  Al0.4,  As 
(M + 1) region is given as a parameter. Only integer values of the mono-
layer index correspond to realizable quarter-wavelength structures. 
thickness are shown for a transition from GaAs to 
080.8A10.2As in Fig. 5 and for a transition from GaAs to 
080.55 A10.45 As in Fig. 6. In each figure, multiple curves are 
shown for various values of the pass kinetic energy 
KEp ( KEp = E, — Vm+1 ). For large values of KE p there 
are only a few values of composition that correspond to 
thicknesses that are integer multiples of the monolayers. For 
smaller values of KE, there are a greater number of thick-
nesses available that simultaneously satisfy the quarter-
wavelength and monolayer constraints. 
B. Monolayer-constrained single-layer transformer 
The monolayer thickness constraint is now applied to 
the design impedance transformers for a transition from 
GaAs to Gaol A10.2  As. Using E, = 234 meV, setting 
qi = 1, and repetitively evaluating Eq. (32) for integer val-
ues of p, yields within the range 0<x, <xi,„ix the following 
aluminum concentrations: x, = 0.0335 for p, = 9, 
xi = 0.1008 for p, = 10, x, = 0.1433 for p, = 11, 
x, = 0.1728 forp, = 12, and x, = 0.1944 forp, = 13. 
For a monolayer thickness constrained single-layer nar-
row-band impedance transformer, the middle value of alu-
minum composition may be used to approximate the opti-
mum single-layer transformer. Therefore xi = 0.1433. With 
the composition xi and number of monolayers p, known, the 
potential energy f'„ effective mass m7, the amplitude refrac-
tive index the thickness of the layer d„ and wavelength in 
the layer A, can be determined from Eqs. (16), (17), (19), 
(30), and (23), respectively. For the present monolayer-
thickness-constrained (p i = 11) single-layer impedance 
transformer, these quantities are V, = 110.78 meV, 
mf = 0.078 89mo, d, = 3.1093 nm, n , , = 1.2826, and 
A i = 12.437 nm. The resulting overall electron current 
transmittance T for this monolayer thickness constrained 
impedance transformer is shown in Fig. 2 along with the 
transmittance for the optimum (without monolayer con-
straint) single-layer transformer. The passband characteris-
tics have similar functional forms. However, at the pass ki-
netic energy KE, = 79.4 meV, the electron current 
transmittance is reduced from the optimum 100% to 
99.41%. 
C. Monolayer-constralned three-layer maximally flat 
transformer 
For an optimum three-layer maximally flat impedance 
transformer as described in Sec. IV C and summarized in 
Table I, the needed values of aluminum concentration are 
near the lower end, near the middle, and near the upper end 
of the range 04x, <x,,„„„ . The optimum three-layer maximal-
ly fiat impedance transformer may be approximated by se-
leering the aluminum compositions of x i = 0.0335 for 
pi = 9, X2 = 0.1433 for p2 = 11, and x3 = 0.1944 for 
p3 = 13. As before, a knowledge of the composition x, and 
number of monolayersp, allows the potential energy V I , ef-
fective mass m7, amplitude refractive index no„ thickness of 
the layer d, and wavelength in the layer A, to be calculated. 
For the present monolayer-thickness-constrained (p 1 = 9, 
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TABLE II. Design parameters of monolayer-constrained three-layer maxi- 
mally flat and three-layer equal-ripple electron impedance transformers for 
connecting 	(3. .s 	to 	Gao ,A1,a2 As. 	The 	design 	pass 	energy 	is 
E,.= 234 me% 	and 	the 	design 	output 	kinetic 	energy 	is 















. 	0 1.9180 0.0000 - • • • • • 
1 1.7723 0.0335 2.5440 9 
2 1.2826 0.1433 3.1093 11 
3 1.0299 0.1944 3.6746 13 
4 1.0000 0.2000 - - - • • 
Equal ripple 
0 1.9180 0.0000 •• • 
1 1.4769 0.1008 2.8267 10 
2 1.2826 0.1433 3.1093 11 
3 1.1403 0.1728 3.3920 12 
4 1.0000 0.2000 - - • 
transformer, these quantities are V, = 25.90 meV, 
V2 = 110.78 meV, V3 = 150.28 meV, 	= 0.069 78m0, 
= 0.078 89mo, mr = 0.083 13m0, n„, = 1.7723, 
n‘,2 = 1.2826, no = 1.0299, d, = 2.5440 nm, d2 = 3.1093 
nm, d3 = 3.6746 nm, and A = 10.176 nm, 22 = 12.437 nm, 
23 = 14.698 nm. A summary of the primary design param-
eters is given in Table II. The resulting overall electron cur-
rent transmittance T for this monolayer-thickness-con-
strained impedance transformer is shown in Fig. 3 along 
with the transmittance for the optimum (without monolayer 
constraint) three-layer maximally flat transformer. The 
passband characteristics have very similar flat-top forms. At 
the pass kinetic energy KE p = 79.4 meV, the electron cur-
rent transmittance is reduced from the optimum 100% to 
99.93%. 
D. Monolayer-constrained three-layer equal-ripple 
transformer 
For an optimum three-layer equal-ripple impedance 
transformer as described in Sec. IV D and summarized in 
Table I, the needed values of aluminum concentration are 
closer to the middle of the range 0<x, <x than is the case 
for the maximally flat transformer. The optimum three-lay-
er equal-ripple impedance transformer may be approximat-
ed by selecting the aluminum compositions of x 1 = 0.1008 
for p, = 10, x2 = 0.1433 for p2 = 11, and x3 = 0.1728 for 
p3 = 12. As before, a knowledge of the composition x, and 
number of monolayers p, allows the potential energy V„ ef-
fective mass et, amplitude refractive index n.„ thickness of 
the layer d„ and wavelength in the layer 2, to be calculated. 
For the present monolayer-thickness-constrained (p, = 10, 
P2 = 11, P3 = 12) three-layer maximally flat impedance 
transformer, these quantities are V, = 77.93 meV,  
V2 = 110.78 meV, V3 = 133.58 meV, 	= 0.075 37m0, 
= 0.078 89m0, = 0.081 34m0, no = 1.4769, 
no = 1.2826, n‘,3 = 1.1403, d, = 2.8267 nm d2 = 3.1093 
nm, d3 = 3.3920 nm, and A, = 11.3068 TIM, 22 = 12.437 
nm, 23 = 13.5680 nm, A summary of the primary design 
parameters is given in Table II. The resulting overall elec-
tron current transmittance T for this monolayer-thickness-
constrained impedance transformer is shown in Fig. 3 along 
with the transmittance for the optimum (without monolayer 
constraint) three-layer equal-ripple transformer. The pass-
band characteristics have very similar oscillating forms. At 
the pass kinetic energy ICEp = 79.4 meV, the electron cur-
rent transmittance is reduced from the optimum 100% to 
99.72%. 
VI. SUMMARY AND DISCUSSION 
The quantitative analogies that have been previously es-
tablished' between electron-wave propagation in semicon-
ductors and electromagnetic-wave propagation in dielec-
trics have been used to design impedance transformers for 
ballistic (collisionless) electron waves traveling between dis-
similar energy-gap semiconductors. These devices have been 
designed as a series of quarter (electron) wavelength quan-
tum well layers in the form of compositional superlattices. 
Procedures for designing maximally flat (Butterworth) and 
equal-ripple (Chebyshev ) impedance transformers of arbi-
trary spectral bandwidth have been presented. An alternate 
method to design maximally flat and equal-ripple transform-
ers is through the use of precalculated tables' n of refrac-
tive indices if the tables contain the ratio of beginning and 
ending refractive indices that is needed. 
Additional constraints on the impedance transformer 
quantum well layers in practice are that (1) their composi-
tions must be within the usable compositional range and that 
(2) their thicknesses must be integer multiples of a mono-
layer thickness. These constraints have been incorporated 
into the design procedure producing designs that approxi-
mate the optimuni designs. However, even with these addi-
tional constraints, it has been shown that the general charac-
teristics of the optimum design can be retained. While the 
transmittances presented in Figs. 2-4 have been calculated 
for electrons moving perpendicular to the boundaries, these 
results accurately apply to electrons with angles of incidence 
beyond 10'. Thus the results presented are rather insensitive 
to the electron angle of incidence. 
The electron potential energy shown in Fig. 1 is ideal-
ized and does not include the effects of space charge in these 
undoped layers. The space charge which is a function of the 
current, will alter the potential energy (as calculated by the 
Poisson equation). This new potential energy will, in turn, 
alter the wave function (as calculated by the Schrodinger 
equation). Thus, in general, a self-consistent solution of 
these equations is needed, particularly at high current levels. 
The designs of practical single-layer and three-layer 
transformers for connecting GaAs and Ga 08 A10.2 As have 
been presented. Although this well-developed, lattice-
matched material system was used as an example, the proce-
dures presented would also apply to other material systems. 
Dispersion effects in electromagnetic (e.g., microwave) im-
pedance transformers are relatively small compared to the 
dispersion effects in semiconductor electron-wave devices. 
For the present case of impedance transformers this causes a 
decrease in the electron current transmittance at energies 
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below the pass energy and an increase in the transmittance at 
energies above the pass energy. 
ACKNOWLEDGMENTS 
This research was sponsored in part by a grant from the 
Joint Services Electronics Program under Contract No. 
DAAL-03-87-K-0059. One of us (K.F.B.) was supported in 
part by a Presidential Young Investigator award from the 
National Science Foundation and another (E.N.G. ) by a 
Research Initiation award from the National Science Foun-
dation. 
Esaki and R. 1-111, IBM J. Res. Dev. 13, 61 (1970). 
2A. F. J. Levi, J. R. Hayes, P. M. Platzman, and W. Wiegman, Phys. Rev. 
Lett. 55, 2071 (1985). 
aM. Heiblum, M. I. Nathan, D. C. Thomas, and C. M. Knoedler, Phys. 
Rev. Lett. 35, 2200 (1985). 
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Electron wave diffraction by semiconductor gratings: Rigorous analysis 
and design parameters 
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An exact rigorous coupled-wave analysis has been developed to model ballistic electron wave 
diffraction by gratings with periodic effective mass and/or potential energy variations. 
Design expressions have been derived to calculate diffracted angles, to identify evanescent 
orders, and to identify the Bragg condition. Design expressions for Bragg regime (up 
to 100% diffraction efficiency in a single order) and Raman—Math regime (high diffraction 
efficiency divided among multiple orders) diffraction are presented along with example 
Gaf _,A1,,As grating designs. Design procedures for ballistic electron switches, multiplexers, 
spectrometers, and electron waveguide couplers are described. 
Semiconductor growth techniques such as molecular 
beam epituy and metalorpnic chemical vapor deposition 
together with nanolithography have been refined so that 
semiconductor structures can be fabricated with device di-
mensions on the order of electron wavelengths.' Using 
these techniques, devices exhibiting ballistic (collisionless) 
electron transport have been fabricated. 2.3 These ballistic 
electrons are quantum-mechanical deBroglie waves and 
can be reflected, refracted, diffracted, guided, and inter-
fered like optical waves in dielectrics.' 
The growth procedures mentioned above have been 
used to produce periodic structures such as superlattices,' 
arrays of quantum wires, : and periodic gate structures," 
whose periods are on the order of electron wavelengths in 
semiconductors. These periodic structures can be used as 
ballistic electron wave diffractive devices analogous to grat-
ings used in integrated optics. 7 Previous analyses of elec-
tron wave diffraction in semiconductors have been limited 
to the use of a two-mode amplitude transmittance analysis 
(to model diffraction from a symmetric rectangular poten-
tial-energy grating),8 and a Fraunhoufer analysis (to 
model single-slit diffraction) . 8 The rigorous coupled-wave 
analysis (RCWA) presented in this letter can model bal-
listic electron wave diffraction from a general effective 
mass and/or potential energy grating to an arbitrary level 
of accuracy. In addition, simple design expressions are pre-
sented to determine the angles of propagation for the dif-
fracted waves and to identify the evanescent orders. The 
design constraints required to achieve Bragg and Raman-
Nath regime diffraction are identified. 
An electron wave diffraction grating is shown in Fig. 1 
with grating vector IC, period A ( = 2r/A' slant angle 
rj, and thickness d. The input and output regions are de-
scribed by effective masses m? and mA i and potential en-
ergies V1 and Vm, respectively. An electron wave of energy 
. Eand wave vector k' is incident from the input region at an 
angle 0' and is diffracted into forward- and backward-dif-
fracted orders. The Hamiltonian used for the electron wave 
inside the grating is given as l° 
	





 =1E— r )10, 	 (1)  
where # is the electron wave amplitude, d is Planck's con-
stant divided by 2er, and m• and V are the periodic effec-
tive mass and potential energy in the grating (periodic in 
the grating vector IC). The Floquet theorem (Bloch theo-
rem) for waves in a periodic medium" states that the elec-
tron wave inside the grating can be described as 
tb = I ,U,(z) xexp ( — jo,•r), where er, = k 
— rick is the incident wave vector refracted into the grat-
ing, i is the integer diffracted order, and jim )1/2. 
Likewise, the electron wave in the input region is given as 
tb= exp(ih'•r)+ 2 _ E R, exp ( Jk:•r ) , where it: and R 1 
are the wave vector and amplitude of the ith backward-
diffracted order, respectively. The electron wave in the out-
put region is ifyin T,exp(Jk;.r), where k; and T, 
are the wave vector and amplitude of the fth forward-dif-
fracted order, respectively. 
a 
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FIG. 1. Schematic diagram of an eiectmn wave grating. A ballistic elec- 
tron wave is incident upon the grating from region I and is diffracted into 
backsiard- and forward-diffracted orders in repuns I and 3. re•pectisely. 
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By employing phase matching of the input and output 
waves to the space harmonics in the grating region [/../,(z)], 
one finds the grating equations to be 
12m7(E— Vi )1 1 !2 sin B'— (21riA/A)sin 16 
snr„12m,l(E— V,,)] I/2 sin 07, 	 (2) 
where n mg 1, III, r1 	— 1, rtll = 1, and 60,1. 0: and 0 1" 
i= 07 are the angles of propagation of the ith backward-
and forward-diffracted orders, respectively. Those space 
harmonics that cannot phase match to propagating orders 
are evanescent (k, and 6, are imaginary) or "cutoff " or-
ders. The directions of the propagating diffracted orders 
are shown schematically in Fig. 1. 
To calculate the amplitudes of the diffracted waves, 
a RCWA similar to that employed in electromagnetics" 
is used. The effective mass and potential energy in the 
grating region are expanded as Fourier series in IC and 
substituted into Eq. (1). In order to allow for discontinu-
ities in the effective mass (as in Ga l _ islAs superlattice) 
Eq. (1) is separated into two first-order vector equations 
where the derivatives of the effective mass have been 
eliminated. These equations are solved using the state-
variable approach." The number of orders is chosen to 
ensure convergence of the diffraction efficiencies. Through 
the application of the boundary conditions (continuity of 
v , and Viri/ms), the R,'s and Ti's are calculated. By 
analogy to electromagnetics, 4 the diffraction efficiency for 
electron wave gratings is defined as the ratio of the z 
component of the probability current carried by the ith 
diffracted order to the z component of the probability cur-
rent of the incident wave. Using the probability 
current J = j4(100* — eViP)/2m*, one finds the dif-
fraction efficiencies in regions I and III to 
be DE! = (cos 0:/cos 0')IR,I 2 and  Del 
( cos0:'/ Vmt i (E — VI) cos Ti 1 2 , 
respectively. 
The RCWA is a robust procedure that can be applied 
to arbitrary grating profiles. For design, however, it is use-
ful to have analytical expressions that describe the diffrac-
tion efficiencies in terms of the grating parameters. In elec-
tromagnetics, the Bragg regime and the Raman-Nath 
regime are often used for grating design. 12 In the Bragg 
regime, the angle of incidence is adjusted so that the first 
diffracted wave vector inside the grating (o i ) lies on the 
allowed wave vector surface inside the grating," yielding 
42mt(E — 	cos(0 — *), 	(3) 
where mt and VII are the average effective mass and av-
erage potential energy inside the grating, and 6 is the re-
fracted wave vector angle inside the grating." When an 
electron wave is incident at the Bragg condition [i.e., it 
satisfies Eq. (3)], the diffraction is in the Bragg regime if 
the grating thickness parameter g and the grating strength 
parameter y satisfy the relation pen Q ./2y> 1, where 
pa is the Bragg regime parameter. ° Q' is the effective 
thickness of the grating given by Q' so 41r241/ 
V2mt (E — A 2 cos 8. 12 y is the coefficient that cou-
ples the power between the i= 0 and the r = + 1 order 
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FIG. 2. RCWA and approitimete solutions toe diffraction Rom a sinu-
tiodal Al„Ga, . ,As grating with E— DOS eV, zov en : a„, 0.1. 
and a, w 0.03. where al and am are the aluminum composition in regions 
I and 3, mpeetively. and r, and a l are the average and modulating 
aluminum composition (in region 2) respectively. (a) Bragg regime grat-
ing with A am. (b) Raman-Math regime grating with A - 60 nm. 
when only two waves are included in the coupled-wave 
analysis. For a sinusoidal effective mass variation 
van (mA(E — VI) + nyT(E — Yu) cos(20))d/ 
2n-j-TVIZT'11 ) *cos 0, where m? and VI are the am-
plitudes of the sinusoidal effective mass and potential en-
ergy variation. The diffraction efficiency of the first dif-
fracted order for a sinusoidal grating in the Bragg regime is 
found to be DEV I = sin2 (y). From this expression for 
DEV I, it is apparent that 100% diffraction efficiency is pos-
sible in the Bragg regime. Figure 2(a) shows both the 
approximate analysis and the RCWA for a Bragg regime 
grating constructed from a periodic aluminum composition 
variation in Ga t _ ,A1,As. For this grating, pa = 2.60. As 
ps increases, the approximate analysis approaches the ex-
act analysis, becoming indistinguishable around ps = 20.0. 
In the Raman-Math regime, power is diffracted into 
multiple orders, and can be distributed almost evenly 
among many orders. This occurs when the Raman-Nath 
regime parameter PR'.  im Q'y <1. 12 In this regime, the ap-
proximate solution to the coupled-wave equations is 
DEV I = 4(2y), where J, is an Rh order ordinary Bessel 
function of the first kind. Figure 2(b) shows the approxi-
mate analysis and the RCWA (for is. * 1) for a Raman-
Nath regime grating. This grating leaves the Raman-Nath 
regime at d cz 18 nm, which explains the failure of the ap-
proximate analysis for d> 20 nm. 
The electrons incident upon the grating will have a 
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distribution in both angle of incidence and energy. There-
fore, it is important to understand the factors that affect 
the angular and energy selectivity of gratings. The angular 
(energy) selectivity describes the variation in the diffrac-
tion efficiency as the angle of incidence (energy) is 
changed. Strong angular (energy) selectivity refers to the 
case when the diffraction efficiency is appreciable for only 
a narrow corridor of angles of incidence (energies). It has 
been shown in electromagnetics that the angular and en-
ergy selectivity of a grating is a function of the ratio d/A.' 2 
 A "thick" grating (d/A > 10) exhibits strong angular and 
energy selectivity. As a grating becomes "thinner" (d/A is 
decreased). the grating angular and energy selectivity be-
come weaker. This behavior is demonstrated in Figs. 3(a) 
and 3(b) for three grating thicknesses. The suppression of 
the angular selectivity side lobes for angles less than 6.4 1 
 [Fig. 3(a)] is due to the fact that the i = + I order be-
comes evanescent or "cutoff " at this angle of incidence 
[see Eq. (2)]. Similarly, the rapid drop in diffraction effi-
ciency for kinetic energies around E - V I = 0.025 eV [Fig. 
3(b)) is due to the fact that the i = + 1 order becomes 
evanescent at this energy. The sharp discontinuity in the 
diffraction efficiency for E - Vl = 0.102 eV [Fig. 3(b)) is 
analogous to a Wood's anomaly in electromagnetic optics 
and is due to the "cutting on" of the ills + 2 order at this 
energy. 
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FIG. 3. (a) Angular and (b) energy selectivity of Bragg regime grating of 
Fig. 2(s) with combinations of thicknesses and aluminum modulations of 
d/A Mr 1.03 and a, =0.03. d/A = 5.71 and x, = 0.005, and d/A = 29.2 
and x, = 0.001. 
• With this information, one can design electron wave 
gratings for many applications such as switches, energy 
multiplexers, energy spectrometers, and electron wave-
guide couplers.' These devices could be invaluable in the 
development of future guided-wave electron devices. 4 If 
one desires a device with nearly 100% diffraction efficiency 
in a given order (e.g., a 1 x 1 switch) then the following 
design steps should be followed. First, the grating should 
be designed such that the electron wave is incident at the 
Bragg condition [Eq. (3)]. Then, the grating parameters 
should be chosen such that p,> 1. Finally, the thickness 
and grating modulation should be chosen such that y is a 
half-integer multiple of a so that DE I =100%. For this 
case, the grating parameters can also be adjusted such that 
all orders other than i = 0 and 1- + 1 are cutoff [as in 
Fig. 2(b)]. If one desires a grating with a large diffraction 
efficiency divided among multiple orders (e.g., a I xN 
switch), the following design steps should be followed. 
First, the grating should be designed [Eq. (2)) to have 
many propagating forward-diffracted orders. Then, the 
grating parameters should be chosen such that p luocl. Fi-
nally, the argument of the Basel functions (2y) should be 
chosen to allow for a large diffraction efficiency in the de-
sired orders. If one desires a grating with a large angular 
and energy selectivity (e.g., an energy multiplexer), then 
d/A should be made large ( > 10). If one desires a grating 
with a low angular and energy selectivity (e.g., a 
switch with high diffracted current) then d/A should be 
made small ( <1). After the grating has been designed 
using the above procedures, the diffraction can be deter-
mined using the RCWA to test the performance and fine-
tune the grating design. 
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Ballistic Electron Transport in Semiconductor 
Heterostructures and Its Analogies 
in Electromagnetic Propagation in 
General Dielectrics 
GREGORY N. HENDERSON, STUDENT MEMBER, IEEE, THOMAS K. GAYLORD, FELLOW, 
IEEE, AND ELIAS N. GLYTSIS, SENIOR MEMBER, IEEE 
Developments in growth and fabrication technology have 
produced semiconductor structures with ballistic (collisionless) 
transport lengths of over a micron. In this paper, a comprehensive 
set of analogies is established between ballistic electron wave 
propagation in semiconductors (arbitrary kinetic energy and effec-
tive mass) and electromagnetic propagation in general dielectrics 
(arbitrary permittivity and permeability.) First, electromagnetic 
results for propagation in nonmagnetic dielectrics are generalized 
to describe propagation, reflection, and refraction in general 
dielectrics through the definition of separate phase and amplitude 
refractive indexes. The expressions for electron wave propagation, 
reflection, and refraction are then developed and are shown to 
have the same functional form as in electromagnetics, if analogous 
definitions of electron wave phase and amplitude refractive indexes 
are used The reflectivity characteristics such as total internal 
reflection (critical angle) and zero reflectivity (Brewster angle) 
are analyzed as a function of material parameters for both 
general dielectrics and semiconductor materials. The critical angle 
and Brewster . angle results are then applied to electron wave 
propagation in Gal-, Al, As where it is shown that all interfaces 
in this material will have both a critical angle arura Brewster 
angle due to differing effective masses across the interface. This 
is the first prediction of an electron wave Brewster angle in 
semiconductors. 
I. INTRODUCTION 
Semiconductor growth techniques such as molecular 
beam epitaxy (MBE) and metalorganic chemical vapor 
deposition (MOCVD) have been refined so that semicon-
ductor structures can be grown with precise monolayer and 
compositional control [1]. This has produced semiconductor 
materials in which ballistic electron transport has been 
observed [2]—[4]. That is, the electrons traverse the sample 
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as quantum mechanical plane waves experiencing no elastic 
or inelastic scattering events. Ballistic electrons can account 
for more than 50% of the current in small devices [3] and 
have been shown to be prominent even in the presence of 
elastic scattering [5]. Since ballistic electrons are quantum 
mechanical deBroglie waves, they can be reflected. 
refracted, diffracted, and interfered in a manner analogous 
to optical waves in dielectrics [6], [7]. Electron wave 
interference effects have been observed experimentally 
for electron energies below the barriers in double-barrier 
and multibarrier resonant tunneling devices [8H12] and 
for electron energies above the conduction band edges 
in GaAs/Gai _ zAl.As and Ini-sGar As/Inl _ vAl v As 
heterostructures [13]16]. In addition, electron wave re-
fraction has been experimentally demonstrated through the 
fabrication of electrostatic lenses [17], [18] and prisms [19] 
in a two-dimensional GaAs/Gai_. Alz As electron gas. 
In recent years, there has been a surge of interest in 
the development of analogies between electron wave (EW) 
propagation in semiconductors and electromagnetic wave 
(EMW) propagation in dielectrics [20]. Due to the funda-
mental differences between electrons and photons, however, 
it would seem difficult to draw quantitative, exact analogies 
between them. Specifically, as indicated in Fig. 1, electrons 
and photons differ in rest mass, charge, spin, particle 
specie (Fermion or Boson), and velocity. However, in 
the propagation of an EW in a charge-neutral crystal, 
where the electron is either in a single nondegenerate 
conduction band or in a degenerate conduction band with 
no zero-field spin splitting, the EW propagation is well de-
scribed by the single-electron effective mass equation [21]. 
This equation is analogous to the Helmholtz equation for 
EMW propagation in dielectrics. Under these conditions, 
often referred to as the envelope-function approximation 
or the effective-mass approximation, exact, quantitative 
analogies can be drawn between EW and EMW propaga- 






tion. A number of conceptual and quantitative analogies 
have previously been developed. An analogy has been 
established between the nonmagnetic-dielectric Helmholtz 
equation and the time-independent SchrOdinger equation 
for constant effective-mass conduction electrons [21], [22]. 
In addition, optical ray tracing methods for dielectrics 
have been used to describe ballistic electron refraction 
(17]191 and a Schr6dinger equation has been derived for 
photons to relate constant effective-mass EW propagation 
to EMW propagation 123]. All of these analogies have been 
drawn to EMW propagation in nonmagnetic dielectrics. 
Such analogies are equivalent to neglecting effective mass 
changes across material interfaces. Separate EW phase and 
amplitude refractive indexes have previously been defined 
and used with the electromagnetic chain matrix method to 
describe EW propagation in semiconductor heterostructures 
with effective mass differences [6]. It is shown in the 
present work that the requirement of two EW refrac-
tive indexes is exactly analogous to EMW propagation in 
general dielectrics. Furthermore, recent experimental work 
has demonstrated that effective mass differences can have 
dramatic effects on the propagation of electrons across 
material interfaces [24]—[26]. Ohno, Mendez, and Wang 
[24] have demonstrated that effective mass differences 
between the emitter and well of a resonant tunneling diode 
have dramatic effects on the resulting current-voltage char-
acteristic of the diode. These effects were well explained 
by the authors as being due to variations in the number 
of electrons that can phase match to the state in the 
well as a function of the effective masses. Similar results 
have been demonstrated through the ultrahigh resolution 
of Ballistic-Electron-Emission Microscopy (SEEM) [25], 
[26] of surfaces. In these experiments, ballistic electrons 
tunnel through an air gap and probe the electrical properties 
of a metal-semiconductor interface. Bell and Kaiser have 
explained the ultrahigh resolution in these experiments (on 
the order of 1 nm [25]) in terms of the total internal 
reflection of the nonnormal incidence electrons at the metal-
semiconductor interface [26]. The existence of such a small 
critical angle (ft 3 deg for GaAs [26]) is due to the 
large effective mass difference between the metal and the 
semiconductor. It is straightforward to show that without 
the effective mass difference, the critical angle would be 
ft 52 deg and the resolution would be about 25 nm. 
These experimental results of Ohno et al. [24] and Bell 
es al. [25] are verification of the importance of including 
effective mass effects in the representation of ballistic 
electron transport. 
In order to include these important effective mass effects, 
analogies in this paper are drawn to propagation in general 
dielectrics with arbitrary permittivity and permeability. A 
comprehensive set of analogies is established between 
EW propagation in semiconductor heterostructures and 
EMW propagation in general dielectrics. First, starting 
with Maxwell's equations, the expressions for EMW re-
flection and refraction in lossless nonmagnetic dielectrics 
are generalized to include lossless magnetic materials (with 





Fig. 1. Comparison of electrons and photons in terms of rest 
mass, charge, particle specie (Fermion or Boson), spin, and veloc-
ity. In spite of their differences, a quantitative set of exact analogies 
can be drawn between EMW propagation and EW propagation for 
the propagation of an EW in a charge-neutral crystal, where the 
electron is either in a single nondegeneratt conduction band or in 
a degenerate conductiort band with no zero-fold spin splitting. 
inclusion of lossless magnetic materials (general dielectrics) 
requires the definition of separate electromagnetic phase 
and amplitude refractive indexes. The phase refractive 
index is required to describe phase effects such as phase 
matching and total internal reflection at an interface be-
tween dielectrics. The amplitude refractive index is required 
to describe amplitude effects such as the reflectivity at an 
interface and the Brewster angle. In addition, by consid-
ering the reflectivity at interfaces between these general 
dielectrics, inherent analogies between the reflectivity of 
TE and TM polarizations are clarified. Then, starting with 
the single-electron effective-mass equation for conduction 
electrons, EW propagation in a semiconductor is treated. 
An EW phase refractive index is defined analogously to 
the electromagnetic phase refractive index. The EW phase 
refractive index describes phase matching at an interface be-
tween two semiconductor materials (with differing potential 
energy and effective mass) and total internal reflection from 
a semiconductor interface. By considering the reflectivity of 
an EW incident upon an interface between semiconductot 
materials an EW amplitude refractive index is defined 
analogously to the electromagnetic amplitude refractive 
index. Through the appropriate definition of these EA 
refractive indexes, it is shown that the electromagnetic 
expressions for calculating the critical angle, the reflectivit) 
and transmissivity at an interface, and the Brewster angle 
can be used to calculate analogous quantities for EM 
propagation at interfaces between differing semiconduc 
for materials. These analogies allow for the design o 
novel EW heterostructure devices (such as monoenergetil 
electron filters [27], [28]) using standard optical desigi 
techniques. The ranges of material parameters that allow fo 
the existence of total internal reflection and for a Brewste 
angle are investigated for both optical and semiconducto 
materials. These results are applied to a boundary betweei 
two semiconductors in the Gai—,AI.As material systen 
to inv‘stigate the reflectivity characteristics as a functio, 
of material composition. These analogies lead to a numbe 
of new results about reflection and refraction. 
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First, by defining appropriate reference regions for the 
EW phase refractive index, inherent analogies are drawn 
between the electromagnetic constituitive parameters (per-
mittivity and permeability) and the electron wave propaga-
tion parameters (kinetic energy and effective mass). These 
analogies allow the direct application of phase matching 
results from electromagnetics to the phase matching of 
electron waves. These analogies are used to calculate the 
angles of reflection and refraction at an interface between 
semiconductors and the conditions for total internal reflec-
tion at the interface. 
Second, by considering the reflectivity of a dielectric 
interface between general dielectrics, an inherent analogy 
is developed between the reflectivity and transmissivity for 
TE polarized EMW's, for TM polarized EMW's, and for 
EW's. In the electromagnetic case, by defining a separate 
amplitude refractive index for both TE and TM polariza-
tions, it is shown that a single set of expressions can be 
used to describe the reflectivity and transmissivity for both 
polarizations. Through the definition of analogous ampli-
tude refractive indexes for an EW incident upon a boundary 
between two semiconductor materials, the reflectivity and 
transmissivity of the EW are shown to have the same form 
as the reflectivity of the polarization component of the 
EMW parallel to the interface (the electric field for TE 
polarization and the magnetic field for TM polarization). 
Thus a single set of reflectivity equations can be used 
for all three cases. In general dielectrics, the EMW phase 
(amplitude) refractive index is proportional to the square 
root of the product (ratio) of the relative permittivity and 
permeability of the material. In semiconductor materials, 
the EW phase (amplitude) refractive index is proportional 
to the square root of the product (ratio) of the kinetic energy 
and effective mass of the EW. 
Third, an investigation of the material parameters that 
satisfy the total internal reflection condition shows that for 
both general dielectrics and semiconductor materials, there 
are a wide range of material parameters that can produce 
a given critical angle. In general dielectrics, the critical 
angle can be adjusted by varying the relative permittivity 
and permeability of the materials adjoining the interface. 
In semiconductors, the critical angle can be adjusted by 
varying the effective mass and the band offset of the 
semiconductor materials adjoining the interface. It is shown 
that for a Gai—z iAl —.x1AS/Gal—s2Alx2As interface the 
aluminum compositions z2 and z2 can be adjusted to 
achieve a given critical angle. By including these effec-
tive mass contributions it is shown that an EW at a 
Gai—x1Alx1As/Gai _r2Alx2 As interface can experience 
total internal reflection from both a potential rise and a 
potential drop. 
Fourth, it is shown that since the reflectivity has the same 
form for TE and TM polarized EMW's, then one, both, or 
neither of the polarizations can have a Brewster angle. This 
result is not found in the standard nonmagnetic optical case 
(in which TM polarization always has a Brewster angle 
and TE polarization never has a Brewster angle). These 
results for the electromagnetic Brewster angle in general 
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dielectrics are applied to the EW case. It is shown that when 
the kinetic energy and effective mass differ on the two sides 
of the interface, the EW will have a Brewster angle. If the 
effective mass difference were not included in the analysis, 
the EW results would follow the TE nonmagnetic case and a 
Brewster angle would not occur. It is shown that a Brewster 
angle will occur for a Gai....1A1,1As/Gal _,2A1,2 As 
interface for all compositional combinations that maintain 
direct gap semiconductors. This is the first prediction of a 
Brewster angle for ballistic electron transport in semicon-
ductors. 
R. PHASE REFRACTIVE INDEX 
A. Electromagnetic Phase Refractive index 
Sinusoidal steady-state propagation of electromagnetic 
radiation in a lossless source-free medium is described by 
the sinusoidal steady-state form of Maxwell's equations 
where the time variation of the fields is taken to be 
exp(—jwt). A minus sign is used in the exponent in order 
to be consistent with the quantum mechanical formulation 
(see Section II-B). For an isotropic, homogeneous medium, 
Maxwell's equations reduce to Helmholtz equations for 
wave propagation, 
72E 	2 El = v2i1 = _,02pefl, 	(1) 
where E and fi are the complex electric and magnetic 
fields, ca is the radian frequency of the wave, and e 
and # are permittivity and permeability of the medium, 
respectively. The forward propagatinj solution to (1) is 
a plane wave of the form: E = Er,exp(-1-gEm • f) or 
R = Haexp(+:717Em • f) where rc°4 is the wavevector for 
the forward propagating wave (which hale positive sign 
due to the choice of exp(—jwt)), E. and H. are the vector 
wave amplitudes, and j = V=T. The isotropic dispersion 
relation for the wavevector of the forward propagating 
wave is found by inserting the plane wave solution into 
the Helmholtz equation, yielding the dispersion equation 
Pi I = &VTR. 
In electromagnetics, a phase refractive index is com-
monly defined to relate the magnitude of the wavevector 
in the medium of propagation, Pm 1, to the magnitude of 
the wavevector of the same frequency wave propagating in 
a reference medium, Ile Mk, by 
I rC EM I 	th 	 (2) 
ikrie IPTIF071 ' 
where the wavevector of the reference region is related 
to the reference permittivity, ere, and permeability, pre, 
through the isotropic dispersion relationship: Ik «f i = 
coori;;TiTa. This definition of the phase refractive index 
given in (2) is a function of the material parameters of both 
the region of propagation and the reference region. It would 
be useful to normalize the refractive index such that it is 
only a function of quantities in the region of propagation 
This normalization can be performed if the reference region 
1645 
is dispersionless. That is, e ref and p.„f are not functions of 
the frequency of the EMW. 
With a dispersionless reference region the phase refrac-
tive index can be defined in terms of the relative permittivity 
er=c/cref and relative permeability mr=iiiitret,  yielding 
11 h = 01=rfr. 	 (3) 
In electromagnetics, the reference region is usually taken 
to be the vacuum. Using the vacuum as a reference region, 
(3) gives the definition of the electromagnetic phase refrac-
tive index that is commonly found in optics textbooks [29], 
[30]. In this case, the relative permittivity and permeability 
are normalized with respect to the vacuum quantities: e„,f = 
Co = 8.85 x 10-12 F/m and Aref = µo = 4r x 10-7H/m. 
B. Electron Wave Phase Refractive Index 
The propagation of single parabolic-band conduction 
electrons in a semiconductor crystal is described by the 
time-dependent effective-mass Schrodinger equation [21]. 
If the energy of the electron is constant (not a function 
of time or position) and if the propagation is limited to 
a region of constant potential energy, the time-dependent 
effective-mass equation reduces to the time-independent 
effective-mass SchrOdinger equation for constant potential 
energy given as 
r2tv = —2m- (C — V)-2re (KE) 
h2 	 — 	 (4) 
where ti  is the EW amplitude, E is the total EW energy, 
V is the EW potential energy (band edge), (KE) is the 
EW kinetic energy, m" is the electron effective mass, and 
h is Planck's constant divided by 2r. This constant energy 
formulation of the Schrbdinger equation is analogous to the 
constant frequency (steady-state) formulation of Maxwell's 
equations where is replaced by the quantum mechanical 
radian frequency w = C/h. From this construction, it is ap-
parent that the differential equation describing propagation 
of an EW in a region of constant potential energy (see (4)) is 
analogous to the Helmholtz equation describing propagation 
of an EMW in a homogeneous general dielectric (see (1)), 
where the EW amplitude is analogous to either the electric 
or the magnetic field. The solution to the EW propagation 
equation (see (4)) is also a plane wave of the form 1/; = 
vic,exp(+Rw • in, where, in the EW case, the dis ersion 
equation for the wavevector is 11,:t w i = 2m• (KE)/h 2 . 
As in electromagnetics, one can define a phase refractive 
index as the ratio of the magnitude of the wavevector in 
the region of propagation, le l, to the magnitude of the 
wavevector of the same total energy (E) wave propagating 
in a reference medium, ICI,  yielding 
EW o ikEw i tr‘ri; (:TCE) 
	
(5) • • 	• = 	  
P
h 
	Ikref EW 	VM;ef(KE)ref 
where 	= V2m;ef(KE),f/h2. This is analogous to 
the definition of the phase refractive index in the electro-
magnetic case (see (2)). 
As in the electromagnetic ease, the dispersion in the 
EW phase refractive index needs to be proportional to the 
dispersion of the medium of propagation. This requires 
the use of a dispersionless EW reference region where 
the kinetic energy (KE),..f and effective mass 174,f are 
not functions of the total energy of the EW. The fact 
that this region may not exist in a real semiconductor is 
of no consequence. All physical calculations use ratios of 
refractive indexes and (KE), et and m will cancel. 
Using a dispersionless reference region, the EW phase 
refractive index can be written in terms of a relative kinetic 
energy, (K E),.g.(K E)/(KE),e, and a relative effective 
mass, m:g.-m*/140, as 
rztw = 	 (6) Ph 
Since the choice of a dispersionless reference region does 
not affect the physical calculations, mitt and (KE), ef will 
be defined to be unity such that the relative kinetic energies 
and effective masses are equal to the actual values in the 
region of propagation. 
Equation (6) is the expression for the EW phase re-
fractive index given a dispersionless reference region. It 
is interesting to note that the EW phase refractive index 
is expressed as the square root of the product of two 
material parameters, the same form as is the EMW phase 
refractive index. In real semiconductor material systems, 
such as Gal _ r Alz As, the kinetic energy and effective mass 
differ for each composition. Thus it is important that effects 
described by the EW phase refractive index, such as phase 
matching (Section III) and total internal reflection (Section 
V), be analyzed with respect to the variation of both 
material parameters. It is for this reason that the analogies 
in this paper are drawn between EMW propagation in 
general dielectrics and EW propagation in semiconductors. 
An analogy to electromagnetic propagation in nonmagnetic 
dielectrics (A,. = 1) is not complete since the EMW phase 
refractive index is expressed as the square root of one 
parameter, the relative permittivity of the medium. 
III. PHASE MATCHING UPON REFLECTION 
AND REFRACTION 
When an EMW is incident upon a lossless dielectric 
boundary, Maxwell's equations must be satisfied on both 
sides of the boundary, and the solutions must match at the 
boundary. By applying the appropriate boundary conditions, 
the angles of the reflected and transmitted waves can be 
calculated. An EW incident upon a boundary between 
two semiconductor materials will obey the same type of 
relationships. In the EW case, the EW must 'satisfy the 
time-independent SchrOdinger equation on both sides of the 
boundary, and the solutions must match at the boundary. 
A. Electromagnetic Phase Matching 
Consider an electromagnetic plane wave incident upon 
a boundary between two charge-free general dielectric 
materials as shown in Fig. 2. The incident, reflected, and 
transmitted waves are propagating in the z — z plane, and 
1Mb 
	







Fig. 2. Electromagnetic reflection and transmission from a gen-
eral dielectric boundary for (a) 11 and (b) TM polarizations. 
the interface is located at z = 0. The dielectric to the left 
(right) of the interface, region 1 (2), is described by the 
relative permittivity t (r2) and the relative permeability pi 
(12) . The expressions for the incident (E,, H,), reflected 
(Er, HO, and transmitted (Es , fit) electric and magnetic 
fields are given as 
= a.„,exx+p-Ti • n 
= aorexpc+jrcrl. • in 
vrt = a'otexp(+iicr • In 
	
(7) 
where it' = f or it, IL„ it,., and a'in are complex 
vector amplitudes, and Fri, FPI, and Fr; are the corre-
sponding wavevectors that satisfy the isotropic dispersion 
relationship in regions 1 (for i and r) and 2 (for t). 
Maxwell's equations require the continuity of tangential 
component of the electric field, E41,.0, and the tangential 
component of the magnetic field, .0 41,.o, across the 
boundary. By substituting the field expressions (see (7)) 
into either of these two boundary conditions, it is found 
that the boundary conditions can be satisfied only if two 
phase matching conditions are satisfied, namely, 
9, = er = el, and nrh•lasinei = 434 2sin92 (8) 
where 8 1 and 02 = 0i are the angles between the incident 
(reflected) and transmitted wavevectors and the surface 
normal, measured counterclockwise as is shown in Fig. 2. 
The second expression of (8) is commonly referred to as 
Snell's law. If the transmitted wave cannot satisfy the phase 
matching condition, total internal reflection occurs, which 
is described in Section V. 
B. Electron Wave Phase Matching 
The reflection and refraction of an EW inciden upon an 
interface between two semiconductor materials can be ana-
lyzed in a manner analogous to the reflection and refraction 
of an EMW at an interface between dielectrics. As was the 
case in electromagnetics, expressions for the reflected and 
transmitted angles can be calculated by considering phase 
matching across the interface. 
Consider an EW incident upon a boundary between 
two semiconductor materials as shown in Fig. 3. The 
EW propagation in region 1 (2) is characterized by the 
relative kinetic energy, (KE)1 [(KE)2], and the relative 
effective mass, mi (nip. For the interface shown in Fig. 
3, the material in region 2 has a higher potential energy (a 
larger band gap) than the material in region 1. The results, 
however, are equally applicable to propagation into a region 
of lower potential energy. The expression for the incident, 
0,, reflected, 0,, and transmitted, 0 t , EW's are given as 
= OceiexP(+.07r: • r) 
Vr = V,„,exp(1-gr,'. • ) 
= Oot exP( +PT' • r) 	 (9) 
where •,,„ tLor,  and OM are complex wave amplitudes and 
Fr'' are the wavevectors that satisfy the EIA' 
isotropic dispersion relationship in regions 1 (for i and r) 
and 2 (for t). In a manner analogous to the EMW, the EW 
amplitude, 1,1:, and the transmitted component of the product 
of the reciprocal of the effective mass and the gradient 
of the EW amplitude, (1/m')Vti) • i, must be continuous 
across the boundary. 
These EW boundary conditions have a direct analogy in 
the boundary conditions given above for an EMW incident 
upon a general dielectric interface. The electromagnetic 
boundary conditions are the matching of the tangential 
components of vector fields (E and I?). The EW boundary 
conditions involve the matching of a scalar field and the 
transmitted component of the gradient of the scalar field. 
In order to investigate the form of the analogies between 
the EMW boundary conditions and the EW boundary 
conditions, an analogy must be drawn between the EW 
amplitude and one of the electromagnetic field components 
E or H. The choice of field component will not affect 
the form of the results. For this analysis, an analogy will 
be drawn between the EW amplitude and the electric 
field amplitude. The same results would be obtained if an 
analogy were drawn between the magnetic field amplitude 
and the EW amplitude. 
Using the analogy between the electric field E and the 
electron wave amplitude 0, the EMW boundary condition 
matching the continuity of the tangential component of 
the electric field has the same functional form as the 
EW boundary condition matching the continuity of the 
wave amplitude across the boundary. The EMW. boundary 
condition matching the continuity of the magnetic field 
should then have the same form as the EW boundary 
condition matching the continuity of the gradient of the 
wave amplitude. This analogy between the magnetic field 
DISTANCE. a 
Fig. 3. Electron wave reflection and transmission across a semi-
conductor interface. The angles of reflection (BO and transmission 
(lit) are calculated from phase matching considerations, and the 
amplitudes of the reflected and transmined waves are calculated 
from the boundary conditions: the continuity of the wavevector 
and the continuity of the transmined component of the probability 
current. 
and the gradient of the electron wavefunction can be 
seen if the magnetic field is rewritten in terms of the 
electric field using Maxwell's curl relation, yielding H = 
(11 jcopiu,..f)(C7 x E). Hence, the EMW boundary condi-
tion matching the continuity of the magnetic field can be 
expressed as a boundary condition matching the continuity 
of the tangential component of the curl (a vector derivative) 
of the electric field. The two electromagnetic boundary 
conditions are the matching of the tangential component 
of a vector field and the tangential component of its 
vector derivative. The EW boundary conditions involve the 
matching of a scalar field and the transmitted component 
of its vector derivative (gradient). 
Since the boundary conditions and field expressions are 
similar for the EMW and the EW, it would be expected 
that the EW phase matching conditions have the same 
form as the EMW phase matching conditions. By substi-
tuting the EW amplitude expressions (see (9)) into either 
of the two electron wave boundary conditions, the EW 
phase matching conditions are found to be identical to the 
EMW phase matching conditions given in (8), where the 
EW phase refractive index, np', is used in place of the 
EMW phase refractive index, n . Since these equations 
describing the directions of propagation of the reflected and 
transmitted EW's are identical to the EMW results, standard 
electromagnetic results for describing phase propagation 
effects in general dielectrics, such as reflection, refraction, 
and total internal reflection (Section V) can be used to 
describe ballistic electron propagation in semiconductor 
heterostructures. 
IV. AMPLITUDE REFRACTIVE INDEX 
A. Electromagnetic Amplitude Refractive Index 
Phase matching of the boundary conditions for an EMW 
incident upon a dielectric boundary was used to calculate 
expressions for the propagation directions o; the reflected 
and transmitted waves. The relative amplitudes of the  
reflected and transmitted waves can be calculated by con-
sidering the conditions placed on the field amplitudes by 
the boundary conditions. The reflectivity and transmissivity 
can be calculated by co:.sidering any two of the following 
three boundary conditions: continuity of the tangential 
component of the electric field, continuity of the tangential 
component of the magnetic field, and conservation of 
normal power flow across the boundary, where the power 
flow is given as 1/2 Re (E x H*) and denotes complex 
conjugate. Since any arbitrary wave polarization can be de-
composed into a sum of the eigenmodes of the interface (TE 
and TM), and since the TE and TM modes are uncoupled 
(isotropic media), one can analyze 1E and TM polarizations 
separately. Then, the reflection of any arbitrary polarization 
can be calculated from a vector superposition of the results 
for TE and TM polarizations. 
1) TE Polarization: For a TE polarized plane wave (Fig. 
2(a)), the polarization in which the electric field (E) is 
polarized parallel to the interface, the three phase matched 
boundary conditions reduce to 
	
E,, + Eo. = E,,, 	(10) 
(.E,,/Z i ) cos 91 — (E,g1) cos 8 1 = I Z2) COS 02 (11) 
(E! /Zi ) cos 91 — (4/Z2) cos 01 = (EL /22) cos 02 (12) 
where Z, is the characteristic impedance of the bulk medium 
i for i = 1 and i = 2. The characteristic impedance 
is ZAIE,1/117,1 = maii.V--; where e, and are 
the relative permittivity and relative permeability of region 
1. By using any two of these three boundary conditions 
(see (10)—(12)), the reflectivity and transmissivity of the 
electric field can be calculated in terms of the reflected and 
transmitted angles and the characteristic impedances of the 
two dielectrics as . 
Z2 cos Bt — Zt cos 02 
71. Z2 cos e i + Zi cos 6/2 	
(13) 
tE 	 Eot 	2Z2 cos el  
= E.) 7E — 22 COS 0 + Z1 COS 82 
As was the case for the wavevector, it is convenient to 
rewrite these equations in terms of quantities normalized to 
a reference region. This normalization is performed through 
the use of an amplitude refractive index defined as 
42- =c,‘ /7/74 (15) 
where the vacuum was used as a dispersionless reference 
region. 
Using this expression for the amplitude refractive index 
(see (15)) the equations for the reflectivity and transmis-
sivity can be rewritten in terms of the amplitude refractive 
indexes as 
rr = 	) = 
TE firE . 1 cos e i — nIE,„ .2 cos 02 am  
(16) 
Et, /1 	noic.,,,. 1 cos 83 + n altm.2 cos 02 
,TE E 	Eot ET g, = 	= 	
2,1.1,1 cos 91  
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Since these expressions for the reflectivity and trans-
missivity (see ‘16)—(17)) contain ratios of the amplitude 
refractive indexes, the reference dependence is removed. 
By using Maxwell's curl equations the expressions for the 
reflectivity and transmissivity of the magnetic field can be 
calculated in terms of the reflectivity and transmissivity of 
the electric field as 
7E (Ho, 
= 	= 
Ho TE  TE 
7E (H 	21 Trm.2 TE t — —
of 
 ) = —1 — 
H Z E— "W
a
rr-tr • 	(19) TE 	2 	am .1 
Equations (16)—(19) are the generalized Fresnel equations 
for the reflectivity and transmissivity of a TE polarized 
plane wave. These equations require the definition of an 
amplitude refractive index that in general differs from the 
phase refractive index. Most lossless dielectric materials, 
however, have a relative permeability (AO of unity. In 
this case of nonmagnetic dielectrics, the amplitude and 
phase refractive indexes are equal (as can be seen from 
(3) and (15)). Thus the distinction between the amplitude 
and phase refractive indexes is usually ignored. This is 
why the Fresnel equations are often written in terms of 
the phase refractive indexes in optics texts [29], [30]. It is 
important to note, however, that in general one must use the 
phase refractive index for phase matching, and a differing 
amplitude refractive index for calculation of the reflectivity 
and transmissivity of a dielectric interface. 
2) TM Polarization: For a TM polarized plane wave 
shown in Fig. 2(b), the polarization in which the magnetic 
field (H) is parallel to the interface, the phase matched 
boundary conditions reduce to 
(H° /}2) cos 9 2 — (Hor /Y1) cos 9 1 = (Het /Y2) cos 92 (20) 
H + = H,„t (21) 
(H3 /Y1) cos 8 1 — (111./ri ) cos ei = (4/Y2) COS 02 (22) 
where 1; is the characteristic admittance of the bulk medium 
i for i = 1 and i = 2. The characteristic admittance 
is defined as the ratio of the magnetic field amplitude 
to the electric field amplitude and is the reciprocal of 
the characteristic impedance, yielding 
= 1/2,. By combining any two of the 
above three phase matched boundary conditions, the equa-
tions for the reflectivity and transmissivity of the magnetic 
field can be expressed as a function of the angles of 
propagation and the dielectric admittances: 
_ (H or 	= 
Y2 COS 02 — cos 02 
— 	 , 	  
	
.DA r2 cos 81  + Y1 cos 92 	
(23) 
t M - 
(H
et 	2172 cos 92  
Im Y2 cos + 1 12 COS 92 
	(24) 
As was performed for TE polarization, the reflectivity and 
transmissivity of the interface can be rewritten in terms of 
normalized admittances through .the use of an amplitude 
Table 1 Phase and Amplitude Refractive indexes for 
Electromagnetic and Electron Waves 
index Symbol Electromagnetic Electron Wave 
Wave 
TE 	TM EW 
Phase nDa 017—.Cr VnI; lA 
Amp. nem e ,■./.77* 	%/MT OKE),/Tn; 
refractive index. The TM amplitude refractive index is 
defined in an analogous manner to the TE amplitude 
refractive index as 
Yref/Y =p.17(7. = 1172.7„,E 	(25) 
where the vacuum is chosen as the reference region. 
Using this definition for the TM amplitude refractive 
index (see (25)), the equations for the reflectivity and 
transmissivity of the magnetic field can be written in terms 
of the amplitude refractive indexes as 
HOT Om cos 9 1 
13r = 	— 
7141 	nama cos 61 + nr'1„,.2 cos 92 . 
As was the case for TE polarization, the equations for 
the reflectivity and transmissivity of the electric field can 
be obtained using Maxwell's curl equations, and are 
E . 	= 	=TX (28) „G,, 7m 
.E'ot 	Y1 Arm 	m 2 Am tTEM = 	 es . 	(29) 
r 7m :2 nam.1 
Equations (26)—(29) are the generalized Fresnel equations 
for the reflectivity and transmissivity of TM polarized light. 
The amplitude refractive index in these equations is the 
reciprocal of the amplitude refractive index for TE polar-
ization. In an analogous manner to TE polarization, there is 
a special case, c, = 1, in which the TM amplitude refractive 
index and the phase refractive index are identical. In this 
case, the phase refractive index can be used to calculate the 
reflectivity (transmissivity) at the interface. Although this 
case is not common for lossless dielectric materials, and 
thus not generally used in optics, it is important to note 
that there is nothing "special" about TE polarization that 
allows the amplitude refractive index to be identical to the 
phase refractive index. It just happens that most lossless 
dielectric materials have a relative permeability of unity, 
leading to identical TE amplitude and phase refractive 
indexes. For general dielectrics, three separate refractive 
indexes are required in order to use the unified results 
given in this paper: one for phase matching, one for TE 
reflectivity (transmissivity), and one for TM reflectivity 
(tray, missivity). These refractive indexes are summarized 
in Table 1. 
(18) 
— 
	=  m 	 (26) 
Ho 77,
4 nsm . l 
 cos Oi + n.a.2 cos 92 
nnfam .2CO 5 92 
2n17'4.„, . 1 cos 91 
(27) 
3) Duality between TE and TM: 
The reflectivity and transmissivity results for TE and TM 
polarized light are summarized in Table 2. The reflectivity 
and transmissivity for the electric (magnetic) field of a 
TE (TM) polarized wave are the same as those for the 
magnetic (electric) field of a TM (TE) polarized wave, 
where the TE amplitude refractive index (n m)is used 
for TE polarization and the TM amplitude refractive index 
(nr.,1) is used for TM polarization. The similarity between 
the TE and TM reflectivity (transmissivity) results can be 
clarified by considering the polarization directions for both 
cases. For TE polarized light the electric field is parallel 
to the interface (tangential) and the magnetic field has a 
component normal to the interface (nontangential). For TM 
polarized light, the magnetic field is parallel to the interface 
(tangential) and the electric field has a component normal 
to the interface (nontangential). Thus there is one equation 
for the reflectivity (transmissivity) of the tangential field 
component (E for TE and H for TM) and another equation 
for the reflectivity (transmissivity) of the nontangential field 
component (H for TE and E for TM). 
The duality between the reflectivity and transmissivity of 
TE and TM polarized light could alternatively be derived 
through the application of Babinet's principle [31] which 
states that if E., and H., are solutions to Maxwell's 
wave equation where n = i. r, t for incident, reflected, 
and transmitted waves respectively, then the fields Ebm = 
7- Z and fib, = Yn fa ,n are also solutions to 
Maxwell's equations. If field a describes TE polarization 
and satisfies the boundary conditions, the application of 
Babinet's transformation shows that field b describes TM 
polarization and also satisfies the boundary conditions. If 
the transformations are applied to the boundary conditions 
for TE polarization (field a) given in (10)—(12), the resultant 
equations are identical to the phase matched boundary 
conditions for TM polarization (field b) given in (20)—(22). 
Thus the reflectivity (transmissivity) for TM polarized light 
could be calculated through the application of Babinet's 
transformation to the boundary conditions for the dual 
TE problem. The fact that the equations describing TE 
and TM polarizations have the same functional form is a 
manifestation of this duality principle and is required by 
Maxwell's equations. 
B. Electron WaPe Amplitude Refractive Index 
The directions of propagation of the reflected and trans-
mitted EW's from a semiconductor interface (Fig. 3) were 
calculated by using phase matching considerations. The 
relative amplitudes of the reflected and transmitted EW's 
can be calculated from the phase matched boundary con-
ditions, as they were in the electromagnetic case. The 
reflectivity and transmissivity of the EW amplitude can be 
calculated by considering any two of the following three 
boundary conditions: continuity of the EW amplitude across 
the boundary, continuity of the transmitted component 
of the gradient of the EW amplitude, and conservation 
of the transmitted component of the probability current, 
. z, where the probability current is defined as J = 
h12jrrertelb — [32]. The analogy between the 
continuity of the wavefunction (gradient of the wavefunc-
lion) and the electromagnetic boundary conditions matching 
the tangential field component (nontangential field compo-
nent) were developed in Section III. The third boundary 
condition, the conservation of probability current across 
the interface, is analogous to the conservation of power 
flow across the boundary in electromagnetics, since both 
are expressions of the conservation of the transmitted wave 
intensity. 
In order to calculate the reflectivity (transmissivity) of the 
EW, a characteristic amplitude constant, X, will be defined 
in the same manner as was the characteristic impedance for 
TE polarization and the characteristic admittance for TM 
polarization, as 
IVI 	= 	hem. X = 
IV011tn• 2(K E). 	
(30) 
This characteristic amplitude constant is analogous to the 
characteristic impedance for TE polarization, in which case 
1E1 is analogous (--) to 1W1 and IHI (1/m' )17;4 
and to the characteristic admittance for TM polarization, 
in which case IHI -- 101 and 1E1 -- (1/me)1V01. This 
characteristic amplitude constant has the same form as the 
characteristic impedance defined in a transmission line de-
scription of resonant tunneling processes in semiconductors 
(where 1E1 -- 1.01) [33]. Using the characteristic amplitude 
constant, the equations for the reflectivity and transmissivity 
of the material interface can be calculated as 
rEw 	lkor ) 
X2 cos 91 — X1 cos 02 	(31) — 
tire 	X2 COS 81 + XI COS 02 
iw 	von 	2X2 cos 91 t„ = — (32) 
we ) A2 cos ei + X i cos 02 • 
By inspection of the above equations, it is apparent that 
the reflectivity (transmissivity) of an EW incident upon 
a potential barrier have the same form as the equations 
describing the reflectivity (transmissivity) of the electric 
field for TE polarization [Ti, (13)] and the reflectivity 
(transmissivity) of the magnetic field for TM polarization 
[Tr, (23)]. Thus the reflectivity (transmissivity) of the 
EW is analogous to the reflectivity (transmissivity) of the 
tangential component of the EMW. As would be expected, 
the equations describing the reflectivity (transmissivity) of 
the gradient of the EW amplitude have the same form as 
the equations describing the reflectivity (transmissivity) of 
the nontangential component of the EMW (r3 and rim). 
That is, 




 IViktl/m; _ Lew. 	(34) 
IV001/m1) X2 ib 
The analogy between the reflectivity (transmissivity) of 
the EW amplitude and the reflectivity (transmissivity) of 
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the tangential component of the EMW can be understood 
as follows. The EW boundary conditions describing the 
EW continuity at the boundary are scalar equations. The 
EMW boundary conditions describing the continuity of 
the tangential field component have the same form as the 
EW scalar equations, since the field is tangential to the 
interface. Therefore, the EW amplitude reflectivity (trans-
missivity) equation has the same form as the tangential 
EMW component reflectivity (transmissivity) equation. The 
gradient of the EW amplitude, on the other hand, is a 
vector that points in the direction of propagation of the 
EW. Thus the boundary condition describing the continuity 
of the transmitted component of the gradient of the EW 
amplitude are vector equations that require resolution of the 
gradient in the direction normal to the interface. The EMW 
boundary conditions for the nontangential' field require a 
resolution of the field component in the direction tangential 
to the interface. Therefore, the reflectivity (transmissivity) 
of the gradient of the EW amplitude has the same form as 
the reflectivity (transmissivity) of the nontangential EMW 
component. 
These analogies show that there is no inherent analogy 
between one of the EMW field amplitudes (E or H) and 
the EW amplitude. For bulk propagation, the EW amplitude 
is analogous to either E or H. For propagation past an 
interface, the EW amplitude is analogous to the tangential 
component of the electromagnetic field. 
By defining the EW amplitude refractive index, the 
equations for the EW reflectivity and transmissivity can 
be expressed in terms of normalized quantities as were the 
EMW equations. The amplitude refractive index is defined 
as the ratio of the characteristic amplitude constant of a 
reference medium to the characteristic amplitude constant 
of the medium of propagation ((15) and (25)], 
nr„, X,,,f/X = (i•trrE71771; 	(35) 
where the characteristic amplitude constant of the reference 
region is found through (30). 
With this expression for the amplitude refractive index 
the reflectivity and transmissivity of the EW amplitude can 
be expressed as 
Etv ( ) nr„.1 cos 01 — rer„ .2 cos 02 
— 	— Ew 	 (36) ve 	"am.' cos 8 1 + nr,„,2 cos 92 '  
(t) = 
	2n ,l  cos Oi 
nr„, •1 cos 81 + flsErro COS 82 
Through the definition of the EW amplitude refractive 
index, the expressicr for the reflectivity and transmissivity 
er a semiconductor material boundary are identical to the 
expression for the reflectivity and transmissivity of the tan-
gential component of the electromagnetic field. A general 
set of equations that can be used to describe the reflectivity 
and transmissivity for TE polarization, TM polarization, and 
EW's is given in Table 2. As is the case in electromagnetics, 
there is a special case in which the electron wave phase 
refractive index is equal to the electron wave amplitude 
refractive index. For EW's this occurs when the effective 
masses are equal on the two sides of the boundary. This 
constant effective mass case is analogous to the nonmag-
netic dielectric case (is. = 1) for TE polarization and 
the er = 1 case for TM polarization. In many material 
systems (such as Gai—,Al.As), however, the effective 
mass can change by more than 50% across a material 
interface. In these material systems, the dependence of 
the effective mass in the amplitude refractive index is 
important, requiring the use of the EW amplitude refractive 
index in the reflectivity (transmissivity) expressions for 
general dielectrics. For this reason, it is instructive to 
analyze the reflection (transmission) properties of general 
dielectric interfaces. This analysis is performed in the next 
two sections, and the results are applied to the Ga i_tAlz As 
material system in Section VII. 
V. TOTAL INTERNAL REFLECTION 
In Section III, phase matching considerations were used 
to calculate an expression for the refracted angle for both 
an EMW incident upon a boundary between dielectrics and 
an EW incident upon a boundary between semiconductor 
materials, yielding r1/2,ha sin 01 = itph,2 sin 82 (see (8)). 
This phase matching condition cannot be satisfied if 
apha > ttph,2 and 81 > et = sin-1 (nph,2/npki), 
(38) 
where 8, is referred to as the critical angle. When the phase 
matching condition is not satisfied, there is no transmitted 
wave. This condition corresponds to total internal reflection 
(TIR). In order to have a real critical angle, the parameters 
of the materials adjoining the interface must satisfy the first 
(37) 
part of (38). In order to have TIR, the incident angle must 
satisfy the second part of (38). 
For optical nonmagnetic dielectric interfaces, (38), shows 
that TIR can occur if e l > e2 where the critical angle is 
given as 6, = sin-1 ( %/jTe7). For general dielectrics and 
semiconductor interfaces, the range of material combina-
tions that allow a critical angle is shown as the shaded 
region in Fig. 4, where n = µ1/Az and T = el /e2 for 
EMW's, and n = rrvm; and r = (KE) 1 /(xE)2 for 
electron waves. The hyperbola nr = 1 (n„ h ., = nph,2) 
represents the onset of TIR, where the critical angle (8,) 
is equal to 90 deg. For material combinations below this 
curve (nr < 1), the phase refractive index in region 2 is 
larger than the phase refractive index in region 1 and total 
internal reflection will not occur for any angle of incidence. 
For material combinations above this curve or > 1), there 
is a real critical angle for the interface. A given critical 
angle 6, is represented on the graph by the hyperbola 
nr = 1/ sine 8,. As the product nr is increased from 
unity, the value of the critical angle decreases, approaching 
normal incidence as the product nr approaches infinity. 
Plots of the material combinations that yield a constant 
critical angle are shown for 8, = 90, 66.5, 45, and 22.5 deg. 
The above conditions for TIR reduce to the standard 
expressions for the nonmagnetic dielectric case in which 
PI = P2 = 1. This nonmagnetic dielectric condition is 
represented in Fig. 4 by the line SI = 1. Considering only 
the line 12 = 1 gives the condition for a critical angle as 
> 1, which reduces to, el > c2, the familiar nonmagnetic 
dielectric condition for TIR. In the electron wave case, the 
line n = 1 corresponds to the effective masses being equal, 
rn; = mz, in which case the condition for having total 
internal reflection is (KE)1 > (KE)2. 
Since a given critical angle is represented by the curve 
nr = 1/ sin e 6,, there is an infinite set of relative material 
combinations that can be used to achieve a given critical 
angle. In electromagnetics, it is generally not possible to 
obtain lossless dielectrics with arbitrary permittivity and 
permeability. Thus it is difficult to use regions in Fig. 4 
other than the line n = 1. In this case, the critical angle is 
limited to the intersection of the line n = 1 and the curve 
of constant critical angle. In semiconductor materials, since 
the kinetic energy and effective mass often differ on the two 
sides of an interface, there is more flexibility in the design 
of TIR devices such as EW waveguides [34j. This effective 
mass dependence on the critical angle is manifested in the 
Gai,A1„As material system in which TIR can occur from 
a potential drop due to the effective mass difference on 
the two sides of the boundary. The critical angle results 
discussed in this section are applied to the Ga1,A1,As 
material system in Section VII. 
VI. BREWSTER ANGLE 
In electromagnetics, the Brewster angle is defined as 
the angle of incidence that produc's zero reflectivity at 
the interface between two dielectrics. At this angle, the 
incident wave is totally transmitted. By solving the equation 
aid 111 et TM): flonioaftWy tiatla, stAlis 
SW: aftio•On moss Roe. 14/si; 
Fig. 4. The shaded region shows the range of material parameters 
(for the materials adjoining an interface) that allow for a real critical 
angle. This graph is valid for both general dielectric interfaces 
= /Win and r = er /ea] and semiconductor interfaces 
[CI = milm; and T = (KE)1/(KE)2]. Contour plots show 
the range of material parameters that results in a given critical 
angle for 8, = 90, 66.5, 45, and 21.5 deg. This graph shows 
that for general dielectric and semiconductor interfaces, there is an 
infinite set of material combinations that results in a given critical 
angle. For nonmagnetic dielectrics = 1), the shaded regions 
reduce to the familiar condition for a critical angle, et > 0. 
for zero reflectivity (for either an EMW incident upon a 
boundary between two dielectrics or an EW incident upon 
an interface between semiconductor materials) the equation 
for the Brewster, eB, is found to be given as 
BB = sin-1 (V(1 — 	A/7)/(1 — A 2 )) 	(39) 
where A and 7 are functions of the material parameters. 
Since the amplitude refractive indexes differ for TE polar-
ization, TM polarization, and electron waves, the definitions 
of A and 7 also differ. For TE polarization, A = pi /p2 
and 7 = 61/62; for TM polarization, A = el /e2 and 
7 = p1/p2; and for electron waves, A = /m; and 
7 = (KE)1/(K.E)2. In order for the interface to have i 
real Brewster angle, the argument of the square root is 
(39) must lie between 0 and 1. The ranges of materia' 
parameters that yield a real BB are shown as the shadec 
regions in Fig. 5. The material combinations that lie u 
these regions have a Brewster angle given by (39). These 
regions are bounded by the curve AT = 1, which is tht 
condition nph,1 = ilph,2, and by the curve A = 7, whicl 
is the condition ri,m,1 = Nino. The material combination 
that lie along the boundary curve AT = 1 do not have I 
Brewster angle. For the material combinations along this 
curve, the reflectivity is a constant and is not a function o 
the angle of the incident wave! The material combination , 
 that lie on the line A = 7 have a Brewster angle at norma 
incidence. In other words, there is no reflected wave a 
normal incidence for these material combinations! For the 
material parameters in between these two boundary curves 
the Brewster angle is given by (39). Contour plots o 
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Fig. 5. The shaded region shows the range of material parameters 
(for the materials adjoining an interface) that allow for a real 
Brewster angle. This graph is valid for both electromagnetic waves 
(TE and TM). and electron waves. Contour plots show the range 
of material parameters that results in a given Brewster angle for 
fa = 90, 66.5, 45, 22.5, and 0 dig. Along the boundary curve 
AT = 1 there is no Brewster angle; along the boundary curve 
A = T the Brewster angle occurs at normal incidence. For general 
dielectrics, a Brewster angle can occur for TE polarization, TM 
polarization, both polarizations, or neither polarization. Likewise, a 
Brewster angle may or may not occur at a semiconductor interface, 
depending on the material parameters. 
material combinations for five constant Brewster angles (0, 
22.5, 45, 66.5, and 90 deg) are shown in Fig. 5. For small 
Brewster angles, the material combinations stay close to 
the line A = T, for small values of T, but approach the 
curve AT = 1, as T approaches infinity. As the value of 
the Brewster angle is increased, the material combinations 
move away from the line A = T and toward the curve 
AT = 1 at a faster tate. As the Brewster angle approaches 
grazing incidence, the material parameters rise sharply for 
small values of T and rapidly approach the curve AT = 1. 
It should be noted that all Brewster angles pass through the 
point A = T = 1. At this point, the two materials are the 
same and there is no interface; thus all of the incident wave 
is transmitted for every angle of incidence. 
All of the above results are valid for both an EMW inci-
dent upon an interface between two general dielectrics and 
an EW incident upon a boundary between two semiconduc-
tor materials. In addition, the results are valid for both TE 
and TM polarizations in the electromagnetic case. Thus for 
general dielectric, there are ranges of material parameters 
that allow for a Brewster angle for TE polarization as well 
as for TM polarization. This result might seem to contradict 
the common optical understanding that a Brewster angle 
always occurs for TM polarization, and never occurs for 
TE polarization. This contradiction can be resolved by 
considering the case for nonmagnetic dielectric materials 
= p2), in which the graph in Fig. 5 is reduced to the 
line A = 1 (for TE polarization). It is apparent that this line  
does not intersect either region that allows for a Brewster 
angle. Thus there is no TE Brewster angle for nonmagnetic 
dielectric materials. The restriction to nonmagnetic dielec-
tric materials reduces the TM polarization graph to the line 
T = 1. This line is completely contained in the regions that 
have a Brewster angle. Thus there is a TM Brewster angle 
for all combinations of nonmagnetic dielectric materials. In 
general, however, one, both, or neither of the polarizations 
can have a Brewster angle. For most material combinations, 
either the TE polarized wave or the TM polarized wave will 
have a Brewster angle. For those material combinations that 
lie along the line AT = 1, neither of the polarizations will 
have a Brewster angle; the reflectivity is independent of 
angle. For those material combinations that lie along the 
curve A = T, both polarizations will have a Brewster angle 
at normal incidence (TE and TM polarization are identical 
at normal incidence). For all other material combinations, 
either one or the other of the polarizations will have a 
Brewster angle. 
For material interfaces in which the effective mass is 
the same on the two sides of the boundary, no Brewster 
angle will occur. This result can be obtained directly from 
Fig. 5. The constant effective mass case (rni = rn;) 
reduces Fig. 5 to the line A = 1. It is apparent from the 
graph that this line does not pass through the regions that 
have a Brewster angle. This condition is analogous to the 
nonmagnetic dielectric case (µ,. = 1) for TE polarization 
and the e,. = 1 case for TM polarization. Thus an effective 
mass difference (across the interface) is required for an EW 
to have a Brewster angle. These results are applied to the 
Ga3_,Alz As material system in the next section where it 
is shown that all interfaces created in this material system 
will have a Brewster angle. 
VII. ELECTRON WAVE REFLECTION AND 
REFRACTION IN G , Al, As 
The results that were derived for the reflectivity and 
transmissivity of an EW at a material interface can be 
directly applied to heterostructures in the Gal —.Al iAs 
material system. By inserting the appropriate expressions 
for the kinetic energy and effective mass into the expres-
sions defining the phase and amplitude refractive indexes 
(see Tables 1 and 2) the reflectivity characteristics of a 
G az Alzi As/G —r2 Alz7 As interface can be analyzed 
as a function of EW energy. For this material system, 
the potential energy and effective mass are a function of 
total electron energy (C) and aluminum composition (s). 
It is instructive to analyze the ranges of EW energies 
and boundary compositions that allow for TIR (critical 
angle, 9,) and zero reflectivity (Brewster angle, 93). The 
reflectivity of the boundary will be considered for two 
cases: xl < s2 which is a potential rise shown in Fig. 6 
and xi .> s2 which is a potential drop shown in Fig. 7. 
For interfaces constructed using the Ga 1 _,Al2.As mate-
rial system, the range of usable compositions that maintain 
direct gap semiconductors is given as 0 < x, < 0.45. The 
electron kinetic energy and effective mass for electrons in 
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Fig. 6. Ranges of electron energies (r point) that allow for a 
critical and/or a Brewster angle at a semiconductor interface in 
the Gal Alr As material system with xi < x2. The electron 
wave is incident upon the interface from the left (z < 0). For 
electron waves with energies below A:2, all electrons will be 
totally internally reflected because ee = 0. For electron waves 
with energies below A(zi + x2)4- ABIC, there will be a nonzero 
entice/ angle, but no Brewster angle. For electron waves with 
energies above this critical energy, there will be no critical angle 
but there will be a Brewster angle. The asymptotic value of the 
Brewster angle is shown on the figure. 
the r valley in each of the two regions are given as [35) 
(KE), = E — Ax„ Trt7 = 771,(B+Cx,), I = 1,2 (40) 
where A, B, and C are constants, m0 is the free electron 
mass, and the bottom of the conduction band in pure GaAs 
is used as the zero of total energy. For Gai—.A1. As, 
A = 0.77314 eV (assuming a 62% conduction band offset 
[35]38)), B = 0.067, and C = 0.083 [35]. By using (40) 
for the kinetic energy and effective mass, the existence 
of both a critical angle and a Brewster angle can be 
investigated as a function of compositions (x1 and x2) and 
total electron energy (E). 
For this material system, the ratio of effective masses 
in the two regions is limited by the range of usable 
compositions given above. For interfaces with xi < 21, 
the range of effective mass ratios (ft for TIR and T for 
Brewster angle) is limited to the region B/(B + 0.45C) < 
mi Mei < 1. For interfaces with xi > z2, the range 
of effective mass ratios is limited to the region 1 < 
int/m.3 < (B + 0.45C)/B. These regions are shown 
graphically as the dotted regions of Fig. 8. In the case 
of the potential rise (Xi < x2), when (KE)2 is equal 
to zero, the ratio of kinetic energies (1' for TIR and A 
for Brewster angle) is equal to infinity. As the kinetic 
energy in the output region is increased, the ratio of 
kinetic energies decreases, approaching unity as (KE)2 
approaches infinity. The c •ipositional difference of the rise 
gives the effective mass ratio (see (40)), fixing the ordinate 
of the graph. The energy dependence of the critical and 
Fig. 7. Ranges of electron energies (r point) that allow for a 
critical and/or a Brewster angle at a semiconductor interface in the 
Gal Al. As material system with xi > x2. The electron wave 
is incident upon the interface from the left (z < 0). For electron 
waves with energies below A(zi x2) + AB IC, there is no 
critical angle or Brewster angle. For electron waves with energies 
above this critical energy, there will be both a critical angle and a 
Brewster angle. The asymptotic values of the Brewster and critical 
angle are shown cm the figure. 
Brewster angles is given as a vertical line at this ordinate. 
The points of intersection between the curves of constant 
critical (Brewster) angle and this line give the values of 
the EW kinetic energy that yield a given critical (Brewster) 
angle for the chosen compositional difference. An example 
line is shown in Fig. 8, where X1 = 0 and x2 = 0.3. 
The kinetic energy dependence of the critical and Brewster 
angle of a potential drop behaves in a similar manner to 
the potential rise. When (KE)1 is equal to zero, the ratio 
of kinetic energies is equal to zero. As the kinetic energy 
in the input region increases, the ratio of kinetic energies 
increases, approaching unity as (KE)1 approaches infinity. 
Again, the compositional difference fixes the ordinate on 
the graph. The ratio of kinetic energies for a given critical 
(Brewster) angle is given by the intersection of the curves 
of constant critical (Brewster) angle with a vertical line at 
the ordinate fixed by the effective mass ratio. A sample 
line is shown in Fig. 8 for a potential drop of xi = 0.3 
and z2 = 0.0. These energy dependencies of the critical 
and Brewster angle can be used to show the regions of EW 
input energies that allow a critical angle and/or a Brewster 
angle. These regions are discussed as follows. 
For the potential rise (Fig. 6), if the electron energy in 
region 1 is less than the size of the potential rise, i.e., 
if (KE)1 < A(x2 — xi), then the EW will experience 
TIR from the potential barrier for all angles of incidence. 
For these electron energies, the critical angle 9, occurs at 
normal incidence (9, = 0). As (KE)1 is increased past 
A(x2 — xi), the EW will be partially transmitted at normal 
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Fig. B. Range of material parameters that are possible for direct 
gap interfaces in the Gal —,Al z As material system. The dotted 
regions show the allowed effective mass and kinetic energy differ-
ences for this material system. The left rectangle is for interfaces 
with r2 > ri and the right rectangle is for interfaces with 
> :2. The intersection of these regions with the regions 
for a critical and Brewster angle can be used to calculate the 
results shown in Figs. 6 and 7. The effective mass difference of 
the interface reduces the rectangle to a vertical line, where the 
abscissa of the line is fixed by the kinetic energy. The intersection 
of the constant critical (Brewster) angle curves with this line, gives 
the value of the critical (Brewster) angle for each energy at the 
interface. Two example lines are shown. 
incidence, but it will achieve TIR for all incident angles 
(81) greater than the critical angle given by 
	
Be = 	
A.2)(B Cr,)  
(t Ari)(B cso• 
	(41) 
As (KT), is further increased, the critical angle increases 
from normal incidence, until the critical angle reaches 
grazing incidence at the electron energy 4 = A(ri +z2)+ 
AB/C. For all electron energies larger than 4, the EW 
will not experience TIR for any angle of incidence. At these 
energies, a fraction of the EW amplitude will be transmitted 
for all angles of incidence. The critical energy 4 is the 
energy at which the EW phase refractive indexes are equal 
on the two sides of the boundary (nph,1 = nph.2). For EW's 
with energies less than this critical value, riph3 > flph.2 
and TIR can occur. For EW's with energies greater than 4, 
npha < nph,2 and TIR can no longer occur. For EW's with 
energies equal to 4, the incident, reflected, and transmitted 
angles are all equal since the phase refractive indexes are 
equal on the two sides of the boundary. 
The energy dependence of the Brewster angle for the 
potential rise of Fig. 6 follows a reciprocal behavior of the 
critical angle. For EW energies below the critical energy 4, 
there is no Brewster angle. As the EW energy is increased 
an infinitesimal amount above 4, a Brewster angle occurs 
at grazing incidence. For all EW energies above 4, there 
- - — 	 — - • 	 • 	 • • 2r...or r, LP-7151" ►  TV • KICOCIDT 
will be a Brewster angle given by 
BB = sin-1 
— (e —  Az2)(B+Gx1)1(E — Ari)(B + Cx 2 )  
1— (B+Cx1) 2 1(13 +Cx2) 2 
(42) 
As the EW energy is further increased above 4, the Brew-
ster angle decreases asymptotically to the value 1313 = = 
sin—s %AB + Cx2)/(2B + C(xi + .x2)) as the energy ap-
proaches infinity. Thus for electron energies below the 
critical value 4, a fraction of the electron probability 
current will always be reflected. For electron energies above 
the critical value 4, there is an angle of incidence for 
each electron energy for which the electron probability 
current will be totally transmitted. As the EW energy 
approaches infinity, the angle of incidence that allows 
for total transmission asymptotically approaches the value 
8B.:0. It is interesting to note that the asymptotic value of 
the Brewster angle is not normal incidence. This is because 
the reflectivity at normal incidence does not go to zero 
for high energies due to the effective mass difference. At 
high EW energies, the kinetic energy difference becomes 
negligible but the effective mass difference remains. 
The energy dependence of the critical angle and the 
Brewster angle for a potential drop (Fig. 7) are similar to 
the results discussed above for the potential rise. In fact, 
these results predict a region of EW energies for which an 
EW can be totally internally reflected from a potential drop. 
This TIR occurs for energies at which the relative difference 
in effective masses is larger than the relative change in 
kinetic energies. Thus TIR will occur at a potential drop for 
electron energies whose input kinetic energy is significantly 
larger than the magnitude of the potential drop. The onset 
of TIR for a potential drop occurs at the same critical 
energy (4) at which the TIR disappeared for the potential 
rise. For electron energies below 4, there is no critical 
angle. At these energies, all electron waves will be partially 
transmitted past the interface. As the electron energy is 
increased infinitesimally above 4, TIR occurs at grazing 
incidence. As the energy is further increased above 4, the 
critical angle asymptotically approaches the value 8,„ = 
sin' s 1/(B + Cx2)/(B +Cx 1 ). 
The Brewster angle behavior of the potential drop is the 
same as the Brewster angle behavior for the potential rise. 
For angles less than 4, there is no Brewster angle. For all 
EW's with energies above 4, there is a Brewster angle that 
is given by (42). In fact, the value of the Brewster angle for 
the potential drop is the refracted angle for an EW incident 
at the Brewster angle of the reciprocal potential rise. As the 
EW energy approaches infinity, the asymptotic value of the 
Brewster angle is again given by Og oo . 
The energy dependence of the critical and Brewster 
angles for both the potential rise and the potential drop 
are summarized graphically on Figs. 6 and 7. These figures 
emphasize that fact that both a critical angle and a Brewster 
angle will exist for all interfaces in this material system. In 
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addition, these figures illustrate the important role of the ef-
fective mass in EW propagation in semiconductors. Merely 
viewing the band (potential energy) diagrams does not give 
complete information about the quantum reflectivity of a 
material interface between two semiconductors. 
VIII. SUMMARY AND DISCUSSION 
A comprehensive set of analogies have been presented 
between electron wave propagation in semiconductors and 
electromagnetic propagation in general dielectrics. It has 
been shown that separate phase and amplitude refractive 
indexes are required for both cases. The phase refractive 
index is required for describing phase effects such as phase 
matching and total internal reflection, and the amplitude 
refractive index is required for describing amplitude effects 
such as the reflectivity of a material interface. For the 
electron wave, the phase (amplitude) refractive index is 
proportional to the square root of the product (ratio) of 
the kinetic energy and the effective mass of the medium of 
propagation. For the EMW, the phase (amplitude) refractive 
indexes is proportional to the square root of the product 
(ratio) of the permittivity and permeability of the medium 
of propagation. 
By considering the phase matching and amplitude con-
ditions of the electromagnetic boundary conditions, the 
reflection and refraction of an EMW incident upon an 
interface between two general dielectrics has been analyzed. 
It has been shown that one set of equations can be used 
to calculate the angles and the amplitudes of the reflected 
and transmitted waves for both TE and TM polarizations 
through the definition of different amplitude refractive 
indexes for each polarization. In addition, by applying 
the analogies discussed above, it has been demonstrated 
that the same set of expressions can be used to describe 
electron wave reflection and refraction at an interface 
between semiconductor materials through the definition of 
electron wave phase and amplitude refractive indexes. The 
behavior of the phase matching and reflectivity expressions 
have been determined as a function of material parameters. 
Through this analysis, it has been shown that for general 
dielectrics there are an infinite set of material parameters 
that produce a given critical angle. In addition, it has 
been shown that for general dielectrics a Brewster angle 
can occur for TE polarization, TM polarization, both TE 
and TM polarization, or neither TE nor TM polarization 
depending on the material parameters. 
Using analogies between the electromagnetic and elec-
tron wave refractive indexes, the critical angle and Brewster 
angle for a semiconductor material interface have also been 
determined as a function of kinetic energy and effective 
mass of the electron wave on the two sides of the material 
interface. Analogous to the electromagnetic case, it has 
been shown that for general material systems (with arbitrary 
kinetic energy and effective mass), there are an infinite 
number of material compositions that produce a given 
critical angle. In addition, it has been shown that an electron 
wave can encounter a Brewster angle if the effective mass  
differs on the two sides of the boundary. For general 
material systems, this Brewster angle is a function of the 
energy of the electron wave and can occur at normal 
incidence for appropriate material combinations. These 
results for electron wave propagation have been applied to 
interfaces in the Ga i _z Alz As material system to determine 
the reflectivity of an interface as a function of electron 
energy and material composition. By applying this analysis, 
it has been shown that electron waves in the r band in this 
material system can be totally internally reflected from both 
a potential rise and a potential drop. In addition, it has been 
shown that a Brewster angle will exist for all interfaces in 
this material system. It should be noted that the Brewster 
angle calculated here for r band electrons in Gai— r Al. As 
occurs at energies above the L band satellite minima. The 
analysis method, however, also applies to other material 
systems whose range of energies for Brewster angles may 
fall above or below those of any minima, depending on the 
material system parameters. 
The present formalism can be used to analyze electron 
wave optical structures, such as the impressive experimental 
devices of Sivan et al. [17] and Spector a al. [18)—(19]. 
The phase matching relationships of the present work (in 
the limiting case of a constant effective mass throughout 
the device) reduce to the same expressions that they used 
to explain successfully the results of these electron geo-
metrical optics experiments. In their work, a complete ray 
tracing analysis was performed, using the electron wave 
phase indexes of refraction, to predict the device response. 
In order to demonstrate the procedure of applying the 
present formalism to the analysis of electron wave optical 
devices, the electron wave prism switch [19] is treated. 
The results of this analysis are shown in Fig. 9. In this 
device, constructed in the two-dimensional electron gas 
configuration, an incident electron wave is refracted by a 
potential energy prism and is switched to collector A, B, or 
C. The potential energy prism is created by applying a gate 
voltage to the electrode labeled n p"hil . The electron wave 
inside the prism (index nrIvp ) is incident upon the prism 
surface at angle B i and is refracted into the output region 
(index NE%) at angle 92. By using the current-voltage 
and electron density data given in [19], the index ratios 
(n%/nEr ) that switch the electron into collectors A, B, 
and C are calculated to be 1.4, 1.1, and 1.0, respectively. 
These index ratios would result in angles of refraction 
(92) of 38 deg, 52 deg, and 67 deg, for collectors A, B, 
and C, respectively. From the geometry of the device, 
the ranges of incident angles that can be accepted by 
each collector are approximately 30 to 39 deg for collectot 
A, 46 to 53 deg for collector B, and 60 to 68 deg for 
collector C. Thus the calculated angles of refraction are 
consistent with these angular ranges. In the limit of an 
index ratio of ni,Er1,2 /117,1 = oo, the electron wave would 
be refracted normal to the prism surface. For an index 
ratio of nEw phi inEw = 0.92, the electron wave would be ph2  
refracted parallel to the prism surface (onset of total inte. la] 
reflection). For this index ratio, the angle of incidence 8 3 (= 
67 deg) is equal to the critical angle as given by (38). The 
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Fig. 9. Phase matching analysis of the electron wave prism switch 
of [191 The electron wave inside the prism (index raPhvi ) is 
incident upon the prism surface at angle 61 and is refracted into 
the output region (index ri ph2 ) at angle 83. By using the electron 
density and voltage-current data given in [19), the index ratios 
(nr,t2 ing'i ) that switch the electron into collectors A, B, and C 
are calculated to be 1.4, 1.1, and 1.0, respectively. These index 
ratios would result in angles of refraction (92) of 36 deg, 52 deg, 
and 67 deg, for collectors A, B. and C, respectively. These angles 
ate consistent with the given geometry of the device. 
application of the present single-ray approach to the anal-
ysis of the electron wave prism switch [19], demonstrates 
the utility of the analogies between EMW propagation and 
EW propagation. In addition to analyzing phase effects 
(refraction angles), the present formalism can be used to 
extend these results to include amplitude effects such as 
reflectivity and transmissivity at boundaries. Furthermore, 
the present methods can be used to include simultaneously 
both phase and amplitude effects, incorporating important 
quantum interference physical optics effects [7H16] so 
as to calculate the total reflectance and transmittance of 
multiple-boundary, multiple-layer, and multiple-component 
electron optical devices. 
Even though parabolic band, direct gap Gai_ rAliAs has 
been treated in this work, it should be emphasized that 
the methods can be applied to other material systems. It 
is conceptually straightforward to include nonparabolicity 
effects (often represented as E(1 + aE + 0E2 + ...) = 
h2 jrcE w l 2 /2ms) in the analysis. Similarly, anisotropic ef-
fects can be incorporated through the use of a tensor 
effective mass and potential energy. This anisotropic case 
could be used if the lowest energy band consisted of 
ellipsoidal X minima energy surfaces (e.g., Si, AlAs, etc.) 
or ellipsoidal L minima energy surfaces (e.g., Ge) rather 
than the spherical r minimum energy surface associated 
with direct gap Gal,A1 sAs. 
Although the form of the potential energy has been taken 
to be V = Ax, since this linear relationship applies to direct 
gap Gal -.AI.As and numerous other material systems, 
the analysis presented can be straightforwardly extended to 
general potentials given as V = f(x). For example, for 
indirect gap Gai_,AL.As (0.45 < z < 1) the potential 
V = 1.900 + 0.125x + 0.1932 2 [35], [36] can be used to 
calculate the phase and amplitude refractive indexes, from 
which the reflectivity (transmissivity) characteristics can be 
calculated. 
The analysis presented in this paper is based on the 
single-band effective-mass equation. Such an analysis is 
valid for conduction electrc -1 in type I superlattices con-
structed from semiconductors such as Gai-.A4As [40]. 
For the conduction of holes in the valence band of type I 
superlattices (Gai..;Alz As [21]), the conduction of elec-
trons in material systems with zero-field spin splitting in 
the conduction band (such as Gal -.1.n.As 139]), or the 
conduction of electrons in type II superlattices [40], a 
multiband effective mass equation is required. In this case, 
the effective mass equation is an N-dimensional matrix 
equation rather than a scalar equation. The electron-wave 
amplitude for single-band bulk propagation (the case 
treated in this paper) is analogous to either the electric or 
the magnetic field. For propagation across an interface, 1,1) is 
analogous to the component of the electromagnetic field that 
is normal to the plane of incidence. In the case of the two-
band effective mass equation (lack of spin degeneracy), the 
resulting electromagnetic analogy differs from that treated 
in this paper. Bulk propagation in the two-band case is 
analogous to EMW propagation in an anisotropic media. 
The two bands represent a two-sheeted wavevector surface, 
analogous to the two-sheeted wavevector surface used to 
describe electromagnetic propagation in anisotropic mate-
rials [30]. In the electromagnetic case, the direction of the 
electric field polarization determines the wave decomposi-
tion into the two wavevector surfaces. In the electron wave 
case, the orientation of the electron spinor determines the 
decomposition of the electron wave into the two bands [21], 
[39]. In this manner, the electron spin is analogous to the 
electromagnetic field polarization. However, the electron 
wave eigen-solutions for the two-band model (spinors) 
are two-dimensional. Thus the two-band model describes 
a two-dimensional wavevector surface as opposed to the 
three-dimensional wavevector surface in electromagnetic 
optics [30]. In the N-band case, the N bands describe 
an N-sheeted 'wavevector surface in direct extension to 
the standard two-sheeted surface in anisotropic optics. The 
orientation of the N-dimensional vector describing the 
electron wave amplitude determines the wave decompo-
sition into the wavevector surfaces. These analogies allow 
the description of multiband transport in terms of EMW 
propagation in anisotropic crystals. 
An important result of this work is the demonstration that 
the analogies from the optics of nonmagnetic dielectrics are 
not applicable to electron wave propagation in semiconduc-
tors due to kinetic energy and effective mass differences 
across the interface. The optical expressions must first be 
generalized to include nonmagnetic dielectrics and then the 
results can be applied to the design of ballistic electron 
devices. 
If the effective mass difference across the interface were 
not included in this analysis, many of the results would 
differ dramatically. By including the effective mass differ-
ence across a boundary, it was shown that an electron wave 
could be totally internally reflected from a potential drop. 
In addition, t. e existence of an electron wave Brewster 
angle is dependent upon the inclusion of the effective mass 
dependence. In fact, when the effective mass is included 
in the analysis, the reflectivity of an interface for an 
arbitrary angle of incidence does not go to zero as the 
energy of the electron wave goes to infinity. Thus there is 
always a component of the electron wave that is reflected 
due to the effective mass difference on the two sides of 
the interface. These reflections will be eliminated if the 
electron waves are incident at the Brewster angle. For 
these material systems that have effective mass changes, 
the existence of an electron wave Brewster angle could 
become useful in the design of antireflection interfaces in 
ballistic electron devices [41]. As was discussed in Section 
I, recent experiments have demonstrated the importance of 
including these effective mass effects [24]26]. 
With the comprehensive set of quantitative analogies 
presented in this work, it is clear that a wide variety of 
electron wave optical devices are possible using electron 
wave propagation and that these devices can be designed 
starting with existing optical designs. 
Using the results of the present formalism, electron 
wave optical components can be constructed including 
a wide variety of electron interference filters [27], [28] 
that have high-pass, low-pass, band-pass (narrow-band or 
wide-band), or notch (narrow-band and wide-band) charac-
teristics. Impedance transformers (antireflection coatings) 
to reduce unwanted electron reflections at boundaries can 
be designed [41]. These could be used, for example, in 
the electron flow from the GaAs base of a bipolar junction 
transistor to the Gai_ z Alz As collector where Ga1_,Alx As 
is used to increase the breakdown voltage in the high 
electric field collector. One-dimensional periodic structures 
(diffraction gratings) can be designed to diffract electron 
waves [42]—[44], allowing a variety of beam-splitting and 
transistor-like switching functions to be performed. 
In addition, nearly monoenergetic electron emitters can 
be designed that are voltage tunable [28], [46]. Electron 
emitters can be incorporated as hot electron injectors in 
the design of electroluminescent devices [46]47], pho-
todetectors [46], and fast ballistic transistors [46]. Neg-
ative resistivity devices can also be designed utilizing 
linearly varying period (chirped) superlattices [48], [49] or 
Fabry—Perot emitter/filter structures [28], [45], [5O]. All of 
these devices could be used in the construction of ultrahigh 
speed switches and high-frequency oscillators. 
The quantitative analogies presented here may be used 
in the design of slab waveguides (quantum wells with 
a two-dimensional electron gas) [34] and channel wave-
guides (quantum wires with a one-dimensional electron 
gas). Electron waveguides must be used in nanometer-scale 
high-speed integrated circuits. They are also required in 
future electron guided-wave integrated circuits for imple-
menting high-speed integrated switches, modulators, and 
logic devices for computers and communications. Such 
guided wave circuitry could also perform "optical-like" 
parallel data processing, in a manner analogous to present-
day electromagnetic optical data processing which is done 
with guided-% ave integrated optical circuits (with a wave-
length approximately 100 times smaller than the wavelength  
in the electromagnetic optical devices). In addition, the 
interface to conventional digital electronic circuitry could 
be contained within the same semiconductor chip, thus 
greatly simplifying the "optics-electronics" interface. 
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Ballistic current-voltage characteristics of semiconductor superlattice 
electron-wave quantum-interference filter/emitter negative differential 
resistance devices 
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The transmission and current-voltage characteristics of Ga l _ „AlzAs superlattice electron-
wave quantum-interference filter/emitter negative differential resistance devices are 
analyzed with and without the self-consistency requirement. The analysis neglects the 
scattering effects within the superlattice since it is assumed that it is very thin (less than the 
electron coherence length). Thus, the calculated characteristics correspond to the 
ballistic component of the current. For the non-self-consistent calculation the single-band 
effective-mass time-independent Schroedinger equation is solved. For the self- 
consistent calculation, the Schroedinger and Poisson equations are solved iteratively until a self-
consistent electron potential energy and electron density are obtained. It is shown that 
suitably designed electron-wave quantum-interference filter/emitters can exhibit strong 
negative differential resistance in the current-voltage characteristics, similar to those 
of resonant tunneling diodes. For low-to-moderate (2-30 meV) Fermi energies in the 
conduction band of Ga l _ „AlAs (Si doping concentration less or equal to 2 X 10 18 cm 3 ) 
and temperatures near 30 K (in the ballistic transport regime), it is shown that space-
charge effects are relatively small and result in a slight shift of the current-voltage and 
transmission characteristics toward higher bias voltages. In a fashion similar to that 
occurring in resonant tunneling diodes, the self-consistent field in electron-wave filter/emitter 
negative differential resistance devices partially screens the positive applied bias. Designs 
of Ga l _,A1.,,As resonant devices with current peak-to-valley ratios of —50 as well as 
nonresonant (not exhibiting negative differential resistance) devices are analyzed. The 
corresponding electron charge density distributions are also presented. Superlattice electron-
wave filter/emitter negative differential resistance devices can be used as high-speed 
switches, oscillators, and as monoenergetic emitters in electroluminescent devices and 
photodetectors. 
I. INTRODUCTION 
Nanostructure devices like multiple quantum wells 
and superlattices have been rapidly developed due to recent 
advances of microfabiication technology, particularly met-
alorganic chemical vapor deposition (MOCVD) and mo-
lecular-beam epitaxy (MBE). These fabrication technolo-
gies have been refined to the point where single monolayers 
can be grown with precise compositional control.' At these 
spatial dimensions, quantization effects largely dominate 
device characteristics, making further reduction in their 
sizes undesirable in some applications, thereby limiting the 
ultimate speed of the devices. However, quantum interfer-
ence effects may also potentially be used in an advanta-
geous way in novel devices. Quantum-mechanical interfer-
ence effects have been experimentally observed for electron 
energies below the potential energy barriers in double-bar-
rier and multibarrier resonant tunneling devices 2-4and for 
electron energies above the barriers in single- and double-
barrier structures." With further improvements in the 
quality of the materials grown, ballistic transport has also 
been experimentally observec1. 1°31 That is, electrons travel 
through the device without being scattered by deviations 
from crystalline perfection. Even with the addition of elas- 
tic scattering, the electrons exhibit clear quantum-mechan-
ical plane-wave behavior. 13. 13 These coherent waves main-
tain their phase throughout the device and thus can 
interfere, reflect, refract, and diffract in a manner analo-
gous to the electromagnetic plane waves in dielectric me-
dia. Impressive experimental evidence of optical-like elec-
tron behavior in GaAs semiconductors has recently been 
reported. Kis 
Quantitative analogies between quantum-mechanical 
electron waves in semiconductor materials and electromag-
netic optical waves in dielectrics have already been 
developed. 18 With these analogies, existing electromagnetic 
optical analysis and design techniques can be used for the 
analysis and design of novel semiconductor quantum-wave 
devices. Possible devices include narrow-band superlattice 
interference filtess 17. 18 and filter/emitters 18•213 which can ex-
hibit very narrow electron kinetic energy passbands and 
can be integrated into solid-state devices for potential • 
use as monoenergetic emitters for electroluminescent 
devices, 21 '22 photodetectors,21'23  and subpicosecond ballis-
tic transistors."' Beyond improving the speed of existing 
devices, however, the totally new concept of guided elec-
tron-wave integrated circuits has been proposed. 24,25 This 
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potentially next generation of integrated circuits could be 
comprised by many semiconductor quantum electron-wave 
devices interconnected by electron waveguides. 24-29 
Semiconductor superlattice interference filter and 
filter/emitter designs can be visualized from the optical 
interference filters counterparts but their designs cannot be 
simple copies of thin-film optical designs due to the con-
straints that are imposed by the ultrasmall dimensions, the 
usable composition range, and the applied bias voltage. 
The design of such quantum interference filters and filter/ 
emitters has been presented in Refs. 17-20. In the present 
work the current-voltage (I-V) characteristics of these 
filter/emitters are calculated self-consistently. It is shown 
that these devices can exhibit negative differential resistiv-
ity similar to that occurring in resonant tunneling diodes. 
In addition, space-charge effects due to electron localiza-
tion that have been shown to be very important in semi-
conductor device analysis and design are quantified for 
these structures. Several analytical techniques have been 
used and can be classified into two major categories: the 
classical approaches that include the solution of the non-
linear Poisson equation using Boltzmann or Fermi—Dirac 
statistics for the electron and hole concentrations, 3045 and 
the quantum-mechanical approaches in which both the 
Schroedinger and Poisson equations are solved self-consis-
tently through an iterative algorithm until a self-consistent 
electrostatic potential and electron density are 
achieved.3547 Most of these analyses have been applied to 
the resonant tunneling diodes37.39-41 •44 in which the space-
charge effects have been shown to be significant. In this 
paper, for the first time, a complete quantum-mechanical-
self-consistent analysis of the semiconductor superlattice 
filter/emitter is presented. These devices inherently differ 
from the resonant tunneling diodes in that they are de-
signed to operate at electron energies above all barriers and 
wells of the semiconductor superlattice. Thus, electron lo-
carnation is purely due to the quantum-mechanical inter-
ference mechanism. 
In this work, the effects of the self-consistent potential 
on quantum-interference filter/emitter negative differential 
resistance devices are isolated and analyzed. The details of 
the model used are described in Sec. II. Several example 
cases are presented in Sec. III for the GaAs/ 
Gal alloy system. Resonant (exhibiting negative 
differential resistance) and nonresonant (not exhibiting 
negative differential resistance) filter/emitter devices are 
analyzed. The effects of the Fermi energy (doping) and 
temperature on the filter/emitter transmittance and cur-
rent-voltage characteristics are included. Electron densities 
in the superlattice are also presented for resonant and non-
resonant filter/emitters. It is found that the space-charge 
effects on the transmission and I-V characteristics of the 
filter/emitter devices can be significant for relatively high 
Fermi energies (above 30 meV) and generally lead to shift-
ing of the device characteristics toward higher bias volt-
ages. Finally, in Sec. IV, a summary and some discussion 
are presented.  
11. MODEL DESCRIPTION 
A voltage-biased semiconductor superlattice can serve 
simultaneously as an electron-wave interference filter and 
electron emitter. The theory and the design of such elec-
tron-wave filter/emitters have been presented in Refs. 19 
and 20 using a non-self-consistent (linear electrostatic po-
tential) model. The present self-consistent model is similar 
to the one used for the resonant tunneling devices. 3645 The 
model formulation is based on the following given condi-
tions: 
(a) The semiconductor superlattice consists of an in-
trinsic region where quantum-mechanical analysis applies. 
Thus, the length of the device is smaller than the electron 
coherence length. Experimental measurements in ballistic 
hot-electron devices lu' l 1 • 14,1"1"9 (on GaAs/GaAlAs and 
InGaAs/InAlAs structures) indicate that the electron co-
herence length lies roughly between 10 and 100 nm. Of 
course, the electron coherence length depends strongly on 
the temperature (electron coherence length of the order of 
several micrometers was recently reported at very low 
temperatures 14' 15 ) and it is a statistical quantity. Therefore, 
the experimental data suggest that a measurable fraction of 
the electrons will exhibit coherent behavior within the 
filter/emitter. The transport of electrons through the 
filter/emitter negative differential resistance device is as-
sumed to be strictly collisionless. 
(b) For the filter/emitter region, the one-electron sin-
gle-band effective mass time-independent Schroedinger 
equation is used. This is a valid approximation for electron 
energies near the r point in accordance with the filter/ 
emitter design requirements." The boundary conditions 
used at the heterojunction interfaces of the filter/emitter 
region (intrinsic region) are the continuity of the envelope 
wave function, 4,, and the continuity of the normal com-
ponent of the probability current density or equivalently 
the continuity of the envelope wave function first derivative 
weighted by the inverse effective mass, (1/m•)4,' (where 
4/' denotes a first derivative). These two boundary condi-
tions work sufficiently well for the III-V semiconductor 
family as long as the same band edge is considered on both 
sides of the discontinuity 50 (the conduction-band direct-
gap minimum for the electron-wave filter/emitters). 
(c) The applied voltage bias appears across the filter/ 
emitter region. The voltage drop in the contacts is assumed 
negligible. 
(d) The contact regions outside the filter/emitter are 
treated as having constant Fermi energy levels and equi-
librium Fermi—Dirac statistics apply. 
The electron potential energy of the electron-wave 
filter/emitter negative differential resistance device with an 
applied bias voltage is shown in Fig. 1. In this figure the 
electrostatic potential energy is assumed to be linear which 
is the first estimate used in order to start the iterative so-
lution of the Schroedinger and Poisson equations. The 
filter/emitter consists of M layers, where M is an odd in-
teger. The center layer is the resonant layer while the sur-
rounding layers are quarter electron-wavelength layers 
(for the design pass energy of the filter/emitter). 19,20 When 
the design voltage is applied, electrons in a narrow energy 
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FIG. 1. Schematic representation of a bi-
ased semiconductor superlattice elec-
tron-wave interference resonance filter/ 
emitter. At the design potential energy 
bias, Vb,„„ and input kinetic energy, 
KE,„, the layers have a thickness of a 
quarter (or a half for the resonant cen-
tral layer) of an electron wavelength as 
measured in that layer. In this figure a 
linear (non-self-oonsistent) electrostatic 
potential is assumed. 
band around the prespecified pass energy, ; (Fig. 1), 
traverse the filter/emitter and are emitted with an output 
kinetic energy KE„„,. The applied bias potential energy is 
denoted by Vtas, while the potential energies of the differ-
ent layers are denoted by V J and their effective masses by 
rn7( j = 1,2,...,M). For the solution of the self-consistent 
problem the filter/emitter region is divided into N subre-
gions of equal width Ltz as shown in Fig. 2. The potential 
energy of each subregion Ai = 1,2,...,N) is V; 
= [V(4_ ) V(z; )]/2, where V(z) is the electrostatic 
potential energy (which is one of the unknowns of the 
self-consistent problem). An alternative to the stair-step 
approximation 5I would be a piecewise linear potential en-
ergy approximation. 20' S2 In the limit of large N both ap-
proximations converge to the same solution. The one-elec-
tron envelope wave function in the ith subregion is denoted 
byth, while the change in the conduction-band edge, v i, and 
the effective mass, mi,k, are the change in the conduction-
band edge and the effective mass of the region j 
( j= 1,2,...,M) to which the subregion i belongs. Thus, the 
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FIG. 2. Part of the resonant filter/emitter region between points z;_. 1 and 
4 where the stair-step representation is used for the self-consistent poten-
tial V(z). 
one-electron envelope function time-independent Schroed-
inger equation for the ith subregion can be written 
*2 /PO, 
2174, 	+ (E — 	vi)11),=0, zI_ 1 <zo;, 	(1) 
where A is Planck's constant divided by 2ir and E is the 
total electron energy. In order to solve Eq. (1), knowledge 
of the electrostatic potential energy V(z) is required. As-
suming that V(z) is known, the solution for e/ can be 
written in the form 
iki(z)= exp [ + jk i(z — 	1 )] 
+Dr exp — ik,(z—zf _ ,)] 	 (2) 
for 4_ , < z < 4 and with the electron wave vector k1 
 = [21,27(E — — vi)A2] tn . The coefficients Ci and Di of
each subregion i can be found from the boundary condi-
tions for the envelope wave functions and assuming that 
Oo(z) = cap( fkoz) + re eaP( — ikoz) and 1PN + 1(z) 
= to exp[ jkN+ 1 (z — 40], where re and to are the ampli-
tude reflection and transmission coefficients of the wave 
function. Using a transfer matrix approach, 5I re and to can 
be calculated first, and then all C I and Di can be computed 
recursively. Thus, once the overall transmission and reflec-
tion coefficients are found, the steady-state wavefunction 
#(z) = 01(z) for < z < 4 (1= 1,2,...,N) can be deter-
mined at each incident energy E over the full range of 
interest. 
After the wave function 0(z) is known throughout the 
entire structure, the electron density, n(z), can be calcu-
lated by n(z) = (ib(z)r (z)), where ( ) denotes summa-
tion (or equivalently integration) over all energies. 36 Fur-
thermore, assuming Fermi-Dirac statistics the previous 
equation becomes 
n(z)=(0(z)r (z)f (E,E f)), 	 (3) 
where f (E,Ef) is the Fermi distribution function and Ef is 
the Fermi energy level. The distribution function is taken 
as being in equilibrium, in spite of the fact that a current 
• • • • • • 
Vj 
V(4) 
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flows through the filter/emitter when a bias voltage is ap-
plied. However, the distribution function f(E,Ef) 
= 1/{1 exp[(E — Ef)/kB7]), where kB is Boltz-
mann's constant and T is the absolute temperature, is rea-
sonably accurate since the xy system is essentially decou-
pled from the quantization direction z, and can be 
considered in a quasi-equilibrium state. 37-43 Evaluation of 




X fo low 1 2 	+ exp(Ef 
dE, 
— 	 , 	 (4) 
4E, 
where E, is the longitudinal component of the energy E. 
For the above computation, parabolic band structure and 
independence of 10(z)1 2 on the transverse energy compo-
nent (momentum) were assumed. None of the two previ-
ous assumptions is strictly valid, but for low energies near 
the bottom of the conduction band (I' valley) these are 
very good approximations and they greatly simplify the 
computational procedure for the evaluation of the electron 
density. 37-43 In addition, Eq. (4) accounts for only the 
left-to-right incident electrons. In order to be strictly cor-
rect, the electrons impinging from right to left should also 
be taken into account, 39-4I and the total electron density 
should be the sum of these two streams of electrons. How-
ever, the right-to-left incident stream of electrons has a 
negligible effect on the current density of the device for the 
design values of the applied voltage and temperature. The 
charge density corresponding to the spatial electron distri-
butions given by Eq. (4) can be calculated by — en (z) 
(where e is the electron charge) and then substituted into 
the one-dimensional Poisson equation, 
(€0er(z) 	_ 
en(z), 	 (5) 
where E0 is the permittivity of free space, Er is the relative 
permittivity along the device, and (1,(z) is the electrostatic 
potential. Defining the electrostatic potential energy as be-
fore by V(z) = — ecfr(z), Eq. (5 )can be written as 




where Er is the relative permittivity of GaAs (assumed 
constant throughout the filter/emitter for simplicity). 
Solving Eq. (6) numerically, using the method of finite 
differences, the electrostatic potential energy V(z) can be 
found and used in the Schroedinger equation [Eq. ( 1 )]. 
The computation algorithm starts with the solution of 
Eq. (1) assuming linear electrostatic potential energy (Fig. 
1). After computation of the wave function, the electron 
density can be calculated from Eq. (4). Then Eq. (6) can 
be solved for a new estimate of the electrostatic potential 
energy V(z). This procedure is iterated until convergence  
of the electrostatic potential energy V(z) is obtained. 
Then, the current density, J, can be calculated at each 




( 1 + exp[(Ef  — Ez)//c37] 
Xln 	 (7) 1 ± exp[ (Ef — Ez — Vbis )/kB7])
dE 
where T(E,) is the transmission coefficient of the device, 
calculated using the self-consistent electrostatic potential, 
and is given by 
(E— VO) /Mid .1. I ) 
1 
112 
T(E,)—  	41 2. 	(8) (E — V0 — Vbi„,)/m:  
For the derivation of Eq. (7), parabolic band structure and 
independence of T(E,) on transverse energy component 
were assumed, similar to the assumptions for the validity of 
Eq. (4). In the following section several results of resonant 
(exhibiting negative differential resistance) and nonreso-
nant (not exhibiting negative differential resistance) de-
vices in the Ga l _„Alx.As alloy family are presented. 
III. RESULTS OF THE CALCULATIONS FOR 
Ga i_ditAs ALLOYS 
A practical material system to be used in fabricating 
electron-wave interference devices is Ga l _ i.A1xAs. For 
this material system the maximum allowable composition 
in aluminum is x.„ = 0.45 in order to avoid the direct/ 
indirect band-gap transition. The electron potential energy 
of the jth layer is given by V1 = Axj (A = 0.773 eV),using 
the —60/40 rule conduction-to-valence band-edge 
discontinuity, 54•55 and its effective mass is given by m7 
= (B Cxj)m o (B = 0.067, C= 0.083), where in0 is the 
free-electron mass. The (100) monolayer thickness for any 
usable composition remains the same and equals 0.2827 
nm (lattice-matched material system). Two resonant and 
one nonresonant example designs will be presented. These 
designs will take into account the minimi7ntion of the 
inter-valley scattering (1'-L band transition) according to 
the analysis presented in Ref. 20. The two resonant devices 
will be referred to as resonant filter/emitters A and B re-
spectively. 
A. Resonant filter/emitter A design criteria 
Resonant filter/emitter A was designed with the algo-
rithm of Ref. 20 for a bias potential energy V V;,, = 0.10 eV 
and an output kinetic energy at resonance KE„„ = 0.13 
eV, assuming a Fermi energy level at the input region of 30 
meV (measured from the bottom of the conduction band). 
In order to reduce intervalley transitions for the applied 
resonance bias and kinetic energy, the maximum allowable 
aluminum composition had to be reduced 20 to 0.2, which 
was also selected to be the input and output region com-
positions (Fig. 1). The operating temperature was as-
sumed to be 25 K. The characteristics of the nine-layer 
(M = 9) resonant filter/emitter A (exact design) are given 
in Table I. In this table, the thickness of each layer in 
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TABLE I. Design parameters of an electron-wave interference resonant filter/emitter consisting of nine layers surrounded by Ga a5A1,12As and designed 
to emit 0.13-eV electrons for the exact design and 0.125-eV electrons for the constrained-composition design when biased at 0.10 eV. 
Exact design 
































1 10 0.0249 0.0193 0.0691 10 0.00 0.0000 0.0670 
2 12 0.1225 0.0947 0.0772 12 0.13 0.1005 0.0778 
3 10 0.0630 0.0487 0.0722 10 0.07 0.0541 0.0728 
4 12 0.1557 0.1204 0.0799 12 0.13 0.1005 0.0778 
5 18 0.0402 0.0311 0.0703 18 0.00 0.0000 0.0670 
6 11 0.1712 0.1324 0.0812 11 0.20 0.1546 0.0836 
7 9 0.0855 0.0661 0.0741 9 0.07 0.0541 0.0728 
8 10 0.1622 0.1254 0.0805 10 0.20 0.1546 0.0836 
9 0.0142 0.0109 0.0682 8 0.00 0.0000 0.0670 
monolayers, the aluminum composition xj, the unbiased 
electron potential energy Vj, and the normalized effective 
mass mptno are given. The total thickness of the filter/ 
emitter A is 100 monolayers (28.3 nm), which is within 
the electron coherence length [assumption (a) of Sec. II] at 
25 K. An alternate design which takes into account the 
practical constraint of having a finite number of composi-
tion levels is also shown in Table I (constrained-composi-
tion design). This version of resonant filter/emitter A re-
stricts the aluminum compositions to four distinct levels 
(0.0, 0.07, 0.13, and 0.20 as is required by typical MBE 
fabrication systems). The transmission characteristics 
(calculated using a non-self-consistent analysis) of these 
exact and constrained-composition designs are shown in 
Fig. 3(a) as functions of the output kinetic energy /M om 
 (Fig. 1) for an applied bias potential energy of 0.10 eV 
(resonance design value). The constrained-composition 
design has its peak electron transmission at 
= 0.125 eV instead of the 0.13-eV design value due 
to the four distinct aluminum composition levels. Interest-
ingly, the transmission (transmission of 99.8% at 0.125 
eV) peak of the constrained-composition design is larger 
than the peak of the exact design (transmission of 94.4% 
at 0.13 eV). This is due to the more symmetric configura-
tion of the constrained composition design. However, the 
exact design remains the optimal design for KE,„„ t = 0.13 
eV and for Vbeu = 0.10 eV. 
B. Resonant filter/emitter B design criteria 
Resonant filter/emitter B was designed using the same 
procedure" as resonant filter/emitter A. The Fermi energy 
level of resonant filter/emitter B was calculated to be Ef 
= 2.26 meV using a donor concentration of ND = 2 
X 1018 cm -3, a donor ionization energy of 5.8 meV (for 
silicon dopant), and an operating temperature of 25 K. 
The calculationsl procedure was based on the numerical 
solution of the charge neutrality equation at flat-band equi-
librium using Fermi-Dirac statistics. 36 This is a conserva-
tive calculation which does not take into account the 
Constrained Composition Design 
- - - Exact Design 
0.8 	 Constrained Composition Design 
0.05 	0.06 	0.07 	0.08 	0.09 	0.10 
(b) OUTPUT KINETIC ENERGY, (KE) out (eV) 
FIG. 3. Electron transmission characteristics of the nine-layer resonant 
filter/emitters as a function of the output kinetic energy for an applied 
bias potential energy of Vb.,. The characteristics of the exact design 
(dashed line) and of the constrained composition design (solid line) are 
shown. (a) Resonant filter/emitter A for V b„,... 0.10 eV and (b) resonant 
filter/emitter B for Vb., = 0.05 eV. 
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TABLE II. Design parameters of an electron-wave interference resonant filter/emitter consisting of nine layers surrounded by Ga olAlcuAs and designed 
to emit 0.0520-eV electrons for the exact design and 0.0536-eV electrons for the constrained-composition design when biased at 0.05 eV. 




































1 11 0.0226 0.0175 0.0689 11 0.00 0.0000 0.0670 
2 21 0.1702 0.1316 0.0811 21 0.20 0.1546 0.0836 
3 11 0.0419 0.0324 0.0705 11 0.07 0.0541 0.0728 
4 20 0.1814 0.1402 0.0821 20 0.20 0.1546 0.0836 
5 20 0.0140 0.0109 0.0682 21 0.00 0.0000 0.0670 
6 17 0.1819 0.1407 0.0821 17 0.20 0.1546 0.0836 
7 10 0.0348 0.0269 0.0699 10 0.07 0.0541 0.0728 
8 16 0.1866 0.1443 0.0825 16 0.20 0.1546 0.0836 
9 10 0.0513 0.0397 0.0712 10 0.00 0.0000 0.0670 
broadening of the donor ionization energies and the band 
tailing due to the heavy doping. 57 To restrict intervalley 
scattering, the maximum allowable aluminum composition 
was chosen again to be 0.2, which is also equal to the 
compositions of the input and output regions. In this de-
sign, due to the lower Fermi energy level, the design bias 
potential energy had to be chosen lower than previously 
and was selected to be 0.05 eV. The output kinetic energy 
of resonant filter/emitter B at its resonance was selected to 
be 0.052 eV in order to be near the Fermi level of the input 
region. The design characteristics of the nine-layer 
(M = 9) resonant filter/emitter B (exact design) are 
shown in Table II. For this design the total thickness of the 
filter/emitter is 136 monolayers (38.4 nm), which is again 
within the electron coherence length at 25 K. The thick-
ness of resonant filter/emitter B is larger than that of res-
onant filter/emitter A due to the lower resonance energy 
and applied voltage bias. A constrained-composition de-
sign is also included in Table II with three only-aluminum 
composition levels (the 0.13 composition level is not nec-
essary in this case). In this constrained-composition design 
the center layer thickness was increased by 1 monolayer 
(21 instead of 20) to shift the transmission peak closer to 
the design transmission peak and at lower output kinetic 
energies (which is desirable due to the low Fermi energy 
level). The transmission characteristics of the exact and 
the constrained composition designs are shown in Fig. 
3(b) as a function of the output kinetic energy for a bias 
potential energy of 0.05 eV (non-self-consistent calcula-
tion). For both of the resonant filter/emitter B designs the 
peak transmissions are smaller than those of resonant 
filter/emitter A (37.9% for the exact design and 34.4% for 
the constrained-composition design) for the corresponding 
design energy and bias potential. The smaller peak trans-
mission is due to the lower input kinetic energies and ap-
plied resonant bias voltages. In the remainder of this paper, 
the constrained-composition designs for both resonant 
filter/emitters A and B will be analyzed, since these de-
signs are practical from a fabrication point of view. 
C. Self-consistent and non-self-consistent analyses 
Using the algorithm presented in Sec. II, constrained-
composition resonant filter/emitters A and B were ana-
lyzed with both the non-self-consistent (linear electrostatic 
potential) and the self-consistent approach. The stair-step 
representation used for the self-consistent computation 
consisted of steps of monolayer thickness, i.e., Az = 0.2827 
nm and N = 100 for resonant filter/emitter A and N = 137 
for resonant filter/emitter B. Comparing the stair-step re-
sults with those of the exact analysis (using Airy and com-
plimentary Airy functions2°•52 for non-self-consistent po-
tential) excellent agreement was found (error was smaller 
than ± 10 -5 for the wave-function amplitude). Thus, the 
above selection of Az was also considered more than ade-
quate for the self-consistent analysis. 
The electron potential energy across the filter/emitter 
is shown as a function of the longitudinal distance (z) for 
the non-self-consistent (linear) and the self-consistent elec-
trostatic potential in Figs. 4(a) (resonant filter/emitter A 
for Vbui, = 0.10 eV) and 4 (b) (resonant filter/emitter B for 
Vbias = 0.05 eV). It is observed that the difference between 
the self-consistent and the linear potential is larger for res-
onant filter/emitter A (with a Fermi energy Ef = 30 meV) 
than for filter/emitter B (with a Fermi energy Ef = 2.26 
meV). This difference is at least an order of magnitude 
smaller for resonant filter/emitter B. The difference be-
tween the self-consistent and the linear electrostatic poten-
tial energy, A V = Vs (z) - VL(z)[where VV (z) and 
VL (z) are the self-consistent and linear electrostatic poten-
tial energies], is shown in Figs. 5(a) (resonant filter/ 
emitter A for V,= am eV) and 5(b) (resonant filter/ 
emitter B for Vb;. = 0.05 eV). Since resonant filter/emitter 
A has more carriers available and a larger transmission 
peak at the resonant energy, stronger electron localization 
is expected, which raises the potential energy profile for the 
transmitted electrons higher than that of filter/emitter B. 
The wave-function square amplitude, 10(z)1 2, as func-
tion of the longitudinal (z) direction, is shown for both the 
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FIG. 4. Electron potential energy profile along the filter/emitter region. 
Both the self-consistent (solid line) and the non-self-consistent (dotted 
line) potential energy profiles are shown. (a) Resonant filter/emitter A 
for 11,. = 0.10 eV and (b) resonant filter/emitter B for Vb. = 0.05 eV. 
FIG. 5. Difference AV between the self-consistent and the linear electro-
static potential energy along the filter/emitter region. (a) Resonant filter/ 
emitter A for Vb.. = 0.10 eV and (b) resonant filter/emitter B for Vt. 
= 0.05 eV. 
non-self-consistent and the self-consistent approaches in 
Figs. 6(a) (resonant filter/emitter A) and 6 (b) (resonant 
filter/emitter B). In both cases the square amplitude of the 
wave function was calculated at the resonant energy of the 
non-self-consistent design. Consequently for resonant 
filter/emitter A the wavefunction was computed for 
0.0125 eV (or total electron energy E = Vo 
+ ICE„„1 = 0.28 eV) and Vki. = 0.10 eV, while for filter/ 
emitter B it is computed for IC.E0i,t = 0.0536 eV (or 
E = 0.21 eV) and Vka. = 0.05 eV. From Fig. 6(a) it is 
observed that the square of the wave-function amplitude 
peaks at the boundaries between layers of differing compo- 
sitions. In addition, the highest peaks appear at the bound- 
aries of the central (resonant) layer. The square of the 
wave-function amplitude is not exactly symmetric around 
the central (resonant) layer due to the asymmetry of the 
filter/emitter in layer thicknesses. For the self-consistent 
calculation it can be seen from Figs. 6(a) and 6(b) that the 
wave functions corresponding to the self-consistent poten- 
tials have lower and slightly shifted peaks [Fig. 6(a)] since 
the self-consistent electrostatic potential is expected to shift 
the filter/emitter characteristics to higher applied voltages. 
The self-consistent effect is more pronounced in the case of 
resonant filter/emitter A since for this design a higher 
Fermi energy level (Er = 30 meV) was assumed, and con-
sequently the screening effect was stronger. Comparing the 
square of the wave-function amplitudes of these filter/ 
emitters with those of resonant tunneling diodes, 43 a fun-
damental difference is observed. The peaks of the square of 
the wave-function amplitude in the resonant tunneling di-
odes occur inside the well region (resonant layer), while in 
the resonant filter/emitter cases the peaks occur at the 
boundaries of the central (resonant) layer with the sur-
rounding layers. Thus, electron localization is expected 
near and at the interfaces between differing aluminum 
composition layers and especially near the interfaces of the 
central layer. This may be due to higher electron velocities 
inside the well regions than inside the barrier regions, re- 
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FIG. 6. Square of the wave-function amplitude,10(z)1 2, along the filter/ 
emitter region. Both the self-consistent (solid line) and the non-self-con-
sistent wave function (dotted line) are shown. The dashed lines represent 
boundaries between different aluminum composition layers of the filter/ 
emitter. (a) Resonant filter/emitter A for Vb., = 0.10 eV and (b) reso-
nant filter/emitter B for Vb. = 0.05 eV. 
suiting in an electron localization near the interfaces be-
tween the differing electron velocity regions. 
The electron-wave transmission characteristics of the 
resonant filter/emitters can be calculated using Eqs. (1), 
(2),and (8) for both the non-self-consistent and the self-
consistent electrostatic potential. The results of the calcu-
lation are shown in Figs. 7(a) (resonant filter/emitter A 
for Yu., = 0.10 eV) and 7(b) (resonant filter/emitter B for 
VIA" = 0.05 eV). In both self-consistent electrostatic poten-
tial cases there is a slightshift of the transmittance curve 
toward higher output kinetic energies (or equivalently in-
put kinetic energies) from its corresponding linear electro-
static potential case. This was expected due to the in-
creased electron potential energy. The effect is again more 
— Salt-Consistent Solution 
	Linear Potential Solution 
O 0.05 	0.10 	0.15 	0.20 
(b) 	OUTPUT KINETIC ENERGY, (KE)„ t (eV) 
FIG. 7. Electron transmission characteristics of the nine-layer filter/ 
emitters as a function of the output kinetic energy for an applied bias 
potential energy of V„.. The characteristics of the non-self-consistent 
(dotted line) and of the self-consistent electron potential energy (solid 
line) are shown. (a) Resonant filter/emitter A for Vb., ••= 0.10 eV and (b) 
resonant filter/emitter B for V„, = 0.05 eV. 
pronounced for resonant filter/emitter A due to its higher 
Fermi energy. 
The electron density, n(z), can be calculated from Eq. 
(4) using the self-consistent electrostatic potential. The 
electron densities of the two resonant filter/emitters are 
shown in Figs. 8(a) (resonant filter/emitter A for V bias 
 = 0.10 eV) and 8(b) (resonant filter/emitter B for 
Vbi es = 0.05 eV) as functions of the longitudinal distance 
(z). Comparisons of Figs. 6 and 8 reveal some similarity 
between the 1 0(z)1 2 and n(z). This is expected since n(z) 
is an energy average over all electrons using Fermi—Dirac 
statistics [Eq. (3)], and to this average, electrons with en-
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FIG. 8. Electron density distribution along the filter/emitter region using 
the self-consistent electron potential energy profile. The dashed lines rep-
resent boundaries between different aluminum composition layers of the 
filter/emitter. (a) Resonant filter/emitter A for V b. = 0.10 eV and 
= 0.125 eV (resonant values) and (b) resonant filter/emitter B for 
Vk... = 0.05 eV and = 0.0536 eV. 
Finally the current-voltage characteristics of the reso-
nant filter/emitters can be calculated using Eq. (7) with 
either a linear or a self-consistent electrostatic potential. 
The I-V characteristics of resonant filter/emitters A and B 
are shown in Figs. 9(a) and 9(b), respectively. The effect 
of the self-consistent electrostatic potential is again stron-
ger for resonant filter/emitter A. In both cases the self-
consistent characteristics are shifted (in the case of reso-
nant filter/emitter B this shift is small) to higher applied 
bias voltages. This is in agreement with the I-V character-
istics of the resonant tunneling diodes. 37-43 From the I-V 
characteristics a negative differential resistivity (NDR) is 
clearly observed. For resonant filter/emitter A the peak-
to-valley ratio is 5.74 (with peak current density J 
= 3.22 X 106 A/cm2 at 0.155 V) for the self-consistent 
calculation, and 5.78 for the non-self-consistent calculation 
(with peak current density J = 3.20 X 106 A/cm2 at 0.135 
V). For resonant filter/emitter B the peak-to-valley ratio is 
46.1 (with peak current density J = 1.09 X 103 A/cm2 at 
FIG. 9. Current-voltage characteristics of the filter/emitters using the 
self-consistent (solid line) and the non-self-consistent electron potential 
energy profile (dotted line). (a) Resonant filter/emitter A and (b) res-
onant filter/emitter B. 
—0.0525 V) for the self-consistent calculation, and 
47.2(with peak current density J = 1.11 X 103 A/cm2 at 
0.0525 V) for the non-self-consistent calculation. It is ob-
served that filter/emitter B has about three orders of mag-
nitude smaller current density even if its Fermi energy is 
only one order of magnitude smaller than that of resonant 
filter/emitter A. However, resonant filter/emitter B exhib-
its an order of magnitude larger peak-to-valley ratio. All 
the above calculations were performed for T = 25 K and 
for a relative dielectric permittivity of GaAs of 13.18. 
D. Effects of temperature variation 
The temperature dependence of resonant filter/emitter 
B current-voltage characteristics is shown in Fig. 10 for 
T = 25, 35, and 50 K. The Fermi energy levels were 
compUted % as described previously for resonant filter/ 
emitter B and are El = 2.26, 3.63, and 5.26 meV, respec-
tively. The self-consistent as well as the non-self-consistent 
I-V characteristics are shown for the three selected tem-
peratures. For higher temperatures the electron coherence 
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FIG. 10. Temperature dependence of the I-V characteristics of resonant 
Etc./emitter B for T= 25, 35, and 50 K. Both self-consistent (solid 
lines) and non-self-consistent (dotted lines) characteristics are included. 
TABLE III. Design parameters of an electron-wave interference nonres-
onant filter/emitter consisting of nine layers surrounded by 
Gao1A10.2As and designed to emit 0.0536-eV electrons for the con-
strained-composition design when biased at 0.05 eV. 



















1 11 0.00 0.0000 0.0670 
2 21 0.20 0.1546 0.0836 
3 11 0.07 0.0541 0.0728 
4 20 0.20 0.1546 0.0836 
5 10 0.00 0.0000 0.0670 
6 17 0.20 0.1546 0.0836 
7 10 0.07 0.0541 0.0728 
8 16 0.20 0.1546 0.0836 
9 10 0.00 0.0000 0.0670 
length is expected to be smaller than the dimensions of the 
filter/emitter, thus significantly degrading the quantum in-
terference behavior of the device due to scattering mecha-
nisms. 
E. Analysis of nonresonant filter/emitters 
The two resonant filter/emitters A and B described 
previously have been designed to exhibit electron transmis-
sion peaks for a specified input (or output) kinetic energy 
and applied bias potential. A question that now arises is 
how a nonresonant filter/emitter would perform. In order 
to answer this question, resonant filter/emitter B is rede-
signed so that the central layer is a quarter-electron wave-
length layer instead of a half-electron wavelength layer. 
The resulting nonresonant filter/emitter C (Table III) has 
a 10-monolayer-thick central layer (instead of a 21-mono-
layer-thick central layer for the resonant filter/emitter B). 
Consequently, the nonresonant filter/emitter C is not ex-
pected to exhibit any negative differential resistance behav-
ior. The rest of the layers of nonresonant filter/emitter C 
have the characteristics shown in Table H for the resonant 
filter/emitter B. The electron potential energy profile of the 
nonresonant filter/emitter C is shown in Fig. 11(a) for 
both the non-self-consistent and self-consistent computa-
tion. The difference A V between the self-consistent and the 
linear electrostatic potential energy is shown in Fig. 11 (b). 
It is observed that this difference is approximately two 
orders of magnitude smaller than that of the resonant 
filter/emitter B. Thus, the space-charge effects are much 
less significant in the nonresonant design. The square of the 
wave-function amplitude, I #(z)1 2, for an output kinetic 
energy of 0.0536 eV (resonant energy of the resonant 
filter/emitter B) and for an applied bias potential energy of 
0.05 eV (resonant bias potential energy of the resonant 
filter/emitter B) is shown in Fig. 11(c). Comparing Fig. 
11( c)with Fig. 6(b) a significant difference can be ob-
served. In the nonresonant filter/emitter C the wave-func- 
lion square amplitude drops fast along the longitudinal 
direction of the device, revealing very small electron local-
ization inside the nonresonant filter/emitter. The difference 
between the self-consistent and the non-self-consistent cal-
culation is insignificant for the nonresonant device. The 
electron transmission characteristics of the nonresonant 
filter/emitter C are presented in Fig. 11(d) for 
= 0.05 eV. No peak in the transmission is observed be-
tween 0.05 and 0.08 eV as was expected [compare with Fig. 
7(b) for the resonant filter/emitter B]. The electron den-
sity distribution, n (z), is shown in Fig. 11(e). This distri-
bution resembles the 1 Tr(z)1 2 distribution since for all the 
electron energies near the Fermi level the filter/emitter 
exhibits the same nonresonant electron transmission re-
sponse. Finally, the I-V characteristics of the nonresonant 
filter/emitter C are shown in Fig. 11(f). No negative dif-
ferential resistance is observed in this case as was expected 
[compare with Fig. 9(b) of the resonant filter/emitter B]. 
In addition, the current density is much smaller (2-3 or-
ders of magnitude) for voltages up to 0.10 V since most of 
the incident electrons are reflected due to the nonresonant 
behavior of the filter/emitter. All the computations for the 
nonresonant filter/emitter C were performed again for a 
temperature of 25 K. 
IV. DISCUSSION AND SUMMARY 
In all the example cases presented for both the reso-
nant and the nonresonant filter/emitters, the step size Az of 
the stair-step approximation was selected to be one mono-
layer. Smaller step sizes (fraction of a monolayer) have 
also been tested but the final results were almost unaffected 
(observed changes were smaller than ± 10 -6). Therefore, 
the 1-monolayer thickness was retained for savings and 
efficiency of computer time. The number of energy points 
(in momentum space) for the integral computation [Eqs. 
(4) and (7)] was varied between 400 and 1000 points 
depending on the electron transmission characteristics of 
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FIG. 11. Characteristics of the nonresonsnt filter/emitter C. (a) The electron potential energy profile; self-consistent potential (solid line) and 
non-self-consistent (dotted line) potential energy profile along the filter/emitter region for V b. 12, 0.05 eV. (b) The difference A V between the self-
consistent and non-self-consistent (linear) electron potential energy profiles along the filter/emitter region for Vb.. a 0.05 eV. (c) The square of the 
wave-function amplitude distribution for V b. = 0.05 eV and 0.0536 eV. The dashed lines represent boundaries between the layers of differing 
aluminum composition of the filter/emitter. (d) The electron transmission characteristics for both the self-consistent (solid line) and the non-self-
consistent (dotted line) electron potential energy profile for V. = 0.05 eV. (e) The self-consistent electron density distribution along the nonresonant 
filter/emitter for Vb. = 0.05 eV. The dashed lines represent boundaries between different aluminum composition layers of the filter/emitter. (f) 
Current-voltage characteristics of the notiresonant filter/emitter using the self-consistent (solid line) and the non-self-consistent (dotted line) electron 
potential energy profile. 
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the filter/emitter. For exatnple, resonant filter/emitter B 
needed more energy points than resonant filter/emitter A 
due to its sharper energy (momentum) space characteris-
tics. Convergence of the algorithm was obtained within 
3-25 iterations for resonant filter/emitter A, and 2-6 iter-
ations for resonant filter/emitter B. The convergence cri-
terion selected was that the maximum absolute difference 
of the electrostatic potential energy between two successive 
iterations should be less than a preselected value. This 
value for the examples presented was set equal to 10 -4. All 
computations were performed in a CDC-Cyber 855 or 990 
mainframe computer with CPU times varying between 400 
and 45 000 s, with the most time-consuming cases being 
the I-V characteristics computations (using 80 voltage val-
ues). 
In the analysis presented in this paper, only states cor-
responding to propagating electrons are considered. In ac-
tual devices, it is possible for electrons injected from the 
contacts to scatter inelastically into lower-energy states 
that could be bound states for the superlattice structure. 
However, due to the low temperature, the small longitudi-
nal dimensions (compared to the electron coherence 
length), and the absence of doping, inelastic scattering can 
be neglected and only the ballistic component of the cur-
rent considered. Thus, in a ballistic analysis like the one 
presented in this paper, the link between propagating and 
bound states has been removed. However, the contribution 
of the bound (localized) states could be significant in a 
self-consistent solution since the electrostatic potential 
would be altered by the bound electrons. For this reason 
the exact eigenstates of the bound electrons were calculated 
for both filter/emitters A and B. The bound electronic 
state energies can be determined exactly, under the effec-
tive mass approximation, through the solution of the ap-
propriate eigenvalue equation for the superlattice. Using 
this approach for the unbiased filter/emitter A the follow-
ing four eigenstates were found: E0 = 0.0530, E1 = 0.0812, 
E2 = 0.1053, and E3 = 0.1304 eV, where all energies are 
measured from the bottom of the conduction band of 
GaAs. However, under the design operation bias of 0.10 V 
the number of bound eigenstates of the superlattice reduces 
to two: Eo = 0.1006 and E I = 0.1143 eV. In order to deter-
mine the resonant strength of these localized states the 
electron transmissivity was computed over the total range 
of energies. It was found that under the design bias voltage 
the contribution of the eigenenergy E0 = 0.1006 eV eigen-
state was very small (transmissivity of less than 0.7%) and 
of the eigenenergy E 1 = 0.1143 eV was not observable. The 
small transmissivity reveals that the localized eigenwave 
functions cannot be efficiently excited, thus making the 
electron localization in these states very small and conse-
quently of negligible effect on the electrostatic potential 
distribution and the self-consistent solution presented for 
filter/emitter A. Similarly, for the unbiased filter/emitter B 
the following five eigenstates were calculated: Eo 
 = 0.0519, E1 = 0.0925, E2 = 0.0973, E3 = 0.1259, and E4
= 0.1353 eV. Under the designed operation bias of 0.05 V, 
the number of bound eigenstates reduces to four: Eo 
 = 0.0749, El = 0.1001, E2 = 0.1396, and E3 = 0.1457 eV.
Again using the electron transmissivity calculation 
method, the maximum transmissivity was found for the 
E3 = 0.1457 eV eigenstate and was less than 7%. The exci-
tations of the remainder of the localized eigenenergies were 
negligible Again this reveals that these localized states can 
not be efficiently excited to produce any significant local-
ized space-charge effects due to the bound states. Thus the 
presented self-consistent calculations are not altered. Sim-
ilar results were also calculated for the nonresonant filter/ 
emitter C. More detailed information about the calculation 
of the bound eigenstates and their resonant strengths will 
be presented in a future publication. 58 If strong localized 
states exist in designed filter/emitter devices, then the elec-
tron density of Eq. (4) would be replaced by 
n(z)=n prop (z) 	nbound,i(z), 	 (9) 
where n(z) is given by Eq. (4) and n j(z)(ith 
bound state contribution) for sufficiently long times 
approaches43 
ne(z)kgr 
nbound,;(z)-  	7,11,(z) 1 2 
xin[ 	exp[(Ef— Ei) /kirr] 1, 
(10) 
where E, and th(z) are the bound eigenenergy and the 
corresponding eigenwave function, and ins (z) = mi when 
z is within the jth layer. The above expression is approxi-
mate in that it uses Fermi-Dirac statistics inside the su-
perlattice, and these are valid only under equilibrium. 
However, in cases where the bound states can be strongly 
excited, Eq. (9) can give more accurate results than Eq. 
(4). A remedy in the case of strong localized states would 
be the inclusion of a depletion region on the collector side 
so as to prevent electrons from being backscattered into the 
structure. The presence of a sizable electric field produced 
within the depletion region would serve to redirect the 
carrier's momentum in the forward direction after a pos-
sible scattering, thus greatly reducing backscattered injec-
tion. This is similar to the action of the collector in a 
junction transistor biased in the active mode. 59 Of course, 
bound states in the structure can be eliminated altogether 
by selecting GaAs to be the material of the output region. 
This does not affect the design of the filter/emitter. In this 
case the bound states cannot exist in the superlattice. 
The analysis presented describes a purely quantum-
mechanical transport and is valid for distances that are less 
than the electron coherence length. In all the examples 
analyzed, it was assumed that the semiconductor materials 
had parabolic bandstructure. This was a good approxima-
tion since both filter/emitters have been designed to reso-
nate at low electron energies. However, for sufficiently high 
applied bias voltages, the electron energies exceed the par-
abolic band-structure regime, and the band structure is 
more appropriately treated as nonparabolic. Furthermore, 
the band structure may vary with the direction of the elec-
tron-wave propagation (anisotropy). Both of these effects . 
 can be incorporated by using an energy-dependent aniso- 
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tropic effective mass. In the latter case the solutions of the 
Schroedinger equation have to be modified but the remain-
der of the analysis is still valid. The anisotropic case could 
be used when the lowest-energy band consisted of ellipsoi-
dal X minima energy surfaces (Si, AlAs, etc.) or ellipsoi-
dal L minima energy surfaces (Ge) rather than the spher-
ical r minimum energy surface associated with the direct 
gap Ga l _ xAlAs• 
Finally, in the analysis and the examples presented, the 
effect of the space-charge field due to the contact-filter/ 
emitter junctions was not taken into account. The present 
analysis has focused on the filter/emitter region design and 
function. The impinging electrons (from the left-hand side 
of Fig. 1) were assumed to originate from the quasi-equi-
librium contact regions and are incident on the filter/ 
emitter. The self-consistent potential will not be signifi-
cantly altered by the contacts in shape or relative 
magnitude. However, the contacts will cause an elevation 
of the electron potential energy profile of the whole filter/ 
emitter structure due to the inevitable alignment of the 
Fermi energy levels at equilibrium. For this reason a spe-
cialized transit region between the contacts and the filter/ 
emitter will be required for the designed operation of the 
device. The design and fabrication of this specialized re-
gion and its effect in the function of the filter/emitter is 
under investigation. 
In summary, for the first time to our knowledge, the 
transmission and the current-voltage characteristics of 
electron-wave quantum-interference resonant filter/ 
emitters were studied using a non-self-consistent and a self-
consistent analysis. It was shown that the resonant filter/ 
emitters can exhibit negative differential resistivity similar 
to that in resonant tunneling diodes. Several example de-
signs on Ga l _ zAl„As alloys were presented including both 
resonant and nonresonant filter/emitters. For low temper-
atures (in the ballistic transport regime) it was shown that 
the effect of the space-charge fields is insignificant for non-
resonant filter/emitters, while it can be quite significant for 
resonant filter/emitters at high Fermi energy levels. The 
I-V characteristics of the resonant filter/emitters are 
shifted to higher applied voltages due to the screening ef-
fect of the electron localization. However, the peak-to-val-
ley ratios remained almost the same as those from the 
non-self-consistent computation. Importantly, in contrast 
to resonant tunneling diodes the valley current is lower and 
remains low over a larger voltage range ("fiat valley"). 
The square of the wave-function amplitude distributions, 
electron potential energy profiles, and electron density pro-
files were also presented. Semiconductor superlattice elec-
tron-wave quantum-interference resonant filter/emitters 
have potential use as high-speed switches and oscillators 
and as monoenergetic emitters in electroluminescent de-
vices and photodetectors. 
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Refinements in growth techniques such as molecular beam epi-
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Quantum well, voltage-induced quantum well, and quantum barrier 
electron wavegUides: Mode characteristics and maximum current 
Daniel W. Wilson, Elias N. Glytsis, and Thomas K. Gaylord 
Department bf Electrical Engineering and Microelectronics Research Center, Georgia Institute 
of Technology, Atlanta, Georgia 30332 
(Received 18 April 1991; accepted for publication 22 July 1991) 
It is shown that finite-potential heterostructure wells, homostructure voltage-induced wells, 
and heterostructure barriers can act as waveguides for ballistic electrons and that 
waveguiding is described by a single dispersion relation and can occur at energies above all 
band edges. The guided mode cutoffs, electron velocity, effective mass, density of 
states, and ballistic current density (applicable to 2D electron gases) are presented. The 
maximum ballistic guided current flowing in a given direction for a 10 monolayer 
Ga0.75A10.25As/GaAs/GaosAlolAs waveguide is found to be 2.3 mA per i.tm of 
waveguide width-allowing considerably greater currents than in single-mode quantum wires. 
Recent experiments have demonstrated micron-length 
ballistic (collisionless) electron transport and ballistic elec-
tron refraction in two-dimensional electron gas (2DEG) 
structures. l • In these devices, the quantum well at the 
2DEG interface acts as a slab waveguide for electron 
waves. Other experiments have demonstrated that "one-
dimensional (1D) wires" defined in GaAs-GaAIAs hetero-
structures can act as channel electron waveguides. 4 In most 
analyses of 2D and 1D electron waveguides, it has been 
assumed that the waveguide has hard-wall boundaries (in-
finite potential), 4•9 or that the confining potential does not 
couple the transverse and longitudinal electron wave vec-
tor components." While the hard-wall boundary may be 
reasonable for the gate-voltage defined sidewalls of one-
dimensional wires, it is not valid for the boundaries formed 
by a heterostructure. The assumption that the transverse 
and longitudinal wave vector components are independent 
leads to a parabolic energy dispersion relation that does not 
give proper electron wave phase matching at the 
boundary.9• 1° In this letter, 2D electron waveguides are 
analyzed without any of the above assumptions. 
We first consider a ballistic electron wave with energy 
E incident at an angle 8 1 on a single potential energy step 
which can be either a rise ( V I < V2 ) or a drop ( V1 > V2 ). 
The effective masses are taken to vary in the same manner 
as the potential energies, i.e., mt < m'21` for V1 < V2 and vice 
versa. This holds explicitly for the Ga l _ „Al„As system, in 
which the conduction band potential energy V = Ax and 
the effective mass m• = mo(Bx C), where A = 0.7731 
eV, B=0.067, C = 0.083, and mo is the free electron mass. 
The time-independent Schrodinger equation for the enve-
lope wave function in the effective mass approximation is 
( — f2/2m1)V2*(r) VIP(r) = Etk(r), where j is the re-
gion index (J= 1,2). The boundary conditions are that 
and (1/m*) (Wax) must be continuous. Snell's law for 
ballistic electrons is k 1 sin 91 = k2 sin 02, where 
= 4(2m7/fz 2 )(E — V1) (J = 1,2).9 The onset of total in-
ternal reflection (TIR) (8 2 = 901 occurs at the critical 
angle Oki. = sin -1 (k2/k1 ). 11 TIR can occur below the crit- 
ical energy En = (mr V2 — 	 — mr) for a po- 
tential rise and above the critical energy for a potential 
drop. The existence of TIR for a potential drop requires 
differing effective masses. When TIR occurs, the wave 
function in region 2 decays as exp( — y 2x), and the elec-
tron wave in region 1 experiences a phase shift 
# = — 2 tan I [(mr/mr)(y2/ki x)1, where y2= 40 — 
ki,, = ✓14 - p2, and the wave vector components are k iz 
 (transverse) and p (longitudinal). 
The two-dimensional (slab) electron waveguide is 
shown in Fig. 1 and is composed of a cover, film, and 
substrate with potential energies V, Vf, and V,, and effec-
tive masses and m*, respectively. The potential 
energy diagrams for the three electron waveguide configu-
rations are shown as insets in Fig. 2. They are the betero-
structure well < V, < V„ my < rn: < ni:), the homo-
structure voltage-induced well (V f < V, < VL, m!= In* 
m:), and the heterostructure barrier ( Vf > V, > V, my 
> mt,* > in:). The guiding region in all cases is the film 
which has thickness d, and the cover and substrate are 
taken to be infinitely thick. Both wells and barriers can act 
as electron waveguides since TIR can occur for both a 
potential rise and a potential drop. The heterostructure 
well and barrier may be formed by MBE growth, and the 
homostructure voltage-induced well may be formed by the 
gate-defined sidewalls of one-dimensional wires. 
An electron injected into the film can be guided by 
TIR if its zigzag angle B is greater than both the film-cover 
and film-substrate critical angles. However, only those 
electrons that constructively interfere with themselves as 
they reflect from the cover and substrate boundaries will be 
guided over significant distances. This requirei that the 
sum of the phase shifts on TIR from the cover and sub-
strate plus the phase shift incurred due to round-trip trans-
verse propagation through the film must equal a multiple 
of 2ln Thus the dispersion equation is 
2kf„d 	#, 	#5 =2vir, v = 0,1,2,..., where kf„ is the 
transverse propagation constant in the film, and *, and 
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FIG. 1.Slab electron waveguide composed of a cover, film, and substrate. 
The guided mode has propagation vector p and sig—zqg angle O. 
#, are the phase shifts on TIR from the cover and substrate 
respectively." Thus 
*y 
x 	 In:kix 
• miTe 
kfzei — tan — I (
M 	
— tan — I 	_v., (1) 
Kf  
where 	= - 	 kfx = 414 — P2, and 
v = 0,1,2,.... 10 This equation is valid for all three types of 
electron waveguides. Electron waves that satisfy Eq. (1) 
are guided modes and have wave functions of the form 
#•(r) = Ov(t)exp(i/Pro), where the mode propagation 
vector p = p + p z and ri = ei The transverse 
wave functions of the guided modes will be evanescent in 
the cover and substrate, and oscillatory in the film Note 
that separation of the wave function into transverse and 
longitudinal parts does not lead to independent wave vec-
tor components. _ 
Cutoff of the guided modes occurs when: p.o or 
y, = 0. When p decreases to zero, the electron no longer 
propagates down the waveguide, it merely reflects back and 
forth between the cover and the substrate. When y, de-
creases to zero, the wave function is no longer evanescent, 
and the electron is refracted into the substrate. The condi-
tion y, = 0 is sufficient for guided mode cutoff since y,< 
y, by definition. Equations for the cutoff energies 4. 0 and 
Er, .0 can be found by substituting p = 0 and y, = 0 into 
Eq. (1). 10 Equation (1) and the cutoff equations can be 
numerically solved to yield the E vs p dispersion curve and 
the cutoff energies of each guided mode M,. These results 
are shown in Fig. 2. The Ga l _ Alxiks compositions of Fig. 
2 were used for consistency among the three waveguide 
types. The heterostructure well [Fig. 2(a)] has both a 
p = 0 (lower energy) cutoff and a y, = 0 (upper energy) 
cutoff. The voltage-induced well [Fig. 2(b)] has only a 
p = 0 (lower energy) cutoff, and the heterostructure bar-
rier [Fig. 2(c)] has only a y, = 0 (lower energy) cutoff. 
Clearly, waveguiding can occur at energies above the band 
edges of all three regions (c,f,$). Further, all of the dis-
persion curves are nonparabolic [Eq. (1)]. This is in con-
trast to the commonly used parabolic subband approxima-
tion, E(P) =4.0 + ft2/32/(2m1). From Eq. (1), the 
dispersion curves are parabolic only in the limit of infinite 
confinement(V= 0o, V,= so). 
The guided electron velocity vp is the group velocity of 
as electron wave packet, up = (1A)(aE/ap). By differen- 
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tiating Eq. (1), it can be shown that vp = Po.), + Fr i + 
Pp. where Pi is the probability of finding the electron in 
region), and v./ = dre/m7 is the velocity an electron would 
have in bulk material like that of region) ( j=c,f,$). Ex-
ample velocity curves for the v = 1 mode in each of the 
three waveguide types are plotted in Fig. 3(a). Note that at 
the y, = 0 cutoff, v0 = V,. By differentiating the velocity ex-
pression, the guided mode effective mass 
1/4 = (1/42 )(82E/aP2 ) is obtained. From Fig. 3(b), it 
is seen that m*fi  can differ significantly from my, and that 
the guided electron can become infinitely "heavy" when 
82E/0/32 = 0 (usually near the y,= 0 cutoff). The guided 
mode density of states per unit area go(E) was derived by 
applying periodic (Born—von 'Carman) boundary condi-
tions to the guided mode wave function. This yields the 
MODE PROPAGATION CONSTANT, 13 (nm•1 ) 
FIG. 2. Dispersion curves for Ga t _ ,A1,As electron waveguides wit 
d = 50 monolayers. (a) Heterostructure well with x„ = 0.4, xi = 0, ar 
xa = 0.2. (b) Homostructure voltage-induced well with x, = = x, 
but V,. Vi, and V, the same as in (a). (c) Heterostructure barrier wi 
x, — ON= 0.4, and x, = 0.2. In (a) and (b) only three modes propagat 
whereas in (c) an infinite number of modes propagate (only four a 
shown). The dashed curves are the free electron dispersion curves 
ti2/32/(2/1) + Vi( J=c,f,$). Solid squares indicate 13 = 0 cutoffs; sol 
circles indicate y, = 0 cutoffs. 
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FIG. 3. (a) Guided mode velocity, (b) normalized guided mode effective 
mass, and (c) normalized guided mode density of states [g o 1= m0012 4 
for the v= I mode in the waveguides of Fig. 2. In (a) the dashed curves 
are the electron velocity in a bulk region', vi sw 1 2(E- Vj)/m7. In (b) 
the dashed curves are the effective masses mr, and in (c) the dashed 
curves are the nonballistic 2DEG density of states for region. Solid 
squares and circles have the same meaning as in Fig. 2. 
density of states between mode propagation angles a and 
a + da, gp(E)da = fl(E)da/[217 2(aE/B13)], and the den-
sity of states over all a, gp(E) = P(E)/ 
[7r(BE/80)], where the spin degeneracy of 2 has been in-
cluded. The guided mode density of states gp(E) and the 
nonballistic 2DEG density of states g2D(E) = m• /(rrr?) 
are compared in Fig. 3(c). 
The ballistic guided current density flowing in a given 
direction ( + z) can be obtained by integrating over all 
occupied states the product of the charge, the + z compo-
nent of the velocity, and the density of states. Thus, the 
ballistic guided current density is 
!s=ue r e vmajo 10 f_ pv(E)cos(a).4.1(E,a)dE da, 
(2) 
where fb,i (E,a) is the distribution of ballistic electrons in 
energy and angle. The ballistic electron injector determines 
fbo (E,a ) in much the same way a light source determines 
the wavelength- and angle-dependent distribution of pho-
tons launched into an optical waveguide. Equation (2) is 
valid for all three types of electron waveguides. As an 
example, we calculate the maximum current density 
for a single-mode 10 monolayer (d = 2.8267 nm) 
Ga0.75A10 25As/GaAs/Ga0.9A10, 1 As heterostructure well 
waveguide. For this waveguide, Ep_ o = 0.0743 eV and 
Ers_o = 0.2885 eV (below the L-valley minima in GaAs to 
avoid intervalley scattering) which yields a mode propaga-
tion energy range AE = 0.2142 eV. For maximum current, 
all the allowed modes propagating in the forward direc-
tion, would be filled, i.e., ft,„i (E,a) = 1 for Es_04E4 
Eve.0, - ir/2<a<v/2, and fbsi (E,a) = 0 for all other E, 
a. This case yields 14'1 cu 2.3 mA per pm of waveguide 
width. This value can be roughly compared to that pre-
dicted by the known maximum current in a single-vertical-
mode (subband) hard-wall 1D wire of width W, 
= NeASE/(irfl), 12 where N=2W/A, is the number of 
lateral modes. For the comparison, we choose an equiva-
lent energy E.g . 0.15 eV (near middle of AE) which cor-
responds to a wavelength it•4 cc 12.2 nm. For W =1 pm, 
then N=163.5 and rir cc 2.7 mA which is in close agree-
ment with Jr. The sizeable value of . makes it feasible 
to interconnect multiple ballistic electron devices with a 
single slab waveguide, as opposed to using multiple low-
current-capacity ID quantum wires. 
Electron waveguides are potentially useful in high-
speed electronic circuitry. They could also be a central 
component in future integrated electron guided-wave cir-
cuits similar to present-day integrated optical circuits. This 
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In ballistic electron emission microscopy (BEEM) and spectroscopy, ballistic 
electrons are injected into a sample using a scanning tunneling microscope to probe 
the electrical properties of buried interfaces. In this communication, a method is 
proposed that uses the BEEM technique to observe the electron wave optical prop-
erties of semiconductor heterostructures. This method provides a three-terminal 
configuration for characterizing electron wave devices that overcomes many of the 
limitations encountered in other two- and three-terminal measurement techniques. 
Specifically, the method provides an injector, which is well isolated from the het-
erostructure, that injects a collimated beam of ballistic carriers with a precisely 
controlled energy distribution. These carriers accurately probe the quantum trans-
mittance of a voltage-tunable electron wave interference structure, which can be 
designed with a light doping to minimize impurity and electron-electron scatter-
ing. A general procedure is presented for analyzing this experimental configuration 
based on a combination of the models used to describe BEEM and ballistic electron 
transport in semiconductors. Using this procedure, BEEM testing of an electron 
wave energy filter is modeled and clear quantum interference effects are predicted. 
This BEEM configuration should allow for the precise characterization of a wide 
range of ballistic electron transport effects such as quantum reflections from inter-
faces and electron wave interference effects, phenomena that are presently of wide 
interest. 
Due to recent advances in nanostructure fabrica-
tion techniques such as molecular beam epitaxy and 
nanolithography, electron wave interference effects have 
been observed in semiconductor heterostructures for 
electron energies below the barriers in resonant tunnel-
ing structures [1-3] and for energies above the barri-
ers in semiconductor heterostructures [2-7]. In all of 
these experiments, a degenerately doped emitter region 
was used as the source of ballistic electrons. The bal-
listic electrons were injected by tunneling through a 
barrier or by being emitted above a barrier. Interfer-
ence effects were manifested as peaks in the current-
voltage and conductance-voltage characteristics. Two 
of these structures 14,61 used a three-terminal config-
uration in order to tune the interference resonances 
without changing the distribution of injected electrons. 
In spite of impressive experimental results that 
• and School of Electrical Engineering 
•• and School of Physics 
have been achieved in these electron wave interfer-
ence experiments, all of these configurations suffer from 
three common limitations. First, since electron wave 
interference effects are dominant only at low tempera-
tures (due to phonon scattering), the emitter must be 
degenerately doped in order to provide sufficient car-
riers. This degenerate doping causes increased impu-
rity and electron-electron scattering, which have been 
shown to be the principal mechanisms that destroy 
quantum interference effects at low temperatures N. 
Also, as a consequence of heavy emitter doping, there 
is generally large band bending induced between the 
emitter and the interference structure [4]. This band 
bending alters the quantum transmittance of the struc-
ture, making quantitative modeling difficult. Second, it 
is difficult to make a third contact to the base region of 
the structure. The contact must be extremely small, on 
the order of 50-100nm, and requires degenerate dop-
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scattering. Third, collimation of the injected electrons 
has been limited in previous designs because the de-
vices have relied on potential-induced acceleration as 
the collimating mechanism. Since bias voltages are 
constrained to be less than the threshold voltage for in-
tervalley scattering (ft 1 V), the degree of collimation is 
limited. A poorly collimated input distribution smears 
out the interference resonances, further obscuring the 
locations and amplitudes of the interference peaks. 
In this communication it is proposed to use bal-
listic electron emission microscopy (BEEM) and spec-
troscopy as a diagnostic measurement technique for 
semiconductor electron wave heterostructures that can 
overcome the above limitations. This complements the 
previous uses of BEEM for studying buried interfaces 
(9,10) and scattering in the base electrode (11]. In 
the BEEM configuration ballistic electrons are injected 
with precise energy control from a scanning tunneling 
microscope (STM) into a metal base. These electrons 
propagate ballistically through the base (approximately 
10-20 nm) to probe a base-semiconductor interface. By 
monitoring the number of electrons transmitted across 
the interface as a function of tip-base voltage, the elec-
trical characteristics of the interface, such as the barrier 
height, can be determined. The method presented in 
the present communication is an extension of conven-
tional BEEM where a multilayer electron wave struc-
ture is placed directly below the base-semiconductor 
interface, as is shown in Fig. 1. By monitoring the 
ELECTRON ENERGY 
FILTER 
Fig. 1 - Energy band configuration in BEEM testing of a 
quantum electron wave interference structure, where the 
semiconductor structure is directly below the gold base. 
Ballistic electrons injected from the STM tip are used 
to probe the quantum transmittance of the structure. 
The structure shown is an electron energy filter which is 
designed to transmit at 53 meV above the T conduction 
band minimum in the output region. At this energy, 
the barrier and wells are quarter- and half-wavelength 
layers, respectively. 
number of electrons that are transmitted through the 
structure as a function of tip-base voltage, the quan-
tum transmittance of the structure can be determined. 
Interference resonances will appear as peaks in the 
conductance-voltage curves in a manner similar to other 
quantum interference measurements (1-7]. 
The BEEM diagnostic measurement technique de-
scribed here is not restricted by the first two limitations 
of past quantum interference measurement methods. 
The first limitation, the degenerate doping of the semi-
conductor structure, is removed since the carriers are 
generated by the STM. This significantly reduces the 
impurity and electron-electron scattering, thus enhanc-
ing the quantum interference effects. A light doping 
(around 10" em -3 ) of the structure can be used to 
control the band bending imposed by the Fermi level 
pinning at the base-semiconductor interface. If the 
device is made sufficiently thinner than the depletion 
width, there will be minimal band bending through 
the structure; the Fermi level will be pinned near mid-
gap throughout. The second limitation, the difficulty of 
providing a base contact, is removed because the base is 
exposed and thus easily accessible in this configuration. 
Changing the base-collector voltage will allow precise 
tuning of the resonance energies, without affecting the 
energy of injection. The third limitation, poor colli-
mation of the injected distribution, can be improved 
in the BEEM technique. Of the electrons incident at 
the base-semiconductor interface, only those within a 
few degrees of normal incidence are transmitted into 
the semiconductor, due to the small critical angle of 
the base-semiconductor interface (10,12]. The electrons 
within this small angular range are, however, refracted 
into the semiconductor into a broad distribution from 
0 to 90deg. This distribution is collimated in the for-
ward direction due to the nonlinearity of the refraction 
process (12] and the high reflectivity for those elec-
trons incident near the critical angle in the base (12]. 
If one assumes the worst case condition in which the 
electrons in the base are uniformly distributed in solid 
angle between normal incidence and the critical angle, 
then the normalized distribution in the semiconductor 
is given as 9(63 ) = (1 — r 2 (03 ))eos02 , where 92 is the 
angle of refraction (measured from the interface nor-
mal) inside the semiconductor, and r is the reflectivity 
of the base-semiconductor interface for a given incident 
energy. This distribution is shown in Fig. 2 for an inter-
face between gold and Gay ., A10 .3 .As with an energy of 
incidence of 100 rneV above the conduction band in the 
Gao .,A10 . 2 As. Although the electrons tunnel through 
the AlAs layer and then directly enter the first GaAs 
layer of the three-layer filter, the input distribution is 
90.0 0.0 	 30.0 	60.0 
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Fig. 2 - Distribution of electrons injected from a gold 
base into a Gs° AI0 2 As semiconductor. The distri-
bution is plotted with respect to the angle of refrac-
tion (measured from the interface normal) in the semi-
conductor (03 ) for a kinetic energy of 100 rrieV in the 
Ga,) A/0 2 As. The solid line is the distribution that 
includes the quantum reflectivity at the interface, the 
dashed line is the approximate distribution case, that 
results from neglecting the quantum reflectivity. 
calculated in Goo 0110 2 As (rather than GaAs) since 
the output reference region is Gao ,A1 0 2 As. The input 
distribution could equally well be calculated in GaAs 
(or any other material) but the device response would 
remain unchanged. The shape of the injected distri-
bution, however, is very insensitive to the energy of 
injection and the composition of aluminum in the en-
ergy range of 0 to 1 eV and the aluminum composition 
range of 0 to 0.95. The distribution could be further 
collimated in the forward direction if a base metal were 
used that had a band minimum close to the top of 
the Schottky barrier Vb. ,,,, (Fig. 1), thus reducing the 
angle of refraction 02 1121. 
The use of an STM injector provides significant ad-
vantages beyond the removal of the above limitations. 
At low temperatures, the energy of the injected elec-
trons can be accurately controlled (within a few meV) 
by the tip-base voltage of the STM 1131, while the injec-
tion current is independently set by adjusting the tip-
base separation. Feedback control of the this separation 
holds the injected current at a fixed value, automati-
cally normalizing the collector current to the injected 
current [10]. These features allow for a precise charac-
terization of the transmittance of the heterostructure, 
decoupling it from the injector response. 
The collector current 4 of the structure can be 
calculated by integrating the product of the electron 
transmittance of the heterostructure [T.(E.,E,) = 1 — 
r3 (E,,E,)1 and the injected electron distribution over 
the tip energies E = E, + E„ where E. is the en-
ergy associated with the component of the momentum 
normal to the interface, and E, is the energy associated 
with the component of the momentum tangential to the 
interface. The electrons in the base are propagating at 
an angle 8, = aretan(VE, I (E. — V,)) (measured from 
the interface normal) which are then refracted into 8 2 
 in the output region, where V1 is the potential en-
ergy of the electrons in the base (12]. The integral of 
the collector current can be evaluated numerically as a 
function of tip-base voltage 1 1,4 _ 6... to calculate the 
current-voltage characteristic of the structure. By in-
serting 71(E., E,) into the collector current expression 
developed in Ref. 1101, one achieves an expression for 
the collector current I. normalized to the tip current 
4/4 = 
R JR D(E, ) fox— T,(E,,,E,)f(E)dE i dE,, 
D(E,)f:' [f(E) — f(E + eV, ;„_ ‘...)1e1E,dEs ' 
( 1 ) 
where 1(E) is the Fermi-Dirac distribution, E is the 
electron energy in the tip, D(E„) is the tunneling prob-
ability, R is an energy-independent scattering term in 
the base, Em i, is the minimum normal energy that 
can be transmitted to the collector due to the Schot-
tky barrier V.  • (Fig. 1), and E... is the maxi-
mum energy (for a given E.) that can be transmitted 
to the collector due to total internal reflection at the 
base-semiconductor interface 1101. The electron trans-
mittance of the structure can be calculated using any 
of the methods employed to describe quantum trans-
port such as the chain matrix extension of the envelope 
function approximation (14] or the Wigner function ap-
proach 1151. 
In order to demonstrate the utility of this method, 
an electron wave interference filter was designed for 
1' minimum electrons in Ga,....41. As (Fig. 1) using 
the design method presented in Ref. 1161. This de-
vice is analogous to a thin-film Fabry-Perot filter in 
optics, where, at the design energy, the center layer 
is a half-wavelength resonant layer and the two ad-
jacent layers are quarter-wavelength reflectors. The 
filter in Fig. 1 was designed to be resonant for a nor-
mal incidence (i.e. E, = 0) kinetic energy (KE) of 
53 meV above the conduction band minimum in the 
output region, Ga0 . 8 .410 . 2 As. The resonant layer was 
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designed as a barrier surrounded by two wells (as op-
posed to the equivalent well surrounded by two bar-
riers) in order to ensure that the resultant effects are 
due to interference above the barriers and not due to 
resonant tunneling through the barriers. The electron 
transmittance of this structure was calculated using the 
chain matrix extension of the envelope approximation 
[141. The transmittance of the filter is shown in Fig. 3 
for both normal incidence (92 = 0.0 deg) and an inci-
dence of 92 = 30.0 deg. At the design kinetic energy, 
KE = 53 meV, the normal-incidence transmittance of 
the device peaks at 80%, as is shown in Fig. 3. The 
transmittance at resonance is not unity due to reflec-
tions from the base-semiconductor boundary. As the 
angle of incidence is increased, the resonant peak shifts 
to higher energies (shorter wavelengths). The transmit-
tance at 92 = 30.0 deg peaks at 70 meV which is consis-
tent with the expected shift for this angle, as calculated 
from thin-film optics principles [12,171. As the energy 
of injection is varied from the resonance energy, the 
transmittance drops. The full-width-at-half-maximum 
(FWHM) of the resonance peak is 16.6 meV. 
By substituting the complete filter transmittance 
(for all angles of incidence) into Eq. (1), the current-
voltage, conductance-voltage, and differential-conduc-
tance-voltage characteristics of the filter can be calcu-
lated. These results are shown in Figs. 4a, 4b, and 4c 
respectively for temperatures of 4.2K and 77 K. The 
two peaks in the differential-conductance characteris-
tic correspond to the two peaks in the transmittance 
T. shown in Fig. 3. This similarity can be seen in 
Fig. 4c where the transmittance has been superimposed 
on the differential-conductance curves. In the exper-
iment, it is likely that the amplitude of the second 
peak will be significantly reduced since the electrons 
can start entering the L minima in Ga0 . 8 .Alo .s As at 
• — 	 = 0.16V. The characteristics below 
this voltage, however, should closely resemble Fig. 4. 
It should be noted that each differential-conductance 
peak occurs a voltage for which the Fermi energy in 
the tip is slightly above the energy of that transmit-
tance peaks. This shift is a complicated function of 
the power-law dependence of the collector current near 
the threshold = Ve„„i„ 1101, the distribu-
tion of injected electrons OM, and the transmittance 
of the filter. This shift is consistent, however, with 
the electromagnetic case in which the transmittance 
of an interference filter peaks at an energy that is 
displaced from the normal incidence resonant energy 
when illuminated by a distributed source 1171. For the 
first peak this shift amounts to 2 meV above the res- 
Fig. 3 - Quantum transmittance of the three-layer elec-
tron energy filter shown in Fig. 1 as measured in the 
Gao ..1410 2 Aa output region. At normal incidence, the 
filter transmittance peaks at KE = 53meV, with a 
transmittance of 80% and a FWHM of 14.6 meV. As the 
angle of incidence is changed, the transmittance peaks 
at higher energies, resulting in a peak at KE = 70 meV 
for 92 = 30.0 deg. The transmittance at resonance is not 
unity due to reflections from the base-semiconductor in-
terface. 
onance energy, corresponding to a tip-base voltage of 
— = 55 meV . The FWHM of the con-
ductance peaks can be approximated as a sum of the 
width of the transmittance peak and the width of the 
derivative of the Fermi-Dirac distribution (ft 2ka T). 
For the first peak, this estimate gives a FWHM of 
17.3 meV at 4.2K and 31.2 meV at 77 K, which can be 
compared with the simulation values of 14.8 meV and 
29.9 me V, respectively. 
It has been demonstrated analytically that the pri-
mary effect of the application of a base-collector voltage 
to this filter structure is a linear shift of the resonance 
energy 1181. Thus, tuning of the base-collector volt-
age will shift the resonance peak in the conductance-
voltage characteristic of the device. This tunability of 
the resonance should allow for great flexibility in the 
characterization of electron wave interference effects. 
The analysis used to achieve the results of Fig. 4 
were based on an ideal experimental configuration with 
no background noise current, no scattering at the base 
semiconductor boundary, and no scattering in the de-
vice, the three mechanisms that are most likely to re-
duce the magnitude of the interference peaks. Since 
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Fig. 4 - Current-voltage (a), conductance-voltage (b), 
and differential-conductance-voltage (c) characteristics 
of the interference filter of Fig. 1. The peaks in the 
differential-conductance-voltage characteristic (c) cor-
respond to the two peaks in the transmittance shown 
in Fig. 3. The differential conductance peaks occur at 
energies slightly higher than the transmittance peaks as 
discussed in the text. The first peak occurs at Vfi,_,„„ 
  = 55 meV, with a FWHM of 17.3rneV at 4.2K 
and a FWHM of 31.2 meV at 77 K. The second peak lies 
above the L minima in the output region and is therefore 
likely to have a significantly reduced amplitude. 
are an order magnitude larger than previously resolved 
dI IdV steps 1101, it is likely that the signal peaks will 
be significantly larger than the background noise cur- 
rent fluctuations. The accurate agreement between the 
momentum-conservation theory and BEEM spectra for 
GaAs (10) indicate that the component of the current 
that scatters at the base-semiconductor interface will be 
small compared to the momentum conserving current. 
However, if there is significant scattering at the base-
semiconductor interface, the primary effect is to change 
the distribution of electrons (9(0 1 ,E)) injected into the 
semiconductor. Simulations that incorporate various 
injected distributions show similar behavior to the re-
sults shown in Fig. 4. The locations and amplitudes of 
the interference peaks shift, but the interference reso-
nances are still resolvable. The final contributor to the 
noise current is scattering in the interference structure. 
Since the structure is significantly thinner (as 200 nm) 
and more lightly doped (ft 10"cm -3 ) than previous 
structures used to demonstrate quantum interference 
effects (ft 800 to 1000 nm), it is likely that this compo-
nent of the noise current will not significantly degrade 
the interference measurements. 
The modeling of this simple ballistic electron inter-
ference filter clearly demonstrates the potential BEEM 
holds as a diagnostic tool for quantum structures. This 
method could be used in the precise analysis and char-
acterization of other quantum interference structures 
such as resonant tunneling diodes (19), multilayer en-
ergy filters 116,181, impedance transformers 1201, and 
quantum interference transistors 1211. In addition, this 
method could be used to investigate many other quan-
tum transport effects that are presently of great in-
terest. For instance, the technique could be used to 
analyze the quantum mechanical reflection and trans-
mission past a single interface, demonstrating such ef- 
fects as the dependence on effective mass differences 
across the interface and the existence of a Brewster 
angle (12,22). Additionally, the method could be used 
to characterize the reflectance and resonance effects oc-
curring in quarter- and half-wavelength material layers 
(4-6,16,14 A complete understanding and character-
ization of these fundamental effects is extremely im-
portant in the design of future electron guided wave 
integrated circuits 1121. 
In conclusion, a method has been proposed that 
uses ballistic electron emission microscopy and spec-
troscopy to test and characterize quantum electron 
wave heterostructures. The BEEM technique provides 
a three-terminal testing configuration that overcomes 
many of the limitations of other two- and three-ter-
minal testing configurations. A simulation of the use 
of this technique has been performed for an electron 
wave interference filter and the quantum interference 
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effects are shown to be clearly observable. This method 
can be used to characterize a variety of ballistic trans-
port effects such as quantum reflections from material 
interfaces and electron wave interference effects. In 
addition, the method could be combined with other 
quantum transport measurement techniques such as 
magneto-transport [23] and optical [24] techniques in 
order analyze a wide range of quantum structures. In 
the future, the technique could be expanded to two-
probe and multi-probe configurations in order to ana-
lyze complex ballistic transport effects such as propa-
gation in electron waveguides [25) and ballistic electron 
diffraction from gratings [26]. 
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It is shown that exact, quantitative electromagnetic analogies exist for all forms of the general Hamil-
tonian [R. A. Morrow and K. R. Brownstein, Phys. Rev. B 30, 678 (1984)], which applies to single-band 
effective-mass electron wave propagation in semiconductors. It is further shown that these analogies are 
valid for propagation in the bulk, propagation past abrupt interfaces between materials, and propagation 
within one- and two-dimensionally inhomogeneous materials. These results indicate that the correct 
form of the single-band effective-mass Hamiltonian can be determined through appropriate wave-
function-amplitude-sensitive experiments. Wave-function-phase-sensitive experiments (such as the mea-
surement of electron wave refraction directions) are not adequate to specify completely the Hamiltonian. 
The present analogies suggest many wave-function-amplitude-sensitive experiments that can be used to 
determine the correct form of the Hamiltonian. The results of the present analysis are broadly applic-
able to general effective-mass propagation, unlike other recent work that has treated specific cases. 
Recent advances in nanostructure growth and fabrica-
tion techniques (such as molecular-beam epitaxy and 
nanolithography) have led to the development of semi-
conductor devices in which the device response is dom-
inated by ballistic-electron (phase-coherent) transport.' -5 
Such ballistic electrons have been reflected and refract-
ed,' focused," and interfered" in a manner analogous to 
electromagnetic waves in dielectrics. Based on these re-
sults, it has been shown analytically, that under the 
effective-mass approximation, exact, quantitative analo-
gies can be drawn between ballistic (collisionless) electron 
transport in semiconductors and electromagnetic wave 
propagation in dielectrics. 6 
These previous analogies were developed both for 
propagation in the bulk and for propagation past abrupt 
interfaces between materials. 6 In developing these analo-
gies, the electron wave boundary conditions at an abrupt 
interface between dissimilar semiconductors were as-
sumed to be the conservation of the electron wave ampli-
tude IP and the conservation of the product of the inverse 
effective mass and the normal component of the gradient 
of the electron wave amplitude, /m. The choice of 
these boundary conditions is equivalent to choosing the 





= --- V 	 + V( r )4)=E0 , 
for electron wave propagation in a region of spatially 
varying effective mass m(r) and spatially varying poten-
tial energy V(r), where zri is Planck's constant divided by 
277, and E is the total electron energy. 7 This Hamiltonian 
is probably the most widely used form of the effective-
mass Hamiltonian." There are, however, other Hermi-
tian forms of the effective-mass Hamiltonian and each re-
sults in different boundary conditions. 9 ' I° von Roos9 has 
suggested a Hermitian class of effective-mass Hamiltoni- 
an functions. Using this class of functions, Morrow and 
Brownstein I° have shown that only those Hamiltonians 
that lie within a subset of this class of functions have 
physical meaning when considering the matching of the 
boundary conditions across an abrupt interface. There is, 
however, significant disagreement as to the exact form of 
the Hamiltonian within this class, based on consideration 
of a number of specific cases." —16 The purpose of the 
present paper, therefore, is to draw a set of exact, quanti-
tative analogies between electromagnetic wave propaga-
tion in dielectrics and effective-mass electron wave propa-
gation described by the complete class of Hamiltonians 
given by Morrow and Brownstein. These analogies will 
be drawn for propagation in the bulk, propagation past 
abrupt interfaces, and for propagation within one- and 
two-dimensionally inhomogeneous materials, and will be 
valid for whatever form of the general Hamiltonian is ul-
timately shown to be correct. In addition, these analogies 
present the specific types of experiments that can be per-
formed to identify the correct form of the effective-mass 
Hamiltonian. 
Morrow and Brownstein l° demonstrated that, of the 
general class of Hamiltonians (H) suggest by von Roos,9 
 only those that take the form 
fi2 
HO — 	((r)*V•im(r)13V[m(r) (1010+ V(r)t,G= Elf) 
2 
(2) 
with the constraint 
2a +/3= —1 	 (3) 
have physical meaning, when considering propagation 
past an abrupt interface between dissimilar semiconduc-
tors. Using comparisons of more exact theories and the 
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deduce the values of a and /3, resulting in a wide range of 
values from a = —+ and /3-=0 (Ref. 11) to a =0 and 
13=-1 (Refs. 12-14). As Morrow suggests," the deter-
mination of the correct values of a and /3 will doubtlessly 
depend on experiments. Galbraith and Duggan have 
used photoluminescence data to shown that a =0 and 
/3= —1 for GaAs/Ga l _,,Gax As quantum wells.' 5 Simi-
lar results have recently been reported for 
GaAs/Ga l _ .„Alx As quantum wells by Mojahedie and 
Osinski. 16 However, these results are valid only for 
GaAs/Ga l _ .x Alx As heterostructures.' 5 Since the deter-
mination of a and /3 is still an open problem in general, 
this paper will draw electromagnetic analogies to the gen-
eral form of the Hamiltonian given in Eq. (2) for all 
values of a and 13. The analogies that are drawn dictate 
the form experiments must take in order to determine the 
correct values of a and /3. 
For the Hamiltonian of Eq. (2), the boundary condi-
tions for an electron wave at an interface are ) 
m alp continuous 	 (4) 
and 
m a+PVIP•ii continuous , 	 (5) 
where n is the unit vector normal to the interface. 
Analogously, the boundary conditions for an electromag-
netic wave at an interface between two dielectrics require 
the continuity of the tangential component of the electric 
field (6) and the continuity of the tangential component 
of the magnetic field (.71) across the interface. Based on 
this consideration, it is reasonable to look for analogies 
between 4)= m al/1 and either 6 or N. In the previous 
work based on Eq. (1), it was demonstrated that 1/, (not () 
was analogous to 6 for TE polarization and to .71 for TM 
polarization. ° The analogies of the present paper will be 
consistent with these analogies because Eq. (1) is the a =0 
special case of Eq. (2) for which 4)=0. 
For bulk propagation in a homogeneous medium, an 
exact analogy can be drawn between 4) and both 6 and 
N. In this case, the Hamiltonian for the electron wave 
propagation [Eq. (2)] reduces to a Helmholtz equation of 
the form 
v24)=_k2,2, 	 (6) 
where k 2 =2m(E — V)/fi 2 . This wave equation [Eq. (6)] 
is exactly analogous to the Helmholtz equation for an 
electromagnetic wave propagating in a homogeneous 
dielectric of permittivity E and permeability where 4) is 
replaced by 6 for the electric-field equation and by .71 for 
the magnetic-field equation. In the electromagnetic case, 
k2=02µ€, where co is the radian frequency of the wave. 
Since the electron wave Helmholtz equation has exactly 
the same form as both the electric-field Helmholtz equa-
tion and the magnetic-field Helmholtz equation, an exact 
analogy can be drawn between 4) and both 6 and K. Us-
ing these analogies and the definitions given in Ref. 6, one 
can define a phase-refractive index for electron waves as 
nph = m /2(E — V); n , 	 (7) 
where 	Mire-  is the relative effective mass and 
(E —11),=(E —Y)/(E —V) is the relative kinetic ener-
gy, where m ne and V are the effective mass and poten-
tial energy in a reference region. ° This electron wave 
phase-refractive index is analogous to the phase-
refractive index for electromagnetic waves n pEtl =1/717,, 
where p, is the relative permeability and e, is the relative 
permittivity of the dielectric. With these results, phase-
propagation effects, such as interference, can be analyzed 
using standard electromagnetic results where 6 (or 51) is 
replaced by 4) and n pE1,4 is replaced by n pEr. These results 
are valid for all the Hamiltonians given in Eq. (2). 
The above analogies can be extended to describe elec-
tron wave propagation past an abrupt interface between 
materials 1 and 2 with effective masses m i and m 2 and 
potential energies V, and 172, respectively. When a plane 
wave [the eigensolution to Eq. (6)] is incident upon such 
an interface, part of the wave is reflected back into region 
1 and part of the wave is transmitted (refracted) into re-
gion 2. The boundary conditions [Eqs. (4) and (5)] are 
used to calculate the directions of propagation and the 
amplitudes of the reflected and transmitted waves. By 
substituting 4 1 .-- exp(jk i , i -r)+ r exp( jk i ,,•r) and 4)2 
t exp( jkfr) into the boundary conditions [Eqs. (4) and 
(5)], one finds that 
191 =0,=81 , 	 (8) 
n pb , i sin01 =noosin92 , 	 (9) 
n cost9 — n amp, 2 COS 92 
r — 	 (10) 
n„inpt cose i + n anuo c0se2 
and 
2n„„,p, 1 cosO 1 
I COO ? Eno COS 92 
where the electron wave amplitude index of refraction is 
defined as 
n E4,, i =mgr 1/2(E—V) 1,.? 	 (12) 
for region 1. These expressions [Eqs. (8)—(11)] are exactly 
the same as the analogous electromagnetic expressions 
for the reflection and refraction of an electromagnetic 
wave from an interface between dielectrics 1 and 2 with 
relative permittivities E,, 1 and Er2 and relative permeabili-
ties /.10 and respectively. In the electromagnetic 
case, Eqs. (10) and (11) give the reflectivity and transmis-
sivity of the electric field for TE polarization and of the 
magnetic field for TM polarization. Therefore, when 
considering propagation past an abrupt material inter-
face, 4) is analogous to the electric field for TE polariza-
tion and to the magnetic field for TM polarization. In 
other words, 4) is analogous to the electromagnetic field 
quantity that is parallel to the interface. ° In the elec-
tromagnetic case, the amplitude index of refraction for 
region 1 has one value for TE polarization, 
apd = E r1.12 /10 and another value for TM polariza- 
=i4(11/0.6 tion, n 	 Using the above results for the 
indices of refraction, one can construct a general set of 
analogies between electron wave propagation, TE-
. polarized electromagnetic wave propagation, and TM• 
t — 	 (11) 
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polarized electromagnetic wave propagation. This set of 
analogies is shown in Table I. These analogies, which 
have been developed for the general form of the 
effective-mass Hamiltonian given in Eq. (2), are valid for 
both propagation in the bulk and for propagation past 
abrupt interfaces between materials. In the case of an 
abrupt material interface, Eqs. (8)—(11) are valid for elec-
tron waves, TE-polarized electromagnetic waves, and 
TM-polarized electromagnetic waves, where the ap-
propriate indices of refraction are used for each case. 
Motivated by the results for abrupt interfaces, one can 
attempt to draw similar analogies for propagation within 
materials with general one- and two-dimensional inhomo-
geneities in effective mass and/or potential energy. 
Again, the analogy will be drawn between 1 and either 6 
(for TE polarization) or 51 (for TM polarization), where 
the electromagnetic wave is propagating in a one- or 
two-dimensionally inhomogeneous dielectric. In this 
case, TE (TM) polarization is defined as the polarization 
in which the electric (magnetic) field is polarized normal 
to the plane containing the gradient of the inhomogenei-
ty. In the case of such an inhomogeneity, the Hamiltoni-
an for the electron wave [Eq. (2)] can be expanded as a 
wave equation for (I). 
Vm,-46.(r).V 1720 	
m,-46(r) 	
st>+klm r (r)[E — V(r)],(1)=0 , 
(13) 
where m r (r)=m (r)/m o is the varying relative effective 
mass, [E-1V(r)],.==[E—V(r)]/(E — V) 0 is the varying 
relative kinetic energy, m 0 is the average effective mass, 
(E — V) 0 is the average kinetic energy, and 
ko = [ 2m 0 (E — V)0/*2 ] 1/2 is the average wave vector of 
propagation in the medium. This wave equation [Eq. 
(13)] is exactly analogous to the wave equation for TE 
propagation in a one- or two-dimensionally inhomogene-
ous dielectric, 
Vp,(r)•V I V26 	µ,(r) e+k1A,(r)e,(r)6=0 , 	(14) 
where p,(r)=A(r)/p.0 is the relative permeability modu-
lation, c,(r)=E(r)/co is the relative permittivity modula-
tion, p o is the average permeability, c o is the average per-
mittivity, and k 0 =(102µ 0E0 ) 1/2  is the average wave vector 
of propagation. By comparison of these wave equations 
[Eqs. (13) and (14)], one can see that the analogies be-
tween electron wave propagation within a one- or two- 
TABLE I. Analogies between effective-mass electron wave 
propagation and electromagnetic wave propagation in general 
dielectrics. The previously established constraint 2a+$= —I 
applies. 
Electron wave 	 Electromagnetic wave 
EW 	 TE 	 TM 
m ao 
(E— V) 
dimensionally inhomogeneous semiconductor and TE-
polarized electromagnetic wave propagation within a 
one- or two-dimensionally inhomogeneous dielectric are 
the same analogies as those developed for propagation 
past abrupt material interfaces, which are shown in Table 
I. As one would expect, a similar analogy exists between 
electron wave propagation within a one- or two-
dimensionally inhomogeneous semiconductor and TM-
polarized electromagnetic wave propagation within a 
one- or two-dimensionally inhomogeneous dielectric, 




N+kliz,-(r)c,(r).71=0 , 	(15) 
where the analogies are again given in Table I. Thus, the 
analogies of Table I are valid for propagation in the bulk, 
propagation past abrupt material interfaces, and propa-
gation within one- and two-dimensionally inhomogeneous 
semiconductors. For all of these cases, standard elec-
tromagnetic analysis techniques can be used to analyze 
electron wave effects such as interference, propagation, 
reflection, refraction, and diffraction, where the analogies 
of Table I are used. 
At this point, one might wonder whether such exact 
analogies exists for general three-dimensional inhomo-
geneities. In this case, the analogies do not hold. For 
general three-dimensional inhomogeneities, decoupled 
TE and TM polarization cannot be defined. Therefore, 
one cannot write scalar wave equations [like Eqs. (14) and 
(15)] for the electric and the magnetic field, but must use 
the curl equations. Since the vector field quantities are 
coupled, no exact analogy can be drawn between the vec-
tor electromagnetic fields and the scalar electron wave 
amplitude. 
In conclusion, this work has shown that exact, quanti-
tative analogies exist for all forms of the general Hamil-
tonian of Morrow and Brownstein. 1° In addition, these 
analogies were developed for propagation in the bulk, 
propagation past abrupt interfaces between materials, 
and propagation within one- or two-dimensionally inho-
mogeneous materials. With these analogies, one can ana-
lyze a wide class of electron wave effects such as 
reflection and refraction," interference, 4 . 5 and 
diffraction 17 using well-understood electromagnetic 
analysis methods. 
An understanding of these electron wave optical effects 
in semiconductors has become of increasing importance 
in the past few years. Recent experiments have verified 
that the electron wave phase index of refraction is pro-
portional to the product of the square root of the kinetic 
energy 1-3 and the square root of the effective mass. I8 ' 19 
It is likely that, in the near future, similar experiments 
will be performed to verify the dependence of the ampli-
tude index of refraction on kinetic energy and effective 
mass. Since the form of the amplitude refractive index is 
linked to the form of the effective-mass Hamiltonian 
(through n ame cx m 6+1 /2 ), experiments that establish the 
power dependence of the effective mass in the amplitude 
index of refraction can be used to identify the correct 
form of the effective-mass Hamiltonian. The recent ex-
periments on transition energies in GaAs/Ga l _„Al„As 
-I/13 
1+1/8E 
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quantum wells I5 . 16 fit this category since the transition 
energies are strongly dependent on the reflectivity of the 
barriers (and thus strongly dependent on /3). 15 Due to the 
exact analogies to electromagnetics, it is easy to conceive 
of other numerous experiments (such as measuring inter-
face reflectivity) to establish this dependence. However, 
regardless of the results of such experiments, the exact, 
quantitative analogies established in this paper remain 
valid. In addition, if the correct form of the Hamiltonian 
(for material systems other than GaAs/Ga i _ x Alx As) is 
shown to be other than a =0 and /3= —1, the results of 
previous work based on this assumption (such as Refs. 6 
and 17) can be simply modified using Table I, with the 
analysis methods remaining valid. 
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