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RESONANCE ASYMPTOTICS FOR SCHRO¨DINGER OPERATORS ON
HYPERBOLIC SPACE
DAVID BORTHWICK AND CATHERINE CROMPTON
Abstract. We study the asymptotic distribution of resonances for scattering by com-
pactly supported potentials in Hn+1. We first establish an upper bound for the resonance
counting function that depends only on the dimension and the support of the potential.
We then establish the sharpness of this estimate by proving the a Weyl law for the res-
onance counting function holds in the case of radial potentials vanishing to some finite
order at the edge of the support. As an application of the existence of potentials that
saturate the upper bound, we derive additional resonance asymptotics that hold in a
suitable generic sense. These generic results include asymptotics for the resonance count
in sectors.
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1. Introduction
In this paper we will study the spectral asymptotics of Scho¨dinger operators of the form
∆ +V , where ∆ is the (positive) Laplacian on Hn+1, and V ∈ L∞cpt(Hn+1,C) is a compactly
supported, possibly complex-valued potential. The essential spectrum of ∆+V is [n2/4,∞)
and is absolutely continuous. The eigenvalue spectrum is finite and contained in (0, n2/4),
and hence it is the resonance set that plays the role of discrete spectral data in this setting.
To define resonances, consider first the resolvent of ∆, written in the form R0(s) =
(∆ − s(n − s))−1 for Re s > n2 . The well-known formula expressing the kernel of R0(s) in
terms of hypergeometric functions (see [14]) shows immediately that the cutoff resolvent
χR0(s)χ admits a meromorphic extension to s ∈ C, with poles of finite rank, for any
ψ ∈ C∞0 (Hn+1).
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Figure 1. Resonance plot for a radial step potential in H3. The thin
lines indicate the spherical harmonic mode l, with l = 0 at the right. The
multiplicity on each line is 2l + 1. (Each mode also contributes resonances
at negative integers, not on these lines.)
It is easy to extend this meromorphic continuation result to RV (s) := (∆+V −s(n−s))−1;
see §2 for the details. We define the resonance set RV as the set of poles of RV (s), counted
according to multiplicity given by the rank of the residue. The resonance counting function
is
NV (t) := #
{
ζ ∈ RV :
∣∣ζ − n2 ∣∣ ≤ t} .
Figure 1 shows a sample of the resonance set for V = χB(1) in H3, the characteristic function
of the unit ball. The corresponding counting function shown in Figure 2. These plots are
based on explicit calculation of the resonance set in terms of Legendre functions; see §4 for
the formulas.
It is essentially already known that
(1.1) NV (t) = O(t
n+1).
That is, for real V this is a special case of [3, Thm. 2.2], and the extension to compactly
supported complex potentials is straightforward.
In the case V = 0, the resonance set is of course well-known: for n odd we have
R0 =
{
ζ ∈ −N0 : m0(−k) = (2k + 1)(k + 1) · · · (k + n− 1)
n!
}
,
while for n even there are no resonances, R0 = ∅. In the case of n odd we thus have a simple
asymptotic,
(1.2) N0(t) =
2
(n+ 1)!
tn+1 +O(tn).
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Figure 2. Resonance counting function for a radial step potential in H3.
For later reference, we label the asymptotic constant for the model case as
(1.3) A(0)n :=
{
2
(n+1)! n odd,
0 n even.
For more general families of compactly supported perturbations of the Laplacian on Hn+1,
including metric and topological perturbations as well as smooth real potentials, sharp
estimates of N(t) were obtained in Borthwick [3]. Our first result is an extension of this
bound to non-smooth, complex-valued potentials. These estimates involve the integrated
version of the counting function,
N˜V (a) := (n+ 1)
∫ a
0
NV (t)−NV (0)
t
dt,
a common usage in the theory of entire functions.
The constant in the upper bound is expressed in terms of a indicator function, defined
for |θ| ≤ pi2 by
(1.4) hr0(θ) :=
2
Γ(n)
∫ ∞
0
[H(xeiθ; r0)]+
xn+2
dx,
where [·]+ denotes the positive part and
H(α, r) := Re
[
2α log
(
α cosh r +
√
1 + α2 sinh2 r
)
− α log(α2 − 1)
]
+ log
∣∣∣∣∣cosh r −
√
1 + α2 sinh2 r
cosh r +
√
1 + α2 sinh2 r
∣∣∣∣∣ .(1.5)
The corresponding asymptotic constant is the integral,
(1.6) An(r0) := A
(0)
n +
n+ 1
2pi
∫ pi
2
−pi2
hr0(θ) dθ.
(The angular dependence of the indicator function will play a role later when we consider
the distribution of resonances in sectors.)
Theorem 1.1. Suppose that V ∈ L∞cpt(Hn+1,C) has support contained in a closed ball of
radius r0. Then
N˜V (a) ≤ An(r0)an+1 +O(an log a).
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The error estimate in Theorem 1.1 improves on the o(an+1) result of [3], but this im-
provement is specific to the potential case. It is based an sharper scattering phase estimate
that we will give in Proposition 3.1.
Our main goal in this paper is to demonstrate the sharpness of Theorem 1.1 in the case
of radial potentials. This is analogous to the Euclidean result for radial potentials in odd
dimensions due to Zworski [16], with the exact constant later computed by Stefanov [15].
Theorem 1.2. Suppose that V ∈ L∞(Hn+1,C) is a radial potential with support in a ball of
radius r0. If we assume that V is continuous near r = r0 and has finite order of vanishing
in the sense that
V (r) ∼ κ(r0 − r)β , as r → r0,
for some β ≥ 0 and κ 6= 0. Then
NV (t) ∼ An(r0)tn+1.
In the final section of the paper we include some applications of this result. In the Eu-
clidean case, Christiansen [5, 6] has established generic properties of resonance distributions
for potential scattering, and the exact asymptotic for the radial case plays a key role in this
work. Using Theorem 1.2 we can prove some analogous theorems for Hn+1. These results
(see §7 for the precise statements) include:
(1) For generic (real or complex) potentials V with support in a compact set K ⊂ Hn+1
with non-empty interior, the order of growth of the resonance counting function is
optimal in the sense that
lim sup
t→∞
logNV (t)
log t
= n+ 1.
(2) For generic (real or complex) potentials supported in the closed ball B(r0),
lim sup
t→∞
NV (t)
tn+1
= An,
i.e. the estimate in Theorem 1.1 is generically optimal for potentials with support
equal to B(r0).
(3) For generic (real or complex) potentials with support in the closed ball B(r0), there
is a generic lower bound on the number of resonances contained in a sector near the
critical line, with the optimal order of growth n+ 1 and a constant independent of
the size of the sector.
(4) For potentials with support in B(r0) for which NV (t) ∼ An(r0)tn+1, the asymptotic
distribution of resonances in sectors is governed by the indicator function hr0(θ)
defined in (1.4). The same distribution holds, in a weighted average sense, for
families of perturbations of of such potentials.
The paper is organized as follows. In §2 we introduce the basic spectral operators as-
sociated to ∆ + V , the scattering matrix in particular. In §3 we establish the formula for
counting resonances in terms of the relative scattering determinant, which is the basis for
the rest of the analysis. We also prove some general estimates on the scattering determinant
that will be needed later, and which in particular give the proof of Theorem 1.1. Explicit
formulas for scattering matrix elements in the radial case are worked out in §4. In §5 we de-
velop precise recursive estimates for these matrix elements. From these estimates we derive
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asymptotics of the scattering determinant in §6, yielding the proof of Theorem 1.2. Finally
§7 contains the resonance distribution results for generic potentials as outlined above.
Acknowledgment. We would like to thank Tanya Christiansen for advice on the proof of
Lemma 3.1 as well as for helpful discussions related to the material in §7.
2. Potential scattering in Hn+1
Consider a Schro¨dinger operator ∆ + V in Hn+1, with potential V ∈ L∞cpt(Hn+1,C).
The resolvent RV (s) := (∆ + V − s(n − s))−1 is defined by the spectral theorem for Re s
sufficiently large, and is related to the model resolvent R0(s) by the identity
(2.1) R0(s)−RV (s) = RV (s)V R0(s).
As mentioned in the introduction, the cutoff resolvent χR0(s)χ admits a meromorphic con-
tinuation to s ∈ C. We can describe this more precisely in terms of weighted L2 spaces.
In terms of geodesic polar coordinates (r, ω) for Hn+1 ∼= R+ × Sn, define ρ := 2e−r. In
terms of the Poincare´ ball compactification of Hn+1, ρ is a boundary defining function.
The model resolvent R0(s) extends meromorphically to Re s > −N + n2 , as an operator
ρNL2(Hn+1) → ρ−NL2(Hn+1). Since V R0(s) is compact as an operator on ρNL2(Hn+1),
for Re s > −N + n2 , with arbitrarily small norm for Re s sufficiently large, the analytic
Fredholm theorem yields a meromorphic inverse (1 +V R0(s))
−1. In conjunction with (2.1),
this establishes the following:
Proposition 2.1. The resolvent RV (s) extends meromorphically to s ∈ C as
RV (s) = R0(s)(1 + V R0(s))
−1,
with poles of finite rank. For any N > 0, RV (s) is bounded as an operator ρ
NL2(Hn+1)→
ρ−NL2(Hn+1) for Re s > −N + n2 .
With meromorphic continuation of RV (s) established, we define the resonance set RV as
the set of poles of RV (s), counted with multiplicities
(2.2) mV (ζ) := rank Resζ RV (s).
2.1. Resolvent estimate. For later use we need an estimate on the cutoff resolvent in the
physical plane.
Proposition 2.2. Suppose V ∈ L∞cpt(Hn+1,C) and χ ∈ C∞0 (Hn+1), with χ = 1 on suppV .
There exist C > 0, M > 0 such that for θ ∈ [−pi2 , pi2 ] and a ≥M ,∥∥χRV (n2 + aeiθ)χ∥∥ ≤ Ca−1.
Here C depends only on the support of χ, while M depends on suppχ and ‖V ‖∞.
Proof. Set Ω := suppV , and let 1Ω be the projector given by multiplication by the charac-
teristic function of Ω. Since (1− 1Ω)V = 0, we can write
1 + V R0(s) = (1 + V R0(s)(1− 1Ω))(1 + V R0(s)1Ω).
And then by inverting this expression we have the identity
(1 + V R0(s))
−1 = (1 + V R0(s)1Ω)−1(1− V R0(s)(1− 1Ω)).
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This allows us to write the cutoff resolvent as
(2.3) χRV (s)χ = χR0(s)χ(1 + V R0(s)1Ω)
−1(1− V R0(s)(1− 1Ω)χ)
(This trick works just as in the Euclidean case; see, e.g., [17].)
To estimate the terms involving R0(s), we can cite Guillarmou [10, Prop. 3.2], which
gives the estimate
(2.4)
∥∥∥ρ 12R0(s)ρ 12 ∥∥∥ ≤ C ∣∣s− n2 ∣∣−1 ,
for Re s > n2 − 18 , s 6= n2 . Applying this to the the cutoff resolvent gives∥∥χR0(n2 + aeiθ)χ∥∥ ≤ Ca−1.
We can also apply (2.4) to obtain, for a sufficiently large, the estimates∥∥V R0(n2 + aeiθ)1Ω∥∥ ≤ 12 and ∥∥V R0(n2 + aeiθ)(1− 1Ω)χ∥∥ ≤ 12 .
The claim then follows from (2.3). 
2.2. Scattering theory. The scattering matrix SV (s) associated to the potential V can
be defined in the same way as for any asymptotically hyperbolic manifold. We will recall
the details rather briefly; see [3] for details and references.
Given s /∈ RV ∪(n2 +Z) and f ∈ C∞(Sn), there is a unique solution of [∆+V −s(n−s)]u =
0 with the asymptotic
(2.5) u ∼ ρn−sf + ρsf ′,
for some f ′ ∈ C∞(Sn). The scattering matrix, defined as the map SV (s) : f 7→ f ′, is a
meromorphic family of pseudodifferential operators on Sn. Note that by construction, the
scattering matrix satisfies SV (n− s) = SV (s)−1.
The relative scattering matrix SV (s)S0(s)
−1 is of determinant class, and the relative
scattering determinant is defined as
(2.6) τ(s) := detSV (s)S0(s)
−1.
The reflection formula for the scattering matrix implies τ(s)τ(n−s) = 1. This meromorphic
function admits a Hadamard factorization over the resonance sets RV and R0:
(2.7) τ(s) = eq(s)
HV (n− s)
HV (s)
H0(s)
H0(n− s) ,
where q(s) is a polynomial of degree at most n+ 1, and
HV (s) :=
∏
ζ∈RV
(
1− s
ζ
)
exp
(
s
ζ
+ · · ·+ s
n+1
(n+ 1)ζn+1
)
.
For V real-valued, the factorization (2.7) is a special case of [3, Prop. 3.1], and the extension
to complex V is straightforward.
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3. Resonance counting formula
One consequence of (2.7) is that we can count resonances with a contour integral over
the scattering determinant. Integrating τ ′/τ around a half-circle contour centered at s = n2
yields
NV (t)−NV (0)−N0(t)− 2dV (t) = 1
2pi
∫ t
−t
Im
τ ′
τ
(it′) dt′ +
1
2pi
∫ pi
2
−pi2
t ∂t log
∣∣τ(n2 + teiθ)∣∣ dθ,
where dV (t) counts the number of resonances ζ ∈ RV with Re s > n2 and
∣∣ζ − n2 ∣∣ ≤ t, which
occur only when ζ(n − ζ) is a discrete eigenvalue. There are only finitely many discrete
eigenvalues, so dV is bounded.
If we divide this contour integral by t and integrate, we obtain the relative counting
formula,
N˜V (a)− N˜0(a) = n+ 1
2pi
∫ a
0
∫ t
−t
Im
τ ′
τ
(it′) dt′
dt
t
+
n+ 1
2pi
∫ pi
2
−pi2
log
∣∣τ(n2 + aeiθ)∣∣ dθ +O(log a).(3.1)
For a general self-adjoint perturbation of ∆, of the type considered in [3], the first integral
could be expressed in terms of the scattering phase σ(t) := i2pi log τ(
n
2 + it), which would be
real-valued in that case. In the case of a metric perturbation there is a Weyl law [3, Cor. 3.6]
giving the asymptotic σ(t) ∼ atn+1, with a proportional to the volume of the perturbation.
For potential scattering we would expect the scattering phase term to be of lower order,
and that is indeed the case.
Proposition 3.1. For V ∈ L∞cpt(Hn+1,C), we have∣∣∣∣τ ′τ (n2 + it)
∣∣∣∣ ≤ CV 〈t〉n−1 ,
for t ∈ R sufficiently large, where CV depends only on ‖V ‖∞ and suppV . For real V this
gives the scattering phase estimate σ(t) = O(〈t〉n).
We will defer the proof for a moment to observe the consequences for the resonance
counting formula. Applying Proposition 3.1 to (3.1), and using the asymptotics for N0(t)
given in (1.2), yields the following:
Proposition 3.2. For V ∈ L∞cpt(Hn+1,C),
N˜V (a) = A
(0)
n a
n+1 +
n+ 1
2pi
∫ pi
2
−pi2
log
∣∣τ(n2 + aeiθ)∣∣ dθ +O(an).
3.1. Scattering phase estimate. In this subsection we will develop the proof of Proposi-
tion 3.1. If we let Ω := suppV ⊂ Hn+1, the resolvent identity (2.1) implies the relation
(3.2) (1− V RV (s)1Ω) (1 + V R0(s)1Ω) = 1.
Proposition 2.2 implies that ‖V R0(s)1Ω‖ < 1 for |s− n2 | sufficiently large, in which case we
can write
(3.3) 1− V RV (s)1Ω = (1 + V R0(s)1Ω)−1 .
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Lemma 3.3. The scattering matrices satisfy a relative scattering formula
SV (s)S0(s)
−1 = 1 + (2s− n)E0(s)t1Ω (1 + V R0(s)1Ω)−1 V E0(n− s),
valid for Re s ≥ n/2 with |s− n/2| sufficiently large.
Proof. Using equation (2.1) and its transpose we have
RV (s) = R0(s)−R0(s)V RV (s)
= R0(s)−R0(s)V R0(s) +R0(s)V RV (s)V R0(s)
= R0(s)−R0(s)1Ω (1 + V RV (s)1Ω)V R0(s)
The formulas for the scattering matrix can then be derived by multiplying the kernels by
(2s− n)(ρρ′)−s and taking the limit as ρ, ρ′ → 0. This gives
SV (s) = S0(s)− (2s− n)E0(s)t1Ω (1− V RV 1Ω)V E0(s).
The result follows after applying S0(s)
−1 on the right and using (3.3). 
In order to apply Lemma 2.1 we need some estimates on Hilbert-Schmidt norms of the
Poisson operator. For this estimate it is easiest to write the Poisson kernel in the Bn+1
model. Recall that we use the boundary defining function ρ = 2e−r, where r is hyperbolic
distance from the origin. The normalizing factor is included so that the induced metric on
∂Bn+1 = Sn is the standard sphere metric. For this boundary defining function, the Poisson
kernel is given by
E0(s;u, ω) = 2
−s−1pi−n/2
Γ(s)
Γ(s− n2 + 1)
(
1− |u|2
|u− ω|2
)s
,
where u ∈ Bn+1, ω ∈ Sn.
Lemma 3.4. Let χ ∈ L∞cpt(Bn+1). For t ∈ R, the Poisson operator E0(n2 + it) : L2(Sn)→
L2(Bn+1) satisfies ∥∥χE0(n2 + it)∥∥2 ≤ C |t|n2−1 ,
and ∥∥χE′0(n2 + it)∥∥2 ≤ C |t|n2−1 .
Proof. The Hilbert-Schmidt norm is calculated directly:
∥∥χE0(n2 + it)∥∥2 = cn ∣∣∣∣Γ(n2 + it)Γ(1 + it)
∣∣∣∣
[∫
Sn
∫
Bn+1
χ(u)2
(
1− |u|2
|u− ω|2
)n
dV (u) dω
] 1
2
Because χ is compactly supported, there is no convergence issue and the term in brackets
is just a constant. The result follows from∣∣∣∣Γ(n2 + it)Γ(1 + it)
∣∣∣∣ ≤ C |t|n2−1 ,
which is easily deduced from Stirling’s formula. The derivative estimate is similar. 
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Proof of Proposition 3.1. By virtue of Lemma 3.3 we can write this as
τ(s) := det(1 + T (s)),
where
T (s) := (2s− n)E0(s)t1Ω (1 + V R0(s)1Ω)−1 V E0(n− s).
Following the argument from Froese [9, Lemma 3.3], we will estimate the derivative
(3.4)
τ ′
τ
(s) = tr
[
(1 + T (n− s))T ′(s)
]
.
For V real, SV (s)S0(s)
−1 is unitary for Re s = n2 , so that in this case ‖1 + T (n− s)‖ = 1.
For a complex potential we need a separate estimate. Note that for Re s = n2 ,
[1ΩE0(s)]
∗ = E0(n− s)t1Ω,
and we have the general relation (for any s),
R0(s)−R0(n− s) = (n− 2s)E0(s)E0(n− s)t.
Thus we can estimate, for Re s = n2 with
∣∣s− n2 ∣∣ sufficiently large,
‖1ΩE0(s)‖2 = 1|n− 2s|
∥∥1Ω(R0(s)−R0(n− s))1Ω∥∥ .
The model resolvent estimate (2.4) from Guillarmou [10, Prop. 3.2] thus implies that∥∥1ΩE0(n2 + it)∥∥ = O(|t|−1),
for |t| large, and also that
(3.5)
∥∥∥(1 + V R0(n2 + it)1Ω)−1∥∥∥ = O(1),
for |t| sufficiently large. We conclude that
(3.6)
∥∥1 + T (n2 + it)∥∥ = O(1).
By using (3.6) with (3.4), we can bound the derivative of the scattering phase by a trace
norm, ∣∣∣∣τ ′τ (n2 + it)
∣∣∣∣ ≤ C ∥∥T ′(n2 + it)∥∥1 .
To control the trace norm, we have the Hilbert-Schmidt estimates on E0(n/2 ± it) and
derivatives from Lemma 3.4. Since Guillarmou [10, Prop. 3.2] proves that the estimate (2.4)
also holds with R0(s) replaced by the derivative R
′
0(s), we can estimate∥∥∥∂t (1 + V R0(n2 + it)1Ω)−1∥∥∥ = O(1),
for |t| sufficiently large. Putting these together (and noting the extra factor of 2s−n = 2it)
we obtain ∥∥T ′(n2 + it)∥∥1 = O(〈t〉n−1),
and the result follows. 
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3.2. General scattering determinant estimate. Sharp upper bounds for |τ(s)| were
provided in Borthwick [3, Prop. 5.4], for a more general class of compactly supported “black
box” perturbations of ∆. However, if we restrict to potential scattering we can improve
the error estimate. (In the Euclidean case this improvement was established by Dinh-Vu
[8].) Theorem 1.1 follows immediately from the counting formula of Proposition 3.2 and the
following:
Proposition 3.5. Assume that the support of V is contained within a ball of radius r0. For
dist(aeiθ,N+ 12 ) > a
−β for some β > 0 and |θ| ≤ pi/2 we have
log
∣∣τ(n2 + aeiθ)∣∣ ≤ hr0(θ)an+1 +O(an log a),
uniformly for |θ| ≤ pi/2, with hr0(θ) the indicator function defined in (1.4).
Proof. Set rj = r0 +
j
a for j = 1, 2, 3. Let ψ ∈ C∞(R) be a cutoff function with ψ(t) = 1
for t ≤ 0 and ψ(t) = 0 for t ≥ 1. Then set χj(r) = ψ(a(r − rj)), so that χj = 1 for r ≤ rj
and χj = 0 for r ≥ rj+1. Then from the proof of [3, Lemma 4.1] we have
SV (s)S0(s)
−1 = 1 + (2s− n)E0(s)t[∆, χ2]RV (s)[∆, χ1]E0(n− s),
where E0(s) is the unperturbed Poisson operator on Hn+1. As in the proof of [3, Lemma 5.2],
this formula leads to an estimate
(3.7) log |τ(s)| ≤
∞∑
l=0
µn(l) log(1 +A(s)λl(s)).
Here µn(l) is the multiplicity of spherical harmonics of weight l in dimension n,
(3.8) µn(l) :=
2l + n− 1
n− 1
(
l + n− 2
n− 2
)
.
The factor A(s) is a cutoff resolvent norm,
A(s) :=
∥∥[∆0, χ2]RV (s)[∆0, χ1]∥∥.
Finally, the λl’s, calculated from explicit formulas for the Fourier decomposition E0(s),
λl(s) =
∣∣∣sinpi(s− n2 ) Γ(l + s)Γ(l + n− s)∣∣∣ [∫ r2
r1
∣∣∣P−kν (cosh r)∣∣∣2 sinh r dr] 12
×
[∫ r3
r2
∣∣∣P−kν (cosh r)∣∣∣2 sinh r dr] 12 ,
where k := l + n−12 and ν := s− n+12 .
The key to the improved error in the potential scattering case is our ability to estimate
R0(s) for Re s ≥ n2 , as in Proposition 2.2. Using a rather general commutator argument
(see, e.g., [2, Lemma 9.8]), we can derive from Proposition 2.2 the following bound: if
ψ1, ψ2 ∈ C∞(Hn+1) are cutoffs with disjoint supports, then for a sufficiently large,∥∥ψ1R0(n2 + aeiθ)ψ2∥∥L(H0,H2) ≤ Ca
uniformly for |θ| ≤ pi2 . Then, noting that ‖∂mr χj‖∞ = O(am), we have
(3.9) A(n2 + ae
iθ) ≤ Ca5.
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%(θ)
H > 0
H < 0
Figure 3. Positive and negative regions for H(α, r), shown for r = 1. The
curve {H = 0} is parametrized in polar coordinates by %.
From [3, Lemma 5.3] we also quote the estimate
(3.10) log λl(
n
2 + ae
iθ) ≤ kH
(
aeiθ
k
, r3
)
+ Cr0 log k + Cβ log a,
valid for k > 0, |θ| ≤ pi2 , and dist(aeiθ,N + 12 ) > a−β . The statement in [3] assumed that
a ∈ N, but that condition was just a simple way to avoid the poles of ∣∣tan(piaeiθ)∣∣. We can
easily extend the estimate by noting that |tanpiz| ≤ 1 + dist(z,Z+ 12 )−1.
Note that the case k = 0 occurs only if n = 1. In this case, the complicated Legendre
function bounds used in [3] can be replaced by a simpler estimate:
P 0ν−1/2(cosh r) = (2pi sinh r)
− 12 (eνr + ie−νr)(1 +O(〈ν〉−1)),
valid for fixed r > 0 and arg ν ∈ [0, pi2 ].
The remainder of the proof is similar to that of [3, Lemma 5.3], with some modifications
to improve the error term. By conjugation, it suffices to consider θ ∈ [0, pi2 ]. Let x = %(θ)
be the implicit solution of H(xeiθ, r0) = 0, as illustrated in Figure 3. We will use %(θ) to
subdivide the sum on the right side of (3.7) into several pieces, the first of which is
Σ+ :=
∑
l: 0<k≤a/%(θ)
µn(l) log(1 +A(s)λl(s)).
Using the estimate,
µn(l) =
2kn−1
Γ(n)
+O(kn−2),
with (3.9) and (3.10), we have
Σ+ ≤ 2
Γ(n)
∑
0<k≤a/%(θ)
knH
(
aeiθ
k
, r3
)
+O(an log a).
Estimating the sum by an integral, and then substituting x = a/k, yields
Σ+ ≤ 2a
n+1
Γ(n)
∫ ∞
%(θ)
H(xeiθ, r3)
xn+2
dx+O(an log a).
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By observing that
∂rH(α, r) = 2 Re
(√
1 + α2 sinh2 r
sinh r
)
,
and recalling that r3 = r0 +
3
a , we see that H(xe
iθ, r3) = H(xe
iθ, r0) + O(
x
a ) for x ≥ %(θ),
uniformly in θ. Hence
(3.11) Σ+ ≤ hr0(θ)an+1 +O(an log a),
The second piece of (3.7), containing terms where k  a, is defined as
Σ0 :=
∑
l: a/%(θ)<k≤2a/%(θ)
µn(l) log(1 +A(s))λl(s)).
Note that for k > a/%(θ),
H
(
aeiθ
k
, r3
)
= O(a−1).
Thus, in the range of Σ0, (3.10) gives
log λl(
n
2 + ae
iθ) = O(log k).
Since Σ0 contains O(a) terms, and µn(l) = O(k
n−1), we conclude that
(3.12) Σ0 = O(a
n log a).
Finally, the third part of (3.7) is
Σ− :=
∑
l: k>2a/%(θ)
µn(l) log(1 +A(s)λl(s)).
In this range we have H
(
aeiθ/k, r3
)
< −c for some c > 0, when a is sufficiently large. It
follows easily that
Σ− = O(e−ca).

Lemma 3.6. Let Q denote the joint set of zeros and poles of τ(s). Assuming d(s,Q) >
〈s〉−β for some β > 2, we have
−cβ 〈s〉n+1 ≤ log |τ(s)| ≤ Cβ 〈s〉n+1 .
Proof. Since τ(n2 − z) = τ(n2 + z)−1, it suffices to prove the bounds for Re z ≥ 0. Proposi-
tion 3.5 gives the upper bound,
(3.13) log |τ(n2 + z)| ≤ Cβ 〈z〉n+1 ,
for Re z ≥ 0 with dist(z,N− n+12 ) > 〈z〉−β . Thus we have only to prove the lower bound.
Consider the Hadamard products appearing in the factorization of τ(s) given in Propo-
sition 2.7. These products are of order n + 1 but not finite type. To work around this, we
consider products of the form H∗(n2 + z)H∗(
n
2 + e
±ipi/(n+1)z). By Lindelo¨f’s Theorem (see
e.g. [1, Thm. 2.10.1]), such functions are of finite type and so satisfy estimates,
log
∣∣∣H∗ (n2 + z)H∗ (n2 + e±ipi/(n+1)z)∣∣∣ ≤ C 〈z〉n+1 .
The Minimum Modulus Theorem [1, Thm. 3.7.4], gives corresponding lower bounds,
log
∣∣∣H∗ (n2 + z)H∗ (n2 + e±ipi/(n+1)z)∣∣∣ ≥ −cβ 〈z〉n+1 ,
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provided we stay a distance at least 〈z〉−β away from the zeros, for some β > 2. Using these
estimates together with Proposition 2.7 gives
(3.14) log
∣∣τ(n2 + z)∣∣ ≥ −cβ 〈z〉n+1 − log ∣∣∣τ (n2 + e±ipi/(n+1)z)∣∣∣ ,
provided n2 + z and
n
2 + e
±ipi/(n+1)z stay at least a distance 〈z〉−β away from the sets
1−RF`,r0 and RF` .
Assuming arg z ∈ [−pi2 + pin+1 , pi2 ], we already know log
∣∣τ(n2 + e−ipi/(n+1)z)∣∣ ≤ C 〈z〉n+1
from (3.13), provided e−ipi/(n+1)z stays at least a distance 〈z〉−β away from N− n+12 . Simi-
larly, for arg z ∈ [−pi2 , pi2 − pin+1 ], we already have an upper bound on log
∣∣τ(n2 + eipi/(n+1)z)∣∣
In conjunction with (3.14), these estimates give the desired lower bound of log
∣∣τ(n2 + z)∣∣
in the first quadrant, except that we have been required to excise disks near the points not
only of Q, but also its rotations by ± pin+1 . However, once we have obtained estimates of
τ(n2 + z) itself, the missing disks can be filled in using the maximum modulus theorem. 
4. Scattering matrix elements for radial potentials
For a radial potential, V = V (r), the scattering matrix SV (s) acting on S
n is diagonalized
by spherical harmonics. In this section we will develop a formula for the matrix elements of
SV (s) which will then be used to produce estimates in §5.
In geodesic polar coordinates, Hn ∼= R+ × Sn, and the Laplacian takes the form,
∆ = −∂2r − n coth r ∂r +
1
sinh2 r
∆Sn .
The spherical harmonic Y ml is an eigenfunction of ∆Sn satisfying
∆SnY
m
l = l(l + n− 1)Y ml .
The indices range over l = 0, 1, 2, . . . and m = 0, 1, . . . , µn(l) with
(4.1) µn(l) :=
2l + n− 1
n− 1
(
l + n− 2
n− 2
)
.
As in §2, we use the boundary defining function
(4.2) ρ = 2e−r.
This choice is made so that the metric induced on the conformal infinity by ρ2gHn+1 is the
standard sphere metric on Sn.
The scattering matrix elements [SV (s)]l are the eigenvalues, meromorphic in s, of the
spherical harmonics
SV (s)Y
m
l = [SV (s)]lY
m
l .
To compute [SV (s)]l, we consider a generalized eigenfunction φ(r, θ) = u(r)Y
m
l (θ) on Hn+1.
From the eigenfunction equation,
(∆− s(n− s))φ = 0,
we derive the coefficient equation
(4.3)
[
−∂2r − n coth r ∂r +
l(l + n− 1)
sinh2 r
− s(n− s) + V (r)
]
u = 0.
If we rewrite this equation in the variable ρ, then indicial roots at ρ = 0 are s and n − s,
implying that u will in general have a two-part asymptotic expansion with leading terms of
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these orders as ρ → 0. The scattering matrix eigenvalue associated to Y ml appears as the
ratio of the leading coefficients, i.e.
(4.4) u ∼ cs
(
ρn−s + [SV (s)]lρs
)
,
as ρ→ 0.
The homogeneous equation (V = 0) is solved by Legendre functions, with the independent
solutions,
uk0(s; r) := (sinh r)
−n−12 P−kν (cosh r),
vk0 (s; r) := (sinh r)
−n−12 Qkν(cosh r),
(4.5)
where
k := l +
n− 1
2
, ν := s− n+ 1
2
.
Here Qkν is the normalized Q-function introduced by Olver [13], which is analytic in its
parameters. It is related to the standard definition by Qkν = e
ipikΓ(k + µ+ 1)Qkν . From the
well-known asymptotics of the Legendre functions we obtain
uk0(s; r) ∼
2−k
Γ(k + 1)
rl as r → 0,
vk0 (s; r) ∼
2k−1Γ(k)
Γ(k + ν + 1)
r−l−n+1 as r → 0,
(4.6)
and also
(4.7) vk0 (s; r) ∼
pi
1
2
2ν+1Γ(ν + 32 )
ρs as r →∞.
If V is assumed to have support in {r ≤ r0}, there exists a solution vk(s; r) of the full
equation (4.3) that is equal to vk0 (s; r) for r ≥ r0. This solution will generally have a
leading singularity proportional to r−l−n+1 at r = 0, so that vk(s; r)Y ml (θ) is not a smooth
solution at the origin. However, since vk(n − s) is an independent solution, we can cancel
the singularity at r = 0 by taking the combination,
uk(s; r) = F k(n− s)vk(s; r)− F k(s)vk(n− s; r),
where the coefficients are given by the limits
(4.8) F k(s) := lim
r→0
rl+n−1vk(s; r).
By the indicial equation at r = 0, canceling the leading r−l−n+1 term at r → 0 removes
that whole part of the expansion, so that expansion of uk(s; r) at r = 0 has only the part
with leading term proportional to rl. Hence uk(s; r)Y ml (θ) is regular at the origin and
defines a generalized eigenfunction on Hn+1. We can therefore deduce from (4.4) and (4.7)
that
(4.9) [SV (s)]l = 2
n−2sΓ(
n
2 − s)
Γ(s− n2 )
F k(n− s)
F k(s)
,
with k := l + (n− 1)/2.
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For future reference, we also introduce the unperturbed version of these coefficients,
F k0 (s) := lim
r→0
rl+n−1vk0 (s; r)
=
2k−1Γ(k)
Γ(k + s− n−12 )
.
In this notation, the (well-known) formula for the unperturbed scattering matrix elements
becomes
(4.10) [S0(s)]l = 2
n−2sΓ(
n
2 − s)
Γ(s− n2 )
F k0 (n− s)
F k0 (s)
.
For a radial step potential of the form V = cχB(r0) , with c ∈ C, we can write the functions
vk(s; r) explicitly. The coefficient solutions for r ≤ r0 are Legendre functions P−kω(s)(r0), with
the shifted parameter
ω(s) := − 12 +
√
(s− n2 )2 + c.
A simple ODE matching problem at r = r0 then shows that for V = cχB(r0) , the coefficients
F k(s) appearing in (4.9) are given by
F kc,r0(s) :=W
[
Qk
s−n+12
(z), P−kω(s)(z)
] ∣∣∣
z=cosh r0
whereW denotes the Wronskian. The resonances in the Y ml mode can then be characterized
explicitly a the zeros of F kc,r0(s); this is the basis of the resonance plots in Figures 1 and 5.
5. Radial matrix element asymptotics
The main goal of this section is a precise estimate of the eigenvalues of the relative
scattering matrix SV (s)S0(s)
−1. For convenience, let us set
(5.1) Λk(s) :=
[
SV (s)S0(s)
−1]
l
,
where k := l + (n− 1)/2 as before.
Proposition 5.1. For all k ≥ 0, |θ| < pi2 − ε, and a sufficiently large, and assuming that
dist(aeiθ,Z/2) > δ, we have
(5.2)
∣∣Λk(n2 + aeiθ)∣∣  (k2 + a2)−σ+12 ekH(k−1aeiθ;r0) +O(1),
with constants that depend only on the potential V and on c, ε, δ. (For k = 0, the exponent
kH(k−1aeiθ; r0) is replaced by its limiting value, r0a cos θ.)
The strategy for the proof is analogous to that of Zworski [16]. Using (4.9) and (4.10)
we can write
(5.3) Λk(s) =
F k(n− s)
F k(s)
F k0 (s)
F k0 (n− s)
,
By a standard application of variation of parameters to the ODE for vk(s), with vk(s; r) =
vk0 (s; r) for r ≥ r0 as the boundary condition, we obtain the integral equation
(5.4) vk(s; r) = vk0 (s; r) +
∫ r0
r
Jk(s; r, t)V (t)vk(s; t) dt,
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where the integral kernel is
Jk(s; r, t) :=
uk0(s; r)v
k
0 (s; t)− uk0(s; t)vk0 (s; r)
W[uk0(s), vk0 (s)](t)
,
with W denoting the Wronskian. Using the well-known formula for the Wronskian of a pair
of Legendre functions, this kernel reduces to
Jk(s; r, t) = Γ(k + ν + 1)(sinh r)−
n−1
2 (sinh t)
n+1
2
×
[
P−kν (cosh r)Q
k
ν(cosh t)− P−kν (cosh t)Qkν(cosh r)
]
.
(5.5)
Formally, we can solve the integral equation for vk using the series
∑∞
j=0 v
k
j , with v
k
0 the
unperturbed solution and vkj defined recursively by
(5.6) vkj+1(s; r) :=
∫ r0
r
Jk(s; r, t)V (t)vkj (s; t) dt.
We first need asymptotic estimates on these vkj which justify the convergence of this series,
for k sufficiently large. Then we can derive estimates for the scattering matrix elements
using (5.3).
5.1. Legendre function asymptotics. To analyze the sequence {vkj } we first recall some
asymptotic estimates on the Legendre functions from [3], obtained using techniques from
Olver [13]. Set α = (s − n2 )/k, so that ν = − 12 + kα. The Liouville transformation takes
the Legendre equation to an approximate Airy equation with the variable ζ defined by
(5.7) 23ζ
3
2 = φ,
where
(5.8) φ(α, r) := α log
(
α cosh r +
√
1 + α2 sinh2 r√
α2 − 1
)
+
1
2
log
[
cosh r −
√
1 + α2 sinh2 r
cosh r +
√
1 + α2 sinh2 r
]
.
The Legendre functions can then be approximated in terms of Airy functions of ζ.
The asymptotics of φ(α, ·) can be worked out fairly easily. As r → 0, we have
(5.9) φ(α, r) = log
(r
2
)
+ p(α) +O(r2),
where
(5.10) p(α) :=
α
2
log
(
α+ 1
α− 1
)
+
1
2
log(1− α2).
And as r →∞, we have
(5.11) φ(α, r) = αr + q(α) +O(r−2),
where
(5.12) q(α) := α log
(
α√
α2 − 1
)
+
1
2
log
(
1− α
1 + α
)
,
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The Liouville transformation yields the following asymptotic result, derived in Borthwick
[3, Prop A.1]. Assuming that k > 0, argα ∈ [0, pi2 ] and r ∈ [0,∞), we have
(5.13) P−k− 12+kα
(cosh r) =
2pi
1
2
Γ(k + 1)
k
1
6 ζ
1
4 e
pii
6[
1 + α2 sinh2 r
] 1
4
e−kp(α)
[
Ai
(
k
2
3 e
2pii
3 ζ
)
+ h1(k, α, r)
]
,
and
(5.14) Qk− 12+kα(cosh r) =
2pi
Γ(kα+ 1)
k
1
6 ζ
1
4 (α2 )
1
2[
1 + α2 sinh2 r
] 1
4
ekq(α)
[
Ai
(
k
2
3 ζ
)
+ h0(k, α, r)
]
,
with the error estimates,
|k 16 ζ 14h1(k, α, r)| ≤ CekReφk−1
(
1 + |α|− 23
)
,
|k 16 ζ 14h0(k, α, r)| ≤ Ce−kReφk−1
(
1 + |α|− 23
)
.
(5.15)
For the most part, we will be content with the sharp upper bounds derived from these
asymptotics. From [3, Cor. A.3] we cite:
Proposition 5.2. Assuming that |kα| ≥ 1, argα ∈ [0, pi2 − ε], and r ∈ [0, r0], we have the
following estimates:
(5.16)
∣∣∣P−k− 12+kα(cosh r)∣∣∣ ≤ CΓ(k + 1) ekRe[φ(α,r)−p(α)]
and
(5.17)
∣∣∣Qk− 12+kα(cosh r)∣∣∣ ≤ C|α|
1
2
|Γ(kα+ 1)| e
−kRe[φ(α,r)−q(α)],
where C depends only on r0 and ε.
Beyond the upper bounds of Proposition 5.2, which serve to control the error terms in
our expansion, we need also a lower bound to apply to the leading term.
Proposition 5.3. Assume that argα ∈ [0, pi2 − ε], r ∈ [0, r0], and that for some sufficiently
large N we have both k ≥ N and |kα| ≥ N . Then
P−k− 12+kα
(cosh r)  e
−kp(α)
Γ(k + 1)
[
1 + α2 sinh2 r
] 1
4
ekφ(α;r).
Proof. The assumption that argα ∈ [0, pi2 − ε] implies that arg φ(α; r) ∈ [0, pi2 − ε] also.
Hence arg ζ is bounded away from pi and we may apply the Airy function asymptotic [13,
eq. (4.4.03)],
(5.18) Ai(w) =
1
2pi
1
2
w−
1
4 exp
(− 23w 32 )[1 +O(|w|− 32 )],
for |argw| ≤ pi − . This result, along with (5.13) and (5.15), gives
P−k− 12+kα
(cosh r) =
e−kp(α)
Γ(k + 1)
[
1 + α2 sinh2 r
] 1
4
ekφ(α;r)
×
[
1 +O
(
k−1
)
+O
(
k−
1
3 |kα|− 23
)
+Oε(|kφ|−1)
]
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To complete the proof, we can deduce from the analysis of φ in the proof of [3, Prop A.1]
that, for argα ∈ [0, pi2 − ε],
|φ(α; r)| ≥ cε min(|α| , 1).

5.2. Integral estimates. For the application of Proposition 5.2 to the estimate of the
iterated solutions vkj , we essentially need only two estimates for the inductive step, corre-
sponding to the two exponentials appearing in the asymptotics. For the second of these
estimates we will need to bring in the hypothesis of Theorem 1.2: that V (r) is continuous
near r = r0 and satisfies
(5.19) V (r) ∼ κ(r − r0)σ−1 as r → r0,
for some constants κ 6= 0 and σ ≥ 1.
Lemma 5.4. For k ≥ 1, ∣∣s− n2 ∣∣ ≥ 1 and ∣∣arg(s− n2 )∣∣ < pi2 − ε, we have
(5.20)
∣∣∣∣∫ r0
r
Jk(s; r, t)V (t)e−kReφ(α;r)(sinh r)−
n−1
2 dt
∣∣∣∣ ≤ Ck e−kReφ(α;r)(sinh r)−n−12 ,
where α = (s − n2 )/k. Under the same hypotheses, and assuming also (5.19), there exists
Nε such that for k ≥ Nε,∣∣∣∣∫ r0
r
Jk(s; r, t)V (t)ekReφ(α;r)(sinh r)−
n−1
2 dt
∣∣∣∣
≤ C
k
[
ekReφ(α;r) + k−σekRe(2φ(α;r0)−φ(α;r))
]
(sinh r)−
n−1
2 .
(5.21)
Proof. The assumptions on s correspond to the hypotheses of Proposition 5.2. By the
conjugation symmetry we can assume argα ∈ [0, pi2 − ε).
Applying the estimates (5.16) and (5.17) in the definition of J(s; r, t) from (5.5) gives∣∣∣∣∫ r0
r
Jk(s; r, t)V (t)e−kReφ(α;r)(sinh r)−
n−1
2 dt
∣∣∣∣
≤ Cε
∣∣∣∣∣ α
1
2 Γ(kα+ k + 12 )
Γ(k + 1)Γ(kα+ 1)
∣∣∣∣∣ ekRe[q(α)−p(α)]
×
∫ r0
r
[
ekRe(φ(α;r)−2φ(α;t)) + e−kReφ(α;r)
]
|V (t)| sinh t dt.
(5.22)
Since Reφ(α, ·) is increasing, we can replace the expression in brackets by 2e−kReφ(α;r).
The claim (5.20) then follows easily from an estimate based on Stirling’s formula:
(5.23)
∣∣∣∣∣ α
1
2 Γ(kα+ k + 12 )
Γ(k + 1)Γ(kα+ 1)
∣∣∣∣∣ ekRe[q(α)−p(α)] ≤ Ck−1,
valid for Reα ≥ 0 and k > 0.
For the estimate (5.21), the analog of (5.22), together with (5.23), yields∣∣∣∣∫ r0
r
Jk(s; r, t)V (t)e−kReφ(α;r)(sinh r)−
n−1
2 dt
∣∣∣∣
≤ Cεk−1
∫ r0
r
[
ekReφ(α;r) + e−kRe(φ(α;r)+2φ(α;t))
]
|V (t)| sinh t dt.
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The bound on the first term in the bracket is clear, since Reφ(α, ·) is increasing. For the
second term, we need to apply Prop A.1 and the assumption (5.19). To check the hypotheses,
we simply compute the derivatives,
(5.24) φ′(α; r) =
√
1 + α2 sinh2 r
sinh r
, φ′′(α; r) = − coth r√
1 + α2 sinh2 r
where the prime denotes an r derivative. In particular, for argα ∈ [0, pi2 − ε) we have
Reφ′ > 0 and
Reφ′(α; r0) ≥ cε, |φ′′(α, r)| ≤ Cε.
Proposition A.1 then gives∫ r0
r
e2kReφ(α;t) |V (t)| sinh t dt ≤ Cε,V k−σe2kReφ(α;r0),
for k ≥ Nε. 
5.3. Recursive estimates. In the estimates that follow, we consider expressions involving
both s and n−s, but always with the convention that Re s− n2 ≥ 0 (equivalently, Reα ≥ 0).
Our recursive estimates are most straightforward in the case of vkj (s), which corresponds to
the expansion of the denominator in formula (4.9) for the scattering matrix element.
Lemma 5.5. For k ≥ 1, |kα| ≥ 1 and |argα| < pi2−ε, there exists a constant A = A(ε, V, r0),
such that
(5.25)
∣∣vkj (n2 + kα; r)∣∣ ≤ (Ak
)j |α| 12
|Γ(kα+ 1)|e
−kRe[φ(α;r)−q(α)](sinh r)−
n−1
2 .
Proof. The proof is by induction over j. The estimate for v0 follows directly from Corol-
lary 5.2. And the inductive step that extends the estimate from vkj−1 to v
k
j the follows
immediately from the iterative formula (5.6) and Lemma 5.4. 
To handle the terms involving n− s = n2 − kα, it is useful to note the Legendre function
identities,
P−k−1−ν(z) = P
−k
ν (z),
Qk−1−ν(z) = Γ(k + ν + 1) cos(νpi)P
−k
ν (z) +
Γ(k + ν + 1)
Γ(k − ν) Q
k
ν(z).
(5.26)
These imply the symmetry
J(n− s; r, t) = J(s; r, t).
We can also write the v0(
n
2 −kα) solution in terms of P−kν (z) and Qkν(z) using (5.26). Then
for |argα| < pi2 − ε, Proposition 5.2 gives the estimate
(5.27) vk0 (
n
2 − kα; r) ≤ Cε
[
|ak(α)| ekReφ(α;r) + |bk(α)| e−kReφ(α;r)
]
(sinh r)−
n−1
2 ,
where
ak(α) :=
Γ(k + kα+ 12 ) sin(pikα)
Γ(k + 1)
e−kp(α),
bk(α) :=
α
1
2 Γ(k + kα+ 12 )
Γ(kα+ 1)Γ(k − kα+ 12 )
ekq(α).
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Lemma 5.6. For k ≥ 1, |kα| ≥ 1 and |argα| < pi2 − ε,∣∣vkj (n2 − kα; r)∣∣ ≤ (Cε,Vk
)j [
|ak(α)| ekReφ(α;r)
+
(
j |ak(α)| k−σe2kReφ(α;r0) + |bk(α)|
)
e−kReφ(α;r)
]
(sinh r)−
n−1
2 .
Proof. The j = 0 case was already dealt with in (5.27). And if we start from the inductive
assumption that∣∣vkj (n2 − kα; r)∣∣ ≤ [AjekReφ(α;r) +Bje−kReφ(α;r)] (sinh r)−n−12 ,
then under these assumptions Lemma 5.4 implies the bound∣∣vkj+1(n2 − kα; r)∣∣
≤ Cε,V
k
[
Aje
kReφ(α;r) +
(
Ajk
−σe2kReφ(α;r0) +Bj
)
e−kReφ(α;r)
]
(sinh r)−
n−1
2 .
The result follows by induction. 
5.4. High-frequency asymptotics. From Lemmas 5.5 and 5.6 we deduce that for |argα| <
pi
2 − ε and |kα| ≥ 1 there exists Nε,V such that the two series,
vk(n2 ± kα; r) =
∞∑
j=0
vkj (
n
2 ± kα; r),
converge absolutely and uniformly for r ∈ [0, r0] and k ≥ Nε,V . Under these assumptions,
we can then express the scattering matrix element Λk(s) given in (5.3) as a sum over of the
limiting values
F kj (s) := lim
r→0
rl+n−1vkj (s; r).
To analyze Λk(s), we will need to consider the ratios F
k
j (s)/F
k
0 (s). The dominant term is
given by the following:
Lemma 5.7. For |argα| ≤ pi2 − ε, k ≥ Nε,V , and |kα| ≥ Nε,V , and dist(kα,Z/2) > ε,∣∣∣∣∣F k1 (n2 − kα)F k0 (n2 − kα)
∣∣∣∣∣  (k 〈α〉)−1−σekH(α,r0) +O(k−1),
with constants that depend only on ε, V .
Proof. The exact formula for F k1 (n− s) can easily be deduced from the formula for vk1 (n−
s; r),
F k1 (n− s) = lim
r→0
rl+n−1
∫ r0
r
Jk(s; r, t)V (t)vk0 (n− s; t) dt.
Using the asymptotics (4.6) and the definition (5.5) of Jk we find that
F k1 (
n
2 − kα) = 2k−1Γ(k)
∫ r0
0
P−k− 12−kα
(cosh t)Qk− 12−kα(cosh t)V (t) sinh t dt.
To apply our Legendre estimates, which require Re ν ≥ − 12 , we use the reflection formulas
(5.26) to flip the arguments from ν → −1−ν. The resulting expression for the ratio F k1 /F k0
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has two parts, corresponding to the two terms in the Q-reflection formula. We will write
these as:
F k1 (
n
2 − kα)
F k0 (
n
2 − kα)
= I1 + I2,
where
I1 := Γ(k + kα+
1
2 )Γ(k − kα+ 12 ) sin(pikα)
∫ r0
0
(
P−k− 12+kα
(cosh t)
)2
V (t) sinh t dt,
and
I2 := Γ(k + kα+
1
2 )
∫ r0
0
P−k− 12+kα
(cosh t)Qk− 12+kα(cosh t)V (t) sinh t dt.
As usual, by the conjugation symmetry we assume that argα ∈ [0, pi2 − ε]. By Propo-
sition 5.3, for α in this sector we can find Nε such that for k ≥ Nε and |kα| ≥ Nε we
have
P−k− 12+kα
(cosh t)  [1 + α2 sinh2 t]− 14 e
kφ(α;t)−kp(α)
Γ(k + 1)
,
with constants that depend only on ε and r0. Thus,
I1 
Γ(k − kα+ 12 )Γ(k + kα+ 12 ) sin(pikα)
Γ(k + 1)2
e−2p(α)
∫ r0
0
e2kφ(α;t)V (t)
sinh t√
1 + α2 sinh2 t
dt.
We can estimate the integral using the version of Laplace’s method given in Prop A.1.
From the expressions (5.24) for the derivatives of φ, we see that for argα ∈ [0, pi2 − ε],
|φ′(α; t)| ≥ cε, Reφ
′(α; r0)
|φ′(α; r0)| ≥ cε, sup[r0−ε,r0]
|φ′′(α; ·)| ≤ Cε.
Under the assumption (5.19), Proposition A.1 then gives, for k ≥ Nε,V ,∫ r0
0
e2kReφ(α;t) |V (t)| sinh t dt  (kReφ
′(α; r0))−σe2kφ(α;r0)√
1 + α2 sinh2 r0
,
with constants that depend only on ε and V . The formula for φ′ was given in (5.24). For
argα ∈ [0, pi2 − ε] the integral estimate reduces to∫ r0
0
e2kReφ(α;t) |V (t)| sinh t dt  k−σ 〈α〉−1−σ e2kφ(α;r0).
An application of Stirling’s formula gives the estimate, for Reα ≥ 0 and dist(kα,Z/2) > ε,
log
∣∣∣∣Γ(k − kα+ 12 )Γ(k + kα+ 12 ) sin(pikα)Γ(k)Γ(k + 1)
∣∣∣∣
= kRe
[
(α+ 1) log(α+ 1)− (α− 1) log(α− 1)
]
+O(log(1 + ε−1)).
(5.28)
We note also that by definition,
(5.29) H(α, r) = Re
[
2φ(α, r)− 2p(α) + (α+ 1) log(α+ 1)− (α− 1) log(α− 1)
]
.
The combined estimate, for |argα| ≤ pi2 − ε, k ≥ Nε,V , |kα| ≥ Nε,V , and dist(kα,Z/2) > ε,
is
|I1|  (k 〈α〉)−1−σekH(α,r0),
with constants that depend only on ε and V .
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To control the second integral, we apply Corollary 5.2 to estimate
|I2| ≤
∣∣∣∣∣ α
1
2 Γ(kα+ k + 12 )
Γ(k + 1)Γ(kα+ 1)
∣∣∣∣∣ ekRe[q(α)−p(α)] ‖V ‖∞ sinh r0,
under the same assumptions as for I1. The Stirling estimate (5.23) then shows that I2 ≤
Cε,V k
−1. 
The other terms in the series expansion for Λk(s) can now be estimated using Lemmas 5.5
and 5.6.
Lemma 5.8. For |argα| < pi2 − ε, |kα| ≥ 1, and k ≥ Nε,V we have
(5.30)
∣∣∣∣∣F kj (n2 + kα)F k0 (n2 + kα)
∣∣∣∣∣ ≤
(
Cε,V
k
)j
,
and
(5.31)
∣∣∣∣∣F kj (n2 − kα)F k0 (n2 − kα)
∣∣∣∣∣ ≤
(
Cε,V
k
)j [
jk−σekH(α;r0) + 1
]
.
Proof. From Lemma 5.5 we obtain the estimates, for k ≥ 1, |kα| ≥ 1 and argα ∈ [0, pi2 − ε),∣∣F kj (n2 + kα)∣∣ ≤ (Cε,Vk
)j
2k |α| 12
|Γ(kα+ 1)|e
kRe[q(α)−p(α)].
In conjunction with the Stirling estimate (5.23) this gives (5.30).
For the estimate (5.31) in the other half-plane, we start by taking the r → 0 limit in
Lemma 5.6 to obtain, for k ≥ 1, |kα| ≥ 1 and |argα| < pi2 − ε,∣∣F kj (n2 − kα)∣∣ ≤ (Cε,Vk
)j (
j |ak(α)| k−σe2kReφ(α;r0) + |bk(α)|
)
2ke−kRe p(α).
After dividing by F k0 (
n
2 − kα) and substituting the definitions of ak and bk, we find that∣∣∣∣∣F kj (n2 − kα)F k0 (n2 − kα)
∣∣∣∣∣ ≤
(
Cε,V
k
)j [2Γ(k − kα+ 12 )Γ(k + kα+ 12 ) sin(pikα)
Γ(k)Γ(k + 1)
jk−σe2kRe(φ(α;r0)−p(α))
+
2α
1
2 Γ(k + kα+ 12 )
Γ(k)Γ(kα+ 1)
ekRe(q(α)−p(α))
]
.
The first expression is estimated using (5.28) and (5.29) and the second by (5.23). 
Proof of Proposition 5.1 (part one). By (5.3) and Lemmas 5.5 and 5.6, for k ≥ Nε,V we can
represent
Λk(
n
2 + kα) =
1 + ∞∑
j=1
F kj (
n
2 − kα)
F k0 (
n
2 − kα)
1 + ∞∑
j=1
F kj (
n
2 + kα)
F k0 (
n
2 + kα)
−1 .
Under the hypotheses, (5.30) gives
∞∑
j=1
∣∣∣∣∣F kj (n2 + kα)F k0 (n2 + kα)
∣∣∣∣∣ ≤ Cε,V k−1,
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while from (5.31) we have
∞∑
j=2
∣∣∣∣∣F kj (n2 − kα)F k0 (n2 − kα)
∣∣∣∣∣ ≤ Cε,V k−2 [k−σekH(α;r0) + 1] .
Assuming k ≥ Nε,V , these estimates give
Λk(
n
2 + kα)  1 +
F k1 (
n
2 − kα)
F k0 (
n
2 − kα)
.
The estimate (5.2) then follows from Lemma 5.7 (after noting that k 〈α〉 = √k2 + a2). This
completes the proof in the case k ≥ Nε,V . 
5.5. Low-frequency asymptotics. The Legendre function estimates given in §5.1 are
applicable only for k sufficiently large. Although this covers the main region of interest,
where k and s − n2 are comparable in magnitude, we still need to estimate for Λk(s) when
k is small. We could be satisfied with fairly rough estimates, since the low-frequency terms
make a contribution of order a to asymptotic of leading order an+1. However, we need lower
bounds in particular, and there is no general estimate that will provide these.
Fortunately, the asymptotics of the Legendre functions for large ν with k fixed are well-
covered in the literature. From Olver [13, Thm 12.9.1 and §12.12], we have the following:
Proposition 5.9. For Re ν > − 12 and r ∈ [0, r0] we have
P−kν (cosh r) =
1
νk
( r
sinh r
) 1
2
Ik((ν +
1
2 )r)
(
1 +Ok,r0(|ν|−1)
)
Qkν(cosh r) =
νk
Γ(k + ν + 1)
( r
sinh r
) 1
2
Kk((ν +
1
2 )r)
(
1 +Ok,r0(|ν|−1)
)
Using standard estimates for the modified Bessel functions, we obtain the bounds
(5.32) |Ik(z)| ≤ Ck,εh+k (z), |Kk(z)| ≤ Ck,εh−k (z),
for |arg z| < pi2 − ε where
h±k (z) :=
{
|z|±k |z| ≤ 1,
|z|− 12 e±Re z |z| > 1.
For bounded k the inductive estimates are furnished by the following:
Lemma 5.10. For s = n2 + ae
iθ with |θ| ≤ pi2 − ε and a ≥ Nε,V ,
(5.33)
∫ r0
r
∣∣Jk(s; r, t)V (t)∣∣h−k (taeiθ)(sinh t)−n−12 dt ≤ Ck,ε,Va h−k (raeiθ)(sinh r)−n−12 ,
and ∫ r0
r
∣∣Jk(s; r, t)V (t)∣∣h+k (taeiθ)(sinh t)−n−12 dt
≤ Ck,ε,V
a
[
h+k (rae
iθ) + (a cos θ)−σe2r0a cos θh−k (rae
iθ)
]
(sinh r)−
n−1
2 .
(5.34)
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Proof. By Proposition 5.9 and (5.32) we can estimate∣∣Jk(s; r, t)∣∣ ≤ Ck,ε[h−k (raeiθ)h+k (taeiθ) + h+k (raeiθ)h−k (taeiθ)](sinh r)−n−12 (sinh t)n+12 .
The estimate (5.33) the follows easily from the definition of h±k .
Using the same estimate for Jk(s; r, t) we break up the left-hand side of (5.34) into two
terms. Estimation of the term with h+k (rae
iθ) in front works just as in the estimate for
(5.33). The term with h−k (rae
iθ) out front involves the integral∫ r0
r
h+k (tae
iθ)2 |V (t)| sinh t dt.
Using the Laplace estimate from Proposition A.1 we have∫ r0
max(r,1/a)
h+k (tae
iθ)2 |V (t)| sinh t dt =
∫ r0
max(r,1/a)
(at)−1e2ta cos θ |V (t)| sinh t dt,
≤ CV
a
(a cos θ)−σe2r0a cos θ.
If r < 1/a then we must also consider∫ 1/a
r
h+k (tae
iθ)2 |V (t)| sinh t dt =
∫ 1/a
r
(at)2k |V (t)| sinh t dt ≤ CV
a
.
For a sufficiently large, we will have (a cos θ)−σe2r0a cos θ ≥ 1, so that this extra term may
be combined with the Laplace estimate term. 
Proof of Proposition 5.1 (part two). To complete the estimate, we will show that for k fixed,
r ∈ [0, r0], |θ| < pi2 − ε, and dist(aeiθ,Z/2) > ε, we have
(5.35)
∣∣Λk(n2 + aeiθ)∣∣  a−1−σe2r0a cos θ +O(a−1),
with constants that depend only on k, ε, V . From the definition (1.5) of H(α; r), we can
easily check, for r fixed and |α| ≥ 1, that
H(α; r) = 2rReα+O(1).
Thus (5.35) implies (5.2) in the case where k is bounded.
For this argument we set ν = − 12 + aeiθ, and we make the assumption According to
Proposition 5.9 and 5.32, we have∣∣vk0 (n2 + aeiθ; r)∣∣ ≤ Ck,εa−kh−k (raeiθ)(sinh r)−n−12 .
By induction using Lemma 5.33, we obtain the estimates∣∣vkj (n2 + aeiθ; r)∣∣ ≤ Cjk,ε,V a−k−jh−k (raeiθ)(sinh r)−n−12 .
Using (5.26) in addition to Proposition 5.9 and 5.32 yields∣∣vk0 (n2 + aeiθ; r)∣∣ ≤ Ck,ε[∣∣β+k (aeiθ)∣∣h+k (raeiθ) + ∣∣β−k (aeiθ)∣∣h−k (raeiθ)](sinh r)−n−12 ,
where
β+k (z) := Γ(k + z +
1
2 ) sin(piz)z
−k,
and
β−k (z) :=
zk
Γ(k − z + 12 )
.
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The induction argument corresponding to that of Lemma 5.6 then gives
∣∣vkj (n2 − aeiθ; r)∣∣ ≤ (Ck,ε,Va
)j [∣∣β+k (aeiθ)∣∣h+k (raeiθ)
+
(
j
∣∣β+k (aeiθ)∣∣ (a cos θ)−σe2ar0 cos θ + ∣∣β−k (aeiθ)∣∣)h−k (raeiθ)](sinh r)−n−12 .
These estimates show that the two series
∑
vkj (
n
2 ±aeiθ) converge for a sufficiently large.
By arguing as in Lemma 5.8, we find
Λk(
n
2 + ae
iθ)  1 + F
k
1 (
n
2 − aeiθ)
F k0 (
n
2 − aeiθ)
,
for a sufficiently large, with constants that depend only on k, ε, and V . As in the proof of
Lemma 5.7, we split
F k1 (
n
2 − aeiθ)
F k0 (
n
2 − aeiθ)
= I1 + I2,
where
I1 := Γ(k + ae
iθ + 12 )Γ(k − aeiθ + 12 ) sin(piaeiθ)
∫ r0
0
[P−k−ν (cosh t)]
2V (t) sinh t dt,
and
I2 := Γ(k + ae
iθ + 12 )
∫ r0
0
P−kν (cosh t)Q
k
ν(cosh t)V (t) sinh t dt.
Using Proposition 5.9 and the well-known asymptotic
Ik(z) =
ez
(2piz)
1
2
(1 +O(1/z)),
valid for |arg z| ≤ pi2 , we can reduce I1 to
I1  Γ(k + aeiθ + 12 )Γ(k − aeiθ + 12 ) sin(piaeiθ)a−2k−1
∫ r0
0
e2rae
iθ
V (t) dt.
Proposition A.1 then gives
I1  Γ(k + aeiθ + 12 )Γ(k − aeiθ + 12 ) sin(piaeiθ)a−2k−1−σe2r0a cos θ.
Applying Stirling’s formula, and assuming dist(aeiθ,Z/2) > ε in addition to the other
hypotheses, we find
I1  a−1−σe2r0a cos θ +O(a−1),
with constants depending on k, ε, V .
The second integral, I2, is easily seen via Proposition 5.9 to be Ok,ε,V (1), so the result
follows. 
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6. Radial scattering determinant estimate
In this section we will complete the proof of Theorem 1.2 by establishing an asymptotic
for τ(s) in the radial potential case. In terms of the matrix elements Λk(s) defined in (6.1),
the relative scattering determinant is
τ(s) =
∏
l
Λk(s)
µn(l),
where k := l+ (n− 1)/2 and µn(l) is the multiplicity (4.1). Our main goal is the following:
Theorem 6.1. Suppose τ(s) is the relative scattering determinant corresponding to a radial
potential V = V (r) ∈ L∞[0, r0], such that V is continuous near r0 and satisfies
V (r) ∼ κ(r0 − r)σ−1,
for some σ ≥ 1. Then assuming |θ| < pi2 − ε and dist(a,Z/2) > ε
log
∣∣τ(n2 + aeiθ)∣∣ = hr0(θ)an+1 + o(an+1),
where hr0(θ) was defined in (1.4).
The leading contribution to this estimate comes from terms for which Λk(
n
2 +ae
iθ) exhibits
exponential growth for large k  a. This is the case covered by Proposition 5.1. We must
also account for the cases where the exponent H(α; r) is near zero or negative, for which
Proposition 5.1 gives no information. For the exponential decay estimate we turn to the
formula for the relative scattering matrix used in [3].
Proposition 6.2. For |argα| < pi2 − ε, |kα| ≥ Nε, and δ > 0
(6.1)
∣∣Λk(n2 + kα)− 1∣∣ ≤ Cε,r0δ−4k−1ekH(α;r0+δ),
where H(α; r) was defined in (1.5).
Proof. Set rj = r0 +
1
3jδ for j = 1, 2, 3. Let ψ ∈ C∞(R) be a cutoff function with ψ(t) = 0
for t ≤ 0 and ψ(t) = 1 for t ≥ 1. Then set χj(r) = ψ((r − rj)/δ), so that χj = 1 for r ≤ rj
and χj = 0 for r ≥ rj+1. Then from the proof of [3, Lemma 4.1] we have
SV (s)S0(s)
−1 − 1 = (2s− n)E0(s)t[∆, χ2]RV (s)[∆, χ1]E0(n− s),
where E0(s) is the unperturbed Poisson operator on Hn+1. Since V is radial, SV (s) is
diagonalized by spherical harmonics and Λk(s) may be computed as a matrix element,
Λk(s)− 1 =
〈
Y ml ,
[
SV (s)S0(s)
−1 − 1]Y ml 〉
= (2s− n)
〈
1[r2,r3]E0(s)Y
m
l , [∆, χ2]RV (s)[∆, χ1]1[r1,r2]E0(n− s)Y ml
〉
,
(6.2)
where 1[ri,ri+1] denotes the multiplication operator of the characteristic function χ[ri,ri+1](r).
As in the proof of Proposition 3.5, we can derive from Proposition 2.2 the bound
(6.3)
∥∥[∆0, χ2]RV (s)[∆0, χ1]∥∥ ≤ Cε,r0δ−4,
under the assumptions
∣∣arg(s− n2 )∣∣ < pi2 −ε and ∣∣s− n2 ∣∣ > Nε, which keep s(n−s) bounded
away from the spectrum of ∆ + V .
Also, using the decomposition of the Poisson operator in polar coordinate from [3,
Prop. 4.2], we can compute
E0(s)Y
m
l = ek(s; r)Y
m
l ,
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where
ek(s; r) := 2
−1−νpi1/2
Γ(l + s)
Γ(s− n2 + 1)
(sinh r)−
n−1
2 P−kν (cosh r),
with ν = s − n+12 as before. Thus from (6.2) and the resolvent estimate (6.3) we have the
bound
|Λk(s)| ≤ Cε,r0δ−4|2s− n|
[∫ r2
r1
|ek(n− s; r)|2 (sinh r)n dr
] 1
2
[∫ r3
r2
|ek(s; r)|2 (sinh r)n dr
] 1
2
.
Substituting in with the definition if ek and using the reflection identity P
−k
ν = P
−k
−1−ν , we
can rewrite this as
|Λk(s)| ≤ Cε,r0δ−4
∣∣sin(pikα)Γ(k + kα+ 12 )Γ(k − kα+ 12 )∣∣[∫ r2
r1
∣∣P−kν (cosh r)∣∣2 sinh r dr] 12 [∫ r3
r2
∣∣P−kν (cosh r)∣∣2 sinh r dr] 12 .
Applying Corollary 5.2 and using the fact that Reφ(α; ·) is increasing allows us to reduce
this estimate to
|Λk(s)| ≤ Cε,r0δ−4
∣∣∣∣ sin(pikα)Γ(k + kα+ 12 )Γ(k − kα+ 12 )Γ(k + 1)2
∣∣∣∣ e2kRe[φ(α;r3)+p(α)].
The result then follows from (5.28) and the definition of H(α; r). 
The final issue that we need to resolve before proving Theorem 6.1 is the behavior on the
zone where H(α; r) ≈ 0. This region contains non-trivial zeros of Λk(s), so to produce a
lower bound on log Λk(s) is delicate. The only tool we have for this situation is the Minimum
Modulus Theorem for entire functions.
Proposition 6.3. For any β > 2 we have
log |Λk(s)| ≥ −cβ(k + 〈s〉)(1 + log 〈s〉),
under the assumption that dist(s,R0 ∪ (n−RV )) ≥ 〈s〉−β.
Proof. The solutions vk(s; r) are analytic as functions of s, so the functions F k(s) appearing
in the formula (4.9) for the scattering matrix element are analytic as well.
Using Stirling, we can easily produce a crude bound,
log
∣∣F k0 (s)∣∣ ≤ C(k + 〈s〉)(1 + log 〈s〉),
for all z ∈ C with with C independent of k. From the estimates on the series F k = ∑F kj
produced in §5.4 and §5.5, and the straightforward bound H(α; r0) = Or0(|α|), we claim
the same result holds in the perturbed case:
log
∣∣F k(s)∣∣ ≤ CV (k + 〈s〉)(1 + log 〈s〉).
Here C depends on V but not on k. (Note our bounds on F kj (s) and F
k
j (n − s) omit
the sectors
∣∣arg(s− n2 )∣∣ ∈ [pi2 − ε, pi2 − ε], but this restriction was necessary only for the
lower bounds. A simple application of Phragme´n-Lindelo¨f extends the upper bounds to the
missing sectors.)
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We can now apply the Minimum Modulus Theorem (see e.g. [1, Thm. 3.7.4]) to obtain a
corresponding lower bound: for β > 2
log
∣∣F k(s)∣∣ ≥ −cβ(k + 〈s〉)(1 + log 〈s〉).
under the restriction that dist(s, n−RV ) ≥ 〈s〉−β . (Here we use also the fact that for any
k the zeros of F k(s) are included in the set n−RV .)
Applying these upper and lower bounds to the matrix element formula (4.9) yields the
result. 
Proof of Theorem 6.1. We have already noted the more general upper bound in Proposi-
tion 3.5, so our goal here is to produce a corresponding lower bound:
(6.4) log
∣∣τ(n2 + aeiθ)∣∣ ≥ h(θ, r0)an+1 − o(an+1).
By conjugation we can assume that θ ∈ [0, pi2 − ε). We need to estimate the sum
(6.5) log
∣∣τ(n2 + aeiθ)∣∣ = ∑
k
µn(k − n−12 ) log
∣∣1 + Λk(n2 + aeiθ)∣∣ .
From the definition (4.1) we can estimate the multiplicities by
(6.6) µn(k − n−12 ) =
2kn−1
Γ(n)
(1 +O(k−1)).
For θ ∈ [0, pi2 ], let %(θ) be the implicit solution of H(%(θ)eiθ, r0) = 0, as shown in Figure 3.
Since
∂xH(xe
iθ; r0)|x=%(θ) > cε,
for θ ∈ [0, pi2 − ε), we can see that
H(xeiθ; r0) > cεa
− 12 for x ≥ %(θ)(1 + a− 12 ),
for a sufficiently large. Thus, under the assumption a/k ≥ %(θ)(1+a− 12 ), kH(k−1aeiθ; r0) is
bounded below by cεa
1
4 for k ≥ ca 34 . On the other hand, for k < ca 34 , we have a/k > a− 14 /c,
and if a/k is large we can use the approximation kH(k−1aeiθ; r0)  r0a cos θ. We conclude
that, under these assumptions,
kH(k−1aeiθ; r0) ≥ cεa 14 ,
for all a sufficiently large. Thus for a/k ≥ %(θ)(1 + a− 12 ) with a sufficiently large and
dist(aeiθ,Z/2) > δ, Proposition 5.1 implies
(6.7) log
∣∣Λk(n2 + aeiθ)∣∣ ≥ kH(k−1aeiθ; r0)−O(log a).
With this estimate in mind, we divide the sum (6.4) into three pieces, roughly according
to the sign of H:
Σ+ :
a
k
≥ %(θ)(1 + a− 12 )
Σ0 : %(θ)(1− a− 12 ) < a
k
< %(θ)(1 + a−
1
2 )
Σ− :
a
k
≤ %(θ)(1− a− 12 ).
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The dominant term is Σ+, and from (6.6) and (6.7) we obtain
Σ+ ≥
∑
k≤a/[%(θ)(1+a− 12 )]
2kn−1
Γ(n)
H
(
aeiθ
k
, r0
)
−O(an).
The summand is monotonic as a function of k, so we can estimate with an integral:
Σ+ ≥ 2
Γ(n)
∫ a/[%(θ)(1+a− 12 )]
0
kn+1H
(
aeiθ
k
, r0
)
dk −O(an).
We can then make the substitution x = a/k to reduce this to
Σ+ ≥ 2a
n+1
Γ(n)
∫ ∞
%(θ)(1+a−
1
2 )
H(xeiθ, r0)
xn+2
dx−O(an).
Using the fact that H(α, r0) = O(|α|) for |α| large, we can extend the lower limit of inte-
gration by adjusting the error term,
(6.8) Σ+ ≥ 2a
n+1
Γ(n)
∫ ∞
%(θ)
H(xeiθ, r0)
xn+2
dx−O(an).
Next we consider the middle term Σ0. Proposition 6.3 implies that log |1 + Λk| isO(a log a)
for k in the range defined by a/[%(θ)(1±aeiθ)], and there are O(a 12 ) values of k in this range.
Hence
Σ0 = O(a
n+ 12 log a).
Finally, for Σ−, we will use Proposition 6.2 which shows that Λk is exponentially small
in this region, together with the simple estimate,
log |1 + λ| ≥ −cη |λ| for |λ| ≤ η.
This yields, for small δ > 0,∣∣Λk(n2 + aeiθ)∣∣ ≤ Cε,r0δ−4k−1ekH(k−1aeiθ;r0+δ).
For k ≥ a/[%(θ)(1− a− 12 )], we have
kH(k−1aeiθ; r0 + δ) ≤ −cε
√
a+ aOε(δ),
so by choosing δ = bεa
− 12 , with bε sufficiently small, we can bound the exponent by −cε
√
a.
We obtain, for a sufficiently large and |θ| < pi2 − ε,
log
∣∣1 + Λk(n2 + aeiθ)∣∣ ≥ −ce−cε√a.
This yields
Σ− ≥ −O(e−cε
√
a)
Combining (6.8) with these estimates on Σ0 and Σ− completes the proof of (6.4). 
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Proof of Theorem 1.2. Under the hypotheses of the theorem, Theorem 6.1 gives∫ pi
2−ε
−pi2 +ε
τ(n2 + ae
iθ) = an+1
∫ pi
2−ε
−pi2 +ε
hr0(θ) dθ + oε(a
n+1),
assuming d(a,Z/2) > ε. To fill the gap near ±pi2 , we use the general estimate from
Lemma 3.6. This gives ∫
pi
2−ε≤|θ|≤pi2
τ(n2 + ae
iθ) = O(εan+1),
for a in some unbounded set J ⊂ R+ that depends on the choice of β in the lemma. We
conclude that ∫ pi
2
−pi2
τ(n2 + ae
iθ) = an+1
∫ pi
2
−pi2
hr0(θ) dθ +O(εa
n+1) + oε(a
n+1),
for a ∈ J . Taking ε→ 0 then gives∫ pi
2
−pi2
τ(n2 + ae
iθ) ∼ an+1
∫ pi
2
−pi2
hr0(θ) dθ.
In combination with Proposition 3.2, this completes the proof. 
7. Distribution of resonances for generic potentials
In this section we’ll develop the theorems on resonance distribution outlined in §1. These
results draw on techniques from Christiansen [5, 6], Christiansen-Hislop [7], and Borthwick-
Christiansen-Hislop-Perry [4]. We will only sketch the proofs for cases that are very similar
to these earlier results.
Before stating the results we recall a standard definition from several complex variables.
A pluripolar subset E of a connected domain Ω ⊂ Cp is the polar set of a plurisubharmonic
function ψ on Ω, i.e. the set ψ−1{−∞}. Pluripolar sets have Lebesgue measure zero in Cp.
Moreover, for p = 1 the real part E ∩ R of a pluripolar set E will have Lebesgue measure
zero in R.
7.1. Asymptotics of the counting function. The first result shows that the order of
growth in the bound NV (t) = O(t
n+1) of Theorem 1.1 is saturated for generic potentials.
Theorem 7.1. Let F = R or C. Given a compact subset K ⊂ Hn+1 with non-empty
interior, the set {
V ∈ L∞(K;F ) : lim sup
t→∞
logNV (t)
log t
= n+ 1
}
is Baire typical in L∞(K;F ) (i.e. is a dense Gδ subset).
Proof. This is the hyperbolic analog of the main result from Christiansen-Hislop [7]. Those
techniques were already adapted to hyperbolic manifolds in [4], so we will not repeat all the
details here. Suppose Vz ∈ L∞(K;F ) is a holomorphic family of potentials for z ∈ Ω ⊂ Cp,
an open connected set. With a relatively simple adaption of the proof of [5, Thm. 1.1], similar
to the version given in [4, §5.2], we can show that if lim supt→∞ logNVz (t)/ log t = n + 1
holds for some particular z0 ∈ Ω, then it holds for z ∈ Ω − E, where E is a pluripolar set.
Given any V ∈ L∞(K;C) we can choose V0 a radial potential supported in K to which
Theorem 1.2 applies and form the family Vz := (1 − z)V0 + zV . In this way we conclude
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that NVz (t) has maximal rate of growth except for z in some pluripolar set. Then one can
argue exactly as in Christiansen-Hislop [7] or [4, §5.3] to characterize the class of V with
maximal growth rate as Baire typical. 
Following Christiansen [6], we can prove a variant of Theorem 7.1 involving the sharp
asymptotic constant rather than just the order of growth, at the cost of restricting the
supporting set K to a closed ball B(r0) ⊂ Hn+1.
Theorem 7.2. Suppose Vz(x) ∈ L∞(Hn+1,C) is a holomorphic family of potentials for
z ∈ Ω ⊂ Cp, an open connected subset. Assume that suppVz ⊂ B(r0) for all z, and that the
condition,
(7.1) lim sup
a→∞
N˜Vz (a)
an+1
= An(r0),
holds for some z0 ∈ Ω, where An(r0) is the asymptotic constant defined in (1.6). Then there
exists a pluripolar set E ⊂ Ω such that (7.1) holds for z ∈ Ω− E.
Proof. The proof is closely related to the proof of [6, Thm. 1.2]. The only complication is
that in our case τVz (s) := detSVz (s)S0(n− s) has infinitely many poles on the positive real
axis for n odd, at the points n−R0. To handle this, we introduce a function g0 defined as
a Hadamard product
g0(s) :=
∏
ζ∈(n−R0)∪eipi/(n+1)R0
E
(
z
ζ
; n+ 1
)
,
where E(z; p) denotes an elementary factor. The extra zeros at eipi/(n+1)R0 are inserted so
that g0(s) will have a regularly distributed zero set in the sense of Levin [12, §II.1]. By [12,
Thm II.2], there is a smooth indicator function H0(θ) such that
(7.2) lim
a→∞
log
∣∣g0(n2 + aeiθ)∣∣
an+1
= H0(θ),
uniformly for θ ∈ S1. We can then cancel off the extra poles of τVz (s) by introducing
(7.3) g(z, s) := τVz (s)g0(s),
whose poles for Re s ≥ n2 correspond to the (finitely many) points of RVz on that side.
By Proposition 3.2, we then have
N˜Vz (a) = Ψ1(z, a) + Ψ2(a) +O(a
n),
where
Ψ1(z, s) :=
n+ 1
2pi
∫ pi
2
−pi2
log
∣∣g(z, n2 + aeiθ)∣∣ dθ,
and
Ψ2(a) := A
(0)
n a
n+1 − n+ 1
2pi
∫ pi
2
−pi2
log
∣∣g0(n2 + aeiθ)∣∣ dθ.
By (7.2), lima→∞ a−(n+1)Ψ2(a) exists and is given by some constant c0 <∞. Theorem 1.1
thus gives the bound
lim sup
a→∞
Ψ1(z, a)
an+1
≤ An(r0)− c,
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1
−pi/2 pi/2
h1(θ) for n = 2
Figure 4. The indicator function.
and by hypothesis, the maximum is achieved at z = z0. For a sufficiently large, the function
Ψ1(z, a) is plurisubharmonic in z, and so by Lelong-Gruman [11, Prop. 1.39], there exists a
pluripolar set E ⊂ Ω such that
lim sup
a→∞
Ψ1(z, a)
an+1
= An(r0)− c,
for z ∈ Ω− E. This proves the claim. 
Note that as in Theorem 7.1, we could use Theorem 7.2 in conjunction with perturbation
by radial potentials to show that the condition (7.1) holds on a Baire typical subset of
L∞(B(r0), F ).
7.2. Distribution in sectors. Many of the results of Christiansen [6] concern the resonance
counting function restricted to sectors. In the hyperbolic case it is natural to center these
sectors at s = n2 and define:
NV (t, θ1, θ2) := #
{
ζ ∈ RV : 0 <
∣∣ζ − n2 ∣∣ ≤ t, arg(ζ − n2 ) ∈ [θ1, θ2]}.
The “averaged” sectorial counting function is denoted with a tilde:
N˜V (a, θ1, θ2) := (n+ 1)
∫ a
0
NV (t, θ1, θ2)
t
dt.
The results below refer to the indicator function hr0(θ), defined in (1.4) and illustrated in
Figure 4.
Theorem 7.3. Suppose V ∈ L∞(B(r0),C) has counting function satisfying NV (t) ∼
An(r0)t
n+1. Then for pi2 ≤ θ1 < θ2 ≤ 3pi2 , with θi 6= pi,
NV (t, θ1, θ2) = N0(t, θ1, θ2) +
(n+ 1)tn+1
2pi
∫ θ2−pi
θ1−pi
hr0(ω) dω
+
tn+1
2pi(n+ 1)
{
h′r0(θ2 − pi) if θ2 < 3pi2
0 if θ2 =
3pi
2
− t
n+1
2pi(n+ 1)
{
h′r0(θ1 − pi) if θ1 > pi2
0 if θ1 =
pi
2
+ o(tn+1).
Note that N0 contributes only if n is odd, and then only if pi ∈ (θ1, θ2).
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Proof. It suffices to prove only the case θ1 =
pi
2 ,
NV (t,
pi
2 , θ) = N0(t,
pi
2 , θ) +
[
h′r0(θ − pi)
2pi(n+ 1)
+
n+ 1
2pi
∫ θ−pi
−pi2
hr0(ω) dω
]
tn+1 + o(tn+1).
If V is real, then self-adjointness implies a conjugation symmetry in RV , and the θ2 = 3pi2
case would be equivalent to this by reflection. In the general case, the indicator function hr0
still posseses the conjugation symmetry even though RV does not, so the proof for θ2 = 3pi2
is identical to the one we will give for θ1 =
pi
2 . The intermediate case [θ1, θ2] ⊂ (pi2 , 3pi2 )
follows by subtracting the two endpoint cases.
To begin we apply the argument principle to the integral of τ ′/τ over a sector given by∣∣z − n2 ∣∣ ≤ t and −pi2 ≤ arg(z − n2 ) ≤ −pi2 + η. The result is
NV (t,
pi
2 ,
pi
2 + η)−NV (t,−pi2 ,−pi2 + η)−N0(t, pi2 ,−pi2 + η)
=
1
2pi
∫ t
0
∂r arg τ(
n
2 − ir) dr +
1
2pi
∫ −pi2 +η
−pi2
∂ω arg τ(
n
2 + te
iω) dω
− 1
2pi
∫ t
0
∂r arg τ(−ireiη) dr.
The term NV (t,−pi2 ,−pi2 + η) is bounded by a fixed constant, the total number of discrete
eigenvalues. And for the first segment of the contour integral, on critical line Re s = n2 , we
have a bound O(tn) by Proposition 3.1. By applying the Cauchy-Riemann equations to the
integrands of the two remaining integrals, we obtain
NV (t,
pi
2 ,
pi
2 + η)−N0(t, pi2 , pi2 + η) =
1
2pi
∫ −pi2 +η
−pi2
t∂t log
∣∣τ(n2 + teiω)∣∣ dω
+
1
2pi
∂ηJτ (t,−pi2 + η) +O(tn),
where
Jf (t, ω) :=
∫ t
0
log
∣∣f(n2 + reiω)∣∣ drr .
(This is a slight adaptation of the definition from Levin [12], moving the center to n2 .) Now,
to eliminate the derivatives, we divide by t and then integrate over t from 0 to a and over
η from 0 to θ. Note that Proposition 3.1 implies Jτ (t,−pi2 ) = O(tn). The result of these
integrations is therefore that∫ −pi2 +θ
0
[
N˜V (a,
pi
2 ,
pi
2 + η)− N˜0(a, pi2 , pi2 + η)
]
dη
=
n+ 1
2pi
∫ −pi2 +θ
0
∫ −pi2 +η
−pi2
log
∣∣τ(n2 + aeiω)∣∣ dω dη + n+ 12pi
∫ a
0
Jτ (t, θ − pi) dt
t
+O(tn).
(7.4)
To continue, we use the background function g0(s) introduced in the proof of Theorem 7.2
to define g(s) := τ(s)g0(s). If ∆ + V has discrete eigenvalues, then g(s) will still have poles
at a finite set {ζ1, . . . , ζm} ⊂ (n2 , n). In this case we can simply replace
g(s) g(s)
m∏
i=1
s− ζi
s− n+ ζi ,
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which will remove the poles without affecting the asymptotics. For notational convenience,
we will simply assume that g(s) is analytic for the rest of the proof.
By Proposition 3.5 and (7.2) we have a bound for |ω| ≤ pi2 ,
log
∣∣g(n2 + aeiω)∣∣
an+1
≤ hr0(ω) +H0(ω) + o(1),
as a→∞, where the Maximum Modulus principle is used to remove the restriction on the
values of a. Thus
lim sup
a→∞
log
∣∣g(n2 + aeiω)∣∣
an+1
≤ hr0(ω) +H0(ω),
for |ω| ≤ pi2 . The left-hand side is by definition the indicator function of g, so [12, Thm I.28]
gives, for any ε > 0,
(7.5)
log
∣∣g(n2 + aeiω)∣∣
an+1
≤ hr0(ω) +H0(ω) + ε,
for ω ≤ pi2 and r ≥ rε.
On the other hand, by the assumption on the asymptotics of NV (t), together with Propo-
sition 3.2, we have
lim
a→∞ a
−(n+1)
∫ pi
2
−pi2
log
∣∣τ(n2 + aeiω)∣∣ dω = ∫ pi2−pi2 hr0(ω) dω.
In conjunction with (7.5) this implies
lim
a→∞
∫ pi
2
−pi2
∣∣∣∣∣hr0(ω) +H0(ω)− log
∣∣g(n2 + aeiω)∣∣
an+1
∣∣∣∣∣ dω = 0.
Then, by the final argument from [12, Thm IV.3] (used also in [6, Prop. 2.2]), g(n2 + ·) is of
completely regular growth in the angle (−pi2 , pi2 ), with indicator function equal to hr0 + H0.
This means that
lim
a→∞
log
∣∣g(n2 + aeiω)∣∣
an+1
= hr0(ω) +H0(ω),
uniformly for ω ∈ (−pi2 , pi2 ), for a outside of some subset of zero relative measure in [0,∞).
By [12, Lemma III.2], we have
lim
a→∞(n+ 1)a
−(n+1)Jg(t, ω) = hr0(ω) +H0(ω),
for |ω| ≤ pi2 . The corresponding limit holds also for Jg0 , since g0 has completely regular
growth by construction. Thus
(7.6) lim
a→∞(n+ 1)a
−(n+1)Jτ (t, ω) = hr0(ω),
for |ω| ≤ pi2 .
Returning to (7.4), we can apply (7.6) to obtain
lim
a→∞ a
−(n+1)
∫ −pi2 +θ
0
[
N˜V (a,
pi
2 ,
pi
2 + η)− N˜0(a, pi2 , pi2 + η)
]
dη
=
n+ 1
2pi
∫ −pi2 +θ
0
∫ −pi2 +η
−pi2
hr0(ω) dω dη +
1
2pi(n+ 1)
hr0(θ − pi).
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Figure 5. Comparison of resonance distributions for real and imaginary
step potentials in H2.
The integral over η can be removed using [6, Lemma 5.4], provided we avoid the point θ = pi
where hr0 fails to be differentiable. We then complete the proof using the fact that the
asymptotic N˜∗(a) ∼ can+1 is equivalent to N∗(t) ∼ ctn+1 (see, e.g,. [15, Lemma 1]). 
One interesting feature of Theorem 7.3 is that the indicator function remains the same
whether ∆ + V is self-adjoint or not. Even though the conjugation symmetry is broken
in the non-self-adjoint case, the resonance distribution still exhibits this symmetry in an
asymptotic sense. This situation is illustrated in Figure 5, which shows the resonance
plots for real and imaginary radial step potentials in H2. The breaking of the conjugation
symmetry is clear only in the vicinity of the origin.
7.3. Sectorial asymptotics for generic potentials. Finally, and once again following
[6], we present some results on distribution of resonances in sectors that hold in a generic
sense. The first result concerns the resonances in a narrow sector bordering on the critical
line Re s = n2 , as shown in Fig 6. The theorem gives a lower bound independent of ε on
the number of resonances in this strip that is independent of ε. As in the remark following
Theorem 7.2, we could use perturbation by radial potentials to show that this condition
holds for a Baire typical subset of L∞(B(r0), F ).
Theorem 7.4. Suppose Vz(x) ∈ L∞(Hn+1,C) is a holomorphic family of potentials for
z ∈ Ω ⊂ Cp, an open connected subset. Assume that suppVz ⊂ B(r0) for all z, and that the
condition,
(7.7) lim sup
a→∞
N˜Vz (a)
an+1
= An(r0),
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Figure 6. An example of the type of sector to which Theorem 7.4 ap-
plies. For generic potentials, the resonance count in such a sector satisfies
NV (t;
pi
2 − ε, pi2 )  tn+1, with constants independent of ε.
holds for some z0 ∈ Ω, where An(r0) is the asymptotic constant defined in (1.6). Then for
any 0 < ε < pi2 , there exists a pluripolar set Eε such that
lim sup
t→∞
N˜Vz (a,
pi
2 ,
pi
2 + ε)
an+1
≥ 1
4pi(n+ 1)
h′r0(−pi2 +) for z ∈ Ω− Eε.
The corresponding result holds in the conjugate sector also, i.e. for N˜Vz (a,
3pi
2 − ε, 3pi2 ).
Proof. Let us denote by τVz the relative scattering determinant associated to Vz. As in the
proof of Theorem 7.1 we introduce the background function g0(s) to cancel the poles of
τVz (s) coming from R0 (necessary only if n is odd). Then g(z, s) := τVz (s)g0(s) is analytic
for Re s ≥ n2 , except for finitely many poles related to the discrete spectrum. As in the
proof of Theorem 7.3, we note that these poles are easily cancelled off (see [6, Lemma 5.2]
for details), and for the sake of exposition we assume that g(z, s) is analytic for the rest of
the proof.
From (7.4), assuming θ ∈ (pi2 , pi) we have∫ −pi2 +θ
0
N˜V (a,
pi
2 ,
pi
2 + η) = Ψ(z, a, θ)−Ψ0(a, θ) +O(tn),
where
Ψ(z, a, θ) :=
n+ 1
2pi
∫ −pi2 +θ
0
∫ −pi2 +η
−pi2
log
∣∣g(z, n2 + aeiω)∣∣ dω dη+ n+ 12pi
∫ a
0
Jg(z,·)(t, θ−pi) dt
t
,
and
Ψ0(a, θ) :=
n+ 1
2pi
∫ −pi2 +θ
0
∫ −pi2 +η
−pi2
log
∣∣g0(n2 + aeiω)∣∣ dω dη + n+ 12pi
∫ a
0
Jg0(t, θ − pi)
dt
t
.
Now we use the fact that Ψ(z, a, θ) is plurisubharmonic as a function of z, and argue as in
the proof of Theorem 7.2. Using the assumption on z0 and [11, Prop. 1.39], we find that
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there exists a pluripolar set Eθ ⊂ Ω such that
lim sup
a→∞
a−(n+1) [Ψ(z, a, θ)−Ψ0(a, θ)]
=
1
2pi(n+ 1)
hr0(θ − pi) +
n+ 1
2pi
∫ −pi2 +θ
0
∫ −pi2 +η
−pi2
hr0(ω) dω dη,
for z ∈ Ω−Eθ. From this point we can simply follow the end of the proof of [6, Thm. 1.2],
to take the limit θ → pi2 +. 
We can be slightly more explicit about the constant appearing in Theorem 7.4, although
it doesn’t reduce to a simple formula. We start from (1.4), written as
hr0(θ) :=
2
Γ(n)
∫ ∞
%(θ)
H(xeiθ; r0)
xn+2
dx,
where %(θ) is the implicit solution of H(%(θ)eiθ, r0) = 0. We can easily compute
∂θH(xe
iθ; r0)
∣∣
θ=−pi2
= −x log(x2 + 1) + 2x log
∣∣∣∣x cosh r0 +√x2 sinh2 r0 − 1∣∣∣∣ .
Noting also that %(±pi2 ) = 1/ sinh r0, we obtain
h′r0(−pi2 +) = 2
∫ ∞
1/ sinh r0
x−(n+1) log
(
x cosh r0 +
√
x2 sinh2 r0 − 1√
x2 + 1
)
dx.
Our final result in this section concerns the “expected value” of the resonance counting
function, computed as a weighted average over a complex family of potentials. The follow-
ing result says that such weighted averages will exhibit asymptotic behavior with optimal
growth, both globally and in sectors.
Theorem 7.5. Under the hypotheses of Theorem 7.4, assume that ψ ∈ C0(Ω) satisfies∫
Ω
ψ dm = 1,
where m denotes Lebesgue measure on Cp. Then∫
Ω
NVz (t)ψ(z) dm(z) ∼ An(r0)tn+1.
Furthermore, for pi2 ≤ θ1 < θ2 ≤ 3pi2 , with θi 6= pi,∫
Ω
NVz (t, θ1, θ2) dm(z) = N0(t, θ1, θ2) +
(n+ 1)tn+1
2pi
∫ θ2−pi
θ1−pi
hr0(ω) dω
+
tn+1
2pi(n+ 1)
{
h′r0(θ2 − pi) if θ2 < 3pi2
0 if θ2 =
3pi
2
− t
n+1
2pi(n+ 1)
{
h′r0(θ1 − pi) if θ1 > pi2
0 if θ1 =
pi
2
+ o(tn+1).
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This result is the analog of Christiansen [6, Thm. 1.3]. The only major adjustment
required in the proof is the replacement of τVz (s) by g(z, s) := τVz (s)g0(s) in the case where
n is odd. Since this change was already discussed in the proofs of Theorems 7.2, 7.3, and
7.4, and otherwise the details are thoroughly covered in [6, §5], we will omit the proof.
Appendix A. Laplace’s method
Suppose φ : [a, b] → C is a smooth function with Reφ′ > 0. If u(t) is smooth and
non-vanishing at b, then the classical Laplace’s method gives the asymptotic∫ b
a
e2kφ(t)u(t) dt ∼ u(b)e
2kφ(b)
2kφ′(b)
,
as k →∞.
In this appendix we will extend this classical result to include rougher assumptions on
u and an explicit estimate of the error. This is fairly straightforward, but we include the
details because the uniformity of the error estimate is crucial in our application.
Proposition A.1. Assume that φ : [a, b] → C is a smooth function with Reφ′ > 0, and
that u ∈ L∞[a, b] is continuous near b and satisfies
u(t) ∼ A(b− t)σ−1 as t→ b,
for some σ ≥ 1. For
I(k) :=
∫ b
a
e2kφ(t)u(t) dt, f(k) := A
Γ(σ)
(2kφ′(b))σ
e2kφ(b),
we have I(k) ∼ f(k) as k →∞.
More precisely, assume that for β, ε > 0 φ satisfies the bounds
|φ′(b)| ≥ β, Reφ
′(b)
|φ′(b)| ≥ β, sup[a,b]
|φ′′| ≤ 1
β
.
Then, given δ > 0, there exists N = N(β, δ, u) such that k ≥ Nε,δ implies∣∣∣∣ I(k)f(k) − 1
∣∣∣∣ ≤ δ.
Proof. Let us write ∫ b
a
e2kφ(t)u(t) dt = I1 + I2 + I3,
where
I1 = A
∫ b
b−k−3/4
e2kφ(t)(b− t)σ−1 dt,
I2 =
∫ b
b−k−3/4
e2kφ(t)
(
u(t)−A(b− t)σ−1) dt.
I3 =
∫ b−k−3/4
a
e2kφ(t)u(t) dt.
For the first integral, we substitute x = b− t and define
h(x) = φ(b− x)− φ(b) + φ′(b)x,
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so that
(A.1) I1 = Ae
2kφ(b)
∫ k−η
0
e−2kφ
′(b)xekh(x)xσ−1 dx.
This can be expressed as a Gamma integral plus some error terms:
I1 = Ae
2kφ(b)
[
Γ(σ)
(2kφ′(b))σ
+ J1 + J2
]
,
where
J1 =
∫ k−3/4
0
e−2kφ
′(b)x
(
ekh(x) − 1
)
xσ−1 dx,
and
J2 =
∫ ∞
k−3/4
e−2kφ
′(b)xxσ−1 dx.
To estimate J1 we use Taylor’s theorem to obtain
|h(x)| ≤ β−1x
2
2
,
for x ∈ [a, b]. In particular, for k sufficiently large we have
sup
x∈[0,k−3/4]
∣∣∣ekh(x) − 1∣∣∣ ≤ Cβ−1k− 12 .
Applying this estimate in J1, and then replacing the upper limit in the integral by ∞, we
obtain the estimate
|J1| ≤ Γ(σ)
(2kReφ′(b))σ
Cβ−1k−
1
2 .
For the J2 term we can simply use the standard estimate on an incomplete Gamma function,
|J2| ≤ 1
2kReφ′(b)
e−2k
1/4 Reφ′(b).
Now consider the second integral, I2. Given any δ > 0, we will have∣∣u(t)−A(b− t)σ−1∣∣ ≤ 1
2
δ(b− t)σ−1,
for all t sufficiently close to b. Hence, for k ≥ Nδ,u,
|I2| ≤ 1
2
δ
∫ b
b−k−3/4
e2kReφ(t)(b− t)σ−1 dt.
By the same analysis we used on I1 we find
|I2| ≤ 1
2
δe2kReφ(b)
[
Γ(σ)
(2kReφ′(b))σ
(1 + Cβ−1k−
1
2 ) +
1
2kReφ′(b)
e−2k
1/4 Reφ′(b)
]
,
for sufficiently large k.
The third integral is estimated for k ≥ Nε by
|I3| ≤ b ‖u‖∞ exp
[
2kReφ(b− k−3/4)
]
≤ b ‖u‖∞ e2kReφ(b)e−2k
1/4 Reφ′(b) exp
[
k−
1
2 /β
]
,
again using Taylor and the assumed bound on φ′′.
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Collecting these estimates, we find that for k ≥ N(ε, δ, u),∣∣∣∣ I(k)f(k) − 1
∣∣∣∣ ≤ δ2 + Cβ
( |φ′(b)|
Reφ′(b)
)σ
k−
1
2 + Cβk
σ |φ′(b)|σ e−2k1/4 Reφ′(b),
Using the lower bounds on Reφ′(b)/ |φ′(b)| and |φ′(b)|, this becomes∣∣∣∣ I(k)f(k) − 1
∣∣∣∣ ≤ δ2 + Cβ,ε (k− 12 + kσe−ck1/4) .
We can adjust N(β, δ, u) as necessary to make the right-hand side smaller than δ for k ≥
N(β, δ, u). 
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