Rapid Detection of Changes to Individual Modes in Multimodal Power Systems by Wiltshire, Richard et al.
482304592 
 
 
 
 
1 
  
Abstract— This paper describes a new method for rapidly 
detecting modal deterioration in large interconnected multi-
modal power systems. Any “sudden detrimental change” of an 
individual mode is detected using strategies derived from 
optimal detection theory. A statistical characterisation is used 
to establish reliable thresholds for detection of individual mode 
changes.  
 
Index Terms—Power system monitoring, power system 
modes, modal damping, voltage angle. 
 
I. INTRODUCTION 
HIS paper considers the problem of detecting sudden 
detrimental changes in the damping of individual modes 
in large interconnected power systems. The important aspect 
of this paper is the rapid identification of the specific mode 
undergoing any sudden adverse changes. 
The power system’s modal oscillations are assumed to be 
the output of an IIR filter excited by on-going random 
disturbances [1]. Experiments indicate that these 
disturbances (which correspond to such things as load 
changes) can be modeled well as integrated white noise [1] 
as shown in Fig. 1.  
 
Fig. 1. Model for quasi-continuous modal disturbances in a power system  
If one differentiates x(n), the result y(n) is effectively the 
output of the power system filter driven by white noise. 
 
 
 
 
Manuscript received May 23, 2005.  
R. A. Wiltshire is with the Centre of Energy and Resource Management 
within the School of Systems Engineering at Queensland University of 
Technology, Brisbane, Queensland, 4066 Australia (phone: +61738649124; 
fax: +61738641516; e-mail: ra.wiltshire@qut.edu.au).  
P. O’Shea, is with the School of Systems Engineering at Queensland 
University of Technology, Brisbane, Queensland, 4066 Australia (phone: 
+61738642488; fax: +61738641516; e-mail: pj.oshea@qut.edu.au). 
G. Ledwich is with the Centre of Energy and Resource Management 
within the School of Systems Engineering at Queensland University of 
Technology, Brisbane, Queensland, 4066 Australia (phone: +61738642864; 
fax: +61738641516; e-mail: g.ledwich@qut.edu.au). 
 
Hence the model can be simplified to the equivalent model 
in Fig. 2. 
 
Fig. 2. Equivalent model for the response of a power system to load 
changes. 
The measured disturbance response x(n) is the “angle of the 
generator cluster” with respect to the steady state (i.e. 
50Hz/60Hz) angle component. The measurements are 
recorded at particular points within the large interconnected 
power system according to the procedure in [2]. 
Implementing this procedure maximizes the lightly damped 
inter-area mode information and minimises the effect of the 
more heavily damped local modes. Differentiating the 
measurement will then provide the signal, y(n), in Fig. 2.  
It is assumed for the purposes of this paper that the power 
system has been in a quasi-stationary operating environment 
for a long period of time. Then a long term parametric 
estimator (such as Prony’s method [3]) can be used to 
determine the filter impulse response, h(n)  and the transfer 
function H(z). Subsequently the individual modal 
contributions to H(z) may be found using partial fraction 
analysis. That is for any given mode i the transfer function 
( )zH i  can be found, as can the impulse response ( )nhi . 
The focus of this paper is to rapidly detect major changes 
in individual modes rather than to obtain precise estimates 
of the modal parameters. The rationale for this is that major 
changes can be detected with short data records whereas 
precise estimation of parameters requires long data records. 
Obtaining large data records conspires against the aim of 
this work, which is to rapidly detect and identify a sudden 
and significant detrimental change in modal damping within 
a power system. Importantly, the approach used in this 
paper also supports the work outlined in [4].  
II. THEORY 
To enable the detection of adverse changes to individual 
modes this paper employs the theory of optimal detection of 
random signals [5]. The implementation of the optimal 
detector is as follows: let the impulse response, h(n), be 
considered to be the sum of h1(n) and h2(n), with h1(n) 
corresponding to the mode of interest, and h2(n) 
corresponding to all the other modal components of h(n). 
Therefore the output, y(n) is considered to have two 
components, y1(n) and y2(n), with  y1(n) being the output due 
to the mode of interest and y2(n) being the output due to the 
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other modes. Defining the “observed signal” as y(n), and the 
“reference signal” as y1(n), then the procedure for the 
generation of the optimal detection statistic is depicted in 
Fig. 3. It involves the whitening of both the power spectral 
density (PSD) of the “reference signal” and the PSD of the  
“observed signal” and cross-correlating. The whitening 
filter transfer function is the inverse of H2(z). It is assumed 
that there are N samples in the observation. 
 
Fig. 3: Generation of the optimal detection statistic. 
It is necessary to determine how to set the threshold for 
appropriate detection. To do this the probability density 
function (pdf) of the cross-correlated output must be 
determined. The availability of the pdf enables reliable 
thresholds to be set so that one can create alarms if the 
modal response deviates too much from the normal 
operating conditions. As the main focus of this paper is the 
rapid detection of large detrimental modal change (as 
opposed to monitoring small changes) thresholds are 
typically set to yield false alarm rates (FARs) of 1% or less. 
In practice, the monitoring process would ideally involve 
the application of the detection algorithm to all the modes 
individually and at the same time. In other words, an n-
mode power system would require n parallel detectors to 
monitor each mode. Because the detection algorithm can be 
implemented fairly rapidly, the computational overhead 
does not provide a significant barrier to monitoring all the 
individual modes.  
Once an alarm has been “raised” it is necessary to further 
monitor the modes. A series of sequential data windows are 
collected and statistical comparisons are made with the 
stationary condition pdfs. Consistently high readings will 
trigger corrective action on the deteriorating mode. 
 
A. Individual Mode Detection Statistic Details  
To specify the optimal detector on an individual mode the 
following quantities are defined: 
( ) ( )kHkWkYny =ℑ )()(       (1) 
 )()( 11 kHnh
ℑ
           (2) 
)()( 22 kHnh
ℑ
           (3)  
( ) ( ) ( )kHkWkYny 111 )( =
ℑ
      (4) 
( ) ( ) ( )kHkWkYny 222 )( =
ℑ
     (5) 
 
where ℑ  indicates discrete Fourier transformation. 
Now to detect a change in Mode 1 (the mode of interest), 
choose )(1 kY  as the (frequency domain) reference signal. 
The remainder of the frequency domain observation ( )(2 kY ) 
becomes the interference signal. A whitening filter is 
created to whiten the interference according to: 
( ) )(12 kHkH wh −=         (6) 
This whitening filter is applied to both the reference and 
observation signals. The corresponding PSDs are then 
determined: 
( ) ( )
222
22
|)(||)(||)(|
||||)(
kHkHkW
kHkXkPSD
whobs
whobs
=
=
 (7) 
 
( ) ( ) ( ) }|)({||||| 2221 kWEkHkHkPSD whref =     (8) 
where { }E denotes the expected value. 
Now cross-correlate (7) and (8) to obtain a detection 
statisticη : 
)()(
2/
2/
kPSDkPSD obs
N
Nk
ref
−=
=η      (9) 
To practically apply the detection statistic (9) in a 
detection process a threshold level must be determined. To 
intelligently set the threshold a probability density function 
(pdf) of the detection statistic is required. A threshold can 
then be set based on the pdf at a desired level of confidence. 
 
B. Statistical Characterisation of the Detection Statistic η  
The formulation of the Mode 1 detection statistic pdf is as 
follows. 
To derive the detection statistic pdf, (9) can be expanded 
using (7) and (8) to give: 
 ( ) ( ) ( ) ( )
−=
=
2/
2/
2422
1
2 |||)(|||||}{N
Nk
wh kWkHkHkHkWEη
 (10) 
(10) can then be re-written as 

−=
=
2/
2/
22 |)(||)(|N
Nk
kWkZη       (11) 
where Z(k) is defined as: 
( ) ( ) ( ) ( ) }{|)(||||| 221 kWEkHkHkHkZ wh=   (12) 
Now the expression in (11) contains W(k) which is a 
complex random variable (RV) with real and imaginary 
parts. Furthermore, the square magnitude of |W(k)|2 is: 
( ) ( ){ } ( ){ }222 ImagReal kWkWkW +=    (13) 
where { }Real and { }Imag denote the real and imaginary 
parts respectively. If the variance of w(n) is 2σ , then the 
left hand side of (13) is a chi-squared RV with two degrees 
of freedom and variance, N
2σ
. Therefore the pdf of any 
ensemble point, ki in the ( )kW  power spectrum is: 
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( ){ } 222 σσ
xN
i e
NkWf
−
=       (14) 
Where x is the variable is power. Using (11) and (14) the 
pdf of ( ) ( ) 22 kWkZ  at discrete ensemble frequency ki can 
be deduced to be: 
                   ( )   
)()(
1
22 







=
i
w
i kZ
xf
kZ
ZWf        
( ) ( ) ( )
22
22 σσ
ikZ
N
x
i
e
kZ
NZWf −=           (15) 
From (11) it could be thought that the detection statistic (9) 
is obtained by summing N random variables (RVs). 
However, to do this the random variables must be 
independent [6] which is not the case when convolving 
ensemble points from each side of the frequency spectrum. 
Since one side of the spectrum contains all the information 
necessary then the pdf of the detection statistic is formulated 
by one side of the spectrum. Therefore the detection statistic 
in (9) is reformulated and redefined to become (16): 
)()(
2
1 2/
2/
kPSDkPSD obs
N
Nk
ref
−=
=η      (16) 
Hence the pdf of (16) is generated via the convolution of 
ensemble pdfs given by (15) for one side of the spectrum. 
Consequently the pdf of the detection statistic for Mode 1 is 
given by: 
( ) ( ) ( ) ( )0012/12/2/2/ zwfzwfzwfzwf ZWNNZWNNZW ∗∗= −− η
(17) 
Note: the last term of (17) represents the ensemble pdf of 
the weighted DC component, and will require a half 
weighting adjustment. Thus the final convolution of 
ensemble pdfs (15) that generate the pdf of the test 
parameter for Mode 1 is: 
    ( )
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(18) 
where * denotes convolution. 
From the pdf in (18), the threshold for detection of 
change can be formulated. To establish the 1% false alarm 
rate, the cumulative summation of the pdf area is taken until 
the 99% point is determined. 
III. RESULTS 
In practical power systems in normal operation the modal 
parameters are quasi-stationary and these parameters can be 
estimated from long data records via modal estimate 
algorithms [1], [3], [7], [8] applied to data measured at 
optimal points within a power system, as outlined in [2]. 
From these estimates pdfs can be generated according to the 
procedure outlined in Section II. These pdfs can then be 
used to set thresholds on the various modes so that any rapid 
deterioration from quasi-stationary operating conditions can 
be registered. Short data records (e.g. 60 seconds long) can 
be used for this purpose. Before determining what 
constitutes a major deterioration in damping it is useful to 
consider the following Table I which quantifies damping 
performance in relation to damping values.  
 
Based on the criteria in Table I above, a change in damping 
will be considered unacceptable if damping moves into the 
marginally adequate region. The following subsections 
illustrate the new method with both simulated and real data.  
A.  Simulated Results 
The simulation in this section is for a three mode system 
with the following definition for each individual mode: 
 ( ) ( )neAnh iniii ωσ sin−=       (19) 
Hence the overall impulse response of the measurement site 
is defined as: 
( ) ( ) ( ) ( )nhnhnhnh 321 ++=       (20) 
The stationary modal parameters and modal weights of (20) 
are based on realistic estimates as listed in Table II. 
 
To test the proposed method, 400 minutes of simulated 
data was generated with the damping changing from the 
initial quiescent values as per Table III. The threshold for 
the output was set to yield a 1% false alarm rate. The 
TABLE I 
QUALITATIVE REFERENCE TO DAMPING PERFORMANCE  
(NEMMCO)* 
Damping sNp /  Qualitative Description 
0>σ  unstable 
05.00 −>> σ  very inadequate (very poor) 
07.005.0 −>>− σ  inadequate (poor) 
139.007.0 −>>− σ  marginally adequate 
2.0139.0 −>>− σ  acceptable (good) 
2.0−<σ  highly acceptable (very good) 
* National Electricity Marketing Management Company (Australia) 
TABLE II 
STATIONARY MODAL PARAMETERS AND WEIGHTS 
Mode Parameter Value 
 Magnitude, 1A  7.58 
1 Damping 1σ (Np/s) -0.28 
 Frequency 1ω (r/s) 1.75 
 Magnitude, 2A  1.62 
2 Damping 2σ  -0.58 
 Frequency 2ω
 2.87 
 Magnitude, 3A  0.10 
3 Damping 3σ  -0.85 
 Frequency 3ω  5.473 
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4 
simulations were run for 60 second data windows, involving 
change detection of Mode 1, Mode 2 and Mode 3. The 
results are shown respectively in Fig. 4, Fig. 5 and Table IV. 
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Fig. 4: Mode 1 test parameter vs alarm threshold. 
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Fig. 5: Mode 2 test parameter vs alarm threshold. 
It can be seen in Fig. 4 and Fig. 5 that the stronger modes, 
Mode 1 and 2, demonstrate high alarm rates in marginal 
damping situations. However in Table IV the Mode 3 
measurement provided no significant indication that the 
damping has deteriorated to a marginally adequate 
condition. This is because the relative strength of the modes 
will affect the performance of the optimal detector. The 
relative mode strengths in the quiescent state can be 
observed in Fig. 6. It can be seen that Mode 3 is extremely 
weak in comparison to the other modes. In fact it is hard to 
even see it in the diagram. In practice therefore longer 
windows need to be used for detecting changes in very 
weak modes. 
0 1 2 3 4 5 6 7 8 9
0
10
20
30
40
50
60
Frequency- r/s
|H
|
|H|
MODE 1
MODE 2
MODE 3
 
Fig. 6: Spectral plot of mode contributions within system frequency 
response. 
B.  Real Data Analysis 
 To enable modal characterisation, a priori estimates of 
the quasi-stationary system parameters are required. That is 
a long term estimator (LTE) is applied to a relatively long 
record (typically one hour) of quasi-stationary data. Under 
normal operating conditions these estimates are updated 
once every half an hour. The modal deterioration algorithm, 
on the other hand, is applied continuously. The long term 
estimator method used in this paper is outlined in [8], and 
provides estimates of the measurement site transfer 
functions and modal parameters. From this the individual 
modal response estimates at each site can be extracted. It 
should be noted that in this application the variance of the 
noise feed is not known and consequently the detector pdfs 
are formulated with the noise variance in (18) set to unity. 
To correct the pdf, a rescaling factor is necessary. The 
rescaling factor is required due to the unknown magnitude 
value in the transfer function estimates, as well as the 
unknown driving noise variance. The rescaling factor is 
obtained by simply taking K short-term N length test 
parameter measurements over the M length long-term 
analysis window and determining the mean value (where K 
= M/N). The ratio of the mean value of the measurements 
and the expected value of the theoretical pdf is the scaling 
factor estimate.   
 
( )

∞
∞−
−= 







=
dxzwxf
kPSDkPSDE
FS K
obs
N
Nk
ref
η
:1
2/
2/
)()(
2
1
ˆ
    (19) 
The axis x of the pdf is then simply rescaled by FS ˆ , and the 
desired threshold level determined. Once the threshold is 
established the detection process begins on all concurrent 
short term measurements until another threshold update 
(corresponding to an update set of quasi-stationary 
conditions) is instigated at a later time. Diagrammatically 
TABLE IV 
ALARMS (1% FAR) 
% of Alarms during time period 
Mode 
0-100min 100-200mins 200-300mins 300-400mins 
1 0 78 2 2 
2 3 0 61 1 
3 2 1 4 4 
 
TABLE III 
DAMPING CHANGES 
 Damping*  Mode 
0-100min 100-200mins 200-300mins 300-400mins 
1 -0.28 -0.1 -0.28 -0.28 
2 -0.58 -0.58 -0.1 -0.58 
3 -0.85 -0.85 -0.85 -0.1 
* BOLD highlights changes from quiescent state. 
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5 
the complete short-term detection procedure for a single 
mode at one site is shown in Fig. 7. For the purposes of this 
paper the 30 minute updates only occurred if all modal 
damping estimates were below -0.139 Nps-1 as quantified in 
Table I 
 
Fig. 7: Short Term Modal Detection Applied to Real Data. 
 The real data used in this paper was obtained from 
voltage angle measurements taken at the four sites within 
the Australian power system (Brisbane, Sydney, Adelaide 
and Melbourne). The data was collected by Queensland 
University of Technology (QUT) in conjunction with the 
National Electricity Market Management Company Limited 
(NEMMCO). To obtain the quasi-stationary transfer 
functions and consequently detection statistic pdfs the LTE 
[8] was applied. The results displayed in Fig. 8-10 were 
consistent with the results obtained from long term 
estimators showing no significant levels of deterioration. 
During the observation time from 05:30 to 06:00 hours the 
estimated damping of Mode 1 did reduce to approximately -
0.175Nps-1 around 05:42 hrs. Mode 2 estimates did have 
more variance but again did not cross the marginal damping 
threshold with an estimated damping of approximately -
0.4Nps-1. Observation of the Mode 1 detection statistic 
measurements at the Brisbane and Sydney sites between 
05:30 and 06:00hrs (Fig. 8 and Fig. 10) shows that Mode 1 
rarely crossing the 99% FAR threshold during the 2 hour 
period.  
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Fig. 8. Brisbane Mode 1 Test Parameter vs 1% FAR 
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Fig. 9. Brisbane Mode 2 Test Parameter vs 1% FAR  
Only in the Sydney measurements (Fig. 10) are there any 
false alarms in this period. The reason for this is highlighted 
in Fig. 12, where the spectrum of the magnitude of the 
voltage angles is shown for each measurement site. It can be 
clearly seen in Fig. 12 that in all sites except Sydney, Mode 
1 is the dominant mode, whilst in Sydney; Mode 2 is the 
dominant mode. Table V shows the percentage of false 
alarms for each mode at each site over the 24 hours. 
 
The table verifies the choice of the 1% FAR with false 
alarms occurring close to theoretical level in relation to 
dominant mode detection. This provides confidence in the 
reliability of the detector in relation to dominant modes. 
However Mode 2 has spasmodic results with generally 
higher than desired FAR with the exception of the Sydney 
measurements where Mode 2 is the dominant mode. 
TABLE V 
FALSE ALARMS (1% FAR) 
% of False Alarms over 24hrs at site 
Mode 
Brisbane Sydney Melbourne Adelaide 
1 0.96*     3.85    1.48*     1.03 * 
2 6.00     0.81*    14.74     11.62 
     
* Dominant mode 
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Fig. 10. Sydney Mode 1 Test Parameter vs 1% FAR 
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Fig. 11.  Sydney Mode 2 Test Parameter vs 1% FAR 
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Fig. 12. Magnitude spectrum of voltage angles at different sites at 24:00hrs 
The higher FAR of the non-dominant mode is principally 
is due to two things; firstly, the relative mode strength of 
Mode 2 to Mode 1 will not be stationary, and secondly, the 
close proximity of the Mode 2 frequency to the Mode 1 
frequency. Both of these points will affect the estimating 
performance of the LTE. Hence the accuracy of the 
individual modal responses for weaker modes, and the 
associated reference and whitening filters derived from 
them, will be compromised.  
IV. CONCLUSION 
It can be seen from the results that the proposed method 
can provide short term alarming of individual modal 
deterioration in large interconnected power systems. 
Importantly the alarming can be set to a desired level of 
confidence whereby false alarms occur within expected 
theoretical rates when the system is under quasi-stationary 
conditions. More specifically this method is aimed at 
alarming large adverse changes in modal damping rather 
than to monitor small drifts in damping values. It has been 
discussed that the ability of the optimal detector is limited 
by the relative strength of the modes. However since the 
stronger modes are what dominate the system response then 
this inability of the optimal detector to work with the 
weaker modes is not as critical. To ratify alarms, longer time 
windows can be used in parallel with shorter time windows 
and a dynamic alarm response strategy can be formulated. 
Significantly this paper provides a simple method of modal 
deterioration detection by using the system angles in normal 
operation. The computational simplicity of the method is 
particularly appealing and as a consequence accommodates 
the desire for rapid detection. 
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