The disorder induced metal-insulator transition is investigated in a three dimensional simple cubic lattice and compared for the presence and absence of time reversal and spin-rotational symmetry, i.e. in the three conventional symmetry classes characterized by parameter β = 1, 2, and 4. Large scale numerical simulation has been performed on systems with linear sizes up to L = 100 at the band center, E = 0. The multifractal dimensions, exponents Dq and αq, have been determined in the range of −1 ≤ q ≤ 2. The finite-size scaling of the generalized multifractal exponents provides the critical exponents for the different symmetry classes in accordance with values known from the literature using high precision transfer matrix techniques. The mulifractal exponents and their β dependence provide further characterization of the Anderson transition as a function of β.
I. INTRODUCTION
Metal-insulator transition, and disordered systems are in the forefront of condensed matter research since the middle of the last century 1 , and yet this topic has quite some open questions and is still actively investigated. In the last few years experimental evidences have been obtained about this topic in remarkable journals in particular reporting Anderson localization of ultrasound in disordered elastic networks 2, 3 , light in disordered photonic lattices in the transverse direction 4 , or in an ultracold atomic system in a disordered laser trap 5 . Richardella et. al 6 examined the MIT in a dilute magnetic semiconductor Ga 1−x Mn x As, that is a strongly interacting and disordered system. They found a clear phase transition together with multifractal local density of states (LDOS) at the Fermi energy, showing, that multifractality is a robust and important property of disordered systems. Mutifractal properties consistent with the theory of Anderson localization are also found int the ultrasound system 3 . On the theoretical side we know, that disorder plays a crucial role in integer quantum Hall effect 7 , and lately it was shown, that a large overlap of multifractal wave functions of disordered systems can increase the superconducting critical temperature 8 or the multifractal fluctuations of the LDOS close to criticality induces a new phase due to the presence of local Kondo effects induced by local pseudo gaps at the Fermi energy 9 . Moreover, Anderson localization was also reported in the spectrum of the Dirac operator of QCD at high temperature through spectral statistics 10 , and multifractal analysis shows also promising results also.
11 All in all, Anderson localization and multifractality are widely applicable and important topics.
The latter models show that there is an increased interest in understanding the nature of the Anderson transition in the presence of various global symmetries. A comprehensive review of the current understanding is given in Ref. 12 . These symmetry classes were introduced first to describe random matrix ensembles, but the naming conventions are the same in the field of disordered systems. The classification considers two global symmetries: timereversal and spin-rotational symmetry. As it turns out, beside these symmetries there are three further symmetry classes according to the presence of chiral symmetry, and there are four Bogoliubov-de Gennes classes also, corresponding to particle-hole symmetry 12 prominent in hybrid (superconductor-normal) systems. The effect of symmetry classes on the Anderson transition has already been investigated earlier 13 using spectral statistics, there is much less work based on the multifractal analysis of the eigenstates.
Our goal in this article is to fill in this gap and apply multifractal finite size scaling (MFSS), developed originally by Rodriguez, Vasquez, Rmer and Slevin 14 , to the Anderson models in the three conventional WignerDyson (WD) classes. The organization of the article is the following. In Sect. II we define the model and describe its numerical representation. In Sect. III we briefly describe the finite size scaling analysis of the generalized multifractal exponents of the critical eigenstates, in Sect. IV we give the results obtained for the three universality classes and finally in Sect. V we summarize our results.
where i, j and σ, σ stand for site-and spin index, ε i -s are random on-site energies, which are uniformly distributed over the interval − W 2 , W 2 , W acts as disorder strength. Using a uniform distribution is just a convention, other distributions of disorder, e.g. Gaussian, binary, etc. can be used as well.
In the orthogonal class time-reversal and spinrotational symmetry are preserved. In this case the Hamiltonian is invariant under orthogonal transformations -hence the name -, therefore it is a real symmetric matrix. Since spin does not play any role, we will consider a spinless Anderson-model. In the numerical simulations the Hamiltonian is represented by an N × N real symmetric matrix, where N = L 3 , and L is the linear system size. The diagonal elements, are are uniformly distributed random numbers, off-diagonal elements are zero, except if i and j are nearest neighbors:
, if i and j are neighboring sites 0, otherwise (2) Setting the hopping elements to 1 is equivalent to choosing the energy unit. To avoid surface effects, we used periodic boundary conditions. However, this case was investigated very carefully by Rodriguez et. al 14 , we will consider this symmetry class to verify our numerical method, and to have complete description of all the WD classes.
In the unitary class time-reversal symmetry is broken, which can be realized physically by applying magnetic field. It can be shown, that either spin rotational symmetry is broken or not, the model will belong to the unitary class 12 . The Hamiltonian is invariant under unitary transformations therefore it is a complex hermitian matrix. We will discuss the case when spin-rotational symmetry is present, because this way we can use spinless fermions again, that keeps matrix size N × N . However, one has to store about twice as much data compared the orthogonal case, because here every off-diagonal matrix element is a complex number. Obviously finding an eigenvalue and an eigenvector takes more time, too.
For the numerical simulations we followed Slevin and Ohtsuki 15 . Let us consider a magnetic field pointing to the y direction with flux Φ, measured in units of the flux quantum, h e . Its effect can be represented by a unity phase factor, the Peierls substitution for the hopping elements of the Hamiltonian matrix. The upper triangular of the Hamiltonian reads as
, if i and j are neighboring sites in the x or y direction −e i2πΦx , if i and j are neighboring sites in the z direction 0, otherwise (3) Complex hermiticity sets the off-diagonal elements in the lower triangular part, j < i. Periodic boundary conditions and flux quantization force a restriction for the magnetic flux namely, that Φ · L must be an integer. In the thermodynamic limit arbitrary small magnetic field drives the system from the orthogonal to the unitary class. However, in a finite system the relation of the system size, L, and the magnetic length,
matters. In case of weak magnetic field, L L H , the system belongs to the orthogonal class, in case of strong magnetic field, L L H , it belongs to the unitary class. Since we used system sizes of multiples of 10 lattice spacings, see Tab. I, we chose Φ = 1 5 . This leads to L H ≈ 0.789, therefore this choice clearly fulfills the above two conditions.
In the symplectic class time-reversal symmetry is present, and spin-rotational symmetry is broken, that describes a system with spin-orbit interaction. In this case the Hamiltonian is invariant under symplectic transformations therefore it is a quaternion hermitian matrix. For the numerical simulations we followed Asada, Slevin and Ohtsuki 16 . Since in this case we have to deal with the spin index also, the Hamiltonian is an 2N × 2N complex hermitian matrix. Diagonal elements corresponding to the ith site and hopping elements between site i and j are 2 × 2 matrices because of the spin indexes, having a form
where ε i is an uniformly distributed random on-site energy from the interval − W 2 , W 2 , α ij , β ij and γ ij were chosen to form an SU(2)-invariant parametrization, leading to the so-called SU(2) model: α ij and γ ij are uniform random variables from the interval [0, 2π], and β has a probability density function p(β)dβ = sin(2β)dβ in the range 0, The off-diagonal elements are defined following the property of complex hermiticity. To store the Hamiltonian requires about eight times more memory compared to the orthogonal case, because here every off-diagonal element contains four complex number. Finding an eigenvalue is way much slower than for the unitary case, mainly because of the linear size of the matrix is twice as large. We considered only one wave function per realization, the one with energy closest to zero in order to avoid correlations between wave functions of the same system 14 .
III. FINITE SIZE SCALING LAWS FOR GENERALIZED MULTIFRACTAL EXPONENTS
In recent high-precision calculations 14 the so-called Multifractal Exponents (MFEs) of the eigenfunctions of the Hamiltonian have been used to describe the Anderson metal-insulator transition. We will use almost the same notations and methods as Ref.
14 , but for better understanding we will shortly introduce the most important quantities and notations. The method has recently been extended for the investigation of the transition of quantum percolation in three dimentsions.
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Considering a d-dimensional cubic lattice with linear size L, one can divide this lattice into smaller boxes with linear size . If Ψ is an eigenfunction of the Hamiltonian, the probability corresponding to the kth box reads as
One can introduce the qth moment of the box probability (frequently called generalized inverse participation ratio, GIPR), and it's derivative:
where λ = L andτ q is the finite system mass exponent. τ q , corresponding to the thermodynamic limit, and its derivative reads as:
τ q can be rewritten in the following form:
where D q is the generalized fractal dimension, and ∆ q is the anomalous scaling exponent. Employing a Legendretransform on τ q , and obtain the singularity spectrum, f (α):
τ q , α q , D q and ∆ q are often referred to as multifractal exponents.
According to recent results 18 a symmetry relation exists for α q and ∆ q given in the form:
For numerical approaches one has to define the finite-size version of these MFEs at a particular value of disorder:
where ens stands for ensemble averaging over the different disorder realizations. typical averaged versions can be also defined as
Similarly toα q andD q ,∆ q orτ q etc... can be also defined, which together are called generalized multifractal exponents (GMFEs). Every GMFE approach the value of the corresponding MFE at the critical point, W = W c , only in the limit λ → 0. We would like to emphasize, that MFEs are defined through ensemble averaging in principle, and ensemble and typical averaged MFEs are equal only in a range of q, q − < q < q + 12 . Therefore when in Sect. IV B we compute MFEs, we will use ensemble averaged quantities only.
The choice of the investigated range of q is influenced by 3 effects. If q is large, the qth power in Eq. (7) enhances the numerical and statistical errors, leading to a noisy dataset. If q is a negative number with large absolute value, the relatively less precise small wave-function values dominate the sums in Eq. (7), that also results in a noisy dataset. These two effects together lead to a regime q min ≤ q ≤ q max , where GMFEs behave numerically the best. The third effect is coarse graining that suppresses the noise. For > 1 in an × × sized box positive and negative errors on the wave functions can cancel each other. Moreover, in a box large and small wave function amplitudes appear together with high probability, and this way the relative error of a µ k box probability is reduced. In other words coarse graining has a nice smoothing effect, that can help to widen the investigable range of q.
The renormalization flow of the AMIT has three fixed points: a metallic, an insulating and a critical one. In the metallic fixed point every state is extended with probability one, therefore the effective size of the states grows proportional to the volume, leading to D ≡ ∞ for q < 0. At criticality the system does not change for renormalization, therefore it is scale-independent meaning, that it must be statistically the same on all length scales, which means self similarity. Therefore wave functions are supposed to be multifractals, in other words generalized fractals 19 . Close to the critical point due to standard finite size scaling arguments one can derive the following scaling laws for the exponentsα q andD q defined above as:
(L, ) on the left and L ξ , ξ on the right hand side can be changed to (L, λ) and
Our central goal is to fit the above formulas to the numerically obtained data, where W c , ν, y and G q appear among the fit parameters. This fit procedure will provide us the physically interesting quantities and confidence intervals. In the next subsections we are going to present different methods for the finite size scaling.
A. Finite size scaling at fixed λ At fixed λ, G q in Eq. (18) can be considered as the constant term of G q , thereforẽ
where the constant λ has been dropped. G q can be expanded with one relevant, (w), and one irrelevant operator, η(w), the following way using w = W − W c :
All the disorder-dependent quantities in the above formula can be expanded in Taylor-series:
The advantage of this method is, that in the Taylor-series only one variable appear, L 1 ν , therefore the number of parameters is n r + n ir + n ρ + n η + 1, which grows linearly with the expansion orders. This method is very effective for computing W c , ν, and y, but since λ is fixed, one cannot obtain the MFEs. In all cases we used λ = 0.1, because in Ref.
14 it is mentioned, that they got the best results at this value. It seems, that it is small enough to capture the details of a wave-function, and it allows a lot different system sizes in the range of 20 ≤ L ≤ 100, that we investigated. This way we can also compare our results to the results of Ref.
14 very well.
B. Finite size scaling for varying λ
In order to take into account different values of λ the scaling law given in Eq. (17) has to be considered. The expansion of G in (17) is
According to Rodriguez et. al 14 the most important irrelevant term is the one containing the finite box size, , therefore we took into account that one only. This leads toG
The Taylor-expansions of the above functions are
The advantage of this method is, that it provides the MFE, since it is one of the parameters to fit, G q . There are many more data to fit compared to the fixed λ case. Fixed λ means, that at a given system size one can use GMFEs obtained at a certain value of -the one that leads to the desired λ -, while in this case one can fit to GMFEs obtained at different values of . However, these GMFEs are correlated, because they are the results of the coarse graining of the same wave functions with different sizes of boxes. During the fitting procedure one has to take into account these correlations, see Sect. III C. Since the relevant and irrelevant scaling functions have two variables, L 1 ν and 1 ν , one has to fit a two-variable function with number of parameters 3n r (n r + 1)/2 + 3n ir (n ir + 1)/2 + n ρ + n η − 1. We can see, that the number of parameters grows as ∼ n 2 r/ir , instead of ∼ n r/ir as for fixed λ. This makes the fitting procedure incorporating the correlations definitely much more difficult.
C. General principles for the FSS fit procedures
In this section we discuss the details of the methods and criteria we used during the MFSS. In order to fit the scaling law Eq. (19) and (24) we used the MINUIT library. To find the best fit to the data obtained numerically the order of expansion of G r/ir q , and η must be decided by choosing the values of n r , n ir , n and n η . Since the relevant operator is more important than the irrelevant one we always used n rel ≥ n ir and n ≥ n η . To choose the order of the expansion we used basically three criteria. The first criterion we took into account was how close the ratio χ 2 /(N df − 1) approached one (N df stands for number of degrees of freedom). Let us denote the numerically obtained datapoints by y i , the fit function value by f i at the ith parameter value, and C the correlation matrix of the numerically obtained data points, that can be computed numerically with a similar expression to the variance. With these notations χ 2 reads as
for more details see Ref.
14 . If the data points are not correlated, χ 2 is a diagonal matrix, and the expression leads to the usual form:
The number of degrees of freedom, N df is the number of data points minus the number of fit parameters. A ratio χ 2 /(N df −1) ≈ 1 means, that the deviations from the best fit are in the order of the standard deviation (correlation matrix). The second criterion was, that the fit has to be stable against changing the expansion orders, i.e. adding a few new expansion terms. From the fits that fulfilled the first two criteria we chose the simplest model, with the lowest expansion orders. Sometimes we also took into account the error bars, and we chose the model with the lowest error bar for the most important quantities (W c , ν, etc...), if similar models fulfilled the first two criteria.
The error bars of the best fit parameters were obtained by a Monte-Carlo simulation. The data points are results of averaging, so due to central limit theorem they have a Gaussian distribution. Therefore we generated Gaussian random numbers with parameters corresponding the mean of the raw data points and standard deviation (or correlation matrix) of the mean, and then found the best fit. Repeating this procedure N MC = 100 times provided us the distribution of the fit parameters. We chose 95% confidence level to obtain the error bars.
IV. RESULTS OF THE MFSS FOR THE ANDERSON MODELS IN THE WD SYMMETRY CLASSES
With the numerical method describef in Sect. II we computed an eigenvector for every disorder realization of the Hamiltonian. From the eigenvectors every GMFE is computable, for the orthogonal and unitary class the |Ψ i | 2 expression in Eq. (6) is trivial, and it means summation for the spin-index for the symplectic class, because spatial behavior is in our interest. At fixed q τ q and ∆ q are linear transforms of D q , therefore we used only thẽ α q andD q GMFEs for the MFSS. We investigated the range −1 ≤ q ≤ 2, because GMFEs behave the best in this regime for the reasons described in Sect. III. The typical behavior of the GMFEs is presented in Fig. 1 . In all cases there is a clear sign of phase transition: With increasing system size the GMFEs tend to opposite direction on both sides of their crossing point. Note, that there is no well-defined crossing point due to the irrelevant term in Eq. (20) . Applying the MFSS method described in Sect. III A with the principles of Sect. III C to the raw data leads to a very well fitting function, see the red lines on Fig. 1 . After the subtraction of the irrelevant part from the raw data, plotting it as a function of L 1 ν results a scaling-function also, see the insets of Fig. 1 .
The MFSS provided us the critical point, W c , the critical exponent, ν, and the irrelevant exponent, y at every investigated values of q, the results are visible in Fig. 2 . The parameters of the critical point correspond to the system itself, therefore it should not depend on the quantity we used to find it. In other words it should be independent of q, the averaging method and the GMFE we used. From Fig. 2 it is (7), that can also contribute to the deviation of y obtained from α typ in this regime. These two effects together lead to our investigated interval −1 ≤ q ≤ 2, where GMFEs behave the best. The results are strongly correlated, since they were obtained from the same wave functions, therefore they cannot be averaged. We chose a typical q-point for every symmetry class to describe the values of the critical parameters, see Tab. II.
In the orthogonal class the critical parameters are in excellent agreement with the most recent high precision results of Rodriguez et. al 14 , obtained by transfer matrix method. However, the difference seems not very large, our critical point is considerably different, even though we used exactly the same model. Due to bigger computational resources we could investigate much bigger system sizes than they did, therefore it is possible, that they underestimated the role of the irrelevant scaling, resulting in a somewhat higher critical point.
The critical points are higher in the unitary and in the symplectic class, then in the orthogonal class showing, that broken time-reversal or spin-rotational symmetry requires more disorder to localize wave-functions. The relationship between the W Oλ c and W Sλ c probably depends on the applied magnetic flux, and the strength of the spin-orbit coupling. However, because of their close value of the critical exponents, ν U λ and ν Sλ are the same within our confidence interval, the following relation appears: ν Oλ > ν U λ ≥ ν Sλ . The situation for the irrelevant exponent is similar namely, that they are the same within error bar, but y Oλ seems to be slightly higher than y U λ , that is a bit higher than y Sλ .
B. Results of the MFSS at varying λ
As it was mentioned in Sect. III C GMFEs obtained by typical averaging are equal to ensemble averaged GMFEs only in a range of q, q − < q < q + . Since we intended to compute the MFEs also, we restricted our analysis to ensemble averaged GMFEs, and left the label ens from the notations.
We fitted the formula Eq. (24)to the raw data. To do that, we had to choose a range of the box size , that is used for the MFSS. We always used the widest range of , that resulted convergence, χ 2 /(N df − 1) ≈ 1. We found, that for our dataset for different values of q for α q or D q different ranges of were the best. We used minimal box sizes min = 2 or min = 3 and maximal box sizes corresponding to λ max = 0.1 or λ max = 0.066. At q = 0.4 and q = 0.6 fit method had sometimes convergence troubles and resulted large error bars, because these points are close to the special case of q = 0.5 where by definition α 0.5 = d. Artifacts from this regime were also reported in Ref.
14 , therefore we decided not to take into account these points for α. Results of the MFSS fit are visible in Fig. 3 . The results are independent of q and the used GMFE, as for the fixed λ method. In Sect. IV A we already saw, that according to the arguments of Sect. III C error bars are getting bigger, if q grows beyond 1. This phenomena is seen here much more amplified, while in Ref.
14 similar effect is visible on a moderate level. The difference between our results is probably due to the fact, that they used system sizes up to L = 120, that was not possible for us, mainly because of the long runtime and large memory usage for the symplectic model. They also use min = 1 and min = 2, while min = 1 was never suitable for our dataset. We have less data and less number of samples compared to them, and noise get bigger as decreases, because of the smoothing effect of boxing described in Sect. III C.
As written in Sect. IV A, the results for different values of q are strongly correlated, therefore we chose one of them with the lowest error bars, that represents well the results for that universality class. 
C. Analysis of the multifractal exponents
The resulting MFEs are listed in Tab. V, and depicted in Fig. 4 . However, curves are very close to each other, at most of the q values there is a significant difference between the data points of different symmetry classes, that is clear from Tab. V or Fig. 6 . For the orthogonal class one can find matching results with the listed MFE-s in Ref.
14 . We tested the symmetry relation Eq. (11) for α q and ∆ q , the results are listed in Tab. V and depicted on Fig. 5 . The symmetry relation is fulfilled in the range −0.25 ≤ q ≤ 1.25, and small deviations are visible outside this interval -for the orthogonal class only at α −1 and α 2 . In this regime error bars are growing very large, coming from mainly the large errors of α q≥1.5 and D q≥1. 5 . Similar effects were already seen for the critical parameters in Fig. 3 . It is really hard to estimate the correct error bars in this large q case, and the deviation from the symmetry are small, therefore we believe, that dif- ferences appear only because of slightly underestimated error bars of α q≥1.5 and D q≥1. 5 . All in all we found numerical results basically matching with Eq. (11) .
Assuming, that ∆ q is an analytic function of q, using the symmetry relation Eq. (11), one can expand ∆ q in Taylor series around q = 
where the condition ∆ 0 = ∆ 1 = 0 forced by the definition of ∆ q (see Eq. (9)) was used in the last step, leading to k = 1 as lower bound for the summation. Similar expression can be derived for α q using the connection (8)- (9):
where a k = kd k . One can obtain the d k and a k coefficients by fitting the expressions Eq. (30)-(31). We used only the range q ≤ 1.25, because beyond this regime -as written above -error bars are growing extremely large, and there are small deviations from the symmetry relation Eq.(11) also. We plotted We fitted expressions Eq. (30)-(31) up to third order in all cases, the resulting expansion coefficients are listed in Tab. IV. From the data listed one can see, that the expansion coefficients fulfill the relation a k = kd k . However α q and ∆ q were obtained from the same wavefunctions, they are results of completely independent fitprocedures. Therefore the fact, that they satisfy the equation a k = kd k , confirm our result for their value class exp Wc ν y ortα0 16.524 (16.513..16.534) 1.595 (1.582..1.609) 1.749 (1.697..1.786 Wegner computed analytically 23 the value of ∆ q with ε expansion using nonlinear σ-model up to fourth-loop order for the orthogonal and the unitary symmetry class, resulting an expansion in dimensions d = 2 + ε for ε 1 12 :
Even though ε 1 should hold, one can try to extrapolate to three-dimensions, ε = 1. This leads to d In this sense parabolic approximation is better for the orthogonal class, as compared to the fourth-loop order approximation. If higher order terms were obtained, or ∆ q were expanded using another approach, our coefficients could provide relatively accurate values as a compared with analytical results.
V. SUMMARY
In this paper we examined the three-dimensional Anderson models belonging to the conventional WD symmetry classes with the help of multifractal finite size scaling using two methods: a simpler method for fixed λ leading to a single-variable scaling function, and a more complicated method for varying λ resulting in a two-variable scaling function. Both methods confirmed the presence of multifractality in all three symmetry classes, and we obtained critical parameters listed in Tabs. II and III in aggreement with each other and with previous results known from the literature. The more complicated varying λ method provided more precise values for the critical parameters, listed in Tab. III, and significantly different critical exponents for the different WD symmetry classes.
Applying the method of varying λ we also calculated the multifractal exponents, that basically fulfill the ex- pected symmetry relation Eq. (11), small deviations were detected for large q-values probably due slightly underestimated error bars. However, the MFEs of different symmetry classes seem to be very close to each other, in most cases our work shows significant differences between them. We expanded the MFEs in terms of the variable q(1 − q), and determined the expansion coefficients up to third order numerically. The expansion coefficients of Eq. (30)-(31) fulfill the expected relation a k = kd k giving a further confirmation for the validity of our results for the MFEs listed in Tab. V. We also compared the numerical results to available analytical estimates, and found sometimes similar, but sometimes opposite qualitative behavior for expansion coefficients for the orthogonal and the unitary classes. Nevertheless, we believe that the numerical precision of our results should be used as tests for future renormalization or other type of expansion approximations. Therefore our results await analytical comparison.
