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Resumo
A prevaleˆncia da ca´rie denta´ria infantil e´ uma realidade que continua a requerer bastante
atenc¸a˜o e e´ considerada pela Organizac¸a˜o Mundial de Sau´de (OMS) como um grave problema
de sau´de pu´blica. E´ conhecido que o me´todo de diagno´stico usado pela OMS desde 1997,
na˜o e´ adequado para a detec¸a˜o da doenc¸a (presenc¸a/auseˆncia) no seu estado inicial. Para
colmatar esta limitac¸a˜o, foi recentemente proposto o me´todo de diagno´stico OMS alterna-
tivo, que se diferencia pela aplicac¸a˜o de uma fonte de luz intra-oral e pelos crite´rios que
adota, permitindo adicionalmente identificar leso˜es na˜o cavitadas com eventual necessidade
de tratamento. Nesta tese, os dois me´todos de diagno´stico (OMS e OMS alternativo) sa˜o
comparados no sentido de avaliar qual deles permite maior capacidade explicativa por parte
dos fatores de risco em estudo. Os dados experimentais foram recolhidos de 264 crianc¸as
(dos 11 aos 13 anos): a ca´rie denta´ria foi avaliada atrave´s de um exame oral, tendo-se
aplicado, para o efeito, o me´todo OMS de 1997 e o OMS alternativo, e um questiona´rio para
a determinac¸a˜o dos fatores de risco associados. Face a` necessidade pre´via, de se restringir o
nu´mero de varia´veis, foram aplicadas duas te´cnicas de selec¸a˜o (forward selection e backward
elimination). Para efeitos anal´ıticos, foram abordadas duas metodologias na construc¸a˜o de
modelos preditivos, Regressa˜o Log´ıstica (RL) e Redes Bayesianas (RB), onde a segunda na˜o
assume uma combinac¸a˜o linear entre os fatores de risco na determinac¸a˜o da probabilidade
de sucesso. Foram, assim, avaliados quatro modelos, combinando os dois me´todos de
diagno´stico (OMS e OMS alternativo) e as duas metodologias (RL e RB), cujas consisteˆncias
de desempenho se determinaram pela ana´lise de validac¸a˜o cruzada, considerando conjuntos
de teste e treino. A utilizac¸a˜o de te´cnicas de selec¸a˜o de varia´veis, em particular forward
selection permitiu obter modelos com menos varia´veis e com comportamentos equivalentes
aos quatro modelos considerados.
Os resultados revelaram, globalmente, desempenhos ligeiramente superiores para o me´todo
OMS alternativo e para as RB, que por sua vez, se mostraram ser da mesma ordem de
grandeza entre os va´rios conjuntos de teste. Com efeito, os modelos baseados em OMS
alternativo apresentaram maior sensibilidade, permitindo aumentar a capacidade de identi-
ficar corretamente o resultado positivo proporcionado pelo me´todo de diagno´stico. Tendo o
me´todo OMS alternativo e a abordagem RB obtido um desempenho ligeiramente superior
num conjunto de 264 observac¸o˜es (no qual apenas 10% dos sujeitos apresentam diagno´sticos
diferentes por OMS e por OMS alternativo), e´ especta´vel que esta abordagem inovadora
para o diagno´stico da ca´rie denta´ria seja uma verdadeira alternativa numa populac¸a˜o de
elevado risco de ca´rie, com particular impacto no diagno´stico precoce por identificac¸a˜o de
ca´rie na˜o cavitada.
Palavras-chave: Diagno´stico ca´rie OMS, Diagno´stico ca´rie OMS alternativo, Regressa˜o
Log´ıstica, Redes Bayesianas, Naive Bayes.
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Abstract
The prevalence of dental caries in children is a fact that still requires a lot of attention
and it is considered by the World Health Organization (WHO) to be a serious public
health concern. It is known that the diagnostic method used by WHO since 1997 is
not suitable for the detection of the disease (presence/absence) in its initial stage. To
overcome this limitation, it has been recently proposed the WHO alternative diagnostic
method, which differentiates itself from others by applying a source of intra-oral light and
by the criteria adopted, allowing further identification of spot lesions with possible need
for treatment. In this thesis, these two diagnostic methods (WHO and WHO alternative
method) are compared in order to assess which one allows greater explanatory power by
the risk factors under study. The experimental data were collected from 264 children
(aged 11 to 13 years): dental caries was assessed by means of an oral examination by
applying, for this purpose, the WHO method from 1997 and the WHO alternative method,
and a questionnaire for determining the associated risk factors. Given the prior need
of restricting the number of variables, two techniques of selection were applied (forward
selection and backward elimination). For analytical purposes, two methodologies were
covered in the construction of predictive models, Logistic Regression (LR) and Bayesian
Networks (BN), where the second doesn’t adopt a linear combination between the risk
factors by determining the probability of success. Therefore, four models were evaluated,
combining the two diagnostic methods (WHO and WHO alternative method) and the two
methodologies (RL and RB), in which the performance consistencies are determined by
means of a cross-validation analysis, taking into account training and testing sets. The use
of variable selection techniques, in particular forward selection, provides models with fewer
variables and behaviors equivalent to the four models considered.
In general, the results showed slightly higher performances for the WHO alternative method
and RB, which in turn showed to be of the same order of magnitude between different test
sets. Indeed, models based on WHO alternative method showed higher sensitivity, enabling
a greater capacity of correctly identifying the positive result provided by the diagnostic
method. Because the WHO alternative method and RB approach obtained a slightly higher
performance of a set of 264 observations (where only 10% of subjects show different diagnosis
by WHO and WHO alternative method), it is expected that this innovative approach for
the diagnosis of dental caries is a real alternative in a population at high risk of caries, with
particular impact on early diagnosis through the identification of caries non cavitated.
Keywords: Caries diagnosis WHO, Caries diagnosis WHO alternative, Logistic Regression,
Bayesian Networks, Naive Bayes.
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Cap´ıtulo 1
Introduc¸a˜o
A ca´rie denta´ria e´ uma doenc¸a infeciosa que pode ser definida como uma destruic¸a˜o locali-
zada dos tecidos denta´rios por ac¸a˜o de bacte´rias.
Atualmente, existem dois me´todos epidemiolo´gicos estandardizados para o diagno´stico da
ca´rie denta´ria, OMS (WHO, 1997) e International Caries Diagnostic and Assessement
System, ICDAS II (Committee, 2005). Estes me´todos diferem pelos crite´rios adotados,
pelos recursos que exigem e pelos seus custos de implementac¸a˜o.
O me´todo ICDAS II identifica sete n´ıveis evolutivos de ca´rie denta´ria. Apesar da diferen-
ciac¸a˜o dos esta´dios evolutivos permitir uma melhor avaliac¸a˜o das medidas necessa´rias para
a prevenc¸a˜o da ca´rie denta´ria, na˜o e´ um me´todo pra´tico nem econo´mico, face aos elevados
recursos materiais que envolve. Ja´ o me´todo OMS, apresenta crite´rios limitados face ao
me´todo anterior, no entanto e´ um me´todo bastante fa´cil de aplicar, pra´tico e econo´mico.
Este trabalho e´ motivado pela necessidade da implementac¸a˜o de novos me´todos de di-
agno´stico, de forma a remodelar o me´todo OMS, sendo necessa´rio confirmar que tais me´todos
da˜o a conhecer a prevenc¸a˜o da doenc¸a, que por sua vez devera´ ser explicada pelos seus fatores
de risco.
Neste estudo ira´ avaliar-se a aplicabilidade das redes bayesianas, no contexto do diagno´stico
da ca´rie denta´ria. Esta te´cnica na˜o e´ novidade na a´rea da medicina e tem sido utilizada com
sucesso para obter resultados precisos de diagno´stico. Por exemplo, na a´rea da medicina
denta´ria, Mago et al. (2010), desenvolveu um sistema baseado nas redes bayesianas para
decidir planos de tratamento poss´ıveis para a ca´rie denta´ria, Koma´rek et al. (2005) exami-
naram o efeito do flu´or para o desenvolvimento de ca´ries dos primeiros molares permanentes
em crianc¸a. No entanto, o uso desta te´cnica no diagno´stico da ca´rie denta´ria e´ inovadora na
a´rea da medicina denta´ria. Assim o estudo da tese e´ tambe´m motivado pelo uso inovador
das redes bayesianas.
Neste cap´ıtulo, como introduc¸a˜o ao trabalho, sera˜o expostos os fatores de risco na detec¸a˜o
da ca´rie denta´ria, referidos como relevantes na literatura. Sera´ reportada a base de dados
original obtida para este projeto e uma descric¸a˜o sucinta dos me´todos de diagno´stico da
ca´rie denta´ria.
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1.1 Fatores de risco da ca´rie e me´todos de diagno´stico
Estudos cl´ınicos teˆm vindo a evidenciar fatores que podem ser prejudiciais para a ca´rie
denta´ria, para as quais podem e devem ser tomadas medidas de prevenc¸a˜o. Medidas
como ha´bitos de higiene oral, visitas regulares ao dentista, a utilizac¸a˜o de fluoretos ou a
alimentac¸a˜o podem levar a uma melhor sau´de oral.
A na˜o escovagem denta´ria e´ um fator bastante relevante para a contribuic¸a˜o do aparecimento
da ca´rie denta´ria. Fatores relacionados com a escovagem, como a sua frequeˆncia, a idade
em que se comec¸a a escovar os dentes, a supervisa˜o dos pais na escovagem ou mesmo o uso
de dent´ıfrico com flu´or, sa˜o alguns dos fatores que foram considerados como determinantes
na presenc¸a da ca´rie em crianc¸as e adolescentes (Harris et al., 2004). Alia´s, o flu´or ou,
mais propriamente os fluoretos, sa˜o um componente que requer bastante importaˆncia para a
prevenc¸a˜o da ca´rie denta´ria. O uso de pequenas quantidades deste em dent´ıfricos, ou mesmo
quando inserido na a´gua, mostrou ser relevante para a prevenc¸a˜o da ca´rie denta´ria (Marrs
and Malik, 2011).
Os ha´bitos alimentares de uma crianc¸a podem contribuir para o aparecimento de ca´ries. A
OMS refere que o consumo de alimentos crioge´nicos, ou seja, os que apresentam ac¸u´cares,
a quantidade ou mesmo a frequeˆncia do consumo desses alimentos requer um risco para o
aparecimento da ca´rie denta´ria (Harris et al., 2004).
Os fatores socioecono´micos tambe´m podem ser considerados de grande relevaˆncia para
a doenc¸a. Indiv´ıduos que tenham baixo n´ıvel socioecono´mico ou que residam em a´reas
rurais, teˆm acessos mais restritos aos cuidados de sau´de, como menos possibilidades de
se deslocarem ao dentista com regularidade, a que se associam condic¸o˜es de higiene na˜o
adequadas, favora´veis ao aparecimento da ca´rie denta´ria (Boitor et al., 2011; Harris et al.,
2004).
Pelo facto destes fatores se revelarem como de risco, interessa analisar a relevaˆncia das
mesmas na etiologia da ca´rie denta´ria nas crianc¸as e jovens.
Os me´todos de diagno´stico a serem estudados na tese sera˜o o diagno´stico utilizado pela
OMS de 1997, e o diagno´stico OMS alternativo (A´lvaro Azevedo, 2011) como um me´todo
alternativo ao anterior.
1. OMS (WHO, 1997)
Os crite´rios da OMS sa˜o baseados num me´todo visual, determinam a existeˆncia da
ca´rie, quando e´ visualmente identificada uma cavidade evidente. A sonda explorato´ria,
e´ usada para confirmar as evideˆncias visuais da ca´rie. A classificac¸a˜o que atribui aos
indiv´ıduos e´ presenc¸a/auseˆncia da ca´rie denta´ria.
2. OMS Alternativo
Este me´todo baseia-se nos crite´rios usados por OMS, aproveitando a simplicidade de
meios e recursos que exigem, tendo-se acrescentando apenas, a aplicac¸a˜o de uma fonte
de luz (pen ligth, Energizer - 2,4V; 0,27A) para a avaliac¸a˜o denta´ria individual (A´lvaro
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Azevedo, 2011).
Este me´todo acrescenta, em relac¸a˜o ao seu antecessor, como crite´rios de ca´rie, a
presenc¸a de cavidade em esmalte e a presenc¸a de leso˜es em dentina na˜o cavitada.
A classificac¸a˜o e´ da mesma forma que o OMS 1997, presenc¸a/auseˆncia
O me´todo alternativo tem a vantagem face ao me´todo OMS, na˜o so´ de identificar a ca´rie
em esta´dios mais precoces, mas tambe´m apresenta maior capacidade para diagnosticar
restaurac¸o˜es este´ticas. A importaˆncia do diagno´stico precoce reside na possibilidade de
evitar a cavitac¸a˜o das leso˜es e assim controlar mais facilmente a doenc¸a (Melo et al., 2008).
1.2 Dados experimentais
O trabalho desta tese incide sobre dados de 264 crianc¸as, com idade entre os 11 e os 13
anos de idade. Esta base ja´ foi objeto de estudo num outro trabalho de investigac¸a˜o
(A´lvaro Azevedo, 2011). Uma vez que este estudo insere-se numa classe eta´ria restrita,
a varia´vel ”Idade”na˜o ira´ ser considerada na construc¸a˜o dos modelos. A figura 1.1 mostra
as frequeˆncias das classes da varia´vel ”Idade”.
Figura 1.1: Diagrama de barras com frequeˆncias da varia´vel idade
As varia´veis foram obtidas atrave´s de um inque´rito, em que foram avaliados quatro me´todos
epidemiolo´gicos na identificac¸a˜o de ca´rie na˜o cavitadas com necessidade de intervenc¸a˜o
ciru´rgica:
• OMS;
• OMS alternativo;
• ICDAS II;
• DIAGNOdent.
4 CAPI´TULO 1. INTRODUC¸A˜O
Em A´lvaro Azevedo (2011) estes me´todos foram validados atrave´s da ana´lise histolo´gica,
considerada como gold standard, com ana´lise de lupa e com recurso a microscopia de luz
polarizada (Downer, 1975).
Apesar de terem sido avaliados quatro me´todos de diagno´stico no trabalho anterior, nesta
tese ira˜o ser estudados apenas dois desses me´todos, OMS e OMS alternativo, descritos no
subcap´ıtulo anterior, considerando neste caso o me´todo OMS como o me´todo de refereˆncia,
com o objetivo de quantificar a efica´cia do me´todo de diagno´stico OMS alternativo em
relac¸a˜o ao me´todo de diagno´stico OMS.
Para cada crianc¸a observada foi registado o nu´mero de dentes cariados, perdidos e obturados
(CPOD), segundo os crite´rios de cada um dos dois me´todos de diagno´stico. O CPOD
e´ o ı´ndice que quantifica o nu´mero de dentes cariados, perdidos e obturados detetados
pelo observador. Tanto o me´todo de diagno´stico OMS como o OMS alternativo detetam
igualmente os dentes perdidos. A diferenc¸a da detec¸a˜o dos dois me´todos esta´ na detec¸a˜o
dos dentes cariados e obturados, com a seguinte distinc¸a˜o:
• O me´todo de diagno´stico OMS deteta dentes cariados e obturados que sa˜o vis´ıveis
ao observador. O me´todo de diagno´stico OMS alternativo consegue identificar, ale´m
desses, ca´ries cavitadas e na˜o cavitadas;
• Os dentes obturados podem ser de forma este´tica ou na˜o este´tica. Ambos os me´todos
de diagno´stico detetam as obturac¸o˜es na˜o este´ticas. O me´todo de diagno´stico OMS
alternativo tem maior capacidade de identificar as este´ticas enquanto que o me´todo
de diagno´stico OMS nem sempre consegue.
Seguidamente foram criadas duas varia´veis dicotomizadas, resultantes do CPOD obtido
pelos me´todos OMS e OMS Alternativo, a partir da presenc¸a e auseˆncia da doenc¸a. A tabela
1.1 mostra a codificac¸a˜o das varia´veis dicotomizadas, tendo em conta o indicador CPOD.
Esta codificac¸a˜o foi baseada no valor de corte CPOD≥ 1, mas poderiam ter considerados
outros valores de corte.1
Tabela 1.1: Descric¸a˜o e codificac¸a˜o dos me´todos de diagno´stico
Varia´vel Descric¸a˜o Codificac¸a˜o
OMS Diagno´stico OMS 1997
0 - CPOD = 0 (Auseˆncia)
1 - CPOD ≥ 1 (Presenc¸a)
OMS Alternativo Diagno´stico OMS Alternativo
0 - CPOD = 0 (Auseˆncia)
1 - CPOD ≥ 1 (Presenc¸a)
A tabela 1.2 (a) apresenta o nu´mero de observac¸o˜es distribu´ıdas em cada me´todo de di-
agno´stico com o valor de corte CPOD≥ 1 e CPOD≥ 2.
Com um valor de corte CPOD≥ 1, verifica-se que o me´todo de diagno´stico OMS deteta 105
indiv´ıduos como tendo ca´rie, enquanto o me´todo de diagno´stico OMS alternativo deteta 132.
1A condic¸a˜o CPOD ≥ 1 leva a considerar-se a existeˆncia de pelo menos um dente com histo´ria passada
ou presente de ca´rie e que posteriormente se designara´: ”ter ca´rie”.
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Esta diferenc¸a de 27 observac¸o˜es, cerca de 10%, correspondem aos indiv´ıduos que o me´todo
de diagno´stico OMS alternativo identifica como tendo ca´rie e o me´todo OMS identifica como
na˜o tendo, que dizem respeito aos indiv´ıduos que tinham ca´ries na˜o cavitadas ou obturac¸a˜o
este´ticas e que o OMS alternativo conseguiu identificar corretamente ao contra´rio do OMS
(A´lvaro Azevedo, 2011).
Considerando um valor de corte maior, por exemplo, CPOD≥ 2 (tabela 1.2(b)), verifica-
se que a diferenc¸a dos 27 indiv´ıduos observados na tabela 1.2 (a) diminui para 15. Esta
diferenc¸a de 12 indiv´ıduos corresponde ao nu´mero de indiv´ıduos cujo CPOD e´ exatamente
igual a 1 no me´todo de diagno´stico OMS alternativo e CPOD= 0 no me´todo de diagno´stico
OMS. Ao utilizar CPOD≥ 2 obter´ıamos uma diminuic¸a˜o de 10 para 5% (' 15/264) dos
indiv´ıduos que o me´todo OMS alternativo consegue identificar ca´rie e o me´todo OMS na˜o
consegue. O valor de 5% na˜o e´ significativo, da´ı na˜o fazer sentido utilizar um CPOD≥ 2,
ou maior, e sim considerar CPOD≥ 1.
OMS
Total
0 1
OMS 0 132 0 132
Alternativo 1 27 105 132
Total 159 105 264
(a) Nu´mero de observac¸o˜es para CPOD ≥ 1
OMS
Total
0 1
OMS 0 181 0 181
Alternativo 1 15 68 83
Total 196 68 264
(b) Nu´mero de observac¸o˜es para CPOD ≥ 2
Tabela 1.2: Tabela de dupla entrada com distribuic¸a˜o das observac¸o˜es em func¸a˜o valores de
corte 1 e 2.
O estudo epidemiolo´gico de prevaleˆncia da ca´rie denta´ria, foi realizado em duas comunidades
escolares, uma de cariz rural e outra urbana (Velas e Valongo, respetivamente). Os dois
me´todos de diagno´stico aplicaram-se em dois per´ıodos distintos e, por meio de um ques-
tiona´rio, avaliaram-se a presenc¸a de alguns dos principais determinantes da ca´rie denta´ria
(A´lvaro Azevedo, 2011). Na tabela 1.3 sa˜o apresentadas o nome das varia´veis da base de
dados, assim como uma descric¸a˜o e a codificac¸a˜o.
Apesar da tabela conter informac¸a˜o exaustiva sobre as varia´veis, seguem uns pequenos
comenta´rios.
• A varia´vel escola revela as escolas onde foram realizados o estudo epidemiolo´gico.
Tendo em conta as caracter´ısticas sociais, econo´micas e culturais dos concelhos de
Velas e de Valongo, pode-se definir o primeiro rural e o segundo urbano.
• Podem-se encontrar va´rias varia´veis referentes a` higiene oral, mais especificamente
a` lavagem dos dentes, na˜o so´ em casa como na escola, mas tambe´m em relac¸a˜o ao
dent´ıfrico usado.
• Encontram-se tambe´m algumas varia´veis referentes a`s visitas ao dentista, destacando-
se o motivo, a regularidade, e o tempo de deslocac¸a˜o.
• Encontram-se tambe´m varia´veis referentes aos alimentos ingeridos e ao flu´or, fatores
que foram anteriormente destacados.
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• O inque´rito fez menc¸a˜o a` ma˜e da crianc¸a. A ca´rie e´ uma doenc¸a que pode surgir
em idades precoces, e a ma˜e tem uma importaˆncia fundamental na implementac¸a˜o de
ha´bitos corretos de higiene oral na crianc¸a.
• A varia´vel ”Estrato Social”foi obtida atrave´s de um questiona´rio preenchido por um
dos progenitores, pelo que revela melhor condic¸a˜o social. O inque´rito foi dividido em
cinco perguntas tema´ticas: profissa˜o, habilitac¸o˜es litera´rias, local de resideˆncia, origem
do rendimento familiar e descric¸a˜o da casa. Cada pergunta conte´m cinco al´ıneas
e solicitou-se que se assinalasse a opc¸a˜o adequada dentro das cinco al´ıneas. Cada
al´ınea possui um valor que pode ir de um a cinco pontos. A atribuic¸a˜o do ”Estrato
Social”depende do somato´rio destes pontos, sendo atribu´ıdo menor pontuac¸a˜o a`s
classes mais elevadas.
1.3 Objetivos e estrutura da tese
O objetivo desta tese e´ comparar dois me´todos de diagno´stico: OMS e OMS alternativo.
Em particular, o objetivo e´ avaliar se a presenc¸a de ca´rie esta´ adequadamente relacionada
na presenc¸a dos fatores de risco.
Sera´ avaliada a aplicabilidade da te´cnica das redes bayesianas no estudo dos dois me´todos de
diagno´stico. Numa primeira fase, as redes bayesianas sera˜o avaliadas quanto a` capacidade de
previsa˜o e classificac¸a˜o de novos casos de doenc¸a, dados os fatores de risco. Numa segunda
fase, sera˜o avaliadas na identificac¸a˜o de varia´veis relevantes para o diagno´stico da ca´rie
denta´ria, usando te´cnicas de selec¸a˜o de varia´veis.
Esta nova aplicac¸a˜o de redes bayesiana sera´ comparada com a utilizac¸a˜o de regressa˜o
log´ıstica do trabalho anterior (A´lvaro Azevedo, 2011).
A regressa˜o log´ıstica implica uma combinac¸a˜o linear das varia´veis explicativas. A introduc¸a˜o
das redes bayesianas neste trabalho torna o trabalho diferente uma vez que esta te´cnica
na˜o assume uma combinac¸a˜o linear entre as varia´veis, apenas admite dependeˆncias entre
estas. Para facilitar o ca´lculo das probabilidades, a primeira abordagem admite que na˜o
ha´ dependeˆncias entre as varia´veis, o que permite introduzir o classificador naive bayes na
abordagem das redes bayesianas. No entanto, assumir fatores de risco independentes, pode
na˜o ser plaus´ıvel. Esta e´ uma limitac¸a˜o assumida por naive bayes e regressa˜o log´ıstica, que
na˜o teˆm coeficientes no modelo que permitam avaliar o efeito de iterac¸a˜o entre varia´veis.
Os fatores de risco considerados esta˜o apresentados na tabela 1.4.
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Tabela 1.3: Descric¸a˜o dos potenciais fatores de risco considerados
Varia´vel Descric¸a˜o Codificac¸a˜o
Aparelho Usa aparelho ortodoˆntico?
0 - Na˜o
1 - Sim
Consulta anual Faz consulta denta´ria anual?
0 - Na˜o
1 - Sim
Dent´ıfrico Tipo de dent´ıfrico
0 - Sem flu´or
1 - Com flu´or
Empenho na escovagem Empenho na escovagem da ma˜e ao filho
1 - Escovagem ate´ aos 3 anos
2 - Escovagem apo´s os 3 anos
Escola Localidade da Escola
1 - Velas
2 - Valongo
Escovagem Escolar Escova dentes na escola?
0 - Na˜o
1 - Sim
Escovagem ma˜e Escovagem regular realizada pela ma˜e ao seu filho
0 - Nunca escovou
11 - Escovou ate´ aos 3 anos
12 - Escovou ate´ ir para a pre´-escola
13 - Escovou ate´ ir para a escola
Estrato social Estrato social da familia
1 - Elevado
2 - Me´dio
3 - Baixo
Flu´or ma˜e Importaˆncia do flu´or reconhecida pela ma˜e
0 - O flu´or na˜o tem importaˆncia nos dent´ıfricos
11 - O flu´or tem pouca importaˆncia nos dent´ıfricos
12 - O flu´or tem relativa importaˆncia nos dent´ıfricos
13 - O flu´or tem importaˆncia nos dent´ıfricos
14 - O flu´or tem muita importaˆncia nos dent´ıfricos
Ge´nero Masculino ou feminino
0 - Feminino
1 - Masculino
Ida dentista Foi ao dentista no u´ltimo ano?
1 - Sim
11 - Na˜o, porque na˜o necessitava
12 - Na˜o, porque tinha medo
13 - Na˜o, porque as consultas sa˜o dispendiosas
14 - Na˜o, porque o dentista fica distante
15 - Na˜o, por elevada lista de espera
Idade Idade da crianc¸a varia´vel cont´ınua
Instituic¸a˜o Vive em instituic¸a˜o
0 - Na˜o
1 - Sim
Motivo Consulta Motivo da u´ltima consulta
0 - Profilaxia
1 - Tratamento
Motivo visita Motivo da u´ltima visita ao dentista
1 - Motivo de emergeˆncia
2 - Tratamento de rotina
3 - Motivo de revisa˜o
Nu´mero escovagens Me´dia do nu´mero de escovagens por dia Varia´vel cont´ınua
Per´ıodo escovagem Per´ıodo em que escova os dentes
0 - Escova antes das refeic¸o˜es
1 - Escova depois das refeic¸o˜es
2 - Escova antes ou depois das refeic¸o˜es
Per´ıodo escovagem (dic) Per´ıodo de escovagem dicotomizado
0 - Antes ou depois das refeic¸o˜es
1 - Somente depois
Rastreios escolares
Foi submetido a rastreios denta´rios na escola 0 - Na˜o
no u´ltimo ano 1 - Sim
Refeic¸o˜es Nu´mero de refeic¸o˜es por dia
1 - Menos de 3 refeic¸o˜es
2 - 3 a 5 refeic¸o˜es
3 - Superior a 5 refeic¸o˜es
Relevaˆncia flu´or Relevaˆncia do flu´or por parte da ma˜e
1 - Pouca ou nenhuma relevaˆncia
2 - Relevaˆncia ao flu´or
Repartic¸a˜o Refeic¸o˜es Repartic¸a˜o das refeic¸o˜es
1 - Menos de 3 refeic¸o˜es dia´rias
2 - Mais de 3 refeic¸o˜es dia´rias
Snacks Tipos de snacks carioge´nicos
1 - So´lido
2 - Liquido
3 - So´lido ou liquido
Tempo deslocac¸a˜o Tempo de deslocac¸a˜o ao dentista
0 - Inferior a 30 minutos
1 - Superior a 30 minutos
Tipo famı´lia Tipo de famı´lia pertence
1 - Pais
2 - Monoparental
3 - Famı´lia de acolhimento
4 - Instituic¸a˜o
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Tabela 1.4: Descric¸a˜o dos 11 fatores de risco com melhor R2 (Nagelkerke) no estudo da
regressa˜o log´ıstica
Varia´vel Descric¸a˜o Codificac¸a˜o
Consulta anual Faz consulta denta´ria anual?
0 - Na˜o
1 - Sim
Dent´ıfrico Tipo de dent´ıfrico
0 - Sem flu´or
1 - Com flu´or
Empenho na escovagem Empenho na escovagem da ma˜e ao filho
1 - Escovagem ate´ aos 3 anos
2 - Escovagem apo´s os 3 anos
Escola Localidade da Escola
1 - Velas
2 - Valongo
Estrato social Estrato social da famı´lia
1 - Elevado
2 - Me´dio
3 - Baixo
Ge´nero Masculino ou feminino
0 - Feminino
1 - Masculino
Motivo Consulta Motivo da u´ltima consulta
0 - Profilaxia
1 - Tratamento
Relevaˆncia flu´or Relevaˆncia do flu´or por parte da ma˜e
1 - Pouca ou nenhuma relevaˆncia
2 - Relevaˆncia ao flu´or
Repartic¸a˜o Refeic¸o˜es Repartic¸a˜o das refeic¸o˜es
1 - Menos de 3 refeic¸o˜es dia´rias
2 - Mais de 3 refeic¸o˜es dia´rias
Tempo deslocac¸a˜o Tempo de deslocac¸a˜o ao dentista
0 - Inferior a 30 minutos
1 - Superior a 30 minutos
Tipo famı´lia Tipo de famı´lia pertence
1 - Pais
2 - Monoparental
3 - Famı´lia de acolhimento
4 - Instituic¸a˜o
No segundo cap´ıtulo sera˜o reportados os me´todos que se utilizaram ao longo da realizac¸a˜o
da tese, com uma descric¸a˜o teo´rica das duas te´cnicas, com destaque para a te´cnica das redes
bayesianas, mais propriamente o classificador naive bayes. Sera´ relatado como se procede a
classificac¸a˜o em ambas as te´cnicas. O terceiro cap´ıtulo faz refereˆncia aos resultados obtidos.
E por fim, sera˜o reportadas as concluso˜es efetuadas.
Este trabalho foi realizado no aˆmbito de uma colaborac¸a˜o da Faculdade de Cieˆncias da Uni-
versidade do Porto (Departamento de Matema´tica e Centro de Matema´tica da Universidade
do Porto (CMUP))e a Faculdade de Medicina Denta´ria da Universidade do Porto.
Softwares Utilizados
Para a obtenc¸a˜o dos resultados pretendidos recorreu-se a treˆs Softwares, um livre, o R, e dois
pagos SPSS e RapidMiner. Estes Softwares disponibilizam uma vasta variedade de te´cnicas
estat´ısticas e gra´ficas. Sera˜o utilizados para a obtenc¸a˜o dos resultados, mais propriamente
o R sera´ utilizado para obter os resultados da primeira secc¸a˜o do capitulo dos resultados.
Sera´ com o SPSS e o RapidMiner que se obtera˜o os modelos, em que a te´cnica em regressa˜o
log´ıstica sera´ implementada em SPSS e o naive bayes em RapidMiner.
Cap´ıtulo 2
Me´todos
O objetivo deste trabalho e´ a validac¸a˜o e comparac¸a˜o de dois me´todos de diagno´stico da
ca´rie denta´ria, OMS e OMS alternativo, com a aplicac¸a˜o de duas te´cnicas, redes bayesianas
e regressa˜o log´ıstica. Este cap´ıtulo incide na base teo´rica dos me´todos utilizados ao longo
da tese.
A primeira secc¸a˜o descreve um me´todo de obtenc¸a˜o de varia´veis muito correlacionadas
existentes na base original, com o objetivo de diminuir a dimensa˜o da base, de forma a
obter o nu´mero de varia´veis adequadas nos modelos.
A segunda secc¸a˜o faz uma refereˆncia teo´rica das redes bayesianas, o que sa˜o, como sa˜o
descritas e como sera˜o utilizadas no problema em estudo. Uma vez que e´ um problema
de classificac¸a˜o, esta secc¸a˜o tambe´m descrevera´ o classificador bayesiano estudado, o naive
bayes. Uma vez que as varia´veis dependentes sera˜o eliminadas da base (pelo me´todo na
secc¸a˜o 2.1), o naive bayes torna-se uma boa soluc¸a˜o para o estudo, uma vez que este admite
(de forma inge´nua) que na˜o ha´ dependeˆncias entres as varia´veis.
Na secc¸a˜o 2.3 esta´ descrita a teoria da obtenc¸a˜o de modelos baseados em regressa˜o log´ıstica
bina´ria. Este to´pico foi introduzido porque um dos objetivos sera´ fazer tambe´m a com-
parac¸a˜o das duas te´cnicas como classificac¸a˜o. Assim, pelas secc¸o˜es 2.2 e 2.3 verifica-se as
diferenc¸as da obtenc¸a˜o dos dois modelos.
A secc¸a˜o 2.4 faz uma descric¸a˜o de dois me´todos de selec¸a˜o de varia´veis forward selection
e backward elimination. Estes me´todos sa˜o introduzidos no trabalho como outra forma de
obter modelos precisos mas explicados por menos varia´veis. Estes dois me´todos comportam-
se de maneira diferente na pra´tica, o que pode verificar-se nesta secc¸a˜o.
A secc¸a˜o 2.5 e´ uma descric¸a˜o teo´rica da obtenc¸a˜o de medidas para avaliar o desempenho
dos modelos, mais propriamente, as curvas ROC e as matrizes de confusa˜o.
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2.1 Construc¸a˜o dos modelos
Pretende-se neste trabalho saber com a chegada de uma nova crianc¸a com um conjunto
de fatores de risco a estudar, se tera´ ou na˜o ca´rie denta´ria. Para isso, este trabalho
ira´ inserir-se na construc¸a˜o de modelos preditivos, capazes de atribuir uma classe. A
tarefa de aprendizagem e modelac¸a˜o proposto e´ dado como um problema de classificac¸a˜o
supervisionada. As te´cnicas que sera˜o avaliadas neste trabalho sera˜o a regressa˜o log´ıstica e
as redes bayesianas.
O desempenho de um modelo preditivo, ou de um classificador pode ser afetado pelo
nu´mero de varia´veis que o constituem. Ter modelos com muitas varia´veis pode reduzir
a precisa˜o da previsa˜o do modelo, ou ter poucas varia´veis pode levar o modelo a ocultar
informac¸a˜o importante na classificac¸a˜o. Por isso, procurou-se encontrar um nu´mero de
varia´veis adequado, que fossem relevantes para os modelos.
2.1.1 Nu´mero adequado de varia´veis num modelo
A base original e´ constitu´ıda por um nu´mero relativamente baixo de observac¸o˜es em relac¸a˜o
ao nu´mero de varia´veis, esta situac¸a˜o pode ser um fator determinante no desempenho dos
modelos.
Como um dos principais objetivos desta tese e´ o estudo de modelos com as te´cnicas da
regressa˜o log´ıstica e das redes bayesianas, efetuou-se uma pesquisa bibliogra´fica com objetivo
de encontrar o nu´mero de varia´veis adequado a utilizar em ambos os modelos, tendo em
conta o tamanho da amostra. Infelizmente na˜o foi poss´ıvel encontrar este valor para os
modelos baseados em redes bayesianas.
Mas seguindo a literatura, para regressa˜o log´ıstica, dever-se-ia ter um mı´nimo de 10 eventos
por varia´vel (Peduzzi, 1996; Vittinghoff and McCulloch, 2007). Os autores referem que o
nu´mero de eventos que se deve considerar e´ o menor nu´mero de eventos da varia´vel a prever.
No caso da regressa˜o log´ıstica, pode-se enta˜o estudar o nu´mero de varia´veis adequadas no
modelo da seguinte forma:
• Diagno´stico OMS
A amostra para a construc¸a˜o do modelo com diagno´stico OMS e´ dividida da forma:
159 crianc¸as apresentam CPOD igual a 0, enquanto 105 crianc¸as apresentam CPOD
igual a 1. Sendo assim, o nu´mero ma´ximo de varia´veis a considerar no modelo:
105
10
' 11 varia´veis
• Diagno´stico OMS Alternativo
A amostra para a construc¸a˜o do modelo com o diagno´stico OMS Alternativo e´ dividida
de forma igual para as crianc¸as que apresentam CPOD igual a 0 (132 observac¸o˜es) e
as que apresentam CPOD igual a 1 (132 observac¸o˜es). Enta˜o o nu´mero ma´ximo de
varia´veis a considerar seria:
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132
10
' 13 varia´veis
Uma vez que um dos objetivos da tese sera´ fazer a comparac¸a˜o dos dois me´todos, regressa˜o
log´ıstica e redes bayesianas em termos de classificac¸a˜o, ira´ ser utilizada esta abordagem do
nu´mero de varia´veis para os modelos baseados em redes bayesianas.
2.1.2 Associac¸a˜o entre varia´veis
Uma vez que a base de dados original e´ constitu´ıda por um nu´mero relativamente baixo de
observac¸o˜es (que na˜o e´ poss´ıvel aumentar), resta diminuir o nu´mero de varia´veis.
Efetuou-se enta˜o a construc¸a˜o de uma matriz de associac¸o˜es entre as varia´veis, de forma
a encontrar pares de varia´veis muito correlacionadas. Encontrando esses conjuntos, faz-se
uma ana´lise dessas varia´veis de toma-se uma decisa˜o em relac¸a˜o a elas, que podem consentir
na consulta do especialista de forma a perceber qual contribui com maior fator de risco
na doenc¸a, na verificac¸a˜o da associac¸a˜o dessas varia´veis com o diagno´stico (OMS, OMS
alternativo), ou colocar a informac¸a˜o referente a`s duas varia´veis numa so´ varia´vel.
Com 24 varia´veis, analisar uma matriz de associac¸o˜es teria tomado muito tempo e neces-
sitaria muito cuidado em analisar cada linha. Por isso surgiu a ideia de recorrer a` ana´lise
classificato´ria (Cluster Analysis). Esta ana´lise consiste em agrupar n observac¸o˜es em classes,
ou subgrupos, de tal forma que cada subgrupo seja constitu´ıdo por indiv´ıduos ”semelhantes”.
Neste caso, o objetivo sera´ realizar uma ana´lise classificato´ria, com o objetivo de agrupar
varia´veis em classes.
Na literatura, existem diversas medidas de (dis)semelhanc¸a entre as varia´veis. Mas neste
projeto sera´ usada como medida de dissemelhanc¸a a correlac¸a˜o entre as varia´veis, pois o
objetivo sera´ encontrar varia´veis muito correlacionadas.
O importante a seguir sera´ escolher qual o coeficiente de correlac¸a˜o a utilizar para calcular
as correlac¸o˜es das varia´veis, ou seja, aquele que e´ mais adequado para o tipo de dados
adquiridos. Existem treˆs coeficientes de correlac¸a˜o mais usuais na literatura, o coeficiente
de correlac¸a˜o de Pearson, coeficiente de correlac¸a˜o de Spearman e coeficiente Kendal tau.
O coeficiente de correlac¸a˜o de Pearson mede a associac¸a˜o linear entre duas varia´veis, e e´
usualmente utilizado com varia´veis cont´ınuas, o coeficiente de correlac¸a˜o de Spearman mede
a relac¸a˜o de duas varia´veis, mas em vez de usar os valores observados, usa a ordem das
observac¸o˜es e e´ considerada uma medida de relac¸a˜o entre va´rios conjuntos de ordens de n
elementos, que determina a associac¸a˜o entre os conjuntos, e´ um teste na˜o-parame´trico que
na˜o pressupo˜e uma distribuic¸a˜o normal, podendo ser utilizado com varia´veis ordinais.
O coeficiente de correlac¸a˜o usado neste trabalho e´ o coeficiente Kendal tau. Este coeficiente
e´ semelhante ao do Spearman, mas tem a vantagem de medir a associac¸a˜o de diferentes me-
didas de varia´veis. Relembre-se que a base de dados e´ constitu´ıda por uma varia´vel cont´ınua,
quatro varia´veis catego´ricas ordinais e as restantes varia´veis sa˜o catego´ricas nominais.
O coeficiente Kendal tau e´ dado pela fo´rmula (Hosmer and Lemeshow, 2004):
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τ =
nc − nd
1
2
n(n− 1)
onde nc e´ o nu´mero de pares concordantes e nd e´ o nu´mero de pares discordantes de varia´veis.
Dois pares dizem-se concordantes se a ordem dos dois elementos coincidirem, e dizem-se
discordantes se a ordem na˜o coincidir. Toma valores entre −1 e 1, em que valores perto de 1
equivalem a conjuntos de varia´veis muito correlacionadas, e valores perto de −1 a conjunto
de varia´veis muito correlacionadas, mas negativamente.
A etapa seguinte sera´ reformular uma ana´lise classificato´ria com o me´todo hiera´rquico,
de forma a obter subgrupos de varia´veis correlacionadas. Estes grupos podem ser vistos
graficamente e intuitivamente num dendrograma, uma representac¸a˜o em forma de a´rvore.
A figura 2.1 mostra uma representac¸a˜o de um dendrograma resultante duma classificac¸a˜o
hiera´rquica. A escala do dendrograma representa a distaˆncia, ou n´ıvel de similaridade, das
varia´veis. A similaridade entre dois objetos num dendrograma e´ representado pela altura
do no´ interno mais baixo que ambos os objetos partilham. No caso da figura, a classe 5 e
6 sa˜o muito semelhantes, mas estas classes ja´ sa˜o muito dissemelhantes das outras, pois o
n´ıvel de similaridade e´ mais elevado.
Figura 2.1: Exemplo de um dendrograma resultante de uma ana´lise classificato´ria
O coeficiente de Kendall tau sera´ utilizado no ca´lculo da matriz de correlac¸o˜es, R. No
entanto o ı´ndice de dissemelhanc¸a sera´ a matriz −|R| + 1, em que |R| e´ o valor absoluto
da matriz de correlac¸o˜es R, pois quer-se que o ı´ndice varie entre 0 e 1. Assim, pode-se
analisar os conjuntos de varia´veis correlacionadas num dendrograma, numa escala de 0 a 1,
e em que, conjunto de varia´veis com distaˆncias baixas, pro´ximas de 0 sa˜o varia´veis muito
correlacionadas, e varia´veis perto de 1 sa˜o varia´veis pouco correlacionadas.
Para o agrupamento das varia´veis foram consideradas alguns tipos de ligac¸o˜es como o ı´ndice
da me´dia, o ı´ndice do ma´ximo, o ı´ndice do mı´nimo e o ı´ndice de Ward. O ı´ndice do
ma´ximo/mı´nimo consiste em considerar que a distaˆncia ma´xima/mı´nima entre duas classes
e´ a maior/menor entre um elemento de uma classe e um elemento de outra classe. O ı´ndice
da me´dia consiste em considerar que a distaˆncia entre duas classes e´ a me´dia de todas as
distaˆncias entre pares de elementos, um em cada classe. No ı´ndice de Ward considera-se a
ine´rcia das classes, e considera-se a distaˆncia entre as classes o aumento na soma total das
ine´rcias por fusa˜o das classes. De forma a concluir qual o melhor ı´ndice que permite obter
uma hierarquia mais apropriada ao estudo, compara-se os ı´ndices atrave´s do coeficiente de
correlac¸a˜o cofene´tico, que e´ uma medida equivalente a uma correlac¸a˜o entre varia´veis, e
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atrave´s do ı´ndice de deformac¸a˜o delta. O objetivo sera´ obter o ı´ndice que apresente uma
menor deformac¸a˜o delta e maior coeficiente cofene´tico. Essa sera´ a melhor representac¸a˜o
hiera´rquica.
2.2 Redes Bayesianas
As Redes Bayesianas (RB) sa˜o modelos probabil´ısticos que representam um conjunto de
varia´veis aleato´rias e as suas dependeˆncias condicionadas. Estas sa˜o descritas atrave´s de um
grafo dirigido ac´ıclico (DAG), definido por
G = (V,E)
onde V e´ o conjunto de ve´rtices que representam as varia´veis aleato´rias e E e´ o conjunto
de arestas que representam as dependeˆncias, se existentes, entre as varia´veis (Kjaerulff and
Madsen, 2005).
Se se considerar dois ve´rtices distintos, X1 e X2, e um arco que liga X1 a X2, significa que
que o valor que a varia´vel X2 toma, depende do valor tomado por X1, ou seja, pode dizer-se
que X1 influencia X2. Sendo assim, o ve´rtice X1 refere-se como ’pai’ (ou antecedente) do
ve´rtice X2, e consequentemente, o ve´rtice X2, refere-se como ’filho’ (ou descendente) de X1.
A estrutura de um DAG garante que nenhum ve´rtice pode ser o seu pro´prio descendente,
ou o seu pro´prio ascendente. (Kjaerulff and Madsen, 2005)
Figura 2.2: Ilustrac¸a˜o de um RB
Teorema de bayes
A teoria que esta´ por tra´s da obtenc¸a˜o das probabilidades condicionadas e´ a teoria bayesiana,
mais propriamente o teorema de Bayes (Kjaerulff and Madsen, 2005).
Assumindo que temos duas varia´veis aleato´rias X e Y , gene´ricas, o teorema de Bayes e´ dado
pela expressa˜o:
P (X|Y ) = P (X ∩ Y )
P (Y )
=
P (Y |X)P (X)
P (Y )
,
onde P (X) e P (Y ) representam as probabilidades a` priori de X e Y e P (X|Y ) e P (Y |X)
sa˜o as probabilidades condicionadas (ou a` posteriori).
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Se considerarmos uma partic¸a˜o de um espac¸o amostral S, um conjunto de varia´veis aleato´rias
X1, X2, X3, ..., Xn mutuamente exclusivas (isto e´, P (Xi ∩Xj) = 0 para i 6= j) e cuja unia˜o
e´ S, e um outro evento Y . Enta˜o, para qualquer i,
P (Xi|Y ) = P (Y |Xi)P (Xi)
P (Y )
=
P (Y |Xi)P (Xi)∑
i P (Y |Xi)P (Xi)
Antes da formalizac¸a˜o do problema as probabilidades dos eventos Xi sa˜o calculadas. Conhe-
cendo as probabilidades a` priori de cada um dos efeitos Xi, e as probabilidades condicionadas
P (Y |Xi), o teorema de Bayes permite calcular a probabilidade condicionada do efeito Xi,
suposto que Y ocorreu.
Uma rede bayesiana possibilita uma representac¸a˜o visual simples da distribuic¸a˜o de pro-
babilidade conjunta (joint probability distribution-JPD) de um conjunto de varia´veis. A
cada ve´rtice esta´ associada uma tabela de probabilidades condicionadas (conditional pro-
bability tables-CPT), que permitem determinar a probabilidade conjunta. Esta tabela de
probabilidades agrega toda a informac¸a˜o a retirar do grafo para cada varia´vel, e referem-se
a`s probabilidades dos estados da varia´vel, dados os estados dos seus pais (Kjaerulff and
Madsen, 2005; Ben-Gal, 2007).
Condic¸a˜o de Markov
A propriedade de Markov, define-se como: o estado de uma varia´vel so´ depende do estado
do seu ’pai’. Assim, sejam X1, X2, ..., Xn varia´veis aleato´rias, a probabilidade condicionada
de Xn+1 calcula-se apenas em func¸a˜o de Xn, enta˜o:
P (Xn+1|X1, X2, ..., Xn) = P (Xn+1|Xn) condic¸a˜o de Markov
Se uma rede bayesiana satisfazer a condic¸a˜o de Markov, enta˜o a distribuic¸a˜o de probabilidade
conjunta e´ igual ao produto das probabilidades condicionadas de todos os no´s, dados os
valores dos seus ’pais’. Sendo assim, pode-se definir a distribuic¸a˜o de probabilidade conjunta
como
P (X1, X2, ..., Xn) =
n∏
i=1
P (Xi|Pais(Xi))
Para tentar perceber melhor como funciona uma rede bayesiana, e como calcular as pro-
babilidades conjuntas, segue-se um exemplo muito referido na literatura. (Kjaerulff and
Madsen, 2005; Marques and Dutra, 2005)
Exemplo do Alarme
O Sr. Alves instalou um novo sistema de alarme em casa. Este sistema e´ constru´ıdo para ser
ativado quando ha´ assalto, e tambe´m responde quando existem pequenos tremores de terra.
Dois vizinhos, a Maria e o Joa˜o, prometeram telefonar para o Sr. Alves quando ouvirem o
alarme. Neste exemplo, as varia´veis que constam na rede bayesiana sa˜o:
• Assalto (AS),
• Tremor de Terra (T),
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• Alarme (A),
• Maria Liga (ML),
• e Joa˜o Liga (JL)
que constituem os ve´rtices do grafo. A rede bayesiana resultante deste exemplo esta´ ilustrada
na figura 2.3.
Figura 2.3: Rede Bayesiana para o exemplo do alarme
Definida a topologia da rede, e´ necessa´rio determinar as probabilidades dos ve´rtices que teˆm
dependeˆncias diretas.
A figura 2.4 representa as tabelas de probabilidades a` priori e condicionadas associadas a
cada varia´vel.
Figura 2.4: Tabelas das probabilidades a` priori e condicionadas de cada varia´vel do exemplo
do alarme
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Com as tabelas de probabilidades condicionadas definidas, e´ poss´ıvel obter a distribuic¸a˜o
de probabilidades conjunta. Definindo um exemplo, supo˜e-se que se quer: (Kjaerulff and
Madsen, 2005; Ben-Gal, 2007)
P (na˜o haver tremor,na˜o haver assalto, o alarme tocou,a maria ligou e o joa˜o ligou) =
= P (T ,AS,A,ML, JL) =
= P (T )P (AS|T ), P (A|T ,AS)P (ML|A, T ,AS)P (JL|ML,A, T ,AS) =
= P (T )P (AS)P (A|T ,AS)P (ML|A)P (JL|A) =
= 0.089× 0.999× 0.001× 0.7× 0.9 = 0.00062
Infereˆncia Bayesiana
A infereˆncia Bayesiana corresponde a` obtenc¸a˜o das probabilidades condicionadas, de cada
varia´vel do grafo, dado uma evideˆncia.
Existem quatro tipos distintos de infereˆncia em RB:
• Diagno´stico - do efeito para a causa: por exemplo, dado Joa˜o Liga, P (Ladra˜o|Joa˜o Liga)
• Causal - da causa para o efeito: por exemplo, dado Ladra˜o, P(Joa˜o Liga|Ladra˜o)
• Inter-causal - entre causas de um efeito comum: por exemplo, dado Alarme, P(Ladra˜o|Alarme)
e dado Termor de terra, P(Ladra˜o|Alarme, Tremor de terra)
• Mista - combina duas ou mais das anteriores.
O problema desta tese pode ser visto como uma RB de diagno´stico, em que dado um
conjunto de fatores de risco, quer-se saber qual a probabilidade de um individuo ter ca´rie,
ou seja, P (Ter carie|fatores de risco). No entanto, pode ser inserido mais especificamente
num problema de classificac¸a˜o: quer-se saber a que classe pertence um indiv´ıduo, dado
um conjunto de fatores de risco. Esta ideia corresponde a descobrir o maior valor de
probabilidade de cada classe a que esse individuo possa pertencer, ou seja:
maxclasseP (classe|fatores de risco)
Nesta tese, como ja´ foi referido, sa˜o estudados dois tipos de diagno´stico, OMS e OMS
alternativo, em que cada diagno´stico apresenta duas classes, Tem/Na˜o tem ca´rie. Para poder
classificar um individuo sera´ estudado um dos classificadores bayesianos, mais propriamente
o naive bayes.
Os classificadores bayesianos sa˜o classificadores estat´ısticos que predizem a classe a que um
individuo pertence baseando-se na probabilidade de este pertencer a essa classe (Provan et
al., 1997). A classe atribu´ıda e´ aquela que maximiza a probabilidade a posteriori, isto e´
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C∗ = argmaxj=1...m P (Cj|X)
onde C∗ e´ a classe predita.
Enta˜o, a classe atribu´ıda e´ Ci se
P (Ci|X) > P (Cj|X) para 1 ≤ j ≤ m, j 6= i.
Reformulando o Teorema de Bayes, baseando-se nesta hipo´tese, tem-se
P (Ci|X) = P (X|Ci)P (Ci)
P (X)
Uma vez que para cada classe Cj, P (X) e´ o mesmo, so´ e´ necessa´rio maximizar P (X|Cj)P (Cj)
(Provan et al., 1997). Verifica-se assim,
C∗ = argmaxj=1...m P (X|Cj)P (Cj)
2.2.1 Classificac¸a˜o Bayesiana por Naive Bayes e implementac¸a˜o
Este e´ um classificador designado simples entre os classificadores bayesianos (Kjaerulff and
Madsen, 2005; Murphy, 2006). Como o nome indica, assume de maneira inge´nua, que os
atributos sa˜o condicionalmente independentes dado a classe, o que simplifica o ca´lculo das
probabilidades. Este classificador e´ apropriado ao problema da tese, uma vez que sera˜o
removidas as varia´veis muito dependentes.
Figura 2.5: Ilustrac¸a˜o de uma rede bayesiana correspondente ao classificador naive bayes.
Supondo que os atributos Xi sa˜o independentes, a probabilidade para cada atributo dada a
classe, e´ dada por: (Murphy, 2006)
P (X|Cj) =
m∏
i=1
P (Xi = xi|Cj)
Obtendo-se assim, a expressa˜o:
C∗ = argmaxj=1...m P (Cj|X) = argmaxj=1...m P (Cj)
m∏
i=1
P (Xi = xi|Cj)
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Exemplo pra´tico do classificador naive bayes
Para melhor perceber como o classificador naive bayes funciona na pra´tica, ilustra-se segui-
damente um procedimento baseando-se numa pequena amostra da base de dados utilizada
neste problema.
A figura 2.6 ilustra uma pequena amostra retirada da base de dados original, com varia´veis
explicativas (’ge´nero’, ’escola’ e ’estrato social’) e uma varia´vel preditiva (diagno´stico OMS).
Pretende-se agora classificar um novo individuo numa das classes de OMS (1-tem ca´rie, 0-
na˜o tem ca´rie) dados os seus valores observados para as varia´veis explicativas.
Figura 2.6: Amostra extra´ıda da base de dados original
Imagine-se que se queria classificar um novo indiv´ıduo com os seguintes atributos: ”do sexo
feminino, que anda na escola de Valongo, e que apresenta um estrato social me´dio”. Assim
sendo, quer-se classificar X = (Genero = 0, Escola = 2, Estrato Social = 2). Para fazer
esta classificac¸a˜o, o naive bayes procede da seguinte forma:
1. Estima as probabilidades a` priori de cada classe:
P (OMS = 1) =
5
10
P (OMS = 0) =
5
10
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2. Estima as probabilidades condicionadas para cada varia´vel:
P (Genero = 0|OMS = 1) = 4
5
P (Escola = 2|OMS = 1) = 4
5
P (Genero = 0|OMS = 0) = 3
5
P (Escola = 2|OMS = 0) = 3
5
P (Estrato Social = 2|OMS = 1) = 3
5
P (Estrato Social = 2|OMS = 0) = 1
5
3. Calcula para cada classe:
P (X|Cj) =
∏n
i=1 P (Xi = xi|Cj)
P (X|OMS = 1) = 4
5
× 4
5
× 3
5
=
48
125
P (X|OMS = 0) = 3
5
× 3
5
× 1
5
=
9
125
4. Calcula P (Cj|x) para cada classe:
P (OMS = 1|X) = P (X|OMS = 1)P (OMS = 1) = 48
125
× 5
10
' 0, 192
P (OMS = 0|X) = P (X|OMS = 0)P (OMS = 0) = 9
125
× 5
10
' 0, 036
Como P (OMS = 1|X) > P (OMS = 0|X), o novo individuo e´ classificado como tendo ca´rie.
Por vezes acontece encontrar probabilidades nulas, ou seja, imagine-se que no caso anterior
tinha-se P (X|OMS = 1) = 0 e P (X|OMS = 0) = 0, neste caso era imposs´ıvel identificar
este individuo. Para evitar este tipo de prolema e´ usual usar uma correc¸a˜o da fo´rmula, a
correc¸a˜o de Laplace:
P (xi|Cj) = nc + 1
n+ k
em que, n o nu´mero total de exemplos da classe Cj, nc o nu´mero de exemplos da classe Cj
que ocorrem em xi e k o nu´mero de valores diferentes que xi pode tomar.
O software escolhido para realizar a aplicac¸a˜o do naive bayes foi o RapidMiner. Na fase de
aprendizagem deste classificador, e´ constru´ıda uma tabela com o nu´mero total de exemplos
de cada classe, e constru´ıdas tabelas de contingeˆncia para cada um dos atributos, contendo
o nu´mero de exemplos desse atributo numa classe. Assim, considerando o exemplo acima
ilustrado, as tabelas constru´ıdas seriam como ilustradas nas figuras 2.7 e 2.8.
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Figura 2.7: Tabelas de contingeˆncia obtidas pelo RapidMiner durante a aplicac¸a˜o do naive
bayes
Estas tabelas teˆm toda a informac¸a˜o reunida para a obtenc¸a˜o das probabilidades. Por
exemplo, a figura 2.8 apresenta o ca´lculo da probabilidade de o atributo ’escola’ ser igual a
2, e a classe ser igual a 1. As restantes probabilidades sa˜o calculadas da mesma forma.
Figura 2.8: Ilustrac¸a˜o de um ca´lculo de uma probabilidade dadas as tabelas de contingeˆncia
Na figura 2.9 esta˜o ilustrados os resultados finais da implementac¸a˜o da amostra da base de
dados apresentada atra´s, no software RapidMiner.
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(a) Ilustrac¸a˜o do resultado obtido pelo RapidMiner
para as distribuic¸o˜es do diagno´stico OMS
(b) Ilustrac¸a˜o da tabela de probabilidades condiciona-
das P (Cj |xi) para cada atributo da amostra, obtida
pelo Rapidminer
Figura 2.9: Ilustrac¸a˜o dos resultados da implementac¸a˜o da amostra no RapidMiner
Na figura 2.10 pode ver-se o resultado da classificac¸a˜o, obtida pelo modelo. Para cada
indiv´ıduo o modelo calcula a probabilidade de este apresentar ca´rie (classe 1) ou na˜o
apresentar ca´rie (classe 0) e atribui-lhe a classe que apresenta um valor de probabilidade
maior. Na˜o definindo valor de corte, por defeito a classificac¸a˜o e´ feita da forma
P (C1|xi) ≥ 0.5 −→ C = 1
P (C1|xi) ≤ 0.5 −→ C = 0
Neste caso, o paraˆmetro confidence refere-se a` probabilidade.
Figura 2.10: Ilustrac¸a˜o da obtenc¸a˜o da classificac¸a˜o do naive bayes no RapidMiner
2.3 To´picos de regressa˜o log´ıstica
Em estat´ıstica, regressa˜o log´ıstica e´ uma te´cnica utilizada para a construc¸a˜o de modelos, em
que o objetivo e´ a previsa˜o do outcome de uma varia´vel catego´rica (Hosmer and Lemeshow,
2004). Nesta tese apenas se tratara´ da regressa˜o log´ıstica bina´ria, em que a varia´vel a
prever e´ constitu´ıda apenas por dois valores 0 e 1. Seja enta˜o C = 0, 1 a varia´vel resposta
bina´ria, usualmente o valor 1 e´ designado por ”sucesso”do evento, e o valor 0 designado por
”insucesso”, e X = (x1, x2..., xp) o vetor das varia´veis explicativas, dada uma determinada
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observac¸a˜o xi,
C|(Xi = xi) ∼ Bin(1, pii)
onde pii = pi(xi) = P (Cj = 1|Xi = xi) designa a probabilidade de sucesso, tendo-se
observado xi. A probabilidade de insucesso e´ definida como 1 − pii = P (Y = 0|Xi = xi)
(Hosmer and Lemeshow, 2004)
O objetivo em regressa˜o e´ encontrar E(C|Xi = xi), isto e´, o valor esperado da varia´vel
resposta dada uma observac¸a˜o xi, em que X = (x1, x2..., xp) , que pode ser obtido pela
seguinte expressa˜o:
E(C|Xi = xi) = β0 + β1x1i + β2x2i + ...+ βpxpi = β0 +
∑p
j=1 βjxji
para i = 1, ..., n e j = 1, ..., p, e onde βj representam os coeficientes de regressa˜o associadas
a`s varia´veis explicativas e xji representa o valor de cada varia´vel explicativa j referente a
um determinado objeto i. Em regressa˜o log´ıstica tem-se que E(C|Xi = xi) = pii, logo, a
equac¸a˜o anterior transforma-se em:
pii = β0 +
∑p
j=1 βjxji.
Note-se que 0 ≤ pii ≤ 1 e que β0 +
∑p
j=1 βjxji pode assumir valores de −∞ a +∞, tornando-
se necessa´ria a aplicac¸a˜o de uma func¸a˜o de ligac¸a˜o. Em regressa˜o log´ıstica a func¸a˜o de ligac¸a˜o
apropriada a este tipo de dados e´ a func¸a˜o logit (Agresti, 1996; Hosmer and Lemeshow, 200),
e e´ dada pela fo´rmula:
logit(pii) = log
(
pii
1− pii
)
= β0 +
∑p
j=1 βjxji
Para encontrar a probabilidade a posteriori de um objeto, basta encontrar uma fo´rmula
para pii. Assim, da u´ltima equac¸a˜o, vem que:
log(
pii
1− pii ) = β0 +
∑p
j=1 βjxji ⇐⇒
⇐⇒ pii
1− pii = e
β0+
∑p
j=1 βjxji ⇐⇒
⇐⇒ pii = eβ0+
∑p
j=1 βjxji(1− pii)⇐⇒
⇐⇒ pii = e
β0+
∑p
j=1 βjxji
1 + eβ0+
∑p
j=1 βjxji
Pode-se assim estimar a probabilidade de ocorreˆncia de um evento, pii = P (C = 1|X = xi).
E´ usual assumir a seguinte atribuic¸a˜o:
pii ≥ 0.5 −→ C = 1
pii < 0.5 −→ C = 0
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Ou seja, o valor de corte mais usual e´ 0.5, o que significa que um objeto e´ atribu´ıdo a` classe
1 (sucesso) se a probabilidade for maior ou igual a 0.5. Caso contra´rio e´ atribu´ıda a classe
0.
Estimac¸a˜o dos paraˆmetros do modelo
A estimac¸a˜o dos paraˆmetros do modelo e´ efetuada atrave´s do me´todo da ma´xima verosi-
milhanc¸a. Sejam β̂ as estimativas de β, pelo princ´ıpio da ma´xima verosimilhanc¸a, β̂ sa˜o
aqueles que maximizam a func¸a˜o de verosimilhanc¸a, que consiste num produto de uma
func¸a˜o probabilidade f(C|xi), ou seja,
l(β, C) =
n∏
i=1
f(C|xi)
O valor que maximiza l(β, C) e´ tambe´m o que maximiza a func¸a˜o obtida pelo seu logaritmo,
a func¸a˜o log-verosimilhanc¸a, L(β, C) (Hosmer and Lemeshow, 2004).
L(β, C) = log
(
n∏
i=1
f(C|xi)
)
=
n∑
i=1
log(f(C|xi))
Uma vez que o outcome de um modelo com resposta bina´ria segue uma distribuic¸a˜o Bino-
minal, ou seja,
C|(X = xi) ∼ Bin(1, pii)
e a func¸a˜o de probabilidade condicionada e´: f(C|xi) = pi(xi)Ci(1− pi(xi))1−Ci
A contribuic¸a˜o para a func¸a˜o de probabilidade e´ pi(xi) quando Ci = 1 e 1 − pi(xi) quando
Ci = 0, e enta˜o, a func¸a˜o log-verosimilhanc¸a pode ser descrita da forma:
L(β, C) =
n∑
i=1
[Cilog(pi(xi)) + (1− Ci)log(1− pi(xi))]
Pretende-se agora calcular os ma´ximos da func¸a˜o log-verosimilhanc¸a, o que corresponde
em encontrar o zero da primeira derivada da func¸a˜o. Calcula-se enta˜o as equac¸o˜es de
verosimilhanc¸a correspondentes aos coeficientes do modelo. A equac¸a˜o encontrada para o
paraˆmetro constante, β0 e´ dada por:
n∑
i=1
[Ci − pii] = 0
E para os restantes coeficientes dos paraˆmetros do modelo, a equac¸a˜o de verosimilhanc¸a e´
dada pela fo´rmula:
n∑
i=1
xij [Ci − pii] = 0
Interpretac¸a˜o do modelo
Fazer a interpretac¸a˜o do modelo, significa fazer a interpretac¸a˜o dos coeficientes. Tendo enta˜o
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logit(pii) = β0 +
p∑
j=1
βjxji
cada paraˆmetro βj e´ interpretado como uma mudanc¸a provocada em logit(pii) devido ao
aumento de uma unidade na j-e´ssima varia´vel explicativa, Xj, quando as restantes varia´veis
se manteˆm constantes (Hosmer and Lemeshow, 2004). Pode-se enta˜o encontrar as seguintes
situac¸o˜es:
• Se βj > 0, a probabilidade de ”sucesso”aumenta com o aumento da varia´vel explicativa
Xj;
• Se βj = 0, a probabilidade de ”sucesso”na˜o depende da varia´vel explicativa Xj;
• Se βj < 0, a probabilidade de ”sucesso”aumenta com a diminuic¸a˜o da varia´vel expli-
cativa Xj.
Significaˆncia estat´ıstica dos coeficientes do modelo
De forma a avaliar a significaˆncia estat´ıstica de cada coeficiente do modelo, verifica-se o
valor de Sig obtido pelo modelo.
Este valor testa a hipo´tese nula, ou seja que os coeficientes devem ser 0,
H0 : βj = 0, || H1 : βj 6= 0 j = 0, ..., p
Verifica-se enta˜o, para um certo α (e´ usual considerar-se α = 0.05) o valor de Sig obtido
para cada coeficiente. Para valores obtidos menores do que α considera-se a varia´vel
estatisticamente significativa para o modelo. Se, pelo contra´rio se obtiver valores de Sig
maiores que α, isso significa que na˜o se rejeita a hipo´tese H0, ou seja, a varia´vel a que
corresponde na˜o e´ estatisticamente significativa para o modelo, podendo ser retirada.
Quantificac¸a˜o de qualidade do modelo
Em regressa˜o log´ıstica na˜o existe um coeficiente de determinac¸a˜o certo para a representac¸a˜o
da variaˆncia da varia´vel resposta explicada pelos fatores de risco, ao contra´rio da regressa˜o
linear, que considera R2.
Na literatura, va´rios autores teˆm proposto medidas para a regressa˜o log´ıstica, que se fazem
corresponder ao R2. Estas medidas denominam-se pseudo−R2, e baseiam-se na comparac¸a˜o
da func¸a˜o de log-verosimilhanc¸a do modelo nulo com a do modelo em estudo (Hu et al.,
2006). A medida mais usual e´ o Cox&Snell R2, e e´ dado pela fo´rmula:
Cox&Snell R2 = 1− exp
(−2(Lm − L0)
n
)
onde Lm e L0 sa˜o as func¸o˜es de log-verosimilhanc¸a do modelo em estudo e do modelo nulo,
respetivamente, e n e´ o tamanho da amostra. No entanto, esta medida tem a desvantagem
de nunca atingir o valor 1. Outra medida apresentada, denominada Nagelkerke R2, surge
como uma normalizac¸a˜o a` anterior com a vantagem de variar entre 0 e 1, e e´ dada pela
seguinte fo´rmula:
2.4. ME´TODOS PARA SELECC¸A˜O DE VARIA´VEIS: FORWARD SELECTION E BACKWARD ELIMINATION25
Nagelkerke R2 =
Cox&Snell R2
1− exp
(
2L0
n
)
Assim, um valor pro´ximo de 1 indica que o modelo e´ capaz de explicar muito a variabilidade
dos dados. Nos resultados dos modelos comparar-se-a´ os valores da medida Nagelkerke (R2).
2.4 Me´todos para selecc¸a˜o de varia´veis: Forward Se-
lection e Backward Elimination
De forma a encontrar modelos que sejam constitu´ıdos por varia´veis mais relevantes, aplicam-
se te´cnicas automa´ticas capazes de realizar esta selec¸a˜o. Na literatura esta´ presente uma
se´rie de me´todos capazes de fazer selec¸a˜o de varia´veis. No entanto, neste trabalho utilizar-
se-a´ forward selection e backward elimination.
Estes dois me´todos sa˜o considerados algoritmos greedy (gulosos) de selec¸a˜o, pois em cada
passo da selec¸a˜o, escolhe as vara´veis de forma a melhorar o desempenho do modelo. No
entanto, estes dois me´todos, procedem-se de maneira diferente na pra´tica.
Me´todo Forward
Este me´todo consiste em introduzir varia´veis que sejam significativas na predic¸a˜o da varia´vel
outcome. A ideia e´ adicionar uma varia´vel em cada passo de forma a melhorar o modelo.
A primeira varia´vel adicionada e´ a que apresenta um valor de correlac¸a˜o mais elevado com
a varia´vel resposta, e assim consequentemente, parando quando a introduc¸a˜o de uma nova
varia´vel explicativa na˜o contribui para o melhoramento do modelo.
• Regressa˜o Log´ıstica
A aplicac¸a˜o deste me´todo em regressa˜o log´ıstica considerou-se forward (condicional),
que se baseia na significaˆncia da estat´ıstica de pontuac¸a˜o e testes de remoc¸a˜o com
base na probabilidade de uma estat´ıstica de raza˜o de verosimilhanc¸a, com base em
estimativa de paraˆmetros condicionais (SPSS Inc, 2007).
Este me´todo inicia-se com o modelo nulo, constitu´ıdo apenas pelo termo constante.
As varia´veis va˜o sendo adicionadas ate´ ser poss´ıvel melhorar o desempenho do modelo.
• Naive Bayes
Na aplicac¸a˜o do naive bayes utilizou-se o operador Optimize Selection, que realiza os
dois me´todos de selec¸a˜o, com a opc¸a˜o forward (GmbH, 2010).
Como em regressa˜o log´ıstica, o me´todo e´ iniciado sem nenhuma varia´vel. Num primeiro
passo avalia todas as varia´veis e escolha a melhor. Em cada passo seguinte vai
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adicionando as varia´veis mantendo aquelas que contribuem para um aumento do
desempenho do modelo. Pa´ra quando ao adicionar alguma varia´vel, esta na˜o adiciona
melhoramento ao desempenho do modelo (GmbH, 2010).
Me´todo Backward
Ao contra´rio do forward, este me´todo incorpora inicialmente todas as varia´veis, e ao longo do
processo cada uma pode ou na˜o ser eliminada. Mais uma vez, este procedimento e´ efetuado
ate´ na˜o conseguir um melhoramento do modelo.
• Regressa˜o Log´ıstica
Analogamente ao me´todo forward, considerou-se para a te´cnica de regressa˜o log´ıstica
tambe´m backward condicional.
Enquanto que em forward o me´todo inicia-se com o modelo nulo, em backward inicia-se
com o modelo completo, que constitui todas as varia´veis, e em cada passo as varia´veis
sa˜o eliminadas do modelo ate´ que as varia´veis presentes sejam significativas para
o modelo, e a eliminac¸a˜o de alguma varia´vel na˜o contribui mais para um melhor
desempenho do modelo.
• Naive Bayes
Como referido anteriormente, para a aplicac¸a˜o de naive Bayes utilizou-se o operador
optimize selection com a opc¸a˜o backward.
O me´todo e´ iniciado com todas as varia´veis e avalia quais as melhores. Em cada
passo vai retirando as varia´veis e fazendo a avaliac¸a˜o do desempenho do modelo.
Pa´ra quando ao retirar mais alguma varia´vel na˜o contribui para o melhoramento do
desempenho do modelo (GmbH, 2010).
2.5 Me´tricas de avaliac¸a˜o de modelos preditivos
Esta secc¸a˜o faz primeiramente uma descric¸a˜o de me´todos para a validac¸a˜o de modelos, de
onde se obte´m os resultados pretendidos para realizar a avaliac¸a˜o do desempenho destes.
Esta avaliac¸a˜o e´ efetuada atrave´s de me´todos como curvas ROC e matrizes de confusa˜o, que
sera˜o descritas na segunda parte desta secc¸a˜o.
2.5.1 Validac¸a˜o dos modelos
De forma a avaliar a capacidade de generalizac¸a˜o de um modelo, ou seja, como se comportam
os modelos numa base de dados diferente, sera´ aplicada a validac¸a˜o cruzada, com o me´todo
holdout. Esta te´cnica consiste na partic¸a˜o do conjunto de dados em dois subconjuntos, e
seguidamente utiliza-se um subconjunto para a estimac¸a˜o dos paraˆmetros do modelo (dados
de treino) e o outro subconjunto (dados de teste) sa˜o utilizados para validac¸a˜o dos modelos.
Na literatura, e´ usual utilizar para subconjunto treino 2/3 dos dados e para conjunto teste
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1/3 dos dados. No entanto, neste estudo usou-se uma separac¸a˜o 90/10, ou seja, 1/9 dos
dados para treino e os restantes para teste. Para isso foi necessa´rio fazer a separac¸a˜o da
base de dados em duas subamostras diferentes, escolhendo aleatoriamente uma amostra
treino com aproximadamente 90% dos dados e uma amostra teste com os restantes dados
(aproximadamente 10% dos dados).
Na tabela 2.1 esta˜o representados o nu´mero de eventos de cada amostra para cada di-
agno´stico.
Tabela 2.1: Nu´mero de eventos nos dois conjuntos, repartidos pelos diagno´sticos
Conjunto Observac¸o˜es
OMS OMS Alternativo
0 1 0 1
Treino 235 141 94 117 118
Teste 29 18 11 15 14
A amostra treino sera´ utilizada para a construc¸a˜o de cada modelo, conforme o estudo da
te´cnica e do diagno´stico, e estes modelos sera˜o enta˜o validados na amostra teste.
De forma a analisar se havera´ overfiting dos modelos, decidiu-se aplicar uma pra´tica na˜o
muito usual na literatura, mas que foi aplicada na tese. Esta te´cnica consiste na separac¸a˜o
da base em duas subamostras treino e teste com aproximadamente 90% dos dados, ou seja,
fazer uma ana´lise 90/90. Esta ideia surgiu, de forma a obter va´rias medidas de desempenho
dos modelos nos conjuntos teste com o mesmo desempenho no conjunto treino, uma forma de
bootstrapping, criando subamostras com reposic¸a˜o dos dados. E por isso, para na˜o avaliar os
modelos em apenas uma amostra teste criou-se uma subamostra treino, e quatro subamostras
teste. O nu´mero de eventos obtidos por diagno´stico obtidos nas amostras esta˜o reportados
na tabela 2.2.
Tabela 2.2: Nu´mero de eventos nos cinco conjuntos, repartidos pelos diagno´sticos
Conjunto Observac¸o˜es
OMS OMS Alternativo
0 1 0 1
Treino 241 144 97 119 122
Teste 1 234 142 92 118 116
Teste 2 237 147 90 123 114
Teste 3 244 145 99 121 123
Teste 4 246 148 98 122 124
Uma vez que se utilizou dois softwares diferentes para construir os modelos, uma para cada
te´cnica, estas subamostras foram guardadas anteriormente, de forma a puder utilizar as
mesmas na construc¸a˜o dos modelos e na validac¸a˜o dos mesmos.
Apesar de estes me´todos de validac¸a˜o cruzada mostrarem serem eficazes no desempenho
dos modelos, o objetivo do trabalho sera´ utilizar os dados completos da base de dados. E
por isso, em primeiro lugar sera´ realizado um estudo dos modelos constru´ıdos e avaliados
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na amostra completa, e seguidamente e´ que sera˜o aplicadas as te´cnicas acima descritas. A
aplicac¸a˜o destes me´todos sera´ reportada na secc¸a˜o dos resultados.
2.5.2 Avaliac¸a˜o do desempenho dos modelos
Nesta secc¸a˜o sera˜o apresentados me´todos para avaliar os desempenhos dos modelos que
sera˜o constru´ıdos.
Os me´todos escolhidos para efetuar essa avaliac¸a˜o foram as curvas ROC, Caracter´ısticas
de Operac¸a˜o do Recetor (Receiver Operating Characteristic) e as matrizes de confusa˜o.
Estes me´todos sa˜o eficazes na avaliac¸a˜o dos modelos preditivos por regressa˜o log´ıstica e na
avaliac¸a˜o de classificadores.
Dos modelos e´ poss´ıvel extrai-se informac¸o˜es dos seus desempenhos, que sa˜o usualmente
representadas numa matriz, chamada matriz de confusa˜o (Fawcett, 2006). As matrizes
de confusa˜o quantificam os indiv´ıduos que seriam corretamente classificados pelos modelos
constru´ıdos.
Neste estudo e´ importante, para avaliar o desempenho de um classificador, determinar na˜o
so´ a taxa dos resultados verdadeiros, mas tambe´m analisar as implicac¸o˜es de classificar
erradamente um indiv´ıduo. Neste caso, podera´ ser menos grave classificar um indiv´ıduo
como tendo a doenc¸a, quando verdadeiramente este na˜o a tem, levando a fazer um novo
teste, do que classifica´-lo como na˜o tendo a doenc¸a quando realmente a tem, e necessita de
tratamento. E´ neste sentido que analisaremos a matriz de confusa˜o para cada modelo.
Uma matriz de confusa˜o conte´m a informac¸a˜o sobre a classe correta e a classe prevista de um
classificador. O desempenho do classificador e´ avaliado com os dados retirados da matriz.
A tabela 2.3 mostra os resultados dados por uma matriz de confusa˜o de um modelo com
um classificador bina´rio, que representa duas classes.
Tabela 2.3: Esquematizac¸a˜o de uma matriz de confusa˜o para classificadores bina´rios
Classe correta
Total
1 0
Classe prevista
1 TP FP TPP
0 FN TN TPN
Total TCP TCN N
Adaptando os resultados da uma matriz geral para o caso em estudo, ter´ıamos enta˜o duas
classes, em que a classe 0 representa os indiv´ıduos sauda´veis e a classe 1 representa os
indiv´ıduos que apresentam ca´rie. E teremos como significado das entradas:
• Verdadeiros Negativos (TN) - nu´mero de indiv´ıduos classificados como na˜o tendo ca´rie
que na˜o apresentam efetivamente a doenc¸a;
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• Falsos Negativos (FN) - nu´mero de indiv´ıduos que apresentam ca´rie, mas que sa˜o
classificados como na˜o a tendo;
• Verdadeiros Positivos (TP) - nu´mero de indiv´ıduos que sa˜o classificados corretamente
como tendo ca´rie;
• Falsos Positivos (FP) - nu´meros de indiv´ıduos que na˜o apresentam a doenc¸a, mas que
sa˜o classificados como a teˆm;
• Total Previstos Negativos (TPN) - total de indiv´ıduos que sa˜o classificados como na˜o
tendo ca´rie;
• Total Previstos Positivos (TPN) - total de indiv´ıduos que sa˜o classificados como tendo
ca´rie;
• Total Corretos Negativos (TCN) - total de indiv´ıduos que verdadeiramente na˜o teˆm
ca´rie;
• Total Corretos Positivos (TCP) - total de indiv´ıduos que verdadeiramente teˆm ca´rie;
• Total (N) - nu´mero total de indiv´ıduos
Da matriz de confusa˜o e´ poss´ıvel retirar informac¸o˜es do desempenho de um classificador,
nomeadamente:
• A acura´cia (accuracy), identifica a proporc¸a˜o de resultados verdadeiros, ou seja, a
proporc¸a˜o de indiv´ıduos corretamente classificados, e e´ dada pela fo´rmula:
Accuracy =
TP + TN
N
• A sensibilidade, Recall(1), correspondente a` proporc¸a˜o de diagno´sticos positivos, que
sa˜o classificados corretamente. Adaptando ao nosso problema, e´ a proporc¸a˜o de
indiv´ıduos classificados com a doenc¸a, do total de indiv´ıduos doentes. E e´ dada pela
expressa˜o:
Recall(1) = TP
TCP
• A especificidade, Recall(0) mede a proporc¸a˜o de diagno´sticos negativos que sa˜o corre-
tamente classificados como tal. Ou seja, da´-nos a proporc¸a˜o de indiv´ıduos classificados
como sauda´veis, do total de indiv´ıduos verdadeiramente sauda´veis. E e´ expressa pela
fo´rmula:
Recall(0) = TN
TCN
• A precisa˜o de indiv´ıduos doentes, Precision(1), corresponde a` proporc¸a˜o de indiv´ıduos
que teˆm ca´rie, do total de classificados como tendo ca´rie.
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Precision(1) = TP
TPP
• A precisa˜o de indiv´ıduos sauda´veis, Precision(0), corresponde a` proporc¸a˜o de in-
div´ıduos que na˜o apresentam a doenc¸a, do total de classificados como sauda´veis.
Precision(0) = TN
TPN
E´ com a ana´lise desses resultados, que se ira´ estudar e comparar os modelos de classificac¸a˜o,
e comparar os me´todos de diagno´stico.
Outra te´cnica de avaliac¸a˜o de um modelo e´ por meio da visualizac¸a˜o gra´fica, mais propria-
mente as curvas ROC. As curvas ROC, sa˜o uma te´cnica para a visualizac¸a˜o, organizac¸a˜o e
selec¸a˜o de classificadores, baseando-se na sua performance (Tom Fawcett, 2005).
Certos modelos de classificac¸a˜o produzem como resultado um valor discreto, em que indicam
logo a classe, como o caso de naive bayes, outros apresentam um valor cont´ınuo, ou seja, uma
estimativa da probabilidade a posteriori de um indiv´ıduo pertencer a uma das classes, para
o qual diferentes pontos de corte (cutoff ) podem ser aplicados para determinar a que classe o
indiv´ıduo pertence (Fawcett, 2006), que e´ o caso de modelos baseados em regressa˜o log´ıstica.
Apesar de os modelos constru´ıdos com naive bayes, retribu´ırem como resultado a classe
prevista a que um individuo pertence, no software RapidMiner e´ poss´ıvel extrair as proba-
bilidades a posteriori que sa˜o usadas pelo classificador ao realizar a classificac¸a˜o. E, por
esta raza˜o, decidiu-se utilizar para os diversos modelos os valores cont´ınuos.
As curvas ROC representam a taxa de verdadeiros positivos (sensibilidade ou recall (1)) e
a taxa de falsos positivos ( 1-especificidade ou 1 − recall(0)), em func¸a˜o do valor de corte
para a probabilidade de sucesso, como ilustrado na figura 2.11, em que A representa o ponto
(0,1), B uma curva ROC com 0.5 ≤ AUC ≤ 1, C uma curva ROC com AUC= 0.5, o valor
aleato´rio.
Figura 2.11: Exemplo de uma curva ROC, e paraˆmetros de interesse. Figura adaptada de
(Zou et al., 2007).
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E´ dado para cada par (1− recall(0), recall(1)) um cutoff. O ponto que corresponde ao valor
de cutoff o´timo, e´ o ponto (1− recall(0), recall(1)) que se encontra mais pro´ximo do ponto
(0, 1), ou seja, o ponto que corresponde a maior especificidade e maior sensibilidade.
Uma maneira de encontrar o cutoff o´timo e´ calcular a distaˆncia de cada ponto
(1− recall(0), recall(1)) ao ponto (0, 1), e o que obtiver menor distaˆncia corresponde ao
cutoff o´timo. A distaˆncia e´ dada pela fo´rmula:√
(1− recall(0))2 + (1− recall(1))2
A medida mais comum para a avaliac¸a˜o e comparac¸a˜o de modelos de classificac¸a˜o, retirada
das curvas ROC e´ a a´rea abaixo da curva, AUC (Area under the curve). Esta medida tem
como propriedade tomar valores no intervalo [0, 1] . Um modelo apresenta um bom desem-
penho se obtiver AUC≥ 0.5, superior ao valor aleato´rio. Na comparac¸a˜o de desempenho de
modelos, tem melhor desempenho aquele que apresentar maior valor de AUC, e estima o
valor de corte o´timo.
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Cap´ıtulo 3
Resultados
Neste cap´ıtulo sa˜o apresentados os resultados obtidos na implementac¸a˜o dos me´todos estu-
dados.
Na secc¸a˜o 3.1 sa˜o analisados quatro modelos constru´ıdos com a base de dados com 11
varia´veis, combinando me´todos de diagno´stico OMS e OMS alternativo com as te´cnicas de
regressa˜o log´ıstica e naive bayes. Esta primeira ana´lise e´ feita com o objetivo de contrastar
os dois diagno´sticos de ca´rie (OMS e OMS alternativo), e concluir se realmente o me´todo
alternativo permite um melhor ajuste/previsa˜o da ca´rie denta´ria em relac¸a˜o ao me´todo
OMS. E´ tambe´m analisado se o me´todo das redes bayesianas podera´ ser mais adequado no
diagno´stico da ca´rie denta´ria.
Seguidamente, o desempenho dos quatro modelos e´ tambe´m quantificado atrave´s de va-
lidac¸a˜o cruzada (conjunto treino e teste), nomeadamente para avaliar os modelos numa base
de dados diferente da que foram constru´ıdos, e verificar se os resultados anteriores dependem
muito dos dados experimentais. Esta te´cnica e´ abordada de duas maneiras diferentes. Na
primeira, a base de dados original e´ separada numa amostra de treino (90% dos dados) e
numa amostra teste (10%). Na segunda estrate´gia, sa˜o constru´ıdas cinco amostras de 90%
(uma treino e quatro testes) dos dados originais, todas diferentes, retiradas aleatoriamente da
base de dados original e com reposic¸a˜o. Em ambas as estrate´gias, os modelos sa˜o constru´ıdos
nas amostras treino e avaliadas nas amostras teste.
Na secc¸a˜o 3.2 sa˜o apresentados os resultados das te´cnicas para a diminuic¸a˜o da dimensio-
nalidade da base de dados original com 24 varia´veis originais, obtendo-se 18 varia´veis. A
esta nova base de dados com 18 varia´veis, sa˜o aplicadas as te´cnicas de selec¸a˜o de varia´veis
forward selection e backward elimination. Seguidamente repetiu-se a aplicac¸a˜o dos mesmos
me´todos mas com a base de dados com as 11 varia´veis. Estes me´todos foram aplicados com
o objetivo de encontrar modelos com menos varia´veis e melhor desempenho.
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3.1 Modelos de diagno´stico
Tem-se que neste trabalho o sucesso do modelo e´ diagnosticar ca´rie, ou seja, quer-se as
probabilidades P (Cj = 1|xi), onde Cj = 1 representa a classe 1 (ter ca´rie) dos me´todos
de diagno´stico OMS e OMS alternativo. Para os modelos de regressa˜o log´ıstica (1 e 2)
encontram-se essas probabilidades atrave´s dos coeficientes dados pelos modelos (βj) (tabela
3.2), e para os modelos de naive bayes essas probabilidades sa˜o calculadas atrave´s da fo´rmula
de Bayes, obtendo as probabilidades dadas na figura 3.1, que indicam as estimativas de
P (xi|Cj = 1) e as probabilidades P (Cj = 1). As probabilidades P (xi) e as estimativas das
probabilidades P (Cj|xi) esta˜o descritas na tabela 3.3.
3.1.1 Desempenho dos modelos
A tabela 3.1 refere a designac¸a˜o dos quatro primeiros modelos analisados, tendo em conta
o diagno´stico de ca´rie (OMS e OMS Alternativo) e o me´todo de ajuste (regressa˜o log´ıstica
e naive bayes). Por exemplo, o modelo 1 consiste na estrutura considerando o diagno´stico
OMS e regressa˜o log´ıstica e assim sucessivamente. Estes quatro modelos foram constru´ıdos
considerando as 11 varia´veis previamente escolhidas para os modelos de regressa˜o log´ıstica,
tabela 1.4, da secc¸a˜o 1.3.
Tabela 3.1: Designac¸a˜o dos modelos com base nos diagno´sticos de ca´rie e me´todo.
Modelo Diagno´stico Me´todo
1 OMS Regressa˜o Log´ıstica
2 OMS Alternativo Regressa˜o log´ıstica
3 OMS Naive Bayes
4 OMS Alternativo Naive Bayes
A tabela 3.2 respeita os resultados obtidos na implementac¸a˜o dos modelos de regressa˜o
log´ıstica (1 e 2), apresentando os coeficientes estimados e correspondentes significaˆncia
estat´ıstica. Neste trabalho, valores de Sig< 0.05 indicam coeficientes estatisticamente
significativos. A significaˆncia estatistica testa a hipo´tese de o valor de um coeficiente ser
nulo, ou seja, para vaores de Sig< 0.05 rejeita-se a hipo´tese
H0 : βj = 0
a favor da hipo´tese
H1 : βj 6= 0.
Coeficientes positivos contribuem para um aumento da probabilidade de sucesso ao contra´rio
dos coeficientes negativos que, diminuindo a probabilidade de sucesso, podem ser interpre-
tados como fatores que contribuem para a prevenc¸a˜o da ca´rie.
Pela interpretac¸a˜o da tabela, as varia´veis ”Ge´nero”, ”Relevaˆncia do flu´or”, ”Empenho
na escovagem”e ”Escola”apresentam coeficientes negativos, em ambos os modelos (1 e
2). Verificando o exemplo da ”Escola”, que tem a codificac¸a˜o 1 corresponde a Velas e
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Tabela 3.2: Coeficientes e respetiva significaˆncia das varia´veis nos modelos de regressa˜o
log´ıstica (1 e 2) e valores de Nagelkerke de cada modelo.
Varia´vel
Modelo 1 (R2 = 0, 170) Modelo 2 (R2 = 0, 224)
Coeficiente Sig. Coeficiente Sig.
Constante -2,236 0,343 0,223 0,925
Consulta anual 0,864 0,031 0,897 0,020
Dent´ıfrico 0,357 0,500 0,403 0,452
Empenho escovagem -0,571 0,041 -0,813 0,004
Escola -0,901 0,002 -1,095 0,000
Estrato Social 0,476 0,041 0,528 0,023
Ge´nero -0,148 0,594 -0,12 0,665
Motivo consulta 0,551 0,059 0,554 0,059
Relevaˆncia Flu´or -0,027 0,966 -1,311 0,054
Repartic¸a˜o refeic¸o˜es 0,546 0,534 1,058 0,231
Tempo deslocac¸a˜o 0,144 0,752 0,278 0,539
Tipo famı´lia 0,787 0,033 0,798 0,043
2 a Valongo, nota-se que um aumento desta varia´vel corresponde a uma diminuic¸a˜o da
probabilidade de sucesso (ter ca´rie). No modelo 1 tem-se β̂ = −0.901 e no modelo 2
β̂ = −1.095, o que significa que em ambos os modelos, em Valongo a probabilidade de ter
ca´rie e´ menor, o que pode ser justificado por Valongo ter um poder socioecono´mico mais
alto que Velas.
Outro exemplo de outra varia´vel e´ o ”Ge´nero”. Segundo os modelos o aumento desta
varia´vel ajuda a uma diminuic¸a˜o da probabilidade, o que significa que se a crianc¸a for do
sexo masculino e´ menos prova´vel que tenha ca´rie (a varia´vel e´ codificada como 0-feminino,
1-masculino). No entanto, esta varia´vel na˜o e´ significativa, apresenta Sig< 0.05.
Assim sendo, na˜o se rejeita a hipo´tese de o coeficiente da varia´vel ”Ge´nero”ser nulo.
As varia´veis significativas nos modelo 1 e 2 sa˜o: ”Consulta anual”, ”Empenho na escova-
gem”, ”Escola”, ”Estrato social”e ”Tipo de famı´lia”.
Ja´ foi referida a interpretac¸a˜o do coeficiente estimado para a varia´vel ”Escola”. A varia´vel
”Empenho na escovagem”tambe´m apresenta coeficiente negativo. Tem-se para o modelo 1
β̂ = −0.571 e para o modelo 2 β̂ = −0, 813. Relembra-se que esta varia´vel diz respeito a`
ma˜e da crianc¸a, ou seja, o tempo ate´ ela deixar de escovar os dentes, e tem a codificac¸a˜o
1 correspondente a ”escovagem ate´ aos 3 anos”e 2 correspondente a ”escovagem apo´s os 3
anos”. Com a interpretac¸a˜o da estimativa do coeficiente do modelos, repara-se que quanto
mais tarde a ma˜e deixa de escovar os dentes ao filho, existe menos probabilidade da detec¸a˜o
da ca´rie denta´ria.
As varia´veis ”Consulta anual”, ”Estrato social”e ”Tipo de famı´lia”apresentam estimativas
dos coeficientes positivos. Isto significa, que quanto mais aumentar estas varia´veis, maior
a probabilidade da detec¸a˜o da ca´rie. A varia´vel ”Consulta anual”indica se a crianc¸a faz
consulta anual e e´ codificada com 0 na˜o faz consulta e 1 faz consulta. O facto de a crianc¸a
fazer consulta anual aumenta a probabilidade de sucesso. No entanto na˜o e´ direcional,
permitindo quantificar apenas associac¸o˜es. Neste caso, e reconhecido que o facto de ter ca´rie
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denta´ria conduz a realizar consulta anual. No entanto, na˜o e´ de descartar que a probabilidade
de identificac¸a˜o da ca´rie aumente pelo facto da crianc¸a realizar consultas anuais. As varia´veis
”Estrato social”e ”Tipo de famı´lia”, apresentam estimativas dos coeficientes positivos. Uma
codificac¸a˜o mais elevada destas varia´veis traduz uma maior degradac¸a˜o das condic¸o˜es sociais
e familiares, o que implica uma menor vigilaˆncia da sau´de oral. Assim sendo, a menor
vigilaˆncia de sau´de oral esta´ associada com o aumento de probabilidade de detec¸a˜o da ca´rie
denta´ria.
Pelos valores de Nagelkerke, R2 de cada modelo, verifica-se que o modelo com o me´todo
OMS alternativo e´ capaz de explicar melhor a variabilidade dos dados, apresentando um
valor de 22% enquanto que o modelo com o me´todo OMS (modelo 1) apresenta um valor
de 17%.
As figuras 3.1 (a) e 3.1 (b) apresentam as estimativas das probabilidades a` priori para cada
classe, e as estimativas das probabilidades condicionadas para cada varia´vel, P (xi|Cj), que
apresentam os resultados obtidos dos modelos 3 e 4.
Como o objetivo e´ calcular a probabilidade de ter ca´rie, dado os fatores de risco, atrave´s da
figura 3.1 pode-se calcular essas probabilidades.
Por exemplo, a probabilidade de OMS ser igual a 1, dada a varia´vel ”Escola”,
P (OMS = 1|Escola = 1) = P (Escola = 1|OMS = 1)× P (OMS = 1)
P (Escola = 1)
O modelo da´ o valor de P (OMS = 1) = 0.398 e de P (Escola = 1|OMS = 1) = 0.514.
Apesar de na˜o estar inserido na figura, o modelo tambe´m calcula P (Escola = 1) = 0.379.
Assim sendo,
P (OMS = 1|Escola = 1) = 0.398× 0.514
0.379
= 0.54 (Velas)
Da mesma forma calcula-se P (OMS = 1|Escola = 2).
P (OMS = 1|Escola = 2) = 0.398× 0.486
0.621
= 0.32 (Valongo)
Tem-se enta˜o que P (OMS = 1|Escola = 1) > P (OMS = 1|Escola = 2), o que esta´
concordante com o valor de β̂ < 0 de regressa˜o log´ıstica.
Na tabela 3.3 esta˜o reportados estes valores calculados, assim como todas as probabilidades
P (Cj = 1|...) para todas as varia´veis, calculadas numericamente atrave´s do teorema de
Bayes. Esta˜o tambe´m reportadas as probabilidades a` priori para cada varia´vel.
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(a) Modelo 3
(b) Modelo 4
Figura 3.1: Estimativas das probabilidades P (Diagno´stico = 1, 0) e P (xi|Diagno´stico = 1, 0), dos
modelos 3 e 4, obtidas no software RapidMiner.
38 CAPI´TULO 3. RESULTADOS
Tabela 3.3: Probabilidades a` priori de cada varia´vel, e estimativas das probabilidades
P (OMS, OMS alternativo = 1|xi), para cada varia´vel, nos modelos 3 e 4.
Varia´vel Probabilidade a` priori
Modelo 3 Modelo 4
OMS = 1 OMS Alternativo = 1
Consulta anual
0 0,174 0,240 0,327
1 0,826 0,431 0,537
Dent´ıfrico
0 0,830 0,037 0,050
1 0,917 0,401 0,500
Empenho escovagem
1 0,409 0,454 0,593
2 0,591 0,359 0,436
Escola
1 0,379 0,540 0,660
2 0,621 0,311 0,403
Estrato Social
1 0,280 0,244 0,325
2 0,580 0,457 0,575
3 0,140 0,460 0,541
Ge´nero
0 0,545 0,410 0,507
1 0,466 0,383 0,491
Motivo consulta
0 0,405 0,337 0,449
1 0,595 0,440 0,535
Relevaˆncia flu´or
1 0,057 0,333 0,665
2 0,943 0,402 0,490
Repartic¸a˜o refeic¸o˜es
1 0,030 0,253 0,253
2 0,970 0,402 0,508
Tempo de deslocac¸a˜o
0 0,890 0,405 0,506
1 0,110 0,345 0,448
Tipo de famı´lia
1 0,867 0,376 0,481
2 0,121 0,533 0,595
3 0,011 0,690 1,000
4 0,000 0,000 0,000
Como foi referido anteriormente, as varia´veis significativas com estimativas dos coeficientes
positivos nos modelos 1 e 2 sa˜o: ”Consulta anual”, ”Estrato social”e ”Tipo de famı´lia”.
Ao verificar as probabilidades destas varia´veis na tabela 3.3, verifica-se que a probabilidade
do me´todo de diagno´stico ser positivo (OMS = 1, no modelo 3 e OMS alternativo = 1 no
modelo 4), diferem com a codificac¸a˜o das varia´veis. Para ”Consulta anual”verifica-se que
fazer consulta anual (consulta anual = 1) e´ mais prova´vel a detec¸a˜o da ca´rie, em ambos
os modelos. O mesmo se verifica para a varia´vel ”Estrato social”, a` medida que a varia´vel
apresenta um estrato mais baixo (que corresponde a` codificac¸a˜o mais alta) verifica-se uma
maior probabilidade na detec¸a˜o da ca´rie. No entanto, verifica-se que P (OMS alternativo =
1|Estrato social = 2) > P (OMS alternativo = 1|Estrato social = 3), mas a diferenc¸a
na˜o e´ muita, pode ser devido a P (Estrato social = 2) > P (Estrato social = 3) e
P (Estrato social = 2|OMS alternativo = 1) > P (Estrato social = 3|OMS alternativo =
1).
As varia´veis significativas com estimativas dos coeficientes negativos sa˜o: ”Empenho na
escovagem”e ”Escola”. Com os ca´lculos anteriores ja´ se verificou que a
P (OMS = 1|Escola = 1) > P (OMS = 1|Escola = 2). Tambe´m se verifica, na tabela 3.3,
que P (OMS alternativo = 1|Escola = 1) > P (OMS alternativo = 1|Escola = 2).
O que se conclui que e´ mais prova´vel a detec¸a˜o da ca´rie, com ambos os diagno´sticos
na escola de Velas. Verificando a varia´vel ”Empenho na escovagem”verifica-se tambe´m
que P (OMS = 1, OMS alternativo = 1|Empenho na escovagem = 0) > P (OMS =
1, OMS alternativo = 1|Empenho na escovagem = 1).
Estes valores sa˜o concordantes com o facto de para estas varia´veis β̂ < 0 na regressa˜o
log´ıstica.
Para os modelos baseados em naive bayes na˜o foi poss´ıvel quantificar a qualidade dos
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modelos baseados em nenhum coeficiente, como nos modelos de regressa˜o log´ıstica.
Seguidamente, efetuou-se a verificac¸a˜o do desempenho de cada um dos quatro modelos.
A tabela 3.4 apresenta os resultados de avaliac¸a˜o dos modelos 1 a 4, considerando um cutoff
igual a 0.5. isto e´, se P̂ (C1|...) > 0.5 a classe e´ C = 1 (”ter ca´rie”). E´ poss´ıvel verificar,
que os modelos sa˜o semelhantes, com ligeira vantagem para OMS alternativo no que diz
respeito a accuracy. Os modelos 2 e 4 (OMS alternativo) apresentam um maior recall (1),
ou sensibilidade (acerta mais vezes quando a ca´rie foi diagnosticada) e precisa˜o do que os
modelos 1 e 3 (OMS). Note-se que os modelos com diagno´stico OMS (1 e 3) apresentam
maior recall (0), ou seja, sa˜o capazes de classificar melhor os indiv´ıduos que na˜o teˆm a ca´rie,
do que recall (1). Quando estudado o diagno´stico OMS alternativo, verifica-se que os valores
de recall (1) aumentam bastante, e os valores de recall (0), pelo contra´rio, diminuem. Esta
diferenc¸a e´ mais nota´vel com a te´cnica de regressa˜o log´ıstica.
Em relac¸a˜o a`s te´cnicas, verifica-se que os modelos com naive bayes apresentam maior sensi-
bilidade dos que com regressa˜o log´ıstica com ambos diagno´sticos (OMS e OMS alternativo),
no entanto em relac¸a˜o a` accuracy e precisa˜o nota-se que o naive bayes apresenta-se melhor
com o diagno´stico de ca´rie OMS. Pore´m, as diferenc¸as que se notam na˜o sa˜o muito grandes.
Tabela 3.4: Matrizes confusa˜o dos modelos 1, 2, 3 e 4 com cutoff =0.5, e valores de recall,
precision e accuracy das respetivas matrizes de confusa˜o.
Classe correta
Total
1 0
Classe prevista
1 46 27 73
0 59 132 191
Total 105 159 264
(a) Modelo 1
Classe correta
Total
1 0
Classe prevista
1 89 42 131
0 43 90 133
Total 132 132 264
(b) Modelo 2
Classe correta
Total
1 0
Classe prevista
1 51 37 88
0 54 122 176
Total 105 159 264
(c) Modelo 3
Classe correta
Total
1 0
Classe prevista
1 91 41 132
0 41 91 132
Total 132 132 264
(d) Modelo 4
Modelo cutoff Recall(1) (%) Recall(0) (%) Precision(1) (%) Precision(0) (%) Accuracy (%)
1 0.50 44 83 63 69 67
2 0.50 67 68 68 68 68
3 0.50 49 77 58 69 66
4 0.50 69 69 69 69 69
(e) Valores de recall, precision e accuracy.
Para ter uma visualizac¸a˜o mais apelativa dos modelos, efetuou-se a ana´lise das curvas ROC.
O estudo efetuado consistiu na ana´lise dos dois me´todos de diagno´stico para cada te´cnica de
classificac¸a˜o. Tem-se enta˜o a representac¸a˜o do diagno´stico OMS para a te´cnica de regressa˜o
log´ıstica e naive bayes, que e´ apresentada na figura 3.2 (a), e na figura 3.2 (b) a representac¸a˜o
gra´fica do diagno´stico OMS alternativo, com as duas te´cnicas.
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(a) Modelos 1 e 3 (b) Modelos 2 e 4
Figura 3.2: Curvas ROC dos modelos baseados em diagno´stico OMS (1 e 3) e em OMS
Alternativo (2 e 4).
Numa ana´lise geral dos dois gra´ficos, e´ poss´ıvel verificar que os quatro modelos teˆm um
desempenho equivalente. Para uma ana´lise mais pormenorizada das curvas, comec¸ou-se por
calcular o cutoff o´timo (ponto de corte o´timo) de cada curva ROC. Este valor refere-se ao
cutoff que e´ o melhor para o modelo fazer a classificac¸a˜o, com maior sensibilidade e maior
especificidade. Para cada curva ROC calculou-se a distaˆncia de todos os pontos de cutoff
ao ponto (0,1), destas selecionou-se a menor, e o valor correspondente. Posteriormente,
efetuou-se o ca´lculo dos valores presentes na tabela 3.4 para cada valor de cutoff o´timo de
cada modelo. Os resultados da avaliac¸a˜o de cada modelo com os respetivos cutoffs o´timos
esta˜o presentes nas tabelas 3.5. Na tabela 3.5 (e) esta˜o tambe´m referidos os valores dos
cutoffs o´timos para cada modelo.
Tabela 3.5: Matrizes confusa˜o dos modelos 1, 2, 3 e 4 com cutoffs o´timos respetivos.
Classe correta
Total
1 0
Classe prevista
1 69 44 113
0 36 115 151
Total 105 159 264
(a) Modelo 1
Classe correta
Total
1 0
Classe prevista
1 103 50 153
0 29 82 111
Total 132 132 264
(b) Modelo 2
Classe correta
Total
1 0
Classe prevista
1 76 63 139
0 29 96 125
Total 105 159 264
(c) Modelo 3
Classe correta
Total
1 0
Classe prevista
1 89 35 124
0 43 97 140
Total 132 132 264
(d) Modelo 4
Modelo AUC cutoff Recall(1) (%) Recall(0) (%) Precision(1) (%) Precision(0) (%) Accuracy (%)
1 0.716 0.43 66 72 61 76 70
2 0.743 0.43 78 62 67 74 70
3 0.706 0.40 72 60 55 77 65
4 0.740 0.54 67 73 72 69 70
(e) Valores de AUC, cutoff o´timo recall, precision e accuracy.
Uma forma de quantificar o desempenho e´ atrave´s da ana´lise de AUC (Area under the curve).
Assim sendo, verifica-se que os modelos em se obte´m um desempenho de AUC mais elevado
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sa˜o os modelos 2 e 4, que representam o me´todo de diagno´stico OMS alternativo, com as
te´cnicas de regressa˜o log´ıstica e naive bayes respetivamente.
Com o cutoff o´timo verifica-se um aumento considera´vel de valores de recall (1) para os
modelos de regressa˜o log´ıstica, comparando com os valores obtidos com cutoff igual a 0.5.
Comparando os resultados na tabela 3.4 com os da tabela 3.5. Para o modelo 1 o recall (1)
sobe de 44% para 66% e para o modelo 2 sobe de 67% para 78%. Ja´ os valores de recall (0)
para o modelo 1 desce de 83% para 72% e no modelo 2 de 68% para 62%. O valor de recall
(1) no modelo 3 sobe de 49% para 72% e recall (0) desce de 77% para 60%. O modelo 4
foi o u´nico em que se notou uma diminuic¸a˜o de recall (1) e um aumento de recall (0), com
diferenc¸as pequenas.
3.1.2 Aplicac¸a˜o de validac¸a˜o cruzada
Nesta subsecc¸a˜o sa˜o apresentados os resultados obtidos com aplicac¸a˜o da validac¸a˜o cruzada
nos quatro modelos. Esta te´cnica foi aplicada com duas abordagens diferentes.
Estrate´gia A: validac¸a˜o cruzada 90/10.
1. Uma amostra treino com aproximadamente 90% dos dados, obtida aleatoriamente da
base original;
2. Uma amostra teste com aproximadamente 10% dos dados, os dados restantes da
amostra treino.
Estrate´gia B: validac¸a˜o cruzada 90/90.
1. Uma amostra treino com aproximadamente 90% dos dados, obtida aleatoriamente da
base original (diferente da base de 1);
2. Quatro amostras teste com aproximadamente 90% dos dados, obtidas aleatoriamente
da base original, com reposic¸a˜o dos dados.
Procedeu-se enta˜o a aplicac¸a˜o das duas te´cnicas.
• Primeiramente, cada um dos modelos foi constru´ıdo no conjunto treino, para cada
abordagem (A e B), obtendo-se as probabilidades previstas para cada observac¸a˜o,
assim como o valor preditivo da classificac¸a˜o da doenc¸a (tendo ou na˜o a doenc¸a);
• Seguidamente, cada um dos modelos foi avaliado nos conjuntos testes, de forma
a avaliar o desempenho do modelo numa base de dados diferente. Quis-se obter,
tambe´m para esse conjunto, os dois resultados que e´ poss´ıvel obter, a predic¸a˜o das
probabilidades, e o valor preditivo do diagno´stico, para se proceder a` ana´lise dos
modelos.
A tabela 3.6 refere os valores estimados dos coeficientes das varia´veis e a sua significaˆncia
para os modelos de regressa˜o log´ıstica (1 e 2), na estrate´gia de validac¸a˜o cruzada 90/10
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(estrate´gia A).
Tabela 3.6: Coeficientes e respetiva significaˆncia das varia´veis nos modelos de regressa˜o
log´ıstica (1 e 2) constru´ıdos na amostra treino com a estrate´gia A (90/10) e valores de
Nagelkerke de cada modelo.
Varia´vel
Modelo 1 (R2 = 0, 177) Modelo 2 (R2 = 0, 246)
Coeficiente Sig. Coeficiente Sig.
Constante -3,743 0,197 -1,208 0,682
Consulta anual 0,987 0,019 0,987 0,014
Dent´ıfrico -0,066 0,911 0,093 0,882
Empenho escovagem -0,547 0,069 -0,824 0,008
Escola -0,903 0,003 -1,175 0,000
Estrato Social 0,511 0,038 0,560 0,023
Ge´nero -0,109 0,711 -0,072 0,810
Motivo consulta 0,516 0,098 0,496 0,119
Relevaˆncia Flu´or 0,076 0,915 -1,285 0,101
Repartic¸a˜o refeic¸o˜es 1,437 0,218 1,974 0,094
Tempo deslocac¸a˜o 0,406 0,411 0,674 0,184
Tipo famı´lia 0,534 0,192 0,669 0,128
Com aproximadamente 90% dos dados a varia´vel ”Empenho na escovagem”deixa de ser
estatisticamente significativa no modelo 1 e continua a ser no modelo 2 e com β̂ < 0. A
varia´vel ”Tipo de famı´lia”deixa de ser estatisticamente significativa em ambos os modelos,
embora as estimativas dos coeficientes se mantenham concordantes com os 100% dos dados.
O nu´mero de observac¸o˜es em cada classe desta varia´vel pode justificar o facto de ter deixado
de ser estatisticamente significativa. As restantes varia´veis estatisticamente significativas nos
modelos com 100% dos dados, continuam a ser nestes modelos, mantendo-se as estimativas
dos coeficientes concordantes, para a varia´veis ”Consulta anual”e ”Estrato social”, β̂ > 0, e
para a varia´vel ”Escola”β̂ < 0.
A estat´ıstica de Nagelkerke, R2, apresenta valores de 18% e 25% para o modelo 1 e modelo
2 respetivamente, notando que que o modelo com OMS alternativo explica melhor a varia-
bilidade dos dados.
A figura 3.3(a) e 3.3(b) mostra os resultados obtidos dos modelos 3 e 4, apresentando as
estimativas das probabilidades a priori para cada me´todo de diagno´stico (OMS e OMS
alternativo) e para cada varia´vel apresenta a tabela com as estimativas das probabilidade
condicionadas P (xi|Cj).
A tabela 3.7 reporta as probabilidades a` priori de cada varia´vel, na base de dados, assim
como as estimativas das probabilidades P (OMS = 1, OMSalternativo = 1|...) para cada
varia´vel, calculadas numericamente atrave´s da fo´rmula de Bayes.
Verifica-se, pela tabela 3.7, que, P (Tipo de famı´lia=3) = 0, 009, ou seja, ha´ muito poucas ob-
servac¸o˜es nesta classe e que P (Tipo de famı´lia = 2) e´ muito menor que P (Tipo de famı´lia =
1). Estes valores sa˜o menores do que na base de dados com 100% dos dados, o que pode
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justificar o facto de esta varia´vel deixar de ser estatisticamente significativa em regressa˜o
log´ıstica. Nas restantes varia´veis nota-se que os valores das estimativas das probabilidades
sa˜o concordantes com os valores estimados na base de dados com 100% dos dados.
(a) Modelo 3
(b) Modelo 4
Figura 3.3: Estimativas das probabilidades P (Diagno´stico = 1, 0) e P (xi|Diagno´stico = 1, 0), dos
modelos 3 e 4 na estrate´gia A (90/10), obtidas no software RapidMiner.
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Tabela 3.7: Probabilidades a` priori de cada varia´vel, e estimativas das probabilidades
P (OMS, OMS alternativo = 1|xi), para cada varia´vel, nos modelos 3 e 4, na estrate´gia A
(90/10)
Varia´vel Probabilidade a` priori
Modelo 3 Modelo 4
OMS = 1 OMS Alternativo = 1
Consulta anual
0 0,187 0,228 0,319
1 0,813 0,440 0,544
Dent´ıfrico
0 0,077 0,442 0,553
1 0,923 0,396 0,498
Empenho escovagem
1 0,400 0,447 0,585
2 0,600 0,369 0,447
Escola
1 0,400 0,543 0,670
2 0,600 0,305 0,390
Estrato Social
1 0,281 0,242 0,318
2 0,574 0,460 0,578
3 0,145 0,470 0,557
Ge´nero
0 0,536 0,405 0,500
1 0,464 0,394 0,504
Motivo consulta
0 0,396 0,344 0,462
1 0,604 0,437 0,528
Relevaˆncia Flu´or
1 0,05 1 0,334 0,668
2 0,949 0,404 0,493
Repartic¸a˜o refeic¸o˜es
1 0,030 0,142 0,142
2 0,970 0,408 0,513
Tempo de deslocac¸a˜o
0 0,894 0,400 0,500
1 0,106 0,402 0,522
Tipo de familia
1 0,877 0,383 0,485
2 0,115 0,518 0,592
3 0,009 0,475 0,947
A figura 3.4 mostra a visualizac¸a˜o gra´fica correspondentes a`s curvas ROC de cada modelo. E´
apresentado a avaliac¸a˜o do modelo no conjunto treino, e a avaliac¸a˜o quando este e´ avaliado
no conjunto teste. Numa ana´lise a` representac¸a˜o gra´fica, pode-se verificar que as curvas
ROC sa˜o um pouco diferentes. As curvas no conjunto teste sa˜o mais quantificadas pelo
efeito do tamanho da amostra. E a curva que apresenta ter maior AUC nos conjuntos testes
parece ser a que representa o modelo 4 (OMS alternativo com naive bayes).
A tabela 3.8 refere os valores de AUC para cada curva ROC assim como os valores do limite
inferior, Lower Bound e limite superior, Upper Bound de um intervalo de confianc¸a a 95%
para os valores de AUC. Pode-se verificar que ha´ uma ligeira diminuic¸a˜o de desempenho do
modelo quando avaliado num conjunto de dados independente. A diferenc¸a maior verifica-
se no segundo modelo. Verifica-se tambe´m que os intervalos de confianc¸a para AUC nos
conjuntos de treino na˜o conteˆm o valor 0.5. No entanto, os intervalos de confianc¸a para os
valores de AUC nos conjuntos de teste ja´ conteˆm o valor 0.5.
Ao verificar os resultados de AUC para os modelos originais e os modelos do conjunto treino,
encontra-se uma ligeira diminuic¸a˜o, dos valores dos modelos com os dados todos, para os
modelos praticados com esta estrate´gia (90/10) apenas no modelo 4. Os restantes modelos
apresentam curvas ROC com valores maiores de AUC no conjunto treino.
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(a) Modelos 1 e 3 - Treino (b) Modelos 2 e 4 - Treino
(c) Modelo 1 e 3 - Teste (d) Modelo 2 e 4 - Teste
Figura 3.4: Curvas ROC, avaliac¸a˜o dos modelos nos dois conjuntos, treino e teste
Tabela 3.8: Valor de AUC e Intervalo de confianc¸a para cada curva ROC, onde LB representa
Lower Bound e UB representa Upper Bound
Modelo Conjunto AUC IC 95%
LB UB
1
Treino 0,724 0,657 0,791
Teste 0,619 0,385 0,853
2
Treino 0,760 0,698 0,822
Teste 0,607 0,391 0,823
3
Treino 0,715 0,648 0,782
Teste 0,629 0,397 0,861
4
Treino 0,724 0,688 0,813
Teste 0,688 0,482 0,894
A tabela 3.9 reporta os resultados na avaliac¸a˜o dos modelos, com os respetivos cutoffs o´timos.
Verifica-se que os modelos que apresentam melhor accuracy sa˜o os modelos com regressa˜o
log´ıstica (1 e 2). No entanto, quando avaliados na base de teste, com dados diferentes,
estes modelos perdem accuracy, o que na˜o acontece nos modelos com naive bayes (2 e 4).
O modelo 4 aparenta ser o melhor, uma vez que avaliado no conjunto teste, a accuracy
aumenta em 11%, e apresenta uma sensibilidade de 86%.
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Tabela 3.9: Cutoffs o´timos, precision, recall e accuracy dos modelos 1, 2, 3 e 4 na estrate´gia
A (90/10).
Modelo Conjunto Cutoff Recall(1) (%) Recall(0) (%) Precision(1) (%) Precision(0) (%) Accuracy (%)
1
Treino 0.43 68 72 62 77 70
Teste 0.35 64 56 47 71 59
2
Treino 0.46 77 68 71 75 73
Teste 0.71 43 93 86 64 69
3
Treino 0.39 71 65 58 77 68
Teste 0.50 46 83 63 71 69
4
Treino 0.47 51 79 71 62 65
Teste 0.46 86 67 71 83 76
Seguidamente reporta-se os resultados obtidos na estrate´gia B (90% dos dados para treino
e 90% dos dados para teste). A tabela 3.10 reporta as estimativas dos coeficientes dos
modelos de regressa˜o log´ıstica, constru´ıdos no novo conjunto treino, e as suas respetivas
significaˆncias.
Tabela 3.10: Coeficientes e significaˆncia das varia´veis nos modelos 1 e 2 constru´ıdos na
segunda amostra treino da estrate´gia B (90/90) e valores de Nagelkerke de cada modelo.
Varia´vel
Modelo 1 (R2 = 0, 171) Modelo 2 (R2 = 0, 224)
Coeficiente Sig. Coeficiente Sig.
Constante -3,654 0,019 -1,673 0,555
Consulta anual 0,924 0,195 0,911 0,025
Dent´ıfrico 0,385 0,771 0,35 0,519
Empenho escovagem -0,572 0,004 -0,838 0,005
Escola -0,844 0,029 -1,026 0,001
Estrato Social 0,576 0,066 0,586 0,017
Ge´nero 0,044 0,473 0,057 0,846
Motivo consulta 0,396 0,879 0,476 0,124
Relevaˆncia Flu´or -0,18 0,272 -1,197 0,088
Repartic¸a˜o refeic¸o˜es 1,287 0,049 1,848 0,116
Tempo deslocac¸a˜o 0,144 0,784 0,359 0,468
Tipo famı´lia 0,692 0,197 0,721 0,072
No modelo 1 verifica-se que a varia´vel ”Empenho na escovagem”e´ estatisticamente sig-
nificativa, o que na˜o aconteceu no modelo 1, com a estrate´gia A (90/10), e a varia´vel
”Estrato social”deixa de ser estatisticamente significativa no modelo 1, continuando a ser
no modelo 2. O mesmo se verifica para a varia´vel ”Consulta anual”. Para ”Empenho na
escovagem”β̂ < 0, o que e´ concordante com o valor obtido nos modelos com a base de dados
completa. Para ”Consulta anual”e ”Estrato social”β̂ > 0, o que tambe´m e´ concordante com
os valores obtidos nos modelos com a base de dados completa. Uma vez que o diagno´stico
OMS alternativo deteta melhor a componente de obturac¸a˜o do ı´ndice CPOD, o facto de o
doente fazer consulta anual, esta´ mais suscet´ıvel a` detec¸a˜o de dentes obturados, o que pode
justificar a varia´vel ”Consulta anual”ser estatisticamente significativa no modelo 2.
A varia´vel ”Escola”continua a ser estatisticamente significativa nos dois modelos. No
modelos 1, a varia´vel ”Repartic¸a˜o das refeic¸o˜es”tambe´m e´ estatisticamente significativa,
3.1. MODELOS DE DIAGNO´STICO 47
com β̂ > 0.
As varia´veis ”Empenho na escovagem”e ”Escola”parecem ser as varia´veis mais importantes
estatisticamente.
O Modelo 1 parece necessitar de um tamanho de amostra maior, enquanto que o modelo 2
parece ser mais robusto a variac¸o˜es do conjunto de treino, pois permite manter as mesmas
varia´veis estatisticamente significativas. O que pode indicar que o me´todo OMS alternativo
e´ o me´todo de diagno´stico mais ajustado aos fatores de risco.
A estat´ıstica de Nagelkerke, R2, apresenta um valor de 17% para o modelo 1, e de 22% para
o modelo 2.
A figura 3.5 apresenta as probabilidades a priori de OMS ser igual a 1, no modelo 3, e de
OMS alterativo ser igual a 1, no modelo 4. Tambe´m sa˜o apresentadas as estimativas das
probabilidades P (xi|OMS = 1, 0) (figura 3.5 (a)) e P (xi|OMSalternativo = 1, 0) (figura
3.5 (b)).
A tabela 3.11 reporta as probabilidades a` priori de cada classe de cada varia´vel, na amostra
treino, e as estimativas das probabilidades P (OMS, OMS alternativo = 1|xi) para cada
varia´vel.
Tabela 3.11: Probabilidade a` priori para cada varia´vel e estimativas das probabilidades
P (OMS, OMS alternativo = 1|xi), para cada varia´vel, nos modelos 3 e 4, na estrate´gia B
(90/90).
Varia´vel Probabilidade a` priori
Modelo 3 Modelo 4
OMS = 1 OMS Alternativo = 1
Consulta anual
0 0,170 0,244 0,342
1 0,830 0,434 0,540
Dent´ıfrico
0 0,091 0,364 0,501
1 0,909 0,406 0,506
Empenho escovagem
1 0,419 0,455 0,594
2 0,581 0,364 0,443
Escola
1 0,386 0,537 0,655
2 0,614 0,317 0,412
Estrato Social
1 0,270 0,215 0,307
2 0,585 0,475 0,588
3 0,145 0,457 0,544
Ge´nero
0 0,548 0,401 0,500
1 0,452 0,403 0,514
Motivo consulta
0 0,402 0,351 0,454
1 0,598 0,437 0,541
Relevaˆncia Flu´or
1 0,058 0,358 0,644
2 0,942 0,405 0,497
Repartic¸a˜o refeic¸o˜es
1 0,025 0,166 0,167
2 0,975 0,408 0,515
Tempo de deslocac¸a˜o
0 0,896 0,407 0,509
1 0,104 0,359 0,479
Tipo de familia
1 0,863 0,379 0,485
2 0,124 0,535 0,602
3 0,012 0,692 1,000
4 0,000 0,000 0,000
Apesar de a varia´vel ”Consulta anual”na˜o ser significativa no modelo 1, verifica-se novamente
P (OMS = 1|Consulta anual = 1) > P (OMS = 1|Consulta anual = 0) no modelos 3,
assim como no modelo 4. Tambe´m a varia´vel ”Estrato social”deixou de ser estatisticamente
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significativa no modelo 1, no entanto verifica-se que as estimativas das probabilidades
para cada classe desta varia´vel manteˆm-se concordantes com as probabilidades obtidas
com a base de dados completa, no modelo 3 como no modelo 4. Ao verificar as proba-
bilidades da varia´vel ”Repartic¸a˜o das refeic¸o˜es”nota-se que para o modelo 3 P (OMS =
1|Reaparic¸a˜o refeic¸o˜es=2) > P (OMS = 1|Repartic¸a˜o refeic¸o˜es = 1), o que e´ concordante
com o coeficiente estimado em regressa˜o log´ıstica ser positivo.
(a) Modelo 3
(b) Modelo 4
Figura 3.5: Estimativas das probabilidades P (Diagno´stico = 1, 0) e P (xi|Diagno´stico = 1, 0), dos
modelos 3 e 4 na estrate´gia B (90/90), obtidas no software RapidMiner.
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A figura 3.6 apresenta as curvas ROC dos modelos 1 a 4 constru´ıdos na base de treino.
Pode-se verificar que os modelos aparentam ser semelhantes.
A figura 3.7 apresenta as curvas ROC depois de os modelos serem avaliados nos conjuntos
testes. Relembra-se que foram constru´ıdos quatro conjuntos testes, com aproximadamente
90% dos dados, diferente do conjunto teste. Na ana´lise gra´fica os modelos parecem ser muito
semelhantes.
(a) Modelos 1 e 3 (b) Modelos 2 e 4
Figura 3.6: Curvas ROC dos modelos 1, 2, 3 e 4
A tabela 3.12 reporta os valores de AUC para cada conjunto, assim como o intervalo de
confianc¸a a 95% respetivo. Pela ana´lise da tabela, verifica-se que os melhores modelos,
constru´ıdo na amostra treino sa˜o os de OMS alternativo (2 e 4), com um ligeiro aumento
de valor de AUC para o modelo 2. Verifica-se tambe´m que os melhores valores de AUC nos
conjuntos testes sa˜o tambe´m os dos modelos 2 e 4. No entanto, nota-se que os valores de
AUC sa˜o semelhantes para as amostras treino e testes em cada modelo.
Nota-se tambe´m que nenhum modelo apresenta intervalo de confianc¸a de valor de AUC com
o valor 0.5.
A tabela 3.13 refere os resultados obtidos de recall, precision e accuracy para os modelos
treino e testes, avaliados com os respetivos cutoffs o´timos calculados numericamente atrave´s
das curvas ROC de cada modelo.
Ao analisar a tabela 3.13, nota-se novamente que os modelos em que se obte´m uma melhor
accuracy sa˜o os modelos com diagno´stico OMS alternativo (2 e 4). No entanto o modelo
4 apresenta maior especificidade do que sensibilidade. O modelo que apresenta maior
sensibilidade e´ o modelo 2. Avaliados nos conjuntos teste, o modelo que perde maior
desempenho e´ o modelo 3, pois a sua accuracy baixa mais comparando os outros modelos.
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(a) Modelos 1 e 3 - Teste 1 (b) Modelos 2 e 4 - Teste 1
(c) Modelos 1 e 3 - Teste 2 (d) Modelos 2 e 4 - Teste 2
(e) Modelos 1 e 3 - Teste 3 (f) Modelos 2 e 4 - Teste 3
(g) Modelos 1 e 3 - Teste 4 (h) Modelos 2 e 4 - Teste 4
Figura 3.7: Curvas ROC, avaliac¸a˜o dos modelos 2 e 4 nos conjuntos de teste 1, 2, 3 e 4
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Tabela 3.12: Valor de AUC e Intervalo de confianc¸a para cada curva ROC dos conjuntos
treino e testes na estrate´gia B (90/90).
Modelo Conjunto AUC IC 95%
LB UB
1
Treino 0,715 0,649 0,781
Teste 1 0,699 0,629 0,770
Teste 2 0,715 0,646 0,784
Teste 3 0,709 0,642 0,776
Teste 4 0,707 0,640 0,774
2
Treino 0,741 0,679 0,804
Teste 1 0,717 0,651 0,783
Teste 2 0,741 0,677 0,805
Teste 3 0,735 0,672 0,798
Teste 4 0,743 0,681 0,805
3
Treino 0,707 0,675 0,776
Teste 1 0,697 0,627 0,767
Teste 2 0,706 0,637 0,775
Teste 3 0,704 0,637 0,771
Teste 4 0,694 0,626 0,761
4
Treino 0,738 0,675 0,800
Teste 1 0,715 0,649 0,780
Teste 2 0,732 0,688 0,796
Teste 3 0,732 0,670 0,796
Teste 4 0,731 0,668 0,794
Tabela 3.13: Cutoffs o´timos, precision, recall e accuracy dos modelos 1, 2, 3 e 4 nos conjuntos
treino e testes na estrate´gia B (90/90).
Modelo Conjunto cutoff Recall(1) (%) Recall(0) (%) Precision(1) (%) Precision(0) (%) Accuracy (%)
1
Treino 0.37 72 64 57 77 67
Teste 1 0.41 63 68 56 74 66
Teste 2 0.41 67 69 57 77 68
Teste 3 0.37 70 65 58 76 67
Teste 4 0.37 69 65 57 76 67
2
Treino 0.45 79 64 69 75 71
Teste 1 0.45 76 63 67 73 69
Teste 2 0.47 76 66 67 75 71
Teste 3 0.47 76 65 69 72 70
Teste 4 0.47 75 67 70 73 71
3
Treino 0.45 62 72 60 74 68
Teste 1 0.41 73 56 52 76 63
Teste 2 0.41 67 50 45 71 57
Teste 3 0.41 74 57 54 76 64
Teste 4 0.41 72 57 53 76 63
4
Treino 0.54 62 74 71 66 68
Teste 1 0.54 59 73 68 65 66
Teste 2 0.54 62 75 70 68 69
Teste 3 0.54 62 74 71 66 68
Teste 4 0.54 61 76 72 66 69
Detalhes te´cnicos de estimac¸a˜o
Inicialmente os modelos de regressa˜o log´ıstica, com os dois me´todos de diagno´stico, foram
constru´ıdos no software SPSS. Os dois primeiros modelos, com a base de dados completa,
apresentados na subsecc¸a˜o 3.1.1 sa˜o constru´ıdos neste software. Utilizou-se a mesma abor-
dagem na construc¸a˜o destes modelos, para as estrate´gias de validac¸a˜o cruzada. No entanto,
notou-se um problema na implementac¸a˜o destas te´cnicas no SPSS, notou-se uma diferenc¸a
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significativa na avaliac¸a˜o dos modelos nos conjuntos testes, o que levou a verificar estes
resultados, e uma vez que na˜o foi poss´ıvel encontrar uma soluc¸a˜o para este problema, e
na˜o se encontrou um problema semelhante na literatura, optou-se por realizar a mesma
ana´lise num software diferente, o R. Realizou-se o mesmo processo feito em SPSS, com o
mesmo conjunto treino construiu-se os modelos 1 e 2, com a func¸a˜o glm do R. Obteve-se os
resultados pretendidos, e depois avaliou-se cada modelo nos conjuntos de teste.
3.2 Modelos de diagno´stico Forward e Backward
Com o objetivo de obter modelos com desempenhos equivalentes aos modelos constru´ıdos na
secc¸a˜o anterior, implementou-se te´cnicas de selec¸a˜o de varia´veis forward selection e backward
elimination na base de dados original, e na base de dados com as 11 varia´veis.
3.2.1 Diminuic¸a˜o da dimensa˜o da base de dados
A base de dados original e´ constitu´ıda por 25 varia´veis e 264 observac¸o˜es. Uma vez que sa˜o
poucas observac¸o˜es comparado com o nu´mero de varia´veis (Peduzzi, 1996), e podendo este
facto interferir no desempenho dos modelos, aplicou-se uma te´cnica para reduzir a dimensa˜o
da base de dados, que consiste no estudo da correlac¸a˜o das varia´veis com o objetivo de
verificar se havera´ varia´veis muito correlacionadas.
A varia´vel ”Idade”foi a primeira varia´vel analisada e retirada da base de dados, uma vez
que o estudo da tese se insere em crianc¸as dos 11 aos 13 anos de idade.
Para a ana´lise das restantes varia´veis efetuou-se uma ana´lise classificato´ria, com me´todo
hiera´rquico em que o ı´ndice de dissemelhanc¸a das varia´veis corresponde a` correlac¸a˜o entre
elas. Para efetuar o agrupamento das varia´veis, considerou-se va´rios tipos de ligac¸o˜es, como
o ı´ndice da me´dia, ı´ndice do ma´ximo, ı´ndice do mı´nimo e ı´ndice de Ward.
Na figura 3.8 esta˜o referidos os valores de ı´ndice de deformac¸a˜o e coeficiente cofene´tico, para
os diversos ı´ndices de ligac¸a˜o. Como se pode verificar, o ı´ndice que apresenta melhores resul-
tados e´ o ı´ndice da me´dia pois apresenta menor deformac¸a˜o e maior coeficiente cofene´tico.
O dendrograma representado na figura 3.8 a seguir apresenta a classificac¸a˜o hiera´rquica
usando o ı´ndice da me´dia.
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I´ndices de ligac¸a˜o
Me´dia Mı´nimo Ma´ximo Ward
I´ndice Deformac¸a˜o 0,433 2,825 1,260 199
Coeficiente Cofene´tico 0,957 0,933 0,943 0,447
Figura 3.8: Valores de coeficiente cofene´tico e ı´ndice de deformac¸a˜o na construc¸a˜o do
dendrograma, e o respetivo dendrograma apresentando a dissemelhanc¸as entre as 24 varia´veis
iniciais (tabela 1.3)
Observam-se conjuntos de varia´veis que apresentam uma correlac¸a˜o alta entre elas, nomea-
damente:
1. Consulta anual e ida ao dentista;
2. Empenho na escovagem e escovagem realizada pela ma˜e;
3. Per´ıodo de escovagem, per´ıodo de escovagem dicotomizado e escola;
4. Motivo da u´ltima consulta e motivo da u´ltima visita.
Seguidamente estudou-se cada conjunto de varia´veis (as tabelas das frequeˆncias das varia´veis
podem ser consultadas em anexo). Para os conjuntos 1, 2 e 4 verificou-se que uma das
varia´veis e´ uma versa˜o dicotomizada da outra. Ou seja, no conjunto 1 verifica-se que ”Con-
sulta anual”corresponde a uma recodificac¸a˜o bina´ria de ”Ida ao dentista”, e ainda que ”Ida
ao dentista”e´ constitu´ıda por classes com muitas poucas observac¸o˜es. No conjunto 2, nota-se
que ”Empenho na escovagem”e´ tambe´m uma recodificac¸a˜o bina´ria de ”Escovagem realizada
pela ma˜e”, o mesmo verifica-se para o conjunto 4, em que ”Motivo da u´ltima consulta”e´
tambe´m uma recodificac¸a˜o de ”Motivo da visita”. Por se verificar estes resultados, optou-se
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por continuar a estudar as varia´veis dicotomizadas e excluir as outras da base de dados
original.
Em relac¸a˜o ao conjunto 3, verifica-se que ”Per´ıodo de escovagem dicotomizado”e´ uma versa˜o
dicotomizada de ”Per´ıodo de escovagem”, mantendo-se assim a primeira. Apesar de estas
varia´veis se mostrarem muito correlacionadas com a varia´vel ”Escola”, optou-se por manter
esta varia´vel, uma vez que permite ser estudado como fator de risco diferente de ”Per´ıodo
de escovagem”, ou seja, enquanto que a varia´vel ”Escola”pode estar associada a fatores
socioecono´micos, ”Per´ıodo de escovagem”pode-se associar a fatores de risco de higiene. A
tabela 3.15 reporta as correlac¸o˜es destas varia´veis com os dois diagno´sticos, onde e´ poss´ıvel
observar que ambas sa˜o igualmente correlacionadas com OMS e OMS alternativo (R' 0.25
Tabela 3.14: Correlac¸a˜o de ”Escola”e ”Per´ıodo de escovagem dicotomizado”com os
diagno´sticos de ca´rie OMS e OMS alternativo.
O dendrograma representa ainda conjuntos de varia´veis moderadamente correlacionadas
(R ≈ 0.5), nomeadamente:
1. Nu´mero de refeic¸o˜es e repartic¸a˜o de refeic¸o˜es;
2. Importaˆncia do flu´or reconhecida pela ma˜e e relevaˆncia do flu´or.
Para estas varia´veis efetuou-se o mesmo processo, e verificou-se a varia´vel ”Repartic¸a˜o de
refeic¸o˜es”e´ uma versa˜o dicotomizada de ”Nu´mero de refeic¸o˜es por dia”, e que ”Relevaˆncia do
flu´or”e´ tambe´m uma recodificac¸a˜o bina´ria de ”Importaˆncia do flu´or para a ma˜e”, tambe´m
se encontra para esta u´ltima, classes com muito poucas observac¸o˜es. Manteve-se enta˜o as
verso˜es dicotomizadas das varia´veis, excluindo as outras.
A figura 3.9 ilustra o dendrograma final, constitu´ıdo pelas 18 varia´veis finais. O ı´ndice de
ligac¸a˜o com que foi constru´ıdo o dendrograma foi novamente o da me´dia, que se mostrou
melhor, como se pode ver na tabela da figura 3.9, e´ o ı´ndice com menor deformac¸a˜o delta e
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maior coeficiente cofene´tico.
I´ndice
Me´dia Mı´nimo Ma´ximo Ward
I´ndice Deformac¸a˜o 0,223 1,411 0,595 18
Coeficiente Cofene´tico 0,897 0,826 0,884 0,282
Figura 3.9: Valores de coeficiente cofene´tico e ı´ndice de deformac¸a˜o na construc¸a˜o do
dendrograma final.
3.2.2 Desempenho dos modelos
Nesta subsecc¸a˜o ira˜o ser reportados os resultados obtidos da implementac¸a˜o dos me´todos
forward selection e backward elimination para selec¸a˜o de varia´veis. O objetivo e´ encontrar
modelos com desempenho equivalente aos modelos constru´ıdos com 11 varia´veis, cujas
varia´veis sa˜o selecionadas por forward selection e backward elimination da base de dados
com 18 varia´veis. O mesmo e´ feito com a base de dados das 11 varia´veis.
As tabelas 3.15 e 3.16 apresentam os modelos obtidos da implementac¸a˜o dos me´todos de
selec¸a˜o de varia´veis no conjunto de 18 varia´veis e no conjunto de 11 varia´veis. A tabela 3.16
tambe´m apresenta as 11 varia´veis dos primeiros modelos estudados na secc¸a˜o 3.1.
Sera˜o enta˜o criados novos modelos, a cada um foi atribu´ıdo um nu´mero, para ser mais simples
de identificar. Assim sendo, as tabelas sa˜o constitu´ıdas pelos nu´meros de identificac¸a˜o
dos modelos, o me´todo de diagno´stico (OMS e OMS alternativo), a te´cnica implementada
(regressa˜o log´ıstica e naive bayes) e finalmente as varia´veis finais de cada modelo.
As varia´veis finais, dos modelos constru´ıdos com a te´cnica de regressa˜o log´ıstica, que sa˜o
estatisticamente significativas (Sig < 0.05) para o modelo, esta˜o assinaladas com *. Os
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resultados dos modelos esta˜o reportados em anexo.
Na figura 3.10 esta˜o ilustradas as curvas ROC dos modelos obtidos pelos me´todos de selec¸a˜o
de varia´veis. As curvas ROC esta˜o constru´ıdas pelo me´todo de diagno´stico (OMS e OMS
alternativo), como foi feito na figura 3.2. Assim, as figura 3.10 (a) e 3.10 (c) ilustram os
modelos com me´todo de diagno´stico OMS em ambas as te´cnicas (regressa˜o log´ıstica e naive
bayes) e em ambos os me´todos de selec¸a˜o (forward selection e backward elimination) da base
de dados com 18 varia´veis, e da base de dados das 11 varia´veis, respetivamente. As curvas
ROC dos modelos com as duas te´cnicas e os dois me´todos de selec¸a˜o, e com o me´todo de
diagno´stico OMS alternativo, na base de dados com 18 varia´veis esta˜o ilustrados na figura
3.10 (b), e na base com as 11 varia´veis na figura 3.10 (d).
(a) Modelos 5, 7, 9 e 11 (b) Modelos 6, 8, 10 e 12
(c) Modelos 13, 15, 17 e 19 (d) Modelos 14, 16, 18 e 20
Figura 3.10: Curvas ROC dos modelos baseados em diagno´stico OMS (5,7,9,11) e OMS
alternativo (6,8,10,12).
Ao analisar as curvas ROC dos modelos, na˜o se encontram diferenc¸as significativas, os
modelos sa˜o muito semelhantes. Comparando estas curvas com as curvas da figura 3.2, que
correspondem aos quatro primeiros modelos, nota-se que tambe´m sa˜o semelhantes.
A tabela 3.15 apresenta os valores da avaliac¸a˜o dos modelos. Esta˜o apresentados todos
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os modelos, os quatro modelos estudados anteriormente tambe´m, de forma a facilitar a
comparac¸a˜o do desempenho dos modelos.
Tabela 3.15: Precision, recall e accuracy dos modelos 1, 2, 3 e 4 com cutoff igual a 0.5
Modelo AUC cutoff Recall(1) (%) Recall(0) (%) Precision(1) (%) Precision(0) (%) Accuracy (%)
1 0.716 0.43 66 72 61 76 70
2 0.743 0.43 78 62 67 74 70
3 0.706 0.40 72 60 55 77 65
4 0.740 0.54 67 73 72 69 70
5 0.678 0.43 55 75 60 72 67
6 0.758 0.49 70 73 72 71 72
7 0.720 0.37 73 60 55 77 66
8 0.774 0.51 71 72 72 71 72
9 0.683 0.40 63 69 57 74 67
10 0.749 0.52 74 71 72 73 72
11 0.706 0.42 71 68 60 78 69
12 0.738 0,52 70 72 72 71 71
13 0.680 0.44 50 76 58 70 66
14 0.722 0.55 67 77 74 70 72
15 0.641 0.39 60 63 52 70 62
16 0.686 0.52 69 67 67 68 68
17 0.674 0.41 55 71 56 71 65
18 0.721 0.53 70 69 69 69 69
19 0.713 0.36 70 65 57 77 67
20 0.734 0.49 70 68 69 69 69
Seguidamente faz-se a comparac¸a˜o dos valores obtidos para AUC, recall (1) e accuracy.
A comparac¸a˜o e´ feita tendo em conta o me´todo utilizado e o diagno´stico estudado, assim
sendo, observa-se os seguintes resultados:
• O modelo 1 (regressa˜o log´ıstica e OMS), compara-se com os modelos 9, 11, 17 e
19. Pela ana´lise de AUC verifica-se que o melhor modelo e´ o 1, no entanto a diferenc¸a
na˜o e´ muita com os outros modelos. Tambe´m pela ana´lise de accuracy o modelo 1
mostra-se melhor, no entanto, a diferenc¸a tambe´m na˜o e´ grande e destaca-se o modelo
11, que constitu´ıdo por 4 varia´veis, que apresenta um valor de 69% de accuracy. Este
modelo apresenta um valor de sensibilidade (recall (1)) maior do que o modelo 1, os
outros modelos apresentam menor sensibilidade. Qualquer um dos modelos constru´ıdo
com selec¸a˜o de varia´veis apresenta menor precisa˜o de OMS do que o modelo 1.
• O modelo 2 (regressa˜o log´ıstica com OMS alternativo) e´ compara´vel com os
modelos 10, 12 18 e 20. Analisando o valor de AUC, verifica-se valores muito ideˆnticos,
os modelos que apresenta maior AUC e´ o modelo 10. Todos os modelos apresentam
valores de accuracy do muito perto, destacando-se para os modelos 10 e 12. OS
modelos 10, 12, 18 e 20 teˆm todos aproximadamente a mesma quantidade de varia´veis
(o modelo 10 tem 4 e o modelo 20 tem 7). Note-se, pela tabela 3.16, que os modelos com
o me´todo de selec¸a˜o da base com 18 varia´veis teˆm uma varia´vel que na˜o era presente na
base das 11 varia´veis (”Rastreios escolares”). O modelo 2 apresenta maior sensibilidade
que os outros modelos, e os modelos 10 e 12 apresentam tambe´m sensibilidade que os
modelo 18 e 20.
• O modelo 3 (naive bayes com OMS). Pode-se comparar com os modelos 5, 7, 13 e
15. Verifica-se que apenas o modelo 7 apresenta AUC maior que o modelo 3, os outros
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modelos apresentam valores de AUC mais baixos. Os modelos obtidos com me´todos de
selec¸a˜o apresentam valores de accuracy e sensibilidade menores que o modelo 3, exceto
no modelo 7, que apresenta maior sensibilidade. O modelo 5 na˜o apresenta os melhores
resultados, no entanto e´ constitu´ıdo por 4 varia´veis. O modelo 7, e´ constitu´ıdo por
um nu´mero considera´vel de varia´veis (feito com backward elimination), e por isso, na˜o
sera´ relevante, uma vez que se quer obter modelos com menos de 11 varia´veis.
• O modelo 4 (naive bayes com OMS alternativo) e´ compara´vel com os modelos 6,
8, 14 e 16. Neste caso, os modelos 6 e 8 apresentam melhores resultados, no geral, que
o modelo 4 e tambe´m com os modelos 6 e 8, destacando o modelo 8 na sensibilidade
do diagno´stico OMS alternativo. O modelo 16 que a presenta resultados mais baixos.
No entanto, o modelo 8 e´ constitu´ıdo por um nu´mero elevado de varia´veis (feito com
backward elimination), sendo assim um modelo com pouca relevaˆncia.
Analisando os modelos obtidos com as te´cnicas de selec¸a˜o, entre si, verifica-se que os
modelos obtidos com backward elimination e OMS sa˜o os que apresentam melhores valores de
accuracy, nas duas bases de dados. No entanto apresentam valores menores de sensibilidade
e precisa˜o. Com a base de dados das 18 varia´veis, obteve-se melhores resultados, no geral,
com a regressa˜o log´ıstica. Em relac¸a˜o aos me´todos de diagno´stico, observa-se melhores
resultados de sensibilidade e precisa˜o com o me´todo de diagno´stico alternativo.
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Tabela 3.16: Varia´veis resultantes com a implementac¸a˜o dos me´todos de selec¸a˜o, na base
com 18 varia´veis, e valores de Nagelkerke de cada modelo baseado em regressa˜o log´ıstica.
Modelo Me´todo de diagno´stico Te´cnica Te´cnica de selec¸a˜o Varia´veis no modelo final
1
OMS
Regressa˜o Log´ıstica Sem selec¸a˜o
Consulta anual
Dent´ıfrico
Empenho na Escovagem
2 OMS Alternativo Regressa˜o Log´ıstica Sem selec¸a˜o
Escola
Estrato Social
Ge´nero
3 OMS Na¨ıve Bayes Sem selec¸a˜o
Motivo Consulta
Relevaˆncia do flu´or
Repartic¸a˜o das refeic¸o˜es
4 OMS Alternativo Na¨ıve Bayes Sem selec¸a˜o
Tempo deslocac¸a˜o
Tipo de famı´lia
5 OMS Na¨ıve bayes Forward
Consulta anual
Per´ıodo de escovagem
Snacks
Tipo de famı´lia
6 OMS alternativo Naive Bayes Forward
Consulta anual
Empenho na escovagem
Escola
Escovagem Escolar
Rastreios Escolares
Relevaˆncia do flu´or
Snacks
Tempo de deslocac¸a˜o
7 OMS Naive Bayes Backward
Aparelho
Consulta anual
Dent´ıfrico
Empenho na escovagem
Escola
Escovagem escolar
Estrato social
Ge´nero
Instituic¸a˜o
Motivo de consulta
Nu´mero de escovagens
Per´ıodo de escovagem
Rastreios escolares
Relevaˆncia do flu´or
Repartic¸a˜o das refeic¸o˜es
Snacks
Tipo de famı´lia
8 OMS alternativo Naive Bayes Backward
Aparelho
Consulta anual
Dent´ıfrico
Empenho na escovagem
Escola
Escovagem escolar
Estrato social
Ge´nero
Instituic¸a˜o
Motivo Consulta
Rastreios escolares
Relevaˆncia do flu´or
Snacks
Tempo de deslocac¸a˜o
Tipo Famı´lia
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Tabela 3.17: Continuac¸a˜o dos resultados da tabela 3.15
Modelo Me´todo de diagno´stico Te´cnica Te´cnica de selec¸a˜o Varia´veis no modelo final
9 OMS Regressa˜o log´ıstica Forward
Consulta anua *
Empenho na escovagem *
Per´ıodo de escovagem *
R2 = 0, 176 Rastreios Escolares *
10 OMS alternativo Regressa˜o log´ıstica Forward
Consulta anual *
Empenho na escovagem *
Escola *
R2 = 0, 247 Rastreios escolares *
11 OMS Regressa˜o log´ıstica Backward
Consulta anual *
Empenho na escovagem *
Per´ıodo escovagem *
R2 = 0, 176 Rastreios escolares *
12
OMS alternativo Regressa˜o log´ıstica Backward
Consulta anual *
Empenho na escovagem *
Escola *
Rastreios escolares *
R2 = 0, 258 Tipo de famı´lia
13 OMS Naive Bayes Forward
Consulta anual
Escola
Estrato social
Repartic¸a˜o das refeic¸o˜es
Tempo de deslocac¸a˜o
Tipo de famı´lia
14 OMS alternativo Naive Bayes Forward
Consulta anual
Empenho na escovagem
Escola
Estrato social
Ge´nero
Relevaˆncia do flu´or
Repartic¸a˜o das refeic¸o˜es
Tipo de famı´lia
15 OMS Na¨ıve Bayes Backward
Consulta anual
Dent´ıfrico
Escola
Ge´nero
Empenho na escovagem
Estrato social
Relevaˆncia flu´or
Repartic¸a˜o das refeic¸o˜es
Tipo de famı´lia
16 OMS alternativo Naive Bayes Backward
Consulta anual
Dent´ıfrico
Empenho na escovagem
Escola
Estrato social
Ge´nero
Relevaˆncia do flu´or
Repartic¸a˜o das refeic¸o˜es
Tempo de deslocac¸a˜o
Tipo de famı´lia
17 OMS Regressa˜o log´ıstica Forward
Consulta anual *
Escola *
R2 = 0, 113 Estrato social *
18 OMS alternativo Regressa˜o log´ıstica Forward
Consulta anual *
Empenho na escovagem *
Escola *
Estrato social *
R2 = 0, 186 Tipo de famı´lia *
19 OMS Regressa˜o log´ıstica Backward
Consulta anual*
Empenho na escovagem *
Escola *
Estrato social
Motivo consulta
R2 = 0, 164 Tipo de famı´lia *
20 OMS alternativo Regressa˜o log´ıstica Forward
Consulta anual *
Empenho na escovagem *
Escola *
Estrato social *
Motivo consulta
Relevaˆncia do flu´or *
R2 = 0, 211 Tipo de famı´lia
3.2. MODELOS DE DIAGNO´STICO FORWARD E BACKWARD 61
De forma a ter uma visualizac¸a˜o mais apelativa dos modelos, e fazer uma comparac¸a˜o
das te´cnicas, regressa˜o log´ıstica e naive bayes, e dos me´todos diagno´stico OMS e OMS
alternativo, dos quatro modelos originais com os modelos de selec¸a˜o, constru´ıram-se gra´ficos
de forma a fazer essas comparac¸o˜es, para o nu´mero de varia´veis, valores de recall (1), recall
(0) e accuracy.
Na figura 3.10 esta´ representada a legenda para ser mais fa´cil de identificar os modelos nos
gra´ficos, em que RL corresponde a regressa˜o log´ıstica e NB corresponde a naive bayes.
Figura 3.11: Identificac¸a˜o dos modelos nos gra´ficos das figuras 3.12 e 3.13, em que RL
corresponde a regressa˜o log´ıstica e NB corresponde a naive bayes.
A figura 3.12, representa os gra´ficos de forma a fazer a comparac¸a˜o pelas te´cnicas regressa˜o
log´ıstica e naive bayes para o nu´mero de varia´veis, valores de recall (0), recall (1) e accuracy
para os modelos com me´todo de diagno´stico OMS.
Na ana´lise aos gra´ficos, nota-se uma grande diferenc¸a do nu´mero de varia´veis nos modelos
obtidos com backward elimination na base de dados com 18 varia´veis. Realmente esta
diferenc¸a pode ser verificada nas tabelas 3.15 e 3.16, os modelos 7 e 11. Para os restantes
modelos na˜o sa˜o notadas grandes diferenc¸as. Em relac¸a˜o aos valores de recall (1), note-se
que a te´cnica naive bayes apresentam valores maiores nos modelos a verde e a vermelho,
que correspondem aos modelos com mais varia´veis. Nos restantes modelos na˜o se notam
diferenc¸as significativas. Os valores mais baixos correspondem aos modelos obtidos com
forward selection na base de dados com 11 varia´veis. Os modelos de regressa˜o log´ıstica
cujos valores de recall (1) sa˜o menores que os modelos com naive bayes, apresentam maior
recall (0). Nota-se para estes valores diferenc¸as muito grandes, principalmente nos modelos
originais (11 varia´veis, sem selec¸a˜o). Em relac¸a˜o aos valores de accuracy nota-se que os
modelos com naive bayes sa˜o os que apresentam valores mais baixos, comparados com os
de regressa˜o log´ıstica. Verifica-se a diferenc¸a maior no modelo com backward elimination na
base com 11 varia´veis.
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Figura 3.12: Comparac¸a˜o pelas te´cnicas de ajuste (regressa˜o log´ıstica e naive bayes) para
o nu´mero de varia´veis, valores de recall (1), recall (0) e accuracy dos modelos com me´todo
de diagno´stico OMS.
Na figura 3.13 esta˜o representados os gra´ficos para as mesmas comparac¸o˜es com os modelos
na figura 3.12, mas com o me´todo OMS alternativo.
Note-se novamente um grande aumento do nu´mero de varia´veis nos modelos com backward
elimination na base de dados com 18 varia´veis, do modelo com regressa˜o log´ıstica para naive
bayes. Nota-se tambe´m que nos restantes modelos, os constru´ıdos com naive bayes sa˜o os
constitu´ıdos com mais varia´veis.
Em relac¸a˜o aos valores de recall (1) nota-se uma grande diferenc¸a nos modelos sem selec¸a˜o
com as 11 varia´veis. O valor de recall (1) para o modelo de regressa˜o log´ıstica e´ muito mais
elevado ao que o modelo de naive bayes. Concluindo que este u´ltimo modelo na˜o e´ muito
sens´ıvel na detec¸a˜o da ca´rie denta´ria. Note-se que treˆs modelos teˆm o mesmo valor de recall
(1) nos modelos com regressa˜o log´ıstica.
Para os valores de recall (0) verifica-se tambe´m uma grande diferenc¸a no modelo sem selec¸a˜o
e com as 11 varia´veis, o modelos com naive bayes tem um valor muito superior ao modelo
com regressa˜o log´ıstica. Os outros modelos apresentam valores de recall (0) muito parecidos,
na˜o havendo grandes diferenc¸as nos modelos de regressa˜o log´ıstica com naive bayes. Tambe´m
os valores de accuracy mostram-se muito parecidos em todos os modelos, notando-se a maior
diferenc¸a novamente para os modelos sem selec¸a˜o com as 11 varia´veis.
Em relac¸a˜o aos dois me´todos de diagno´stico OMS e OMS alternativo, na˜o ha´ grandes
diferenc¸as em relac¸a˜o ao nu´mero de varia´veis, no entanto, verifica-se que os modelos com
regressa˜o log´ıstica sa˜o constitu´ıdos com menos varia´veis. Verifica-se que nos modelos com
me´todo diagno´stico OMS alternativo, os valores de recall (1) sa˜o superiores aos modelos
com me´todo de diagno´stico OMS, ou seja, o me´todo de diagno´stico OMS alternativo e´
mais sens´ıvel na detec¸a˜o da ca´rie denta´ria. No geral, os valores de recall (0) sa˜o tambe´m
superiores nos modelos com diagno´stico OMS alternativo. E verifica-se que a` uma maior
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diminuic¸a˜o destes valores dos modelos de regressa˜o log´ıstica, para os modelos de naive bayes,
com o diagno´stico OMS. Verifica-se tambe´m, no geral, um aumento dos valores de accuracy
para os modelos com diagno´stico OMS alternativo.
Figura 3.13: Comparac¸a˜o pelas te´cnicas de ajuste (Regressa˜o log´ıstica e naive bayes) para
o nu´mero de varia´veis, valores de recall (1), recall (2) e accuracy dos modelos com me´todo
de diagno´stico OMS.
64 CAPI´TULO 3. RESULTADOS
Cap´ıtulo 4
Concluso˜es
O objetivo da tese foi comparar dois me´todos de diagno´stico da ca´rie denta´ria, OMS e
OMS alternativo. Para concretizar este objetivo constru´ıram-se modelos preditivos baseados
em regressa˜o log´ıstica e redes bayesianas. Cada me´todo de diagno´stico representa duas
classes (presenc¸a/auseˆncia), pretendendo-se classificar indiv´ıduos, em func¸a˜o da presenc¸a
de determinados fatores de risco, como apresentando ou na˜o a doenc¸a.
Fatores de risco significativos
As varia´veis principais que se verificaram estatisticamente significativas nos modelos base-
ados em regressa˜o log´ıstica com ambos me´todos de diagno´stico foram: ”Consulta anual”,
”Empenho na escovagem”, ”Escola”, ”Estrato social”e ”Tipo de famı´lia”. Destas varia´veis,
as que obtiveram estimativas dos coeficientes positivas foram: ”Consulta anual”, ”Estrato
social”e ”Tipo de famı´lia”, o que significa que um acre´scimo destas varia´veis implica um
aumento da probabilidade de se detetar ca´rie denta´ria. Estes valores obtidos nos modelos
baseados em regressa˜o log´ıstica, foram concordantes com os resultados obtidos com os
modelos de naive bayes, verificando-se tambe´m um aumento de probabilidade de sucesso,
quando as varia´veis explicativas aumentavam. As varia´veis que obtiveram estimativas dos
coeficientes negativos foram: ”Empenho na escovagem”e ”Escola”, o que significa que sa˜o
fatores que contribuem com um decre´scimo da probabilidade de se detetar ca´rie denta´ria.
Tambe´m estes resultados foram concordantes com os resultados dos modelos baseados em
naive bayes.
A realizac¸a˜o de consultas anuais por parte das crianc¸as e´, em certa medida, uma con-
sequeˆncia direta da necessidade de tratamentos denta´rios, raza˜o pela qual se compreende a
existeˆncia de maior probabilidade de sucesso quando tal facto ocorre. A varia´vel “Empenho
na escovagem”, que descreve o comportamento da ma˜e na manutenc¸a˜o da higiene do filho,
revelou-se ser um determinante da presenc¸a da ca´rie juvenil. Concretamente, um aumento
do per´ıodo de escovagem realizado pela ma˜e reduz o risco da doenc¸a no filho. A varia´vel
“Escola”, nos contextos rural e urbano em que o estudo foi realizado, esta´ tambe´m ela
associada a` diferenciac¸a˜o socioecono´mica, que a par da varia´vel “Estrato social” se revelaram
como determinantes da ca´rie. Assim, tal como se constata na literatura a existeˆncia de um
risco acrescido de ca´rie nos estratos socioecono´micos mais baixos, se conclui que a comuni-
dade rural e as classes mais desfavorecidas apresentam igualmente uma probabilidade maior
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de sucesso. A varia´vel “Tipo de famı´lia”, que pretende refletir o grau de disponibilidade
por parte dos responsa´veis na manutenc¸a˜o da higiene e sau´de orais, no ambiente familiar
em que a crianc¸a se insere, apresenta uma probabilidade acrescida de sucesso. Tal facto
se compreende por se terem classificado as condic¸o˜es familiares mais desfavora´veis com
valores mais elevados, evidenciando, tal como nas varia´veis anteriores, resultados na˜o so´
estatisticamente significativos, como compara´veis aos existentes na literatura.
Desempenho dos modelos e impacto na previsa˜o
Com os dois me´todos de diagno´stico OMS e OMS alternativo, encontraram-se modelos que
permitem fazer uma boa discriminac¸a˜o das classes, pois com ambas as te´cnicas obteve-se
valores de AUC> 70%, com um ligeiro aumento para o me´todo OMS alternativo, o que
sugere melhor desempenho destes modelos. Verificou-se, no geral, que os modelos com
diagno´stico OMS alternativo apresentam valores de recall (1), precision (1) e accuracy
superiores aos modelos com diagno´stico OMS.
Outro objetivo da tese era a implementac¸a˜o das redes bayesianas no problema. Dentro deste
tema aplicou-se o classificador naive bayes, o que se mostrou eficaz na classificac¸a˜o da ca´rie
denta´ria, em ambos os diagno´sticos, obtendo-se bons resultados. Nos modelos constru´ıdos
na base completa, os primeiros modelos estudados (de 1 a 4), na˜o se mostrou no geral
melhor que a regressa˜o log´ıstica, mostrando melhor desempenho com o diagno´stico OMS
alternativo. Ja´ com a implementac¸a˜o da validac¸a˜o cruzada, este classificador mostrou bons
resultados na validac¸a˜o dos modelos noutras bases de dados, na˜o havendo grandes diferenc¸as
de desempenho.
Conclui-se com a aplicac¸a˜o da validac¸a˜o cruzada, que o me´todo de diagno´stico OMS alterna-
tivo e´ mais robusto a variac¸o˜es de conjuntos treino, pois na˜o se notou mudanc¸as das mesmas
varia´veis estatisticamente significativas, o que na˜o se verificou com o me´todo de diagno´stico
OMS, que pareceu necessitar de amostras de tamanhos maiores a`s amostras dos conjuntos
treino para manter as varia´veis estatisticamente significativas. Nos modelos constru´ıdos com
naive bayes verificou-se que as estimativas das probabilidades obtidas esta˜o concordantes
com as estimativas dos coeficientes dos modelos obtidos com regressa˜o log´ıstica.
A ana´lise da validac¸a˜o cruzada com os quatro conjuntos de teste permitem aceder a`s
diferenc¸as de desempenho (pelos valores de AUC), em resposta a` alterac¸a˜o dos dados
experimentais. Por outro lado, ha´ uma tendeˆncia para um ligeiro aumento de desempenho
para os modelos constru´ıdos com naive bayes, embora esse aumento se tenha revelado da
mesma ordem de grandeza entre as diferenc¸as de desempenho de cada modelo nos quatro
conjuntos de teste. Mantendo a estrutura do modelo, os quatro conjuntos de teste obteve-se
diferenc¸as de accuracy na ordem de 2 a 3%, que corresponde a`s diferenc¸as dos modelos 1 a 4.
Com a aplicac¸a˜o dos me´todos de selec¸a˜o de varia´veis, na implementac¸a˜o dos dois me´todos de
diagno´sticos, mais uma vez os melhores modelos obtidos sa˜o os que classificam o diagno´stico
alternativo, e verifica-se que os modelos obtidos com forward selection sa˜o modelos obtidos
com um nu´mero menor de varia´veis que backward selection.
Com a ana´lise destas te´cnicas de selec¸a˜o verifica-se que para naive bayes a base de dados que
constitu´ıa a` partida as varia´veis de regressa˜o log´ıstica (11 varia´veis) na˜o sa˜o significativas
para os modelos como as varia´veis presentes na base de dados inicial (18 varia´veis). Verifica-
se valores mais baixo de recall (1) para os modelos finais com a base dados de regressa˜o
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log´ıstica do que a base de dados inicial, resultados que na˜o se observam com a implementac¸a˜o
da regressa˜o log´ıstica.
Considerac¸o˜es finais e Relevaˆncia clinica
Verifica-se sistematicamente, ainda que de forma moderada, melhores propriedades predi-
tivas nos modelos baseados no me´todo OMS alternativo, concluindo-se que os meios e os
crite´rios que adota tendem a reproduzir uma realidade (presenc¸a/auseˆncia da doenc¸a) que
melhor se veˆ traduzida pela presenc¸a dos determinantes em estudo.
Os dois me´todos de diagno´stico, OMS e OMS alternativo, sa˜o na pra´tica igualmente aplica´veis.
A facilidade de implementac¸a˜o que apresentam resulta da reduzida exigeˆncia de recursos
humanos, e em particular da ex´ıgua necessidade de recursos materiais. Pese embora, o
me´todo OMS alternativo, que essencialmente diverge do seu homo´logo pelos crite´rios de ca´rie
em que se baseia, se tenha revelado moderadamente melhor, a simplicidade de utilizac¸a˜o e
os resultados descritos aconselham a sua aplicac¸a˜o.
Acresce que face ao me´todo OMS, o me´todo OMS alternativo diverge em 10% de indiv´ıduos
com pelo menos uma manifestac¸a˜o de ca´rie, facto que por si so´, se revela de capital
importaˆncia epidemiolo´gica. Considerando agora o CPOD, medida aplicada nos rastreios
epidemiolo´gicos, a reflexa˜o de tais resultados sera´ sempre superior. Assim, se conclui que em
populac¸o˜es de elevado risco o OMS alternativo, pela sua apeteˆncia na detec¸a˜o da doenc¸a,
sera´ um me´todo verdadeiramente alternativo a considerar.
Paralelamente a metodologia das redes bayesianas mostrou-se uma te´cnica com bons re-
sultados na a´rea do diagno´stico da ca´rie denta´ria. Desta forma, na˜o se deve desconsiderar
tambe´m, a hipo´tese de uma futura utilizac¸a˜o desta ferramenta no estudo da etiologia e da
prevenc¸a˜o da ca´rie denta´ria na˜o cavitada.
Trabalho futuro
No presente trabalho na˜o foram contemplados os me´todos ICDAS II e DIAGNOdent, ava-
liados em A´lvaro Azevedo (2011). Como trabalho futuro poder-se-a´ realizar uma ana´lise
comparativa do desempenho destes dois me´todos face aos me´todos agora estudados.
O algoritmo naive bayes apear de se mostrar bom classificador, tambe´m tem as suas
limitac¸o˜es, outra tarefa, seria implementar outros algoritmos de classificadores bayesianos
como o TAN (Tree Augmented naive bayes), entre outros, com objetivo de considerar
dependeˆncias entre os fatores de risco. Tambe´m com a te´cnica de regressa˜o log´ıstica,
na˜o se admitiu dependeˆncias entre as varia´veis, no futuro poder-se-a´ efetuar o estudo dos
diagno´sticos com a te´cnica de regressa˜o log´ıstica mas considerando avaliac¸a˜o de efeitos de
interac¸a˜o.
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Anexo
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Anexo A
Frequeˆncias das varia´veis
Frequeˆncias das varia´veis moderadamente correlacionadas (figura 4.1).
Frequeˆncias das varia´veis muito correlacionadas (figura 4.2).
(a) Nu´mero de refeic¸o˜es e repartic¸a˜o de refeic¸o˜es
(b) Importaˆncia do flu´or reconhecida pela ma˜e e
relevaˆncia do flu´or
Figura A.1: Frequeˆncias das varia´veis, dos conjuntos de varia´veis moderadamente correlacionadas
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(a) Varia´veis Ida ao Dentiste e Consulta anual
(b) Varia´veis Escovagem realizada pela ma˜e e Empe-
nho na escovagem
(c) Periodo de escovagem e Periodo de escovagem
dicotomizado
(d) Motivo da u´ltima visita e Motivo da u´ltima
consulta
Figura A.2: Frequeˆncias das varia´veis, dos conjuntos de varia´veis muito correlacionadas
Anexo B
Matrizes de confusa˜o
Matrizes de confusa˜o para a classificac¸a˜o dos conjuntos treino e teste na estrate´gia A (90/10)
(fugura B.1).
Matrizes de confusa˜o para a classificac¸a˜o dos conjuntos treino na estrate´gia B (90/90) (figura
B.2).
Matrizes de confusa˜o para a classificac¸a˜o dos conjuntos teste para o modelos 1 na estrate´gia
B (90/90) (figura B.3).
Matrizes de confusa˜o para a classificac¸a˜o dos conjuntos teste para o modelo 2 na estrate´gia
B (figura B.4).
Matrizes de confusa˜o para a classificac¸a˜o dos conjuntos teste para o modelo 3 na estrate´gia
B (figura B.5).
Matrizes de confusa˜o para a classificac¸a˜o dos conjuntos teste para o modelo 4 na estrate´gia
B (figura B.6).
Matrizes de confusa˜o para a classificac¸a˜o dos modelos de selecc¸a˜o obtidos da base com 18
varia´veis (5 a 12) (figura B.7).
Matrizes de confusa˜o para a classificac¸a˜o dos modelos de selecc¸a˜o obtidos da base com 11
varia´veis (13 a 20) (figura B.8).
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Figura B.1: Matrizes de confusa˜o para a classificac¸a˜o dos conjuntos treino e teste na
estrate´gia A (90/10).
Figura B.2: Matrizes de confusa˜o para a classificac¸a˜o dos conjuntos treino estrate´gia B
(90/90).
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Figura B.3: Matrizes de confusa˜o para a classificac¸a˜o dos conjuntos teste para o modelo 1
na estrate´gia B (90/90).
Figura B.4: Matrizes de confusa˜o para a classificac¸a˜o dos conjuntos teste para o modelo 2
na estrate´gia B (90/90).
Figura B.5: Matrizes de confusa˜o para a classificac¸a˜o dos conjuntos teste para o modelo 3
na estrate´gia B (90/90).
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Figura B.6: Matrizes de confusa˜o para a classificac¸a˜o dos conjuntos teste para o modelo 4
na estrate´gia B (90/90).
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Figura B.7: Matrizes de confusa˜o para a classificac¸a˜o dos modelos de selec¸a˜o obtidos da
base com 18 varia´veis (5 a 12).
Figura B.8: Matrizes de confusa˜o para a classificac¸a˜o dos modelos de selec¸a˜o obtidos da
base com 11 varia´veis (13 a 20).
x ANEXO B. MATRIZES DE CONFUSA˜O
Anexo C
Tabelas dos coeficientes e respetivas
significaˆncias
Estimativas dos coeficientes e respetivas significaˆncias das varia´veis nos mmodelos 9 e 10
(Tabela C.1).
Estimativas dos coeficientes e respetivas significaˆncias das varia´veis nos mmodelos 11 e 12
(Tabela C.2).
Estimativas dos coeficientes e respetivas significaˆncias das varia´veis nos mmodelos 17 e 18
(Tabela C.3).
Estimativas dos coeficientes e respetivas significaˆncias das varia´veis nos mmodelos 19 e 20
(Tabela C.4).
Tabela C.1: Coeficientes e respetivas significaˆncia das varia´veis nos modelos 9 e 10
Modelo 9 Modelo 10
Varia´veis Coeficiente Sig. Varia´veis Coeficiente Sig.
Constante -0,846 0,144 Constante 2,382 0,003
Consulta Anual 1,083 0,008 Consulta Anual 1,493 0,000
Empenho Escovagem -0,703 0,011 Empenho Escovagem -0,894 0,002
Periodo Escovagem 1,21 0,000 Escola -1,465 0,000
Rastreios Escolares 1,059 0,007 Rastreios Escolares 1,138 0,006
Tabela C.2: Coeficientes e respetivas significaˆncia das varia´veis nos modelos 11 e 12
Modelo 11 Modelo 12
Varia´veis Coeficiente Sig. Varia´veis Coeficiente Sig.
Constante -0,846 0,144 Constante 1,693 0,059
Consulta Anual 1,083 0,008 Consulta Anual 1,499 0,000
Empenho Escovagem -0,703 0,011 Empenho Escovagem -0,912 0,001
Periodo Escovagem 1,21 0,000 Escola -1,464 0,000
Rastreios Escolares 1,059 0,007 Rastreios Escolares 1,000 0,018
Tipo Familia 0,64 0,109
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Tabela C.3: Coeficientes e respetivas significaˆncia das varia´veis nos modelos 17 e 18
Modelo 17 Modelo 18
Varia´veis Coeficiente Sig. Varia´veis Coeficiente Sig.
Costante -0,824 0,299 Constante 0,504 0,618
Consulta Anual 0,905 0,019 Consulta Anual 0,880 0,017
Escola -0,775 0,005 Empenho Escovagem -0,803 0,003
Estrato Social 0,470 0,033 Escola -1,031 0,000
Estrato Social 0,458 0,039
Tipo Familia 0,760 0,046
Tabela C.4: Coeficientes e respetivas significaˆncia das varia´veis nos modelos 19 e 20
Modelo 19 Modelo 20
Varia´veis Coeficiente Sig. Varia´veis Coeficiente Sig.
Costante -0,872 0,394 Constante 2,346 0,137
Consulta Anual 0,871 0,028 Consulta Anual 0,902 0,017
Empenho Escovagem -0,560 0,0342 Empenho Escovagem -0,798 0,004
Escola -0,896 0,002 Escola -1,085 0,000
Estrato Social 0,440 0,051 Estrato Social 0,480 0,034
Motivo Consulta 0,521 0,064 Motivo Consulta 0,506 0,073
Tipo Familia 0,780 0,032 Tipo Familia 0,765 0,048
Relevaˆncia Flu´or -1,096 0,085
Anexo D
Estimativas das probabilidades
Estimativas das probabilidades dos modelos 5 e 6 (figura D.1).
Estimativas das probabilidades dos modelos 7 e 8 (figura D.2).
Estimativas das probabilidades dos modelos 13 e 14 (figura D.3).
Estimativas das probabilidades dos modelos 15 e 16 (figura D.4).
Probabilidades a` priori de cada varia´vel, e estimativas das probabilidades
P (OMS, OMS alternativo = 1|xi), para cada varia´vel, nos modelos 5 e 6 (tabela D.1).
Probabilidades a` priori de cada varia´vel, e estimativas das probabilidades
P (OMS, OMS alternativo = 1|xi), para cada varia´vel, nos modelos 7 e 8 (tabela D.2).
Probabilidades a` priori de cada varia´vel, e estimativas das probabilidades
P (OMS, OMS alternativo = 1|xi), para cada varia´vel, nos modelos 13 e 14 (tabela D.3).
Probabilidades a` priori de cada varia´vel, e estimativas das probabilidades
P (OMS, OMS alternativo = 1|xi), para cada varia´vel, nos modelos 15 e 16 (tabela D.4).
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(a) Modelo 5
(b) Modelo 6
Figura D.1: Estimativas das probabilidades P (Diagno´stico = 1, 0) e P (xi|Diagno´stico = 1, 0), dos
modelos 5 e 6, obtidas no software RapidMiner.
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(a) Modelo 7
(b) Modelo 8
Figura D.2: Estimativas das probabilidades P (Diagno´stico = 1, 0) e P (xi|Diagno´stico =
1, 0), dos modelos 7 e 8, obtidas no software RapidMiner.
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(a) Modelo 13
(b) Modelo 14
Figura D.3: Estimativas das probabilidades P (Diagno´stico = 1, 0) e P (xi|Diagno´stico = 1, 0), dos
modelos 13 e 14, obtidas no software RapidMiner.
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(a) Modelo 15
(b) Modelo 16
Figura D.4: Estimativas das probabilidades P (Diagno´stico = 1, 0) e P (xi|Diagno´stico = 1, 0), dos
modelos 15 e 16, obtidas no software RapidMiner.
xviii ANEXO D. ESTIMATIVAS DAS PROBABILIDADES
Tabela D.1: Probabilidades a` priori de cada varia´vel, e estimativas das probabilidades
P (OMS, OMS alternativo = 1|xi), para cada varia´vel, nos modelos 5 e 6.
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Tabela D.2: Probabilidades a` priori de cada varia´vel, e estimativas das probabilidades
P (OMS, OMS alternativo = 1|xi), para cada varia´vel, nos modelos 7 e 8.
xx ANEXO D. ESTIMATIVAS DAS PROBABILIDADES
Tabela D.3: Probabilidades a` priori de cada varia´vel, e estimativas das probabilidades
P (OMS, OMS alternativo = 1|xi), para cada varia´vel, nos modelos 13 e 14.
Tabela D.4: Probabilidades a` priori de cada varia´vel, e estimativas das probabilidades
P (OMS, OMS alternativo = 1|xi), para cada varia´vel, nos modelos 15 e 16.
