We present a new method for function estimation and variable selection, specifically designed for additive models fitted by cubic splines. Our method involves regularizing additive models using the l 1 -norm, which generalizes Tibshirani's lasso to the nonparametric setting. As in the linear case, it shrinks coefficients, some of them reducing exactly to zero. It gives parsimonious models, select significant variables, and reveal nonlinearities in the effects of predictors. Two strategies for finding the parsimonious additive model solutions are proposed. Both algorithms are based on a fixed point algorithm, combined with a singular value decomposition that considerably reduces computation. The empirical behavior of parsimonious additive models is compared to the adaptive backfitting BRUTO algorithm. The results allow us to characterise the domains in which our approach is effective: it performs better than BRUTO when model estimation is challenging. These results extend and agree with those already obtained in linear regression. An implementation of this method is illustrated using real data from the Cophar 1 ANRS 102 trial. Parsimonious additive models are applied to predict the indinavir plasma concentration Preprint submitted to Elsevier Science in HIV patients. Results suggest that our method is a promising technique for the research and application areas.
Introduction
Nonparametric regression methods encompass a large class of flexible models which provide a means of investigating how a response variable Y depends on one or more predictor variables X 1 , ..., X p , without assuming a specific shape for the relationship. However, as dimension p increases, these techniques suffer from the curse of dimensionality; moreover the ability to visually inspect estimated relationships is often lost when p > 2.
An elegant solution to these problems is provided by additive models, popularized by Hastie and Tibshirani [24] . An additive model is defined by
where the error ε is independent of the predictor variables X j , E(ε) = 0 and var(ε) = σ 2 . f j are univariate smooth functions, defined such that E X j (f j ) = 0 in order to ensure unicity, and α 0 is a constant.
The additive structure does not assume a rigid form for the dependence of Y on X 1 , ..., X p so nonparametric flexibility is preserved. Also, the additive model retains an important interpretive feature of the linear model: we can represent the functions f j to analyze the effects of the predictors on the response. Moreover, it overcomes problems of high-dimensionality: since the response variable is modeled as the sum of univariate functions of predictor variables, the number of observations required to get variance-stable estimates grows only linearly in p. The price to pay for such interesting properties is the possible misspecification of the model.
As in any statistical learning task, model selection is an important issue in the estimation of additive models. The problem of determining the model structure that best fits the data can be decomposed in two subproblems: complexity tuning and variable selection. In nonparametric regression there is a fundamental trade-off between the bias and variance of the estimate, which is typically governed by a regularization or smoothing parameter. Complexity tuning addresses the question "what is the right amount of smoothing" [24, 25] .
Variable selection consists in selecting input variables that are most predictive of a given outcome. Appropriate variable selection aims at improving prediction performance, enhancing understanding of the underlying concept that generated the data and reducing training time [22] .
Subset selection strategies have been applied to additive models. These proposals exploit the fact that additive regression generalizes linear regression.
Thus, we find hypothesis tests [13, 11, 23, 42, 17] , techniques based on a prediction error estimator [10, 7, 33] , as well as Bayesian approaches [35, 34] .
A different approach to variable selection consists of regularizing additive models using the l 1 -norm. We present a new method for variable selection and complexity tuning specifically designed for additive models fitted by cubic splines. We use a three-part objective function that includes goodness-of-fit and a double penalty: on the l 1 -norm of linear components of cubic splines coefficients and on the (generalized) l 1 -norm of nonlinear components of cubic spline coefficients. Because of their nature, these penalties shrink linear and nonlinear compounds, some of them reducing exactly to zero. Hence they give parsimonious models, select significant variables, and reveal nonlinearities in the effects of predictors.
Two strategies for finding the parsimonious additive model solutions are pro-posed. In both, curve fitting is based on a fixed-point algorithm solving the penalized optimization problem, combined with a singular value decomposition that considerably reduces computation. The empirical behavior of parsimonious additive models is compared to the adaptive backfitting BRUTO algorithm for additive models [24] . The results allow us to deduce conditions of application for each method. Our method performs better than BRUTO when model estimation is challenging. These results extend and agree with those already obtained in linear regression.
This new approach is applied to predict indinavir (an antiretroviral from the protease inhibitor class) plasma concentration in HIV patients, from the Cophar 1 ANRS 102 trial.
This article is organized as follows. In section 2 we review penalization techniques. Additive models fitted by cubic splines are introduced in section 3.
We present our approach in section 4. In section 5 we discuss estimation of the regularization parameters. Simulation studies are described in section 6. A real data example is given in section 7. Finally, section 8 contains concluding remarks and perspectives.
Penalization Techniques for Linear Models
In this section we provide a brief review of penalization techniques for linear models by way of an introduction to our approach for additive models.
Consider the usual linear regression setting. The ordinary least-squares estimate is obtained by minimizing the residual squared error. However, if the number of covariates p is large (with respect to the number of examples n)
or if the regressor variables are highly correlated, then the variance of the least-squares estimate may be high, leading to prediction inaccuracy.
Penalization is extensively used to address these difficulties. It decreases the predictor variability to improve the accuracy of prediction. It also tends to produce models with few non-zero coefficients if interpretation is planned.
Ridge regression (l 2 penalization) and subset selection (l 0 penalization) are the two main penalization procedures. The former is stable, but does not shrink parameters to zero, whereas the latter gives simple models, but is unstable [5] .
l 1 penalization, termed the lasso (least absolute shrinkage and selection operator) [37, 25] provides an alternative to these techniques. The lasso estimates the vector of linear regression coefficients by minimizing the residual sum of squares, subject to a constraint on the l 1 -norm of the coefficient vector. An attractive feature of the l 1 -norm constraint is that it shrinks coefficients and sets some of them to zero. The smooth form of the constraint leads to a convex optimization problem which provides a stable model.
Suppose we have data (x i1 , . . . , x ip , y i ), i = 1, . . . , n, where x ij are the standardized predictor variables and y = (y 1 , . . . , y n ) t are the centered responses.
The observations are assumed to be independent and identically distributed.
We denote by X the design matrix {x ij }, and by x j the vector (x 1j , . . . , x nj ) t , i = 1, . . . , n, j = 1, . . . , p. To simplify the notation, we suppose there is no intercept in the model.
The lasso estimator solves the optimization problem
where the predefined value τ controls model complexity.
A convenient formulation of the lasso is given by the adaptive ridge [19] , which was proposed as a means of automatically balancing penalization on each variable. The two procedures are equivalent, in the sense that they produce the same estimate [18] .
The adaptive ridge estimate is the minimizer of the problem
where the predefined value µ controls global model complexity, and the values of µ j are automatically induced from the sample.
Sketch of proof of equivalence (a rigorous detailed proof is given in appendix A)
The Lagrangian L corresponding to problem (3) is
where ν and η j 's are the Lagrange multipliers pertaining to the constraints in problem (3). A necessary condition for optimality is obtained by deriving the Lagrangian with respect to µ j , which reads
and pluging this expression in the first constraint of problem (3) yields
The optimal µ j are then obtained from µ and α k 's, so that problem (3) is
which is equivalent to minimizing the squared error loss subject to p j=1 |α j | ≤ t for some t, which is exaclty the lasso problem.
The adaptive ridge formulation of lasso does not explicitely entail sparse solutions, but it suggests means to generalize the lasso idea to the sums of quadratic penalties. It inspired the parsimonious additive models described in section 4.
Additive Models
The cubic smoothing spline estimator is defined as the minimizer of a penalized least squares criterion over functions belonging to a reproducing kernel Hilbert
where Cubic splines are extended to additive models in a straightforward man-ner [40, 25] :
where each space H j is defined as the space of twice-continuously-differentiable functions f j of X j , with all points evaluation functional and finite
Each function in (5) is penalized by a smoothing parameter λ j . Large values of λ j produce smoother curves for the jth component, while smaller values produce more wiggly curves [24] . At the one extreme, as λ j → ∞, the penalty term dominates, forcing D 2 f j ≡ 0, and thus the solution for the jth component is the least-squares line. At the other extreme, λ j → 0, the penalty term becomes unimportant and the solution for the jth component tends to an interpolating twice-differentiable function.
Before solving (5), we should have already determined p smoothing parameters λ j . Several methods have been proposed to estimate smoothing parameters.
These methods are based on generalizing univariate techniques such as generalized cross validation (used at each step of the backfitting procedure in BRUTO [24] , optimised by a Newton method [20, 42] or combined with a diagonalization technique for penalized splines [32] ), Akaike information criteria [24, 26, 28] , Bayesian information criteria [28] , plug in [29] , or hypothesis testing [9] .
ADD REF BRUTO HERE
A different approach to this problem was proposed by Grandvalet et al. [18, 19] .
It involves the extension of the lasso to additive models fitted by cubic splines, using the adaptive ridge formulation
where the penalization on each variable is optimized to minimize residuals, and consequently only λ has to be defined prior to the estimation procedure.
Transposing the linear adaptive ridge (3) to additive cubic spline fitting (6) amounts essentially to transforming a l 2 -norm in a L 2 -norm.
Expression (6) shows that we address the standard additive spline model (5), except that the penalization terms λ j applied to each additive component are optimized subject to constraints. This writing can be motivated from a hierarchical Bayesian viewpoint in the maximum a posteriori framework.
Again, if some λ j goes to infinity, the solution for the jth component is the least-squares line. Hence no predictor is likely to be eliminated by solving (6).
The following section presents two proposals dedicated at removing irrelevant variables from the model.
Parsimonious Additive Models
Following [24] , additive models form the subspace H add , which can be de- 
where the two predefined values µ and λ tune the global model complexity, while the induced values λ j control the individual complexities of f j .
In (7) 
where 1 is a n-dimensional vector of ones and f j is the vector of the jth additive component evaluated at x j .
The parsimony of (8) follows from the equivalence between adaptive ridge and l 1 penalization [19] . If, after convergence,
is shrunk to zero and the effect of the jth variable is linearized. If α j is null, the effect of the jth variable is estimated to be strictly nonlinear (since f j , x j = 0).
= 0, the corresponding variable is removed from the model.
We can represent (8) in terms of spline bases. Let N j denote the n × (n + 2) matrix of the unconstrained natural B-spline basis, evaluated at x ij . Let Ω j be the (n + 2) × (n + 2) matrix corresponding to the penalization of the second derivative of f j . The coefficients of f j in the unconstrained B-spline basis are noted β j . We thus have f j = N j β j , and
Modified Roughness Penalties (PAM2)
The second penalization scheme originates from the opposite processing, where
The idea now is to use a standard additive model, where we only modify the roughness penalty on each component. As before, we first define the norm on the subspaces H j L as the l 1 -norm on the expansion on the basis (1, x j ).
The optimization problem is now:
where each function f j is restricted to lie in the orthogonal of linear functions in (1, x j ). This optimisation problem can be reformulated using functions of the usual cubic spline spaces H 1 . . . H p as follows
Note that this approach differs from the previous one only in the last constraints, where f j is not required to be orthogonal to x k for k = j.
In terms of a spline bases, (11) can be rewritten as
Actual decomposition into linear and nonlinear subspaces
Splines are linear smoothers: that is, the univariate fits can be written as f = Sy, where S is a n × n matrix, called the smoother matrix, free of y.
The smoother matrix of a cubic smoothing spline for the jth term is computed as
It has two unitary eigenvalues corresponding to the constant and linear functions (its projection part), and n − 2 non-negative eigenvalues strictly smaller than 1 corresponding to higher-order functions (its shrinking part). For the purpose of minimizing (9) and (12), we decompose the smoother matrix:
where H j is the matrix that projects onto the space of eigenvalue 1 for the jth smoother (the hat matrix corresponding to least-squares regression on x j ), and S j is the shrinking matrix [24] .
Algorithms
Problems (9) and (12) can be solved by a fixed point algorithm including backfitting, which consists in fitting iteratively f j to partial residuals:
, (see figures 1 and 2, respectively).
Step number 4 (figures 1 and 2) consists simply in resolving the standard lasso
problem. An efficient algorithm based on homotopy methods was proposed by Osborne et al. [30] to find the lasso estimates. Recently, Efron et al. [15] developed a least-angle regression which can readily provide all lasso solutions in a highly efficient fashion.
Algorithm:
(1) Fix µ and λ (2) Initialize β j (0 by default) and λ j (λ by default), j = 1, . . . , p . (b) Compute eigenvalue decomposition:
(4) Linear components:
(b) Compute coefficients:
|α j |.
(5) Nonlinear components:
(a) Estimate nonlinear coefficients via backfitting:
(i) Compute smoother and shrinking matrices:
(ii) Compute partial residual:
(b) Re-estimate nonlinear penalizers: The general outline of the nonlinear step (figures 1 and 2) is the following.
Firstly, regularization parameter is fixed (step 1) and penalization terms are initialized (step 2). Secondly, given a current estimate for penalization terms, coefficients are calculated (step 5(a)). These coefficient values are then used to get a new estimate for the penalization terms (step 5(b)). These two steps are iterated until convergence is achieved (step 5(c)).
Backfitting is used to estimate nonlinear coefficients (step 5(a)). Due to the orthogonality of the spaces generated by H and S j (section 4.3), the backfitting Algorithm:
(b) Re-estimate nonlinear penalizers: algorithm can also be decomposed into two independent steps: 1. estimation of the projection part, g = Hy, where H is the hat matrix corresponding to the least-squares regression on the space generated by {x 1 , . . . , x p }, and 2. estimation of the shrinking parts, f j = S j (y − k =j f k ). In the traditional estimation problem of additive models using smoothing splines, the final estimate for the overall fit is f = g + f j . In our problem, we are interested only in the shrinking parts. First, given a current estimate for penalization terms, smoother and shrinking matrices are calculated (step 5(a)i). Smoother matrices are obtained by using singular value decomposition (step 3), as detailed below. Shrinking matrices are the orthogonal projection of smoother matrices on to the space spanned by nonlinear components. Secondly, partial residuals are computed (step 5(a)ii). Partial residual r j is the equivalent of subtracting from the response vector the fitted values predicted from x 1 , . . . ,
Finally, nonlinear coefficients are calculated from partial residuals and shrinking matrices (step 5(a)iii). In fact, we do not need to know coefficients β j explicitly to be able to compute β t j Ω j β j (step 5(b)). The latter can be directly computed using the singular value decomposition results of step 3 as
The practical difference between PAM1 and PAM2 is that, in the latter, linear and nonlinear components span orthogonal spaces, they are computed independently, whereas in PAM1, we have to take into account non orthogonality Let Ω j be the full rank matrix such that
has the same eigenvalues and eigenvectors as S j , except for the two unit eigenvalues (and corresponding eigenvectors). This matrix is obtained as
Let P j be a unitary matrix and let D j be a diagonal matrix such that
(step 3(c)) and let
, where Z j is a diagonal matrix of the same dimension as Q j and with nonnegative diagonal elements, and U j and V j are unitary matrices. Then we can write
The projections of S j and S j onto the nonlinear space ( S j and S j , respectively) coincide.
Using the singular value decomposition we obtain a simple calculation of the smoother matrices. Matrices U j and Z j do not depend on either coefficients β j or penalizers λ j , and so factors U j Z j and Z t j Z j only need to be calculated once for given data. On the other hand, we avoid matrix inversions in the iterative step, since matrices Z t j Z j + λ j I are diagonal.
Notice that the computations needed for the singular value decomposition do not depend on λ. Model selection methods based on evaluation over a grid of (µ, λ) values (section 5) will make use of this fact. Indeed, step 3 only needs to be computed once for the entire set of (µ, λ) values.
Algorithm improvements The adaptation of efficient algorithms for finding the lasso solution [30, 15] to the estimation of the nonlinear components (step 5) would be really interesting. However, when dealing with formulation (??) and additive modeling through backfitting, the result is not a lasso-type problem but another convex problem.
An alternative to backfitting is to fit all the smooth components simultaneously, achievable using penalized regression splines [28, 42, 32] . This approach, which has been shown to be computationally efficient, can be integrated into our algorithm in a straightforward manner.
More General Models
Parsimonious additive models can be extended to generalized parsimonious additive models using an iteratively reweighted least-squares (IRLS) procedure to compute coefficients [24, 25] . Thus we can solve the penalized problem by iterative application of the weighted version of algorithm in figure 1 within an IRLS loop.
This algorithm nevertheless presents new difficulties. First, the hat and smoother matrices depend on the weights, which change at each IRLS iteration. The singular value decomposition step (step 3) has to be incorporated within the iterated nonlinear coefficients estimation step (step 5(a)). Secondly, the estimation of linear and nonlinear coefficients is not independent, but the two procedures interact via the weight matrices. Thus, complexity parameter selection based on direct grid search optimization (section 5) implies the evaluation of a quadratic, instead of a linear number of values. Consequently, computation becomes more intensive than in the Gaussian-type responses case.
Related Methods
The l 1 -based penalizer is used in the context of linear [37, 25] , wavelet [12] and kernel [31, 21] regressions. It has also been adapted to additive models fitted by cubic smoothing splines [19, 3] . Nevertheless, as pointed out previously, selected variables are not eliminated, but linearized.
Our solution is close to the COSSO (COmponent Selection and Smoothing Operator), a general regularization scheme for smoothing spline ANOVA models, where the penalty functional is defined as the sum of component norms [27] .
In the context of additive cubic smoothing splines, problem (6) is a special form of the COSSO, as it can rewritten as
In the present paper, we depart from this formulation, with the aim to encourage variable selection. This goal was also pursued by Lin and Zhang, who considered the space of univariate functions defined on the second order Sobolev Hilbert space W 2 [0, 1] endowed with the norm
In this approach, only one penalization term is needed to penalize linear and nonlinear components [27] .
PAM differs from the COSSO in the respect that the amount of regularization on the linear and nonlinear component is not tied by the definition of the regularization functional. PAM thus requires a second tuning parameter at the selection step, but this burden is compensated by the additional flexibility, which results in invariance with respect to global scale changes (where all explicative variables are multiplied by a constant). In this regard, PAM is similar to Likelihood Basis Pursuit (LBP) [44] . The main effect model in [44] is an additive model expressed as a linear combination of kernels, where two regularization parameters are provided: one for the parametric component and the other one for the nonparametric component.
PAM departs from LBP in the estimation of the nonparametric component.
The estimate returned by LBP is a sparse expansion of kernel coefficients, but all variables are likely to contribute to the model, each one being represented by a small number of kernels. The regularizers of PAM aim at providing sparsity with respect to the number of variables entering the nonparametric expansion. When a significant nonlinear effect is detected, all β j are non-zero:
LBP favors compact representations and PAM favors interpretability.
Complexity Tuning
Model selection refers to the problem of selecting, among a class of models, the one that minimizes the prediction error. This task is difficult to implement for additive models in the form (5) This error is unknown and has to be estimated.
A popular criterion for choosing complexity parameters is K-fold cross-validation (CV), which is an unbiased estimate of the expected prediction error [36] . This 
Experiments
We evaluate the performance of our method by comparing it to BRUTO, an adaptive method for estimating an additive model using smoothing splines that combines the backfitting algorithm with the model selection algorithm, allowing a continuous regimen of fits for each term [24] . The model selection is based on an approximation to the GCV criterion, which is used at each step of the backfitting procedure. Once the selection process stops, the model is backfit using the chosen amount of smoothing. Simulations concerning BRUTO were carried out using the mda package of R 2.1.1.
Parsimonious additive models are computed by the two proposed algorithms:
PAM1 and PAM2. Model selection for parsimonious additive models is carried out using CV criterias, which are evaluated over a 8 × 8 grid of (µ, λ)
values regularly spaced on a logarithmic scale. Leave-one-out CV (for linear smoothers) is used by PAM2 and 5-fold CV is used by PAM1, which involves much more calculations. The performance of CV is compared to the optimal performance, achieved by choosing the model that minimizes the test error (the crystal ball model, using Breiman's terminology [5] ), and calculated over the same grid of values. Simulations concerning parsimonious additive models were carried out using Matlab 6.5.
Results obtained by the constant model (CM), estimated by the mean response, are also provided as a reference.
Protocol
The synthetic data set was randomly generated as follows. There are p = 18 explanatory variables identically distributed from the standard normal distribution, and 1 response variable. Explanatory variables are grouped in 6 clusters of 3 variables:
The variables belonging to different clusters are independent, and the variables within each group are correlated: X k ∼ N (0, Λ), Λ ij = ρ |i−j| , where ρ is the parameter controlling correlation. Dealing with small clusters allows us, first, to control correlation in a precise way and, secondly, to localize redundant information easily.
The underlying functions in each group are:
sin(πx 
where δ k ∈ {0, 1} controls the relevance of cluster k and ε ∼ N (0, σ 2 ). The noise level defines R 2 .
We consider the following scenarios:
• Low (ρ = 0.1) and severe (ρ = 0.9) intra-clusters correlation, • Low (R 2 = 0.95) and moderate noise (R 2 = 0.75),
• Small (n = 50) and moderate (n = 200) sample size, Table 1 Summary of analyzed scenarios as functions of control parameters. Table 2 shows mean test error achieved by BRUTO (for which model selection is carried out by GCV), parsimonious additive models (PAM1 and PAM2, for which model selection is carried out by 5-fold CV and leave-one-out CV, respectivelly) and by a crystal ball (CB1 and CB2, that is the optimal model Table 2 Mean test error of BRUTO, parsimonious additive models (PAM1 and PAM2) and optimal parsimonious additive model (CB1 and CB2 
IL MANQUE 2 COLONNES DANS LE TABLEAU: PAM1 ET TEST PAM1-BRUTO IL MANQUE COMMENTER RESULTATS PAM1
Except in cases number 1 and 4, BRUTO performs better than PAM2 only when the sample size is large and noise is low: cases 2, 6, 10 and 14 (for the latter, the difference is however not significative). In case 1, the sample size is not large, in case 4, noise is not low, but in both cases the number of relevant variables is small in relation to the total number of explanatory variables and correlation is low. Focusing on highly correlated cases, BRUTO performs significatively better than PAM2 only when the sample size is large, noise is low and the number of relevant variables is small.
On the other hand, results obtained by BRUTO are more variable than those obtained by PAM2, in particular when the number of relevant variables is high and the sample size is small.
Leave-one-out CV is the model selection technique used with PAM2. In general, it yields a near-optimal performance (CB2): the loss incurred by model selection is relatively small.
Finally, BRUTO executes faster than PAM2. However, we note that the computing time of PAM2 does not depend on the number of relevant variables.
Concerning differences between the two proposed algorihtms, optimal results obtained by the first algorithm (CB1) are better. This can be explained by the fact that this algorithm explores a more rich space. Optimal results obtained by the second algorithm (CB2) are however close to those obtained by CB1. Furthermore, computing time is drastically reduced. While, the number of computations required by the exact algorihtm is too high to consider it as a competitor of standard algorithms for additive models, the approximate algo-rithm enjoy both properties: it obtains better results than standard techniques when model estimation is challenging and computing time is reasonnable. The average number of eliminated variables and the average number of elimi- When correlation is present, redundant variables are not discarded. Nevertheless, comparing two scenarios differing only by correlation (the same number of relevant variables, the same noise, the same sample size), we observe that a more important penalization is applied to the whole cluster of correlated variables.
Prediction of Indinavir Plasma Concentration
Pharmacokinetic characteristics (absorption, distribution and elimination) of certain antiretrovirals, and especially of protease inhibitors, are very variable.
The concentration/effect (therapeutic or toxic) relationship is therefore a better indicator than the dose/effect relationship. The Cophar 1 ANRS 102 trial aims at establishing a window of efficacy and safe plasma concentrations for protease inhibitor treatments. We apply our approach to data concerning the protease inhibitor indinavir [6] .
The data-set corresponds to 42 HIV-infected patients (one of them having missing values is excluded), described by several demographic and clinical characteristics: 1. gender (female/male); 2. age at examination in years; Parsimonious additive models allow an adequate data analysis of the concentrations of the Cophar 1 dataset. On the one hand, some covariates (BMI and IT) have a strictly non linear effect, which is hard to detect by a parametric strategy. On the other hand, the large number of covariates with respect to the small sample size added to the presence of high correlation between some covariates makes difficult the use of a standard procedure if a nonparametric strategy is preferred.
Conclusions
Additive and generalized additive models provide a flexible alternative to the standard linear and generalized linear models, preserving the ability to summarize relationships in an intuitive way. These models are thus applied in several domains including economics [35, 4] , engineering [41] and public health [2, 14] . Most of these applications deal with few predictor variables. Additive models are seldom applied to variable selection problems, owing to the limitations of current methods.
In this paper we have proposed an extension of the lasso technique to additive models. In general, simulation results extend and agree with those previously obtained for linear regression [5, 37] . However, in a nonlinear context, results are less categorical. On the one hand, the situation itself is more complex, but on the other hand, many factors act on the difficulty of the problem.
IL MANQUE RESULTS PAM1
We examined the relative merits of the adaptive backfitting procedure called BRUTO and parsimonious additive models in 16 different scenarios. In summary, BRUTO performs (generally) better only when 1) the sample size is large and noise is low and 2) the number of relevant variables is small (in relation to the total number of explanatory variables), and the other factors impacting the difficulty of the problem (correlation, noise or small sample size) are not simultaneously present. If a high correlation is present, BRUTO performs significatively better than PAM only when the sample size is large, noise is low and the number of relevant variables is small.
Parsimonious additive models are well adapted when model estimation is challenging. Furthermore, as in the linear context, we notice that the stepwise regression method can suffer from high variability.
BRUTO eliminates irrelevant variables correctly, but also discards significant variables. Conversely, parsimonious additive models select relevant variables, though few irrelevant or redundant variables are eliminated. These variables are however severely penalized. These results generalize those already obtained in linear regression [37] . In nonparametric additive regression, variable elimination may be more difficult, since it demands a zero coefficient for the linear component and a zero coefficient for its nonlinear component.
Results reported here suggest that our proposal is a promising automatic technique to model parsimoniously the relationship between a response and several continuous covariates, in the case of possible nonlinearities. We have shown its effectiveness in addressing problems with a large number of variables but little, correlated and/or noisy data.
Perspectives
The concept of the effective number of parameters (or degrees of freedom)
generalizes the measure of complexity to the class of linear predictors. Inferring an estimator of the effective number of parameters, would allow us to adapt normal model selection criteria (as generalized cross-validation or Akaike Information Criteria) to tune the complexity of our problem.
Orthogonality constraints included in the proposed approximate algorithm justify calculation of the effective number of parameters as the effective number of parameters associated to linear components plus the effective number of parameters associated to nonlinear components. Tibshirani [37] proposed an approximation of the number of effective parameters based on a linear approximation to the lasso estimate, that was improved by [16] . This estimator could be used to approximate the effective number of parameters associated to linear components. Another possibility consists in considering the problem under the adaptive ridge formulation and exploiting analogies between ridge and adaptive ridge regressions. The effective number of parameters associated to nonlinear components can be calculated as the addition of individual effective number of parameters, which gives a good approximation to the true effective number of parameters [8, 24] . This proposal must to be tested thoroughly, yet our experience has been very favourable. Other open research areas include an improvement of algorithms, using new findings in the field. We finally use this equation to give the optimality conditions as a function of the original variables α j . As | α j | = c j | γ j |, we have
