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The initial-valued problem ,f”(:) + zc ‘,f’(--)=G(--,j(=)),f10)=i., ,/“(O)=O, 
under suitable assumptions on the function G(z, f‘(z)) is reduced by a well-known 
method 123 to an operator equation of the form ,f= N,(,f) + ie, in an abstract 
Banach space H,. The operator N, is a nonlinear compact and holomorphic 
operator, detined in an open sphere centered at the origin of H,. The bar in the 
number i. means complex conjugation of i. and e, is a known element in H,. The 
existence of a solution to the above operator equation means that there exists an 
analytic function ,f(z) = i +x,‘=, h,(l)~“, f’(0) = 0, which together with the first 
two derivatives converges absolutely for 1~1 < I. It is well known that such solutions 
exist under suitable assumptions on G(z, .f(z)), for sufhciently small Ii). Here the 
existence of such analytic solutions is proved under more general assumptions on 
G(I, f(z)). Moreover for a given sufficiently small 17.1 the theorems predict an upper 
bound of the solution ,1(z) for all 1-1 < I. The most important is that the existence 
theorems have a constructive character and can provide an answer to the question: 
How small is the initial point If(O)1 = Ii.]? A s examples, some equations of par- 
ticular interest are studied. 1 i9X7 Ac,idem~ Prea Inc 
1. INTR~DUCTWN 
The nonlinear equation 
where G(p) is analytic in cp and satisfies the conditions 
G(0) = G’(0) = 0 
i > 
G’=dC 
dcp : 
(1.1) 
appears in many problems in physics and astrophysics. In a variety of 
models Eq. (1.1) follows from the nonlinear wave equation or the nonlinear 
Schrodinger equation [S] and one is interesting in a short of solitary 
solutions, i.e., solutions satisfying the boundary condition lim C&X) = 0 as 
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.Y -+ co [ 10, 11, 203. In problems in astrophysics Eq. (1.1) follows from the 
Poisson equation [4] or several hydrodynamic equations [ 161 and one is 
interesting in solutions which satisfy the initial conditions 
440) = A, q’(O) = 0. (1.3) 
In many other problems, as for instance in Reaction-Diffusion problems 
[6, 71, one is interesting in solutions of Eq. ( 1.1) which satisfy boundary 
conditions in the interval [0, 11. In all the above problems the most 
interesting values of the parameter c( in Eq. (1.1) are the values c( = 0, a = 1, 
and a=2. 
Analytic solutions of Eq. (1.1) are of course the most appropriate for the 
initial-valued problem ( 1.1 ), ( 1.3) and are found to be also useful for many 
boundary-valued problems [3, 6691. On the other hand it is well known 
that the solutions of nonlinear equations posses singularities. These 
singularities, in the most interesting cases, are movable in the sense that 
their position depends on the initial conditions. This means that the initial- 
valued problem is immediately related to the location problem of the 
singularities. Recently a connection has been observed between nonlinear 
partial differential equations solvable by inverse scattering transform and 
the nature of the movable singularities in nonlinear ordinary differential 
equations [24, 251. Therefore nonlinear ordinary differential equations are 
studied in the complex plane by many authors in an attempt to understand 
the connection between the integrability of a dynamical system and its 
analytic structure [ 17, 21-231. 
From a general theorem (Theorem 5.5 in [2]) it follows that for 
cx # --n + 1, n = 1, 2 ,..., Eq. (1.1) has a one parameter family of analytic 
solutions of the form: 
q(x) = I” + t h,,(i)x”, q(O) = A, q?‘(O) = 0, (1.4) 
which together with the first two derivatives converge absolutely for Ix/ 6 1 
and sufficiently small 11). In this paper we attempt to answer the question: 
How small is )A\? To illustrate precisely the results of this paper we con- 
sider the following simple nonlinear equation, 
The solution of (1.5) which satisfies the condition ~(0) = ,I is 
(1.5) 
dx) = j&. (1.6) I 
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Thus the solution has a power series expansion of the form (1.4) which 
converges absolutely for (xl 6 r and 
(1.7 
Moreover we find easily that 
1 
ldx)l G(k-1)T = R,(r) for 1x1 dr. (1.8 
Something analogous we find for Eq. (1.1) for some interesting forms of the 
function G(q), i.e., we find two positive functions M,(r) and R,(r) of a 
positive variable r such that if [Al <M,(r), then the solution (1.4) of the 
initial-valued problem (1.1) ( 1.3) converges absolutely for 1x1 ,< r and 
satisfies the condition 
ldx)l G Mr) for 1.~1 d r. (1.9) 
Any way this is a location of the analyticity domain around the point zero 
and we can see how this domain depends on the initial condition q(O) = 2. 
In Section 2 the basic notions and results, concerning the method we 
follow, are presented. The initial-valued problem (1.1) (1.3) is reduced to 
an abstract operator form 
f=N,(f)+2r,, (1.10) 
where N, is a nonlinear compact operator which can be defined on a closed 
sphere S(0, R) of an abstract complex Banach space H, and e, is a fixed 
element in H,. In all the following X means complex conjugation of 3,. 
There exists an extensive literature for operator equations of the form 
(1.10). Unfortunately most of the results in this field requires special 
hypotheses [ 131 or refer to a real Banach or Hilbert space and are based 
on monotonicity properties of the nonlinear operator N, [ 12, 151. Since N, 
is compact and since it can be defined on a closed sphere of H, we apply 
here the Schauder’s fixed point theorem [14]. The difficulty for the 
applications of this theorem consists in determining a good upper bound 
for the norm of N,(f) when f varies on the closed sphere S(0, R). In Sec- 
tion 3 some general theorems, concerning the existence of analytic solutions 
of the initial-valued problem 
d2dx) a e(x) --- 
dx2 - = W-T d-x)), x dx 
q(O) = II, q?‘(x) = 0 (1.11) 
for sufficiently small l/1/, are proved. The theorems have a constructive 
character and enable us to find, in many cases, an upper bound for IE.1. 
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Equation (1 .l 1 ) includes as a particular case a more general equation than 
Eq. (1.1) because G(0) may be different from zero. An other result, which 
the theorems predict, is the following: In many cases taking an admissible 
I, which implies convergence of the power series solution (1.4) for x d r, we 
can find a bound for this solution for Ix/ d r. The case a = 0 cannot be con- 
sidered as a particular case but can be studied similarly as the case c1# 0. 
We note in Section 4 the differences. Some examples of particular interest 
are studied in Section 5. In the examples we consider the Emden’s equation 
d’cp 2 dcp 
&T+;z= -cp”, n = 2, 3,..., 
the nonlinear equations 
2 
$+;f$o(x)= -(p3, 
d2ip ci dcp 
z+tu=/?e~““‘, 
and the nonlinear one-dimensional Schrodinger equation 
d%p 
z + ocp = -kv3, 0 #O. 
The results in all of the examples follow immediately from the 
except for the last example which requires a special treatment. It 
known [2] that Eq. (1.15) has a family of solutions of the form 
cp(x, A) = leirr + 2 h,,(A) eiT”’ 
II = 2 
in case o = t2 > 0 and of the form 
(1.11) 
(1.12) 
(1.13) 
(1.14) 
(1.15) 
theory 
is well 
(1.16) 
(1.17) 
in case o = -TV < 0. The coefficients b,(L) for a given I can be recursively 
determined. We find in Example 5 that the series ( 1.16) and ( 1.17) converge 
absolutely for 
121 < 2T ,,h/3k, k > 0, z > 0. (1.18) 
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The first converges for every real x and the second for every x in the inter- 
val 0 <x < co. Moreover a bound for ~(0, Iti) is given by 
Id4 211 <z d/k. (1.19) 
We have nothing to say for the accuracy of the above bounds. However, 
we can see how these bounds depend on the parameters. 
The reader is assumed to have some familiarity with the method presen- 
ted in [l, 21. 
2. THE NONLINEAR OPERATOR G[f’(z)] AND ITS ABSTRACT FORM 
Consider the usual Hilbert space H,(d) consisting of functions f(z) = 
c,“=, a,zn-’ which are analytic in the open unit disc A = {z E C: Izj < 13 
and satisfy the condition x,7=, 1~~)~ < co. The most simple nonlinear 
operator 
“f(Z) + Cf(Z)I”, n = 2, 3,... (2.1) 
is not defined on all elements of H,(A). In fact [,f(z)]’ does not belong to 
Hz(A) for every element f(z) in H,(A). One of the subsets of H,(A), which 
belong to the definition domain of the operator (2.1) is obviously the set of 
entire functions or more generally the set of functions which are analytic in 
a neighborhood of the closed unit disc 2 = (2 E C: (21 < 1). In fact every 
function f(z) = CF=, c(,,z”- ’ which is analytic in a neighborhood of d, i.e., 
in an open set which contains the closed unit disc 3, converges absolutely 
for every I-71 d 1 and therefore satisfies the condition 
f I% <a, (2.2) 
,, = 1 
which implies that f(z) belongs to H,(A). 
Thus we are being led to consider as the definition domain of the 
operator (2.1) the linear space of analytic functions f(z) = C;=, c1,z” ’ in 
the open unit disc A which satisfy the condition (2.2). This space is a 
Banach space H,(d), where the norm of an element f(z) = C,:=, a,,? ’ is 
defined by 
llf(z)ll x H,(A)= 2 I&l. (2.3 
II = 1 
The space H,(A) is imbedded in H,(A) in the sense that ,f(z) in H,(A 
implies f(z) in H,(A) and 
Ilf(ZMH$4, G Ilf(z)ll,,,rA,, (2.4 
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where Ilf(z)ll HZ(d) means the norm in H,(d). Moreover for j(z) and g(z) in 
H,(d) the product f(z). g(z) belongs to H,(d) because of the relation 
IIf . &)ll H,(d)< w(z)llH,(d)). Mz)/l,,(,,). (2.5) 
The relation (2.5) which means that H,(d) is a Banach algebra, can be 
proved by considering the convolution algebra for sequences. A simple 
functional analytic proof of (2.5) is given in [2]. Relation (2.5) means that 
the operator (2.1) is defined on all of H,(d) because 
II C.f(z)l”ll H,(d)< w(z)llH,(d)r 
Moreover operators of the form 
W(z) = f c, Cf(z)l”- ’ (2.6) 
n=l 
are defined in an open sphere of H,(d) in the case where the function 
G(w) = IX,“=, c,w ’ ~ ’ is analytic at w = 0 and on all elements of H,(d) in 
the case where G(w) is an entire function. More general operators of the 
form 
G,(f(z)) = G(z, f(z) = f cn(zKf(z)l”- ’ (2.7) 
?I=1 
are defined in an open sphere S(0, R, ) of H,(d), centered at the origin, 
under suitable assumptions on the functions c,(z), IZ = 1, 2,... (see [2, 
Theorems 4.3,4.4]). In the case of the operator (2.6), where c, are con- 
stants the radius R, of the sphere is the convergence radius of the series 
c,“= , c,wn-‘. Also for a fixed element fO(z) in S(0, R,) and 
IIf&) + W)ll,,c,, G R < R, 
one can prove [2] the relation 
IlGl(fo(z) + h(z)) - G,(f&)) - Mz)ll H,(A) 
G; (IIWN mJ2. nz3 (n - l)(n - 2) ll~rz(~N~,~~~~ R”-3, (2.8) 
where A is the linear operator 
A = f (n - 1) c,(zmo(z)1”-2, (2.9) 
II=2 
which is always bounded for c,(z)= c,= constants. This means that the 
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nonlinear operator (2.6) is Frechet-differentiable in the open sphere 
S(0, R,) and the Frechtt-derivative is the bounded operator 
.;* w 1) C,Cf(41”-2. (2.10) 
The same holds [2] also for the operator G,(S(z)) under suitable 
assumption on the functions c,(z). Of course one can continue this process 
for the existence of all derivatives as in the case of analytic functions. Thus 
G is a holomorphic mapping from an open sphere of H,(d) into H,(d). 
Consider now an abstract separable Hilbert space with an orthonormal 
basis e,, n = 1, 2,.... Let V be the shift operator with respect o the basis e, 
(Ve,=e,+,, n = 1, 2,...) and V* its adjoint ( V*e, = 0, V*e, = e, ~~ 1,
n = 2, 3 ,... ). The function fi: A -+ H, fz = C,“=, zn- ‘en provides an 
isomorphism from H,(d) into H as follows: 
f(z) = (f;, f-1, (2.11) 
where f(z) = C,“= 1 a,,?- ’ and f= C,“= 1 ti,e,. Observe that for every f(z) 
in H,(d) the operator f*(V) = C,“=, a, V’- ’ is a bounded operator both 
on H and on H,, the Banach space consisting from those elements 
S=CF& (J e,)e, in H for which C,“=, I(f, e,)l <cc [l, 23. Moreover 
Iv-*( VII 1 = IISII ’ 
The operator f( V*)=C,“=, n a I/*“- ’ is the adjoint of the operator 
S*(V) and has the following property: 
because V*f; = zf; for IzJ < 1. Thus we find 
(fS,f*(v)f)=(f(v*)f;,f)=f(z)(f;,f)= Cf(z)l’. 
This means that the abstract form of the operator f(z) + [f(z)]*, is the 
following nonlinear operator 
Nf) = I-*( v.6 
Similarly we find the abstract forms of the operators (2.6) and (2.7) (see 
[2] for details). Thus by the results of [ 1 ] the equation 
d*f(z) a df 
dz2 +; z = G(z, f(z)) 
in H,(d) is equivalent to the equation 
C,(C, + (a - 1)I) V*f= VN(f), 
409:124.2-i 
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where C, is the diagonal operator 
COen = nen, n = 1, 2,..., (2.12) 
and N(f) is the abstract form of the operator G(z,f(z)). 
Remark 2.1. In all the following by f(z) we mean an analytic function 
in H,(d) or in H,(d) and by f the abstract form of f(z), i.e., the 
corresponding to f(z) element in H or in Z-Z, by the representation (2.11). 
Remark 2.2. The definition domain of the operator C,( C, + (c1- Z)Z) in 
H (in H,) is essentially the definition domain of the operator C,(CO + I) or 
the operator CO(C, + I) Y*2, which is the abstract form of the differential 
operator d2/dz2 [ 11. The operator C,(C, + I) is defined in those elements 
f = C,“= i (A e,)e, of H (H,) which satisfy the condition 
CL,"=, n'(n + 1J2 I(f, en)12 < cc (C,“= i n(n + 1) I(f, e,)l < co). This means 
that the elements in the definition domain of the operator C,(CO + (a - l)Z) 
in H (H, ) are the abstract forms of functions in H,(d), which together with 
the first two derivatives belong to H,(d)(H,(d)). On the other hand the 
definition domain of the operator C,,(C, + (c1- 1 )I) in H(H,) is the range 
of the diagonal operator 
B,: B,e,= 
1 
n(n + ct - 1) en’ 
n = 1, 2,..., 
which is a bounded operator on H(H,). This is the reason for which in 
many cases in the following we conclude that any solution of an abstract 
equation in the form 
f=B, g, gin H(H,) 
is the abstract form of a function f(z), which together with the first two 
derivatives belongs to H,(d)(H,(d)). 
3. GENERAL EXISTENCE THEOREMS 
Consider the initial-valued problem 
d2f(z)+p!f(z) 
dz2 
- = G(z, f(z)), 
z dz (3-l) 
f(O)=& f'(O)= 0. (3.2) 
The number c1 may be complex but for convinience we assume that it is 
real, different from zero and positive. For the function G(z, f(z)) the most 
general assumptions we handle here are the following: 
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(I) The function G(z,f(z)) is presented in the form 
G(z, f(z)) = f c,(z)Cf(z)l”- ‘7 
n=l 
where the functions c,(z) are elements of the space H,(d), i.e., 
Ilc,(z)ll H,(d) 6 Pn, n = 1, 2,.... 
(II) The series 
f /&w-l 
n=l 
has a sufficiently large convergence radius R, . 
Under the above assumptions we shall prove the following: 
THEOREM 1. There exist positive numbers R, and M, such that, if 
,A, + IIC*(ZNH,L4) < M 
2(l+a) ’ O’ 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
then the initial-valued problem (3.1), (3.2) has a unique analytic solution 
f(z)=i+ ‘f b,(A)z”, 
n=l 
(3.7) 
which together with the first two derivatives converges absolutely for IzJ < 1 
and satisfies the condition 
If( GRo. (3.8) 
For the proof of this theorem we shall use the following results from [2]: 
(1) If cI(z)=c,“=l c1,z “--l is an element of the space H,(d) and V is 
the shift oerator on H and on H,, then the limit 
n 
lim C &V-l, n+co 
k=l 
exists in the uniform topology of H, and defines a bounded operator 
a*(v)= f or,vk-’ (3.9) 
k=l 
on H,. Moreover 
Ila*( VII 1 = Il~(4IIH,(d). (3.10) 
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(The operator (3.9) is the abstract form of the linear operator LX(Z) on 
H,(A).) 
(2) For every compact diagonal operator B, on H the operator 
I- VB, vcr*( V) (3.11) 
leaves invariant the space H, and has a bounded inverse on HI. 
(3) Under the assumptions (I) and (II) the nonlinear operator 
G(z, f(z)) is defined on a closed sphere 
W, R) = {fin H, : llfll 1 <RI (3.12) 
for every R < R,. Moreover its abstract form is the following: 
N(f) = c, + c:( lqf+ c3*( v)f*( iqf-t cq*( v)[f*(o)]*f+ . . . . (3.13) 
where c, is the element in H, which corresponds to the element cl(z) in 
H,(A) by the representation c,(z) = (fi, c,). 
Proof of Theorem 1. The abstract form of Eq. (3.1) in the spaces H and 
H, is the following: 
C,( co - I) v*j- + ac, v*j” = VN(f), 
where C, is the operator (2.12), N is the operator (3.13) and V* is the 
adjoint of V, or 
C,( C, + ( CI - 1 )I) I’*f = VN(f). (3.14) 
For LX - 1 # --n, n = 1, 2 ,..., the diagonal operator C,( Co + (c( - 1 )I) has a 
compact inverse 
B,=C,‘(C,+(a-1)1)-l 
both on H [l] and on H, [2] with llB,II, = l/a and 
(3.15) 
Since V* V= Z and V*e, = 0 it readily follows that Eq. (3.14) in H, together 
with the conditions (3.2) is equivalent to the following equation: 
f = VB1 VN(f)+le,. (3.16) 
We write the operator (3.13) as follows: 
N(f) = c, + cz*( W+ h(f), (3.17) 
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where by (3.10) and (3.4) 
II W1 II , G R2h + PAR + . . .I 
for llfll, <R. Thus Eq. (3.16) can be brought to the form 
(I- VB, Vc:( V))f= VII, Vc, + ;le, + VB, Vh(f), 
(3.18) 
(3.19) 
or 
f=A;‘VB, Vc, +AA,‘e, +A;‘VB, V/z(f), (3.20) 
where A;, is by the result 2 the bounded inverse of the operator 
A,=Z- VB, Vcf(V). (3.21) 
By (2) and (3) the function 
u: u(,f)=A,‘VB, Vc, +XA,‘e, +A, ‘VII, V/z(f) (3.22) 
is defined on every closed sphere S(0, R) in H, with R < R,. Thus for every 
bound L of llA,‘ll, (I/A;,l/, G L) we obtain from (3.22) (3.18) and (3.15): 
where 
M(R) = i p,, R” -. ‘. 
,a = 3 
Consider now the real function 
LRM( R) 
2(1 +LY) ’ 
(3.23) 
(3.24) 
(3.25) 
where R varies in the interval [0, R,), and observe that for sufficiently large 
R, the function 
M,(R) = l- 
LRM( R) 
2(1 + 2) 
(3.26) 
has by the intermediate-value theorem a zero R, > 0, so 
M,(O) = M,(R,) =O. The continuous function M,(R) attains therefore a 
maximum at a point R,: 0 < R, < R,. Thus for R = R, and 
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we find from (3.23) 
Ilu(f 1 d Ro for llfll I G R,. (3.28) 
This means that u is a mapping from the closed disc S(0, R,) into itself. 
It is a compact mapping since B, is a compact operator and AA, ‘r, is a 
fixed element. The Schauder’s fixed point theorem implies that there exists 
at least one fixed point of the function (3.22) in S(0, R,), which is a 
solution of Eqs. (3.20) and (3.16). From Eq. (3.16) we find 
(e,,f)=L=f(O), (e*,f)=O=f’(O) and it is easy to see that the other 
coefficients of the solution ,f‘ in H, are uniquely determined and are 
functions of A. This implies the uniqueness of the solution of Eq. (3.16) in 
H, and therefore the uniqueness of the solution f(z) of Eq. (3.1) in H,(d). 
We have to prove that the first two derivatives belong also to the space H, 
This follows from Eq. (3.20) and a general theorem in [2] which states that 
the operator A,’ leaves invariant the definition domain of the operator 
C,(C, + (a - 1 )I) in H, , which is the range of the operator B, (see 
Theorem 3.3 in [2] and Remark 2.2 in Sect. 2). 
Relation (3.8) follows from the fact that I,f(z)l < [lf(z)ll H,,d, = ilfli, < R,. 
COROLLARY 1. Zf the function (3.5) is entire and G(z, 0) = 0, i.e., 
c,(z) = 0, then there exists positive numbers R, and M, such that for 
the conclusions of Theorem 1 hold. The solution is nontrivial for E, # 0. 
The last assertion follows from Eq. (3.16) because for 1. # 0 f = 0 is not a 
solution. 
COROLLARY 2. For sufficiently small llc,(z)lJ,,(,)#O there exists a 
unique nontrivial solution of Eq. (3.1), which satisfies the conditions 
f(0) = f ‘(0) = 0 and together with the two first derivatives belongs to the 
space H,(A). 
THEOREM 2. Suppose that the functions c,(z) in (3.3) are uniformaly 
bounded elements of the space H,(A), i.e., 
IIc,,(z)ll H,(d j d cc, n = 1, 2,.... (3.29) 
Then the conclusions of Theorem 1 hold. 
Proof In this case the operator N can be defined in the unit sphere 
which is centered at the origin of H,, i.e., the convergence radius of the 
series (3.5) is equal to 1. We have to prove that it is sufficiently large in the 
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sense of Theorem 1. We procede as in Theorem 1 and find that the function 
(3.25) in this case has the following form: 
M,(R)=L-l(R-g, 
where 
k=LCL 
2(1 SCY)’ 
(3.30) 
(3.31) 
The function (3.30) attains a maximum in [0, 1) at the point 
R,=l-Jkjo>O 
and this maximum is the following 
M,= L-‘(JGz-&)‘. 
(3.32) 
(3.33) 
THEOREM 3. Suppose that the functions c,(z) in (3.3) are uniformaly 
bounded elements of the space H,(A) and that cz(z) is a constant, i.e., 
c*(z) = 7. (3.34) 
Then an estimation qf the numbers R0 and A4, in Theorem 2 is given hi, 
l+cr z 
L=o(tx)= 1 +z- ---j- 
( ) 
171” 
’ 22”n! T(n+((l +cr)/2)) 
<e21rl/(l+l) (3.35) 
,1 = I 
Proof. We need here a bound of the operator 
A; ’ = (I-TVB, V)-’ (3.36) 
for every complex r. It is sufficient to prove that the operator 
F = f 7”( VB, I’)” 
,I =o 
is a bounded operator on H,. Taking the elements ek, k = 1,2,..., we find 
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and 
IWA l = 1 + 5 
blfl 
,*=’ (k+ l)(k+3)...@+2n- l)(k+cr)...(k+a+2n-2) 
<l+ f 
bln 
,,= ’ 2”n! (1 + c()(3 + a) ... (2n - 1 + a) 
= c(a). 
We write a(~) as follows: 
a(a) = 1 + r 
l+cc = ( > 2 ,,F, 2%! r(n I’(;* + (x)/2))’ 
where r is the usual f-function. It is easy to see that 
o(a) < elrl/2(’ + 2). 
Now for f = C,:= , (J e,,) e,, we find 
llm-II I da(a) VII 1 
and 
IVII 1 6 4~). 
(3.37) 
(3.38) 
Remark 3.1. From (3.33) and (3.35) we have 
Mo>e~L’~2(‘+‘)(JiTLJZ), 
P k < eid2(’ + r) ~. 
2(1 +!x) 
Observe from (3.40) that k -+ 0 as p + 0 and from (3.39) 
M,>l as p +O. 
This remark implies the following corollaries to Theorem 3. 
(3.39) 
(3.40) 
(3.41) 
COROLLARY 1. Let the differential equation 
(3.42) 
where 
IN”1 6P,, a] #O. (3.43) 
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Then there exists an r > 0 such that Eq. (3.42) has a unique nontrivial 
analytic solution which together with the first two derivatives converges 
absolutely for 1x1 d r and satisfies the conditions 
q(O) = q’(O) = 0. (3.44) 
Proof We set x = rz in (3.42) and obtain the equation 
d2f(z) +x dfb) 
dz2 -= z dz f cn(pf’-‘, n=l 
where 
and 
lc,,I dPur2=p 
cl = a,r’. 
Thus for ,? = 0 and r sufficiently small relation (3.6) holds for some M, > 0. 
COROLLARY 2. Let Eq. (3.42) with 
lx, =o and I%l GPl. 
Then there exists an r > 0 such that Eq. (3.42) has a unique analytic solution 
which together with the first two derivatives converges absolutely for 1x1 6 r 
and satisfies the condition ~(0) = 1, q’(O) = 0. 
The proof follows easily if we procede as in Corollary 1. 
Remark 3.2. In the case where the function G(z, f(z)) is linear in f(z), 
i.e., 
G(z, f(z)) = c,(z) + c2(z)f(z) (3.45) 
the relation (3.20) has the form 
f=A,‘VB, Vc, +3;A,‘e,. (3.46) 
The above relation gives the abstract form of the unique solution in H,(A) 
of the linear equation 
d*f(z) +a 4(z) 
dz* -= c,(z) + c*(z)f(z), z dz 
which satisfies the conditions f(0) = A, f’(0) = 0. 
For c,(z)=r (constant) we obtain from (3.15) and (3.35) a bound for 
the solution of Eq. (3.47) i.e., 
If(z)1 d llfll, <a+ 121 L= L (S+ IAl) for Iz( 6 1. 
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Observe that in the linear case, (3.46) holds for every A. Since the solution 
f(z) = (f=, A;-‘VB, Vc,) + Eb(f2, A,‘e,) (3.48) 
is a power series, which converges absolutely for Iz1 d 1 the limit of f(z), as 
z --+ 1 exists. Thus in the case where 
lim (f,, A,le,)=p, #O, 
;+I 
lim (fZ,A,‘VB, Vc,)=p*#O, 
z-1 
(3.49) 
(3.50) 
we can choose A such that 
lim f(z) = 0, .f ‘(0) = 0, (3.50) 7 - I 
i.e., we can solve the boundary-valued problem (3.47) (3.50). 
Remark 3.3. By setting 
z = e fl-r, dx) =.f(epP’i) 
it follows readily that: If the equation 
d’f(z)+~dS(z) -= 
dz* z dz 
f c,, [f(z)]” ‘, c,~ = constants (3.51) 
,1= 1 
has an analytic solution f(z) = A+ C:= I b,,(;l)z”, which together with the 
first two derivatives converges absolutely for /zJ 6 1 and satisfies the con- 
ditions ,f(O) = A, S’(O) = 0, then for every p > 0 the equation 
d*cp(x) &4x) ~+fl(1-a)~=P2e~~2fi‘ ,!, c,Cdx)l”- ’ (3.52) 
has a solution of the form 
q(x) = I + f b,,(A) em-Bn.v, 
I,= 1 
which together with the first two derivatives converges absolutely for 
0 d x < co and satisfies the conditions 
lim q(x) = 1, (3.53) 
.li - a= 
lim q’(x) = 0. (3.54) 
Y-cc 
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In particular for a = 1 the problem of analytic solutions of Eq. (3.51) solves 
the boundary-valued problem 
-=pze--2pr x d2+) 
dx2 ,,;, c,z Cdx)l”- I> (3.55) 
$4x)=& cp’(m)=O. (3.56) 
Remark 3.4. Essentially the compactness property of B, was used only 
for the invertibility of the operator (3.21). The results which follows from 
Schauder’s fixed point theorem can be fol’ow also from the well-known 
fixed point theorem of Earle and Hamilton [19]. This theorem predicts a 
unique fixed point of any Frechet-differentiable map from a non-empty 
bounded connected subset D, of a complex Banach space, strictly inside D 
and does not requires the compactness property of the map. 
4. THE CASE LX = 0 
In the case r = 0 Eq. (3.1) has the regular form 
!pC(z,f(z)) 
z 
(4.1) 
and can be studied similarly as Eq. (3.1). We note the differences. 
In the case M #O any analytic solution in a neighborhood of zero (if it 
exists) satisfies the condition ,f’(O) =O. In the case c( = 0 the initial con- 
ditions have the form 
f(O)=~.,, .f'(O) = 12, (4.2) 
where AZ may be different from zero. 
The abstract form of the problem (4.1) (4.2) is the following. 
.f= V’B,N(f) + i, e, + X2e2, (4.3) 
where the operator N is the same as in Eq. (3.16) and B, is the diagonal 
operator 
1 
B, e,, = ~ e 
n(n+ 1) ‘I’ 
n = 1, 2,..., 
with 
IIB, II = IlBl II, = t. 
Equation (4.3) can be brought to the form 
f =A,‘V2B,h(f)+A;‘(~,e, +A2ez+ V2B,c,) 
(4.5) 
(4.6) 
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in the same way as Eq. (3.16). Here the operator A2 has the form 
A,=Z- V2B,c;(V), (4.7 
where B, is the operator (4.4). In the case where c2(z) = c2 = constant w 
can easily find the norm of the operator A;‘, i.e., 
e 
In fact we have 
llA;‘l11=cosh((c,l”2)=L. (4.8) 
c,V2B,e,=‘e,=~e, 
1.2 2! 
2 
(c2 V’B,)‘e, = 2 e5 
4! 
and 
lczl lc212 IIA;‘e,l(, = 1 +T+T+ ... =cosh(lczl”2). (4.9) 
In the same way we find 
IlA;‘e,,lI, <cosh(Ic,l”‘) (4.10) 
for every n = 1, 2 ,... . Thus for every f = C,:= , (J e,,)e,, in H, we obtain 
lM;‘fll, dcosh(lc,I”‘) llfll I 
and 
IIA, ‘II, <cosh(l~zl’~~). 
The equality follows from (4.9) by taking f = e, . All the results in Section 3 
hold also for Eq. (4.1) with the difference that here (I\ is replaced by 
Ii,1 + II”21. 
5. EXAMPLES 
1. The Emden’s Equation 
Consider the equation 
d2q c1 dq 
--Q+;z= -cp”, n = integer 3 2, 
do) = A q’(O) = 0. 
(5.1) 
(5.2) 
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Equation (5.1) is the most simple of nonlinear equations of the form (1.1) 
with a#O. By setting X=TZ and cp(rz)=f(z), Eq. (5.1) together with the 
conditions (5.2) is reduced to an equation whose abstract form is the 
following: 
,f= ;ie, + r2VB, VN(f), (5.3) 
where 
W.f)= -[If*vY’~~tf: (5.4) 
The operator (3.22) is the following: 
u(f) = Ae, + r2VB, VN(f), (A;’ =I) (5.5) 
and for Il,fil, <R we have 
llG”)lll < IAl + r2 II VB, VII I IINfN, 6 14 +&R”. 
The function (3.25) has the following simple form 
” R” M,(R)= R------ 
2(1 +a) . 
This function attains its maximum at the point 
which is given by 
n-l 2(1+(w) ‘/(“-‘) 
M,(r)=- 7 
n [ 1 nr- 
Thus applying Corollary 1 we obtain the following result. 
(1) For every r > 0 and every E, such that 
(5.6) 
(5.7) 
(5.8) 
(5.9) 
the initial valued problem (5.1) (5.2) has a unique analytic solution of the 
form 
q?(x) = i” + f hn(/2)xrz, (5.10) 
n=l 
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which together with the first two derivatives converges absolutely for 
1x1 <r, and satisfies the condition 
(5.11) 
For CI = 2, Eq. (5.1) is the Emden’s equation which appears in astrophysics. 
The conditions which are of most interest in this case, are the following: 
do) = 1, q’(0) = 0 (5.12) 
and the solution in power series expansion is found to be (see [4, p. 3731) 
q?(x)= 1 -$+n<+(5n-8n’) &+(70+ 183n’+ 122n’)A 
+ (3150n - 1080n” + 12642~~ - 50320~) -&+ “.. (5.13) 
For I+ = 1 we find from (5.9) 
Thus we obtain 
(2) The power series solution (5.13) of the Emden’s equation 
together with the two first derivatives converges absolutely for 
(5.15) 
Remark 5.1. For n = 5 we know exactly the solution of the Emden’s 
equation 
d2cp 2 dq 
-&--p5=Q (5.16) 
which satisfies the conditions (5.2). This is 
q(x) = #I $/Jrn. (5.17) 
(We can ask for a solution of the form 
q(x) = I.( 1 - hA”x“)Y, 
which satisfies ~(0) = A. In the case where n = 5 i is possible to determine 
the constants b, v, ~1 and y). 
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From (5.17) for I* = 1 we see that the power series (5.13) converges 
absolutely for Ix/ < fi= 1, 7. From (5.15) we find that /xl 6 1,Ol. 
Remark 5.2. A well-known method to locate the nearest singularity z, 
of a solution f(z) consists in determining ratios of successive high-order 
derivatives of f(z) at a regular point z0 not necessarily very closed to the 
singularity. In fact the limit 
at!+1 lim -, n-+co, 
a,, 
(5.18) 
if it exists, gives the convergence radius of the series C,“= 0 c1,,(,- - z,,)“. This 
limit leads to a method of determining approximately the convergence 
radius of the solution (see [17] for an application). The existence of the 
limit (5.18) and its determination is not an easy thing even in the case of 
linear equations. Note that for linear equations the PoincareePerron 
theorem [ 181 predicts the existence of the limit (5.18) under suitable 
assumptions on the coefficients of the reduced difference quation. In fact if 
a linear difference equation by the power series expansion q(x) = 
c,“=, a,x” ’ leads to a difference quation of the form 
a ,I+ I + (/I + B(n))% 1 + (Y + r(n))%, = 03 n = 1) 2,..., 
where lim p(n) = lim (cc(n) = 0) as n + co, then under the assumption that 
the roots of the equation p2 + 13p + y = 0 are different the Poincare theorem 
predicts the existence of the limit (5.18). It is easy to see from the form of 
the difference equation that if this limit exists, then its value is equal to p 
where p is a zero of the polynomial p2 + /ip + y. Here we observe that for 
linear equations, in many cases, the limit (5.18) can be easily determined. 
As an example we consider the equation 
d2f(4 +‘df(Z) 
-=c.I(Z)+q(Z), 
dz2 z dz 
cr3 1, z 
where c,(z) is a polynomial and p is a constant different from zero. The 
abstract form of this equation is the following: 
or 
C,(C,+(iw-l)z)v*f= vc,+,L& 
f = VB, Vc, + pVB,f, 
where (en+,, VcI)=(e,,+,, VB, Vc,) = 0 for sufficiently large n. We see that 
(e n+i,f)=P. n(n+la- l)(e,yf) 
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and 
(e .+d=, 
lim (en, f) 
as n-+co. 
This means that the convergence radius of the power series solution tends 
to infinite and the solution is an entire function. 
(2) Consider the equation 
fg+i&“(z)= -[f(z)]‘. 
Its abstract form is the following 
.f=A,‘VB, W(f)+k4,‘e,, 
where 
and 
A,’ = (I- VB, V)-‘, 
B, = C,2 
Nf)= -[If*v712f: 
Since 1) VB, Vj[, = + we can find easily a bound for 11 A; ’ I/, = L, i.e., 
L<$. 
Taking 
M,(R) = i(R - fR3) 
we find 
R,=l 
and 
Almost the same result has been found in [2] by the use of the contraction 
mapping theorem. 
(3) Consider the equation 
(5.19) 
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or by x = TZ, cp(rz) =f(z) 
d2f(4 +x d!(z) -=p . 
dz2 z dz 
).2&d=’ 
1 1 2(1 +cI) 
14 +pp ,py, r2 ’ 
(5.20) 
The abstract form of Eq. (5.20) is the following: 
.f=flr2VB, VN(.f)+Ie,, 
where 
N(f)=e, +sf+g/*(V)f+ . 
Taking 
u(f) = Xe, + Br’VB, VZV(f) 
we obtain for llflj, d R, 
IBI r2 ,+ ll4f)ll I6 14 +-e J 2(1 +a) 
and by studying the function 
WI r* 
M,(R)= R--e 
,y,R 
2(1 +c() 
we find the maximum 
M,=$og (W- 1) 
at the point 
1 2(1 +ci) 
R,=jglog ,py, r2 . 
Thus for 
(5.21) 
Eq. (5.19) has analytic solutions which together with the first two 
derivatives converge absolutely for 1x1 <r. Eq. (5.19) has been studied in 
409’124:2-8 
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particular for c(= 1 and y= 1 [7]. For cl=2, fl= -1, y= 1, and A=0 has 
the following power series solution [4], 
* 6 122 * 61.67 ,,, (p(x)= +2+&x4--x +-x --x + ... 
21 .6! 81 .8! 495. lo! . 
(5.22) 
For a=2, p=l, y= 1, and A=0 we find from (5.21): 
If we take r2 = 6/e, then we find: 
6 
Iv(X)1 <log--loge= 1 
r2 
for (xl<& 
3 
See [4] for a graph of the solution (5.22). 
(4) Consider the equation 
(5.23) 
For p, = 6 and p2 # 0 Eq. (5.23) is known as the first Painleve transcen- 
dent. It is one of 50 possible nonlinear ordinary differential equations of 
second order [4] whose the movable singularities are poles. It is also one 
of the six (between the 50) equations which were found to be nonintegrable 
in terms of known functions (elementary, elliptic and transcendents defined 
by linear equations). Equation (5.23) for x = rz and cp(rz) =f(z) takes the 
following abstract form 
CO(CO+ 1) V**f= r’p,f*( V)f+ r3p2e,, 
which together with the conditions 
(eI,f)=f(0)=cp(O)=~l~ 
(e,,,fJ=y __ = q’(O) = rL, 
0 
is equivalent to the following: 
f=r’p, V2B,f*(V)f+$e,+d,e,+i2re2, 
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where B, is the operator (4.4). We find easily that 
1 
Ro= Ip,l r2’ 
1 
M,=- 
2 1~~1 r2’ 
Thus the condition 
r3 1~~1 1 6+ IAil + IA21 rd7 
2 IPII r 
(5.24) 
is sufficient for Eq. (5.23) to have an analytic solution 
p(x) = ;I, + 2,x + f h,,(;l,) i2)x’?, 
II = 2 
which together with the first two derivatives converges absolutely for 
1.~1 ,< r and satisfies the condition 
For 11, + 0 condition (5.24) predicts solutions for every %, and A2. For 
fixed p, and ,u2 we conclude the existence of an analytic solution in a 
neighborhood of zero. Both observations were expected. 
(5) Consider the nonlinear Schrodinger equation in one dimension 
iY”,(x, t) + Y,,(x, t) + k I Y(x, t)12 Y(x, t) = 0. 
By the transformation 
Y(x, t) = p(x) e-lo’ 
this equation is reduced to the following ordinary nonlinear differential 
equation 
q”(x) + wcp(x) = -k[q(x)13. (5.25) 
Equation (5.25) is a special case of the more general equation 
cp”(x) + w+) = G(cp(x))> (5.26) 
where G is an analytic function in cp in some neighborhood of zero. In [2] 
was proved, among others, that Eq. (5.26) has a family of complex-valued 
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periodic solutions in case o = r2 > 0 and a family of exponential solutions 
in case w = -r2 < 0. These solutions have the form 
cp(x, 3,) = %P + 5 b,,(i) errny, (527.1) 
‘I = 2 
for o = r2 > 0 and the form 
n = 2 
for o = -r2 < 0. The solutions (5.27.1) and (527.11) together with the first 
two derivatives converge absolutely for sufficiently small 121. The first for 
every real x and the second for every x in the interval 0 d x < CD. Both 
solutions satisfy the condition 
where the series converges absolutely for sufficiently small 1 AI. We shall find 
here for Eq. (5.25) a closed disc containing admissible values of A and an 
upper bound for lq(O, A)l. This problem requires a special treatment 
because the solutions (5.27.1) and (5.27.11) for Eq. (5.25) are obtained from 
the analytic solutions of the equations 
-a2 2 &Id df(z) - ’ T+’ dz dz + of(z) = +-f(z)]“, (5.29) 
CA2 @f(z) Z2F+z 
d!(z) 
7 + G(z) = -W(41’. (5.30) 
If for some CI the function 
f(z) = i + f h,l(%)Z” (5.31) 
n= I 
is a solution of Eq. (5.29) (Eq. (5.30)) which together with the first two 
derivatives converges absolutely for JzI < 1, then q(x) =f(e”‘) (q(x) = 
f(ebSLr), M > 0) converges absolutely for every x in the interval - CC < x < cc 
(0 d x < co) and satisfies Eq. (5.25). From (5.31) and (5.28) we see that 
0, A)=f(l) and 
Ivm 211 = If( G lIf(z)llH,(d). (5.32) 
We shall study Eq. (5.29) for w = r2 > 0, similarly, Eq. (5.30) can be studied 
for w = -r2 < 0. For o = 22 > 0 Eq. (5.29) takes the form 
z2 @f(z) I z 4(z) 
dz2 - - m2f(z) = CL lm)13~ dz (5.33) 
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where 
and CI is chosen such that 
p&r? 
T2 
(5.34) 
&ti 
m2’ 
m = 1, 2,.... (5.35) 
The abstract form of Eq. (5.33) is 
(Co - Wf - mzf = PWI, 
where 
W)= f*( v’f, 
or 
(5.36) 
(5.37) 
(Co + (m - 1 V)(G - (m + 1 WV= PW). (5.38) 
Since C, + (m - 1 )I for m = 1, 2,... is invertible Eq. (5.38) is equivalent to 
(Co--(m+ l)Z)f=p(C,+ (m- l)Z))*h(f). (5.39) 
We set in Eq. (5.39) 
f =Xenl+, +g, (5.40) 
where g belongs to the subspace Hi 0 {e, , e, ,..., e,,, + i }. By {e, , e, ,..., e, + , } 
we mean the finite dimensional subspace of H or H, which is spanned by 
the elements: e,, e, ,..., e,,+, . Thus we obtain 
(C,-(m+l)Z)g=p(C,+(m-1)Z)‘h(Ae,+,+g). (5.41) 
Now the operator C, - (m + 1 )Z, restricted on H, O{e,, e2,..., e,} is inver- 
tible with 
ll(C,- Cm + l)~)~‘IIH,8{~~l,e2 ,.._, pm+l) = 1. (5.42) 
On the other hand the element h(Xe,+, + g) for gin H,O{e,, e,,..., e,+,l 
belongs to H,O(e,,e, ,..., em+, }. In fact the element (5.40) is the abstract 
form of the element 
f(z) = AZ” + g(z) (5.43) 
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in H,(d) and the function h(Xe,+, + g) is the abstract form of the function 
(AZ” + g(z))3, (5.44) 
which leaves invariant the subspace H,(d) O{ 1, z, z’,..., z”}. Thus 
Eq. (5.41) can be considered as an equation in the Banach space 
ff,@{e,, e2,..., em+, } and can be written entirely in the form: 
g=I*(C,-(m+l)Z)‘(C,+(m-l)Z))‘h(Xe,+,+g). (5.45) 
We find easily that 
and 
IlNXe,,+ I + g)llH,8trl.e2 ,..., +,+,I 
= Il(nzm + g(4)‘ll H,(d)Q{ ld,....~“~} 
d WI + II &)/I H,(d)Q( 1.d ,..., F’) I3 
= (VI + II g/l ffI@j<~,,P2 . Cm+ I) 1’. 
Thus we obtain the following bound for the operator h(Xe,+ , + g), defined 
on a closed sphere S(0, R) of H, O{e,, e, ,..., e, + , }, namely 
llMJen,+ I) + sNl H,e;c’,.rZ ..,+ ,I d (14 + RI3 (5.47) 
for 
II g/l ff,Q(r,,r2 ..., em+,; < R. ’ 
In order to apply the Schauders fixed point theorem to Eq. (5.45), restric- 
ted to the closed sphere S(0, R) we have to find a positive R such that 
IPI &.(lil +R13<R 
or 
The choice 
(5.48) 
(5.49) 
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yields 
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and 
(5.50) 
(5.51) 
From the form of the element (5.40) we see that 
From (5.52) (5.50) and (5.34) we obtain 
z > 0, k > 0. 
(5.53) 
Note that for every m = 1,2,..., we find a solution of Eq. (5.36) and con- 
sequently a solution of Eq. (5.25) of the form 
cp,(i., x) = ie’rr + f b,Jl.) e’crin1”7v. (5.55) 
II = 2 
We can see from the equation (5.36) that the coefficients h,?(i) in (5.55) for 
n = 2, 3,..., 2m - 1, 2m + I,..., 3m - 1, 3m -+ l,..., equal to zero and for every 
m we obtain the same solution of Eq. (5.25). Taking m = 1 we find from 
(5.53) (5.54), 
111 d 22 &/3k (5.56) 
and 
IdO, 211 G z ,,‘b. (5.57) 
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