Abstract. There has been an increasing interest on the analysis of First Person Videos in the last few years due to the spread of low-cost wearable devices. Nevertheless, the understanding of the environment surrounding the wearer is a difficult task with many elements involved. In this work, a method for detecting and mapping the presence of people and crowds around the wearer is presented. Features extracted at the crowd level are used for building a robust representation that can handle the variations and occlusion of people's visual characteristics inside a crowd. To this aim, convolutional neural networks have been exploited. Results demonstrate that this approach achieves a high accuracy on the recognition of crowds, as well as the possibility of a general interpretation of the context trough the classification of characteristics of the segmented background.
Introduction
The increasing development of wearable devices, and in particular of wearable cameras at a low price, gives rise to unexplored scenarios where many new applications can be developed, along with which many new challenges are posed. In particular, first person vision (FPV) greatly enhances the possibilities of understanding the surroundings of the wearer, but equally implies many problems to be faced in image processing.
When it comes to the interaction with and of people around the wearer of an FPV device (e.g. smart glasses), the perspective from which the video is taken offers a different understanding of the behaviors, since wearers can move and interacts more naturally, and thus produce data from this more fluent and versatile point of view. Therefore, such capability can be used to develop a context awareness and understanding processing tool, capable of extracting meaningful analytics with respect to changing environments (in particular crowds) and their dynamic evolution. Such tools could be applied in fields like group and social dynamics understanding, affective computing, surveillance, or assistive technologies. Particularly, in crowded environments this would allow innovative ways of understanding activities in specific areas of interest, as a source of new measures for crowd monitoring and as complement to standard surveillance cameras.
In general, any application based on the ideas mentioned implies the segmentation of crowds and background in the FPV video. Thus, in this paper, a method for the detection of crowds from FPV data is proposed. The estimation of people's positions is addressed as an image classification task with video features extracted directly at the crowd level. The aim of this approach is to provide a processing method to be used for modeling interactions inside the crowds, as well as between them and the wearer of the FPV device.
However, the detection of crowds from this kind of videos poses new ambitious challenges due to the high amount of ego-motion, as well as to the variations in the background and environment that might happen in short periods [5] . Moreover, the irregular features of crowds represent yet another challenge, since many possible occlusions can occur and no particular part of the body, nor any specific visual characteristic, can be expected to be prominent or always present when estimating the presence of a person or a multitude.
Thus, a requirement of the method to be used is that it should be capable of extracting features directly from sample data, and to robustly handle the kind of variations described for the problem at hand. These requirements make Convolutional Neural Networks (CNN) an interesting option, for their capability of learning relevant features from data, and the outstanding performance that has been achieved with them in recent years for image classification tasks as shown in [13] and [6] .
Furthermore, the method presented here represents a contribution in itself as, to the best of our knowledge, the problem of mapping crowds around a wearer, from a first person vision perspective, has not been yet addressed.
The remainder of the article is structured as follows; section 2 briefly reviews the state of the art on FPV research. In section 3 the statement of the problem, the architecture and training data are described. In section 4 the results found are described and finally in section 5 conclusions and future work are discussed.
