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Abstract
We study the generalized degrees of freedom (gDoF) of the block-fading noncoherent 2-user
interference channel (IC) with a coherence time of T symbol durations and symmetric fading statistics.
We demonstrate that a natural training-based scheme, to operate the noncoherent IC, is suboptimal in
several regimes. As an alternate scheme, we propose a new noncoherent rate-splitting scheme. We also
consider treating interference-as-noise (TIN) scheme and a time division multiplexing (TDM) scheme.
We observe that a standard training-based scheme for IC is outperformed by one of these schemes in
several regimes: our results demonstrate that for low average interference-to-noise ratio (INR), TIN is
best; for high INR, TDM and the noncoherent rate-splitting give better performance. We also study the
noncoherent IC with feedback and propose a noncoherent rate-splitting scheme. Again for the feedback
case as well, our results demonstrate that a natural training-based scheme can be outperformed by other
schemes.
I. INTRODUCTION
There has been a considerable amount of study on noncoherent wireless channels where neither
the transmitter nor the receiver knows the channel [1], [2], [3], [4], [5]. However, most of the
progress has been on unicast networks. To the best of our knowledge, noncoherent interference
channel (IC) has not been studied from an information theoretic viewpoint. In this paper, we
consider the noncoherent 2-user IC with symmetric statistics and study the achievable generalized
degrees of freedom (gDoF) region. A natural training-based scheme learns the channel at the
receiver and uses the estimate to operate a coherent decoder. Such a scheme is known to be
degrees of freedom (DoF) optimal for single-user MIMO [3]. A natural question to ask is whether
operating the noncoherent IC with such a standard training-based scheme is gDoF optimal. The
This work was supported in part by NSF grant 1514531, UC-NL grant LFR-18-548554 and a gift from Guru Krupa Foundation.
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Figure 1. The channel model without feedback.
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Figure 2. The channel model with feedback.
main observation in this paper is that we can improve the gDoF of the natural training-based
coherent scheme in several regimes for the noncoherent IC.
We introduce a noncoherent version of the Han-Kobayashi scheme [6], where the transmitters
use superposition coding, rate-splitting their messages into common and private parts based on the
average interference-to-noise ratio1 (INR), and the receivers use noncoherent joint decoding. We
also consider the scheme which treats interference-as-noise (TIN) and time division multiplexing
(TDM) between single-user transmissions with equal time-sharing between the users. The TIN
and TDM schemes are instantiated using one training symbol2 in each coherence period, as there
is only one channel coefficient to be estimated for each user. We evaluate the achievable gDoF
region with these schemes and compare it to a natural training-based scheme. For a 2-user IC,
the standard training-based scheme uses at least 2 symbols in every coherence period T , to train
the channels3. The rest of the symbols are used for communication using a rate-splitting scheme
for the coherent fading IC. (See [7] for the coherent fast fading IC scheme.) We also consider
the noncoherent IC with channel state and output feedback. Our main results on the gDoF of
the noncoherent IC are illustrated in Figures 3, 4.
1We use the abbreviation INR for the average interference-to-noise ratio and not for the (instantaneous) interference-to-noise
ratio. Similarly, we use the abbreviation SNR for the average signal-to-noise ratio.
2The TIN and TDM schemes can also be implemented in a noncoherent manner without training symbols, but it can be
verified that the gDoF performance remains the same.
3As we are considering high SNR behavior, one training symbol is sufficient for each link.
3, = log(INR)= log(SNR)
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Figure 3. Symmetric achievable gDoF of the noncoherent
IC without feedback for coherence time T = 4.
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Figure 4. Symmetric achievable gDoF of the noncoherent
IC without feedback for coherence time T = 6.
For the case without feedback, we observe that TIN is better than other schemes when INR
is much lower than the average signal-to-noise ratio (SNR). As a contrast, for the case when
the channel is perfectly known, TIN has the same performance as rate-splitting schemes for low
INR. However, for the noncoherent case, rate-splitting schemes based on the INR have lower
gDoF. We believe that this is due to the added uncertainty in the interfering link along with the
uncertainty of the interfering message to be decoded.
When the coherence time is low (T ≤ 4) and interference is high, it is better to avoid
interference using the TDM scheme; the uncertainty in the interfering link reduces the amount
of message that can be decoded in the noncoherent scheme (Figure 3). For larger coherence time
(T ≥ 5) and high interference (Figure 4), the effect of decoding the interfering message (which
is longer for larger coherence time) and removing the interference dominates the effect of the
uncertainty in the interfering link (which is constant throughout the coherence time), especially
when the interference level α = log (INR) / log (SNR) is around4 2/3. Here our noncoherent
rate-splitting scheme gives the best performance. We also provide some numerics to show that
4The behavior around α = 2/3 is explained in [8] in terms of the common information decoded at both receivers and
the private information decoded only at the intended receiver. The rate initially increases due to larger amount of common
information that can be decoded to remove the interference. Afterwards, the behavior is dominated by the decrease in the private
information.
4our results can demonstrate improvement in the rates compared to the natural training-based
scheme at finite SNRs, the rate-SNR points are given in Table II on page 10.
For the feedback case, we again propose a noncoherent scheme that performs rate-splitting
based on the INR similar to [7]. We evaluate the gDoF region and compare it with a standard
training-based scheme and prove that the noncoherent scheme outperforms the standard training-
based scheme (see Section IV on page 16). The main results for the feedback case are illustrated
in Figures 8 and 9 on page 18. The noncoherent scheme with feedback increases the gDoF
compared to the noncoherent scheme without feedback. Also, we observe that with feedback,
the performance of our noncoherent scheme is better than the TIN scheme for T ≥ 3, even when
the INR is low compared to the SNR. However, TDM still outperforms other schemes when the
INR is almost equal to the SNR.
A. Related work
To the best of our knowledge, the capacity of noncoherent interference channel has not received
much attention in the literature. Hence we give an overview of the existing works on noncoherent
wireless networks and the related work on the interference channels. The noncoherent wireless
model for multiple input multiple output (MIMO) channel was studied by Marzetta and Hochwald
[1]. In their model, neither the receiver nor the transmitter knows the fading coefficients and the
fading gains remain constant within a block of length T symbol periods. Across the blocks, the
fading gains are identically independent distributed (i.i.d.) according to Rayleigh distribution.
The capacity behavior at high SNR for the noncoherent MIMO was studied by Zheng and Tse
in [3]. The main conclusion of that work was that a standard training-based scheme was DoF
optimal for the noncoherent MIMO channels, a message distinct from our conclusions in this
paper for the noncoherent IC. Some works have specifically studied the case with T = 1 [9], [2],
[10]. In [2], it was demonstrated that for T = 1, the capacity is achieved by a distribution with
a finite number of mass points, but the number of mass points grew with SNR. The capacity for
the T = 1 case was shown to behave double logarithmically in [10].
There have been other works that studied noncoherent relay channels. The noncoherent single
relay network was studied in [4], they considered identical link strengths and unit coherence time.
They showed that under certain conditions on the fading statistics, the relay does not increase
the capacity at high-SNR. In [11], similar observations were made for the noncoherent MIMO
full-duplex single relay channel with block-fading. They showed that Grassmanian signaling can
5achieve the DoF without using the relay. Also for certain regimes, decode-and-forward with
Grassmanian signaling was shown to approximately achieve the capacity at high-SNR.
The above works considered a DoF framework for the noncoherent model, in the sense that
for high-SNR, the link strengths are not significantly different, i.e., the links scale with the same
SNR-exponent. The gDoF framework for noncoherent MIMO was considered in [12], [13] and
it was shown that several insights from the DoF framework may not carry on to the gDoF
framework. It was shown that a standard training-based scheme is not gDoF optimal and that all
antennas may have to be used for achieving the gDoF, even when the coherence time is low, in
contrast to the results for the MIMO with i.i.d. links. In [5], the gDoF of the 2-relay diamond
network was studied. The standard training-based schemes were proved to be sub-optimal and
a new scheme was proposed, which partially trains the network and performs a scaling and
quantize-map-forward operation [14], [15], [16] at the relays.
In this work, we study noncoherent IC with symmetric statistics. This, we believe, is the
first information theoretic analysis of noncoherent channels in multiple unicast networks. The
(coherent) IC is well understood in terms of its capacity [6], [17], [8], [18] when the channels are
perfectly known at the receivers and transmitters. The capacity region of the 2-user IC without
feedback was characterized in [8], to within 1 bit.. In [18], a similar result was derived for the
IC with feedback, obtaining the capacity region within 2 bits. In [7], the approximate capacity
region (within a constant additive gap) for fast fading interference channels (FF-IC), with no
instantaneous CSIT but with perfect channel knowledge at the receiver, was derived. There, the
authors used a rate-splitting scheme based on the average interference-to-noise ratio, extending
the existing rate-splitting schemes for IC [8], [18], and proved that this was approximately
optimal for FF-IC. This approximate capacity region was derived for FF-IC without feedback
and also for the case with feedback; the feedback improves the capacity region for FF-IC, similar
to the case for the static IC [18]. In this work, we extend the results from [7] for FF-IC (where
the receivers know the channel, but not the transmitters) to the case when both transmitters and
receivers do not know the channel, i.e., the noncoherent IC.
The paper is organized as follows. In Section II, we set up the problem and explain the
notations used. In Section III, we discuss our results on the noncoherent IC without feedback
and in Section IV, we discuss the noncoherent IC with feedback. In Section V, we give the
conclusions and remarks. Some of the proofs for the analysis is deferred to the appendixes.
6II. NOTATION AND SYSTEM MODEL
A. Notational conventions
We use the notation CN (µ, σ2) for circularly symmetric complex Gaussian distribution with
mean µ and variance σ2. The logarithm to base 2 is denoted by log (). We use the symbol ∼
with overloaded meanings: one to indicate that a random variable has a given distribution and
second to indicate that two random variables have the same distribution. We use the notation .=
for order equality, i.e., we say f1 (SNR)
.
= f2 (SNR) if
limSNR→∞
f1 (SNR)
log (SNR)
= limSNR→∞
f2 (SNR)
log (SNR)
. (1)
The use of symbols
.≤, .≥ are defined analogously. When g is scalar and X is vector/matrix, gX
indicates g multiplying each element of X .
B. System Model
We consider the 2-user noncoherent Gaussian fading IC (Figure 1) with coherence time T .
We have
Y1 = g11X1 + g21X2 +W1, (2)
Y2 = g12X1 + g22X2 +W2, (3)
where the Xi, Yi, Wi are 1× T vectors and the links gij are fading. The realizations of gij for
any fixed (i, j) are i.i.d. across time, and the realizations for different (i, j) are independent. We
consider the case with symmetric fading statistics g11 ∼ g22 ∼ CN (0, SNR) and g12 ∼ g21 ∼
CN (0, INR). Neither the receivers nor the transmitters have knowledge of any of the realizations
of gij , but the channel statistics are known to both the receivers and the transmitters.
Under the feedback model (Figure 2), after each reception, each receiver reliably feeds back
the received symbol and the channel states to its corresponding transmitter5. We consider the
delayed feedback of symbols in blocks of T , however, the results that we derive still hold even
if the feedback is performed during every symbol period.
The interference level α is defined as, α = log (INR) / log (SNR). Let C (SNR, INR) denote
the capacity region. Let D˜ be a scaled version of C (SNR, INR) given by D˜ (SNR, INR) =
5IC with rate limited feedback is considered in [19] where outputs are quantized and fed back. Our schemes can also be
extended for such cases.
7{(R1/ log (SNR) , R2/ log (SNR)) : (R1, R2) ∈ C (SNR, INR)}. Following [8], we define the gen-
eralized degrees of freedom region as
D (α) = lim
SNR, INR→∞
α fixed
D˜ (SNR, INR) . (4)
We also assume T ≥ 2, since if T = 1, the gDoF region of the IC is null following the result
for noncoherent MIMO [13, Theorem 2].
III. NONCOHERENT IC WITHOUT FEEDBACK
In this section, we propose our noncoherent rate-splitting scheme for IC without feedback.
We compare the achievable gDoF using a standard training-based scheme to our scheme and we
also compare it with the TIN and TDM schemes.
Theorem 1. Using a noncoherent rate-splitting scheme the gDoF regions given in Table I are
achievable.
Table I
ACHIEVABLE GDOF REGIONS FOR DIFFERENT REGIMES OF α.
α < 1/2 1/2 ≤ α ≤ 1 α ≥ 1
d1 ≤ (1− 1/T )− α/T
d2 ≤ (1− 1/T )− α/T
d1 + d2 ≤ 2 (1− 1/T )− 2α
d1 + d2 ≤ (2− 3/T )− α (1− 1/T )
d1 + d2 ≤ 2 (1− 2/T )α
2d1 + d2 ≤ (2− 3/T )− α/T
d1 + 2d2 ≤ (2− 3/T )− α/T
d1 ≤ (1− 2/T )
d2 ≤ (1− 2/T )
d1 + d2 ≤ (1− 1/T )α− 1/T
Proof: The proof follows by analyzing a Han-Kobayashi scheme similar to [7] with rate-
splitting based on the average interference-to-noise ratio and noncoherent joint decoding at the
receivers. The details are in Section III-B.
A. Discussion
We now compare our achievable gDoF with that of a standard training-based scheme. Standard
training-based schemes for IC allocate training symbols to train each user independently. With
two users, we need at least two symbols for training. The approximate capacity region of coherent
fast fading IC is given in [20]. The gDoF for the case which uses 2 symbols for training can
8be easily obtained from the gDoF region for the coherent case with a multiplication factor of
(1− 2/T ). Hence, the gDoF regime for a scheme that uses 2 symbols for training is given by
d1, d2 ≤ (1− 2/T ) , (5a)
d1 + d2 ≤ (1− 2/T ) (max (1, α) + max (1− α, 0)) , (5b)
d1 + d2 ≤ 2 (1− 2/T ) max (1− α, α) , (5c)
2d1 + d2, d1 + 2d2 ≤ (1− 2/T ) (max (1, α) + max (1− α, α) + max (1− α, 0)) . (5d)
In Figures 5, 6 the gDoF achievable with our noncoherent scheme is compared with the
gDoF achievable using the aforementioned training-based scheme. It can be observed that our
noncoherent scheme outperforms the standard training-based scheme. We also consider the
strategy of treating interference-as-noise (TIN) with Gaussian codebooks. Using standard analysis
and using Gaussian codebooks, it can be easily shown that the gDoF
d1, d2 ≤ (1− 1/T ) (1− α) (6)
can be achieved by treating interference-as-noise. Also with time division multiplexing (TDM)
and using Gaussian codebooks, the gDoF
d1, d2 ≤ (1/2) (1− 1/T ) (7)
is achievable. This also follows using standard analysis. Now, we give the achievable symmetric
gDoF for the strategies that we discussed, with coherence time T = 5, in Figure 7. It can
be calculated from our gDoF regions that treating interference-as-noise outperforms the other
schemes when α < 1/2. Note that for the coherent case, rate-splitting based on the INR is
only as good as TIN for low INR (α < 1/2). For noncoherent case, rate-splitting scheme has
lower performance than TIN for low INR, because the uncertainty in the interfering channel
together with the uncertainty in the interfering message to be decoded, reduces the amount of
the direct message that can be decoded. This reduction is more significant in the noncoherent case
(compared to the coherent case) because the uncertainty in the channels does not appear in the
coherent case. Also for intermediate INR, TDM outperforms noncoherent rate-splitting scheme,
this can be explained looking at the points with α = .5 and α = 1, where the noncoherent
rate-splitting scheme gives gDoF of (1/2) (1− 2/T ) and the TDM scheme gives the gDoF of
(1/2) (1− 1/T ). Here, the noncoherent scheme effectively behaves as a TDM that uses two
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Figure 7. Symmetric achievable gDoF for coherence time T = 5. Training-based scheme uses 2 symbols for training.
training symbols per coherence period, where actually the TDM can be implemented with only
one training symbol per coherence period.
Although our main results are on the gDoF of the system, we can provide guidelines for
specific scenarios. For example with transmit SNR 16 dB, coherence time T = 5, and all the
links with average strength 0.1, using TDM can improve the rate by 6% compared to the standard
training-based scheme used with rate-splitting. More rate points are illustrated in Table II. The
details of the expressions used for the numerics are given in Appendix E.
Table II
COMPARISON OF RATES ACHIEVABLE WITH DIFFERENT SCHEMES FOR T = 5, α = log (INR) / log (SNR) = 1
SNR dB
Rates for different schemes
2 symbol training TDM
16 0.47 0.50
17 0.54 0.57
18 0.61 0.66
19 0.69 0.75
20 0.77 0.84
Difficulty with Outer Bounds: One trivial outer bound is the coherent outer bound i.e., assuming
that the receivers have perfect channel state information. We could also try to derive noncoherent
outer bounds following the existing techniques. For example, following [8, Theorem 1] and using
11
a genie-aided technique with S1 = g12X1 +Z2, and S2 = g21X2 +Z1, we could derive an outer
bound
T (R1 +R2) ≤ h (Y1|S1,Λ) + h (Y2|S2,Λ)− h (S1|X1,Λ)− h (S2|X2,Λ) (8)
with input distributions p (Λ) p (X1|Λ) p (X2|Λ) with a time-sharing random variable Λ.
However, this bound is not better than the coherent outer bound. To understand this, we try
evaluating (8) with X1, X2 taken as independent vectors with i.i.d. CN (0, 1) elements. With our
choice, it can be shown that
h (Y1|S1)
.≥ log (1 + INR + SNR) + (T − 1) log
(
1 +
SNR
INR
)
, (9)
h (S1|X1) .= log (1 + INR) , (10)
h (Y1|S1)− h (S1|X1)
.≥ T log
(
1 +
SNR
INR
)
. (11)
This means that for α < 1/2 for gDoF, the actual outer bound from (8) obtained by maximizing
over all input distributions is looser than the bound R1 + R2
.≤ 2 log (1 + SNR/INR), which is
the same as the coherent outer bound for α < 1/2.
B. Proof of Theorem 1
From [17], we obtain that a Han-Kobayashi scheme [6] for IC can achieve the following rate
region for all p (U1) p (U2) p (X1|U1) p (X2|U2):
TR1 ≤ I (X1;Y1|U2) , (12a)
TR2 ≤ I (X2;Y2|U1) , (12b)
T (R1 +R2) ≤ I (X2, U1;Y2) + I (X1;Y1|U1, U2) , (12c)
T (R1 +R2) ≤ I (X1, U2;Y1) + I (X2;Y2|U1, U2) , (12d)
T (R1 +R2) ≤ I (X1, U2;Y1|U1) + I (X2, U1;Y2|U2) , (12e)
T (2R1 +R2) ≤ I (X1, U2;Y1) + I (X1;Y1|U1, U2) + I (X2, U1;Y2|U2) , (12f)
T (R1 + 2R2) ≤ I (X2, U1;Y2) + I (X2;Y2|U1, U2) + I (X1, U2;Y1|U1) . (12g)
Now similar to that in [8], [7], we choose Uk as a vector of length T with i.i.d. CN (0, λc)
elements and Xpk as a vector of length T with i.i.d. CN (0, λp) elements for k ∈ {1, 2} and
X1 = U1 + Xp1, X2 = U2 + Xp2, where λc + λp = 1 and λp = min (1/INR, 1). For gDoF
characterization, we can assume INR ≥ 1. If INR < 1, it is equivalent to the case with INR = 1
12
for gDoF, since both of these cases obtain α = 0. Hence, we can have λp = 1/INR. Here we
used the rate-splitting using the average interference-to-noise ratio.
Fact 2. For an exponentially distributed random variable ξ and a ≥ 0, b > 0, log (a+ bµξ)−
γ log (e) ≤ E [log (a+ bξ)] ≤ log (a+ bµξ).
Proof: This is given in [20, Section VI-B].
We now simplify the region (12) for low interference (α < 1) regime. We consider the terms
in (12), one by one.
Claim 3. The term I (X1;Y1|U2) is lower bounded in gDoF by (T − 1) log (1 + SNR) −
log (1 + INR).
Proof: The main step in this proof is to carefully upper bound h (Y1|U2, X1). With
Y1i as the components of Y1, we expand h (Y1|U2, X1) =
∑
i h
(
Y1i|U2, X1, {Y1j}ij=1
)
. In
h (Y21|U2, X1, Y11), the contribution from SNR can be canceled off due to the availability of
Y11 and X1 in the conditioning. Also in h (Y31|U2, X1, Y11, Y21), the contribution from both SNR
and INR can be canceled off due to the availability of U2, X1, Y11, Y21 in the conditioning. The
contribution from INR is canceled off due to our rate-splitting that allocates most of the power
at Tx2 to U2. See Appendix A for more details.
Claim 4. The term I (X2, U1;Y2) is lower bounded in gDoF by (T − 1) log (1 + SNR + INR)−
log (1 + INR).
Proof: We have
I (X2, U1;Y2) = h (Y2)− h (Y2|X2, U1) , (13)
h (Y2)
.≥ T log (1 + SNR + INR) . (14)
Also from (44) for h (Y1|X1, U2) in Appendix A and using symmetry we can get,
h (Y2|X2, U1)
.≤ log (1 + SNR + INR) + log (1 + INR) . (15)
Hence I (X2, U1;Y2)
.≤ (T − 1) log (1 + SNR + INR)− log (1 + INR) .
Claim 5. The term I (X1;Y1|U1, U2) is lower bounded in gDoF by
(T − 2) log (1 + SNR/INR) + log (1 + SNR/INR + INR)− log (1 + INR) .
Proof: The main step in this proof is to carefully lower bound h (Y1|U1, U2). Similar to
Claim 3, we expand h (Y1|U1, U2) =
∑
i h
(
Y1i|U1, U2, {Y1j}ij=1
)
. One way to lower bound
13
h
(
Y1i|U1, U2, {Y1j}ij=1
)
is to condition on the channel strengths and reduce the term to the
coherent case. Another way to lower bound h
(
Y1i|U1, U2, {Y1j}ij=1
)
is to give all the transmit
signals in the conditioning and reduce the entropy to that of a (conditionally) joint Gaussian.
These two techniques help us prove the claim. See Appendix B for more details.
Claim 6. The term I (X1, U2;Y1|U1) is lower bounded in gDoF by
(T − 1) log (1 + SNR/INR + INR)− log (1 + INR).
Proof: We have
I (X1, U2;Y1|U1) = h (Y1|U1)− h (Y1|U2, U1, X1) (16)
≥ h (Y1|U1)− h (Y1|U2, X1) (17)
.≥ h (Y1|U1)− log (1 + SNR + INR)− log (1 + INR) , (18)
where the last step is using (44) for h (Y1|U2, X1) from Appendix A. Now
h (Y1|U1) = h
(
g11X1 + g21X2 + Z1
∣∣U1)
=
∑
i
h
(
g11X1i + g21X2i + Z1i
∣∣ {g11X1j + g21X2j + Z1j}i−1j=1 , U1) (19)
(i)
.≥ h (g11X11 + g21X21 + Z11∣∣U1, X11, X21)+
+
T∑
i=2
h
(
g11X1i + g21X2i + Z1i
∣∣U1i, g21, g11) (20)
.≥ log (1 + SNR + INR)
+ (T − 1) log
(
1 +
SNR
INR
+ INR
)
, (21)
where (i) is due to the fact that conditioning reduces entropy and Markovity
(g11X1i + g21X2i + Z1i)− (U1i, g21, g11)−
(
{g11X1j + g21X2j + Z1j}i−1j=1 , U1
)
. Hence
I (X1, U2;Y1|U1)
.≥ (T − 1) log
(
1 +
SNR
INR
+ INR
)
− log (1 + INR) .
We collect the results from the previous four claims in Table III.
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Table III
GDOF INNER BOUNDS FOR THE TERMS IN ACHIEVABILITY REGION
Term Inner bound in gDoF
I (X1, U2;Y1|U1) (T − 1) log
(
1 + SNR
INR
+ INR
)− log (1 + INR)
I (X1;Y1|U1, U2) (T − 2) log
(
1 + SNR
INR
)
+ log
(
1 + SNR
INR
+ INR
)− log (1 + INR)
I (X2, U1;Y2) (T − 1) log (1 + SNR+ INR)− log (1 + INR)
I (X1;Y1|U2) (T − 1) log (1 + SNR)− log (1 + INR)
Substituting the inner bounds into the achievability region (12), we get the following
achievability region in gDoF:
TR1
.≤ (T − 1) log (1 + SNR)− log (1 + INR) , (22a)
TR2
.≤ (T − 1) log (1 + SNR)− log (1 + INR) , (22b)
T (R1 +R2)
.≤ (T − 1) log (1 + SNR + INR)− log (1 + INR)
+ (T − 2) log
(
1 +
SNR
INR
)
+ log
(
1 +
SNR
INR
+ INR
)
− log (1 + INR) , (22c)
T (R1 +R2)
.≤ (T − 1) log
(
1 +
SNR
INR
+ INR
)
− log (1 + INR)
+ (T − 1) log
(
1 +
SNR
INR
+ INR
)
− log (1 + INR) , (22d)
T (2R1 +R2)
.≤ (T − 1) log (1 + SNR + INR)− log (1 + INR)
+ (T − 2) log
(
1 +
SNR
INR
)
+ log
(
1 +
SNR
INR
+ INR
)
− log (1 + INR)
+ (T − 1) log
(
1 +
SNR
INR
+ INR
)
− log (1 + INR) , (22e)
T (R1 + 2R2)
.≤ (T − 1) log (1 + SNR + INR)− log (1 + INR)
+ (T − 2) log
(
1 +
SNR
INR
)
+ log
(
1 +
SNR
INR
+ INR
)
− log (1 + INR)
+ (T − 1) log
(
1 +
SNR
INR
+ INR
)
− log (1 + INR) . (22f)
Hence we get the following gDoF region:
d1 ≤ (1− 1/T )− α/T, (23a)
d2 ≤ (1− 1/T )− α/T, (23b)
d1 + d2 ≤ (1− 1/T )− α/T + (1− 2/T ) (1− α) + (1/T ) max (1− α, α)− α/T, (23c)
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d1 + d2 ≤ 2 (1− 1/T ) max (1− α, α)− 2α/T, (23d)
2d1 + d2 ≤ (1− 1/T )− α/T + (1− 2/T ) (1− α) + max (1− α, α)− 2α/T, (23e)
d1 + 2d2 ≤ (1− 1/T )− α/T + (1− 2/T ) (1− α) + max (1− α, α)− 2α/T. (23f)
It can be verified that this gDoF region can be simplified for different regimes of α < 1 as given
in Table I. Now we consider the regime α > 1 and evaluate the gDoF region.
1) High Interference Case (α > 1):
Claim 7. The term I (X1;Y1|U2) is lower bounded in gDoF by (T − 2) log (1 + SNR).
Proof: The techniques used in this proof is similar to that of Claim 3. See Appendix C for
details.
Claim 8. The term I (X2, U1;Y2) is lower bounded in gDoF by (T − 1) log (1 + SNR + INR)−
log (1 + SNR).
Proof: We have
I (X2, U1;Y2) = h (Y2)− h (Y2|X2, U1) , (24)
h (Y2)
.≥ T log (1 + SNR + INR) , (25)
h (Y2|X2, U1)
(i)
.≥ log (1 + SNR + INR) + log (1 + SNR) , (26)
where (i) is using (65) from Appendix C in the proof of Claim 7. Hence I (X2, U1;Y2)
.≤
(T − 1) log (1 + SNR + INR)− log (1 + SNR) follows.
Claim 9. The term I (X1, U2;Y1|U1) is lower bounded in gDoF by (T − 1) log
(
1 + SNR
INR
+ INR
)−
log (1 + SNR).
Proof: We have
I (X1, U2;Y1|U1) =h (Y1|U1)− h (Y1|X1, U2) (27)
(i)
.≥h (Y1|U1)− log (1 + SNR + INR)− log (1 + SNR) , (28)
h (Y1|U1)
(ii)
.≥ log (1 + SNR + INR) + (T − 1) log
(
1 +
SNR
INR
+ INR
)
, (29)
where (i) was using (65) for h (Y1|X1, U2) and (ii) was from (21). Hence the desired result
follows.
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We collect the results from the previous three claims and a trivial bound for I (X1;Y1|U1, U2)
in Table IV.
Table IV
GDOF INNER BOUNDS FOR THE TERMS IN ACHIEVABILITY REGION
Term Lower bound in gDoF
I (X1, U2;Y1|U1) (T − 1) log
(
1 + SNR
INR
+ INR
)− log (1 + SNR)
I (X1;Y1|U1, U2) 0
I (X2, U1;Y2) (T − 1) log (1 + SNR+ INR)− log (1 + SNR)
I (X1;Y1|U2) (T − 2) log (1 + SNR)
Substituting the inner bounds into the achievability region (12), we get the following
achievability region in gDoF:
TR1, TR2
.≤ (T − 2) log (1 + SNR) , (30a)
T (R1 +R2)
.≤ (T − 1) log (1 + SNR + INR)− log (1 + SNR) , (30b)
T (R1 +R2)
.≤ (T − 1) log
(
1 +
SNR
INR
+ INR
)
− log (1 + SNR)
+ (T − 1) log
(
1 +
SNR
INR
+ INR
)
− log (1 + SNR) , (30c)
T (2R1 +R2) , T (R1 + 2R2)
.≤ (T − 1) log (1 + SNR + INR)− log (1 + SNR)
+ (T − 1) log
(
1 +
SNR
INR
+ INR
)
− log (1 + SNR) . (30d)
It can be verified that the above region can be reduced to the gDoF region in the third column
of Table I for α > 1.
IV. NONCOHERENT IC WITH FEEDBACK
In this section, we propose our noncoherent rate-splitting scheme for the noncoherent IC with
feedback and compare the achievable gDoF with a standard training-based scheme. We also
compare the performance with the TIN and TDM schemes.
Theorem 10. For a noncoherent IC with feedback, the gDoF region given in Table V is
achievable:
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Table V
ACHIEVABLE GDOF REGIONS FOR NONCOHERENT IC WITH FEEDBACK.
α < 1/2 1/2 ≤ α ≤ 1 α ≥ 1
d2, d2 ≤ (1− 1/T )− 2α/T
d1 + d2 ≤ 2 (1− 1/T )− α (1 + 1/T )
d2, d2 ≤ (1− 2/T )
d1 + d2 ≤ (2− 3/T )− α (1− 1/T )
d1 + d2 ≤ (1− 1/T )α− 1/T
Proof: This is obtained using the block Markov scheme of [18, Lemma 1] for the
noncoherent case. We again use a rate-splitting scheme based on the average interference-to-
noise ratio and noncoherent joint decoding at the receivers. The details are given in Section
IV-B.
A. Discussion
We now compare our achievable gDoF with that of a standard training-based scheme. The
approximate capacity region of coherent fast fading IC with feedback is given in [7]. The gDoF
for the case which uses 2 symbols for training can be easily obtained from the gDoF region
for the coherent case with a multiplication factor of (1− 2/T ). Hence, the gDoF regime for a
scheme that uses 2 symbols for training is given by:
d1, d2 ≤ (1− 2/T ) max (1, α) (31a)
d1 + d2 ≤ (1− 2/T ) (max (1, α) + max (1− α, 0)) . (31b)
We give the achievable symmetric gDoF for our noncoherent rate-splitting scheme and training-
based scheme for the feedback case with coherence time T = 3, in Figure 8 and with coherence
time T = 5, in Figure 9. We also include the gDoF of the nonfeedback schemes from Section III
in the figures. It can be calculated from Table V and (31) that TIN outperforms our noncoherent
strategy with feedback when T = 2 and α < 1. Our noncoherent rate-splitting strategy in the
presence of feedback is as good as TIN or outperforms TIN when T ≥ 3. The noncoherent
rate-splitting scheme attempts to decode part of the interfering message at the transmitter, and
use it in subsequent transmissions. The amount of rate that can be decoded increases with T ,
when T = 2 the advantage gained by decoding at the transmitter is low. For low INR, the
uncertainty in the interfering channel together with the uncertainty of the interfering message
to be decoded at the receiver reduces the amount of direct message that can be decoded in the
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rate-splitting scheme. The advantage gained by decoding at the transmitter outweighs this loss
when T ≥ 3.
Also for intermediate INR, the TDM scheme outperforms other schemes, the explanation is
similar to that of the non-feedback case. When α = 1, the noncoherent rate-splitting scheme
gives a gDoF of (1/2) (1− 2/T ) and the TDM scheme gives a gDoF of (1/2) (1− 1/T ). Here,
the noncoherent scheme effectively behaves as a TDM that uses two symbols to train, where
actually the TDM can be implemented with only one training symbol.
,
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Figure 8. Symmetric achievable gDoF for coherence time T = 3: feedback and nonfeedback cases.
B. Proof of Theorem 10
Using the block Markov scheme of [18, Lemma 1], we obtain the achievability of the rate
pairs (R1, R2) satisfying
TR1 ≤ I (U,U2, X1;Y1) , (32a)
TR1 ≤ I (U1;Y2|U,X2) + I (X1;Y1|U1, U2, U) , (32b)
TR2 ≤ I (U,U1, X2;Y2) , (32c)
TR2 ≤ I (U2;Y1|U,X1) + I (X2;Y2|U1, U2, U) , (32d)
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Figure 9. Symmetric achievable gDoF for coherence time T = 5: feedback and nonfeedback cases.
T (R1 +R2) ≤ I (X1;Y1|U1, U2, U) + I (U,U1, X2;Y2) , (32e)
T (R1 +R2) ≤ I (X2;Y2|U1, U2, U) + I (U,U2, X1;Y1) (32f)
for all p (U) p (U1|U) p (U2|U) p (X1|U1, U) p (X2|U2, U). We choose U = 0, Uk as a vector of
length T with i.i.d. CN (0, λc) elements, Xpk as a vector of length T with i.i.d. CN (0, λp)
elements for k ∈ {1, 2}, X1 = U1 + Xp1, X2 = U2 + Xp2, where λc + λp = 1 and λp =
min (1/INR, 1) similar to [18], [7]. The region (32) following [18, Lemma 1] is still valid with
U = 0. For gDoF characterization, we can assume INR ≥ 1. Hence we have λp = 1/INR. Now
we analyze the terms in (32) for obtaining an achievable gDoF region.
Claim 11. The term I (U,U2, X1;Y1) is lower bounded in gDoF by
(T − 1) log (1 + SNR + INR)− log (1 + min (SNR, INR)).
Proof: We have
h (Y1) ≥ TE
[
log
(|g11|2 + |g21|2 + 1)]
.
= T log (1 + SNR + INR) , (33)
h (Y1|U,U2, X1) = h (g11X1 + g21X2 + Z1|U,U2, X1)
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(i)
.≤ log (1 + SNR + INR) + log (1 + INR) , (34)
h (Y1|U,U2, X1)
(iii)
.≤ log (1 + SNR + INR) + log (1 + SNR) , (35)
where (i) is using Fact 2, (ii) is using U = 0 and (44)for h (Y1|U2, X1) on page 22 in the proof
of Claim 3. The step (iii) is using U = 0 and (65) for h (Y1|U2, X1) on page 27 in the proof
of Claim 7. Hence using the above two equations, we get
h (Y1|U,U2, X1)
.≤ log (1 + SNR + INR) + log (1 + min (SNR, INR)) . (36)
Hence the desired result follows.
Claim 12. The term I (U2;Y1|U,X1) is lower bounded in gDoF by (T − 1) log (1 + INR) −
log (1 + min (SNR, INR)).
Proof: We have
h (Y1|U,X1) = h
(
g11X1 + g21X2 + Z1
∣∣U,X1) (37)
=
∑
i
h
(
g11X1i + g21X2i + Z1i
∣∣ {g11X1j + g21X2j + Z1j}i−1j=1 , U,X1) (38)
(i)
.≥ h (g11X11 + g21X21 + Z11∣∣X21, U,X1)+
T∑
i=2
h
(
g11X1i + g21X2i + Z1i
∣∣U,X1, g21, g11) (39)
(ii)
.≥ log (1 + SNR + INR) + (T − 1) log (1 + INR) , (40)
where (i) is due to the fact that conditioning reduces entropy and Markovity
(g11X1i + g21X2i + Z1i) − (U,X1, g21, g11) −
(
{g11X1j + g21X2j + Z1j}i−1j=1 , U,X1
)
and (ii) is using Gaussianity for terms h
(
g11X11 + g21X21 + Z11
∣∣X21, U,X1),
h
(
g11X1i + g21X2i + Z1i
∣∣U,X1, g21, g11) and using Fact 2. Also we have
h (Y1|U,U2, X1)
.≤ log (1 + SNR + INR) + log (1 + min (SNR, INR))
from the proof of the previous claim. Hence the desired result follows.
Claim 13. The term I (X1;Y1|U1, U2, U) is lower bounded in gDoF by
log
(
1 + SNR
INR
+ min (SNR, INR)
)
+ (T − 2) log (1 + SNR
INR
)− log (1 + min (SNR, INR)).
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Proof: The main techniques used in this proof is similar to that of Claim 5. We also use
the steps from Claim 11. The details are given in Appendix D.
We collect the inner bounds for terms in the achievability region in Table VI.
Table VI
GDOF INNER BOUNDS FOR THE TERMS IN ACHIEVABILITY REGION
Term Lower bound in gDoF
I (U,U2, X1;Y1) (T − 1) log (1 + SNR+ INR)− log (1 + min (SNR, INR))
I (U2;Y1|U,X1) (T − 1) log (1 + INR)− log (1 + min (SNR, INR))
I (X1;Y1|U1, U2, U)
log
(
1 + SNR
INR
+min (SNR, INR)
)
+ (T − 2) log (1 + SNR
INR
)
− log (1 + min (SNR, INR))
Using the above results in (32) we have the gDoF region:
TR1, TR2
.≤ (T − 1) log (1 + SNR + INR)− log (1 + min (SNR, INR)) , (41a)
TR1, TR2
.≤ (T − 1) log (1 + INR)− 2 log (1 + min (SNR, INR))
+ log
(
1 +
SNR
INR
+ min (SNR, INR)
)
+ (T − 2) log
(
1 +
SNR
INR
)
, (41b)
T (R1 +R2)
.≤ (T − 1) log (1 + SNR + INR)− 2 log (1 + min (SNR, INR))
+ log
(
1 +
SNR
INR
+ min (SNR, INR)
)
+ (T − 2) log
(
1 +
SNR
INR
)
. (41c)
It can be verified that the above region can be reduced to the gDoF region in Table V.
V. CONCLUSIONS AND REMARKS
We studied the noncoherent IC with symmetric channel statistics. We proposed an achievability
scheme based on noncoherent rate-splitting using the channel statistics. We derived the achievable
gDoF using this scheme. We also considered the scheme that treats interference-as-noise (TIN)
and also the time division multiplexing (TDM) scheme. We demonstrated that a standard scheme
which trains the links of the IC is not gDoF optimal. Depending on the relative strength of the
interference, the noncoherent rate-splitting or TIN or TDM gave the best gDoF performance.
A possible direction for further studies is to explore new techniques to derive non-trivial outer
bounds that perform better than the coherent outer bounds.
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APPENDIX A
PROOF OF CLAIM 3
Here we prove that I (X1;Y1|U2)
.≥ (T − 1) log (1 + SNR) − log (1 + INR) with Xi, Yi, Ui
defined in Section III-B. We have
I (X1;Y1|U2) = h (Y1|U2)− h (Y1|U2, X1)
= h
(
g11X1 + g21X2 + Z1
∣∣U2)− h (g11X1 + g21X2 + Z1∣∣U2, X1) , (42)
h (g11X1 + g21X2 + Z1|U2) =
T∑
i=1
h
(
g11X1i + g21X2i + Z1i
∣∣ {g11X1j + g21X2j + Z1j}i−1j=1 , U2)
(i)
≥h (g11X11 + g21X21 + Z11∣∣X11, X21, U2)
+
T∑
i=2
h
(
g11X1i + g21X2i + Z1i
∣∣U2i, g21, g11)
(ii)
.≥ log (1 + SNR + INR) + (T − 1) log (1 + SNR) , (43)
where (i) is due to the fact that conditioning reduces entropy and Markovity
(g11X1i + g21X2i + Z1i) − (U2i, g21, g11) −
(
{g11X1j + g21X2j + Z1j}i−1j=1 , U2
)
and
(ii) is using Gaussianity for terms h
(
g11X11 + g21X21 + Z11
∣∣X11, X21, U2),
h
(
g11X1i + g21X2i + Z1i
∣∣U2i, g21, g11) = h (g11X1i + g21Xp2i + Z1i∣∣ g21, g11) and using
Fact 2. Now we will show that
h
(
g11X1 + g21X2 + Z1
∣∣U2, X1) .≤ log (1 + SNR + INR) + log (1 + INR) (44)
and this will complete our proof for I (X1;Y1|U2)
.≥ (T − 1) log (1 + SNR)− log (1 + INR) . For
(44), we have
h (g11X1 + g21X2 + Z1|U2, X1)
≤ h (g11X11 + g21X21 + Z11∣∣U21, X11)
+ h
(
g11X12 + g21X22 + Z12
∣∣ g11X11 + g21X21 + Z11, U2, X1)
+
T∑
i=3
h
(
g11X1i + g21X2i + Z1i
∣∣ g11X11 + g21X21 + Z11, g11X12 + g21X22 + Z12, U2, X1)
.≤ log (1 + SNR + INR) + h (g11X12 + g21X22 + Z12∣∣ g11X11 + g21X21 + Z11, U2, X1)
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+
T∑
i=3
h
(
g11X1i + g21X2i + Z1i
∣∣ g11X11 + g21X21 + Z11, g11X12 + g21X22 + Z12, U2, X1) ,
(45)
Considering the second term in the previous expression,
h
(
g11X12 + g21X22 + Z12
∣∣ g11X11 + g21X21 + Z11, U2, X1)
= h
(
g11X11X12 + g21X11X22 +X11Z12
∣∣ g11X11 + g21X21 + Z11, U2, X1)− E [log (|X11|)]
(i)
≤ h (g11X11X12 + g21X11X22 +X11Z12 −X12 (g11X11 + g21X21 + Z11))− E [log (|X11|)]
= h (g21 (X11X22 −X21X12) +X11Z12 −X12Z11)− E [log (|X11|)] (46)
≤ log (pieE [|g21 (X11X22 −X21X12) +X11Z12 −X12Z11|2])− (1/2)E [log (|X11|2)]
(ii).
= log (1 + INR) , (47)
where (i) is by subtracting X12 (g11X11 + g21X21 + Z11) which is available from conditioning
and then using the fact that conditioning reduces entropy, (ii) is by using the property of
Gaussians for i.i.d. g21, X11, X22, X21, X12, Z12, Z11 and Fact 2 on page 12 for E
[
log
(|X11|2)]
since |X11|2 is exponentially distributed with mean 1. Now for i ≥ 3, we will show that
h
(
g11X1i + g21X2i + Z1i
∣∣ g11X11 + g21X21 + Z11, g11X12 + g21X22 + Z12, U2, X1) .≤ 0. (48)
Using (48) and (47) in (45) yields us (44) and will complete the proof. For (48), similar to the
elimination done in (46), we have
h
(
g11X1i + g21X2i + Z1i
∣∣ g11X11 + g21X21 + Z11, g11X12 + g21X22 + Z12, U2, X1)
≤ h (g21 (X11X2i −X21X1i) +X11Z1i −X1iZ11∣∣ g21 (X11X22 −X21X12) +X11Z12 −X12Z11, U2, X1)
− E [log (|X11|)] . (49)
Now we have
g21 (X11X2i −X21X1i) +X11Z1i −X1iZ11
= g21 (X11U2i − U21X1i) + (g21 (X11X2pi −X2p1X1i) +X11Z1i −X1iZ11)
in the entropy expression. And in the conditioning the term
g21 (X11U22 − U21X12) + (g21 (X11X2p2 −X2p1X12) +X11Z12 −X12Z11)
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and U2, X1 are available. Hence by elimination we can get
ξ = (X11U22 − U21X12) (g21 (X11X2pi −X2p1X1i) +X11Z1i −X1iZ11)
− (X11U2i − U21X1i) (g21 (X11X2p2 −X2p1X12) +X11Z12 −X12Z11) (50)
in the entropy expression. Let ξ be expanded into a sum of product form
ξ =
L∑
i=1
ξi
= X11U22g21X11X2pi + (−X11U22g21X2p1X1i) + · · ·
where ξi is in a simple product form. Now due to generalized mean inequality [21, Ch. 3], we
have ∣∣∣∣∣
L∑
i=1
ξi
∣∣∣∣∣
2
≤ L
(
L∑
i=1
|ξi|2
)
. (51)
Hence
E
[|ξ|2] ≤ L( L∑
i=1
E
[|ξi|2]) . (52)
Now, for example, consider the term E
[|X11U22g21X11X2pi|2] in the last equation
E
[|X11U22g21X11X2pi|2] = E [|X11|4]E [|U22|2]E [|g21|2]E [|X2pi|2]
= 2× (1− 1/INR)× INR× (1/INR) ≤ 2. (53)
Each of E
[|ξi|2] will be bounded by a constant since g21 always appears coupled with X2pi.
Hence the power scaling E
[|g21|2] = INR gets canceled with the scaling E [|X2pi|2] = 1/INR.
Hence, by analyzing each of E
[|ξi|2] together with maximum entropy results, it can be shown
that E
[|ξi|2] .≤ 0 and hence, h (ξ) .≤ 0. Thus (48) is proved and it completes our proof for the
main result.
APPENDIX B
PROOF OF CLAIM 5
Here we prove that I (X1;Y1|U1, U2) is lower bounded in gDoF by
(T − 2) log (1 + SNR/INR) + log (1 + SNR/INR + INR)− log (1 + INR)
with Xi, Yi, Ui defined in Section III-B. We have
I (X1;Y1|U1, U2) = h (Y1|U1, U2)− h (Y1|X1, U1, U2) , (54)
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h (Y1|U1, U2) =h
(
g11X1 + g21X2 + Z1
∣∣U1, U2)
=
∑
i
h
(
g11X1i + g21X2i +
∣∣ {g11X1j + g21X2j + Z1j}i−1j=1 , U1, U2)
(i)
≥h (g11X11 + g21X21 + Z11∣∣X11, X21, U1, U2)
+ h
(
g11X12 + g21X22 + Z12
∣∣ g11X11 + g21X21 + Z11, U1, U2)
+
T∑
i=3
h
(
g11X1i + g21X2i + Z1i
∣∣U1i, U2i, g21, g11)
(ii)
.≥ log (1 + SNR + INR) + h (g11X12 + g21X22 + Z12∣∣ g11X11 + g21X21 + Z11, U1, U2)
+ (T − 2) log (1 + SNR/INR) , (55)
where (i) is due to the fact that conditioning reduces entropy and Markovity
(g11X1i + g21X2i + Z1i) − (U1i, U2i, g21, g11) −
(
{g11X1j + g21X2j + Z1j}i−1j=1 , U1, U2
)
and (ii)
is using Gaussianity of the terms and using Fact 2. In (ii) for the last term, we use
h
(
g11X1i + g21X2i + Z1i
∣∣U1i, U2i, g21, g11) = h (g11Xp1i + g21Xp2i + Z1i∣∣ g21, g11) .
= E
[
log
(
pie
(
1 + (1/INR) |g11|2 + (1/INR) |g21|2
))]
.≥ log (1 + SNR/INR) .
Now,
h
(
g11X12 + g21X22 + Z12
∣∣ g11X11 + g21X21 + Z11, U1, U2)
≥ h (g11X12 + g21X22 + Z12∣∣ g11X11 + g21X21 + Z11, X1, X2, U1, U2)
= h
(
g11X12 + g21X22 + Z12, g11X11 + g21X21 + Z11
∣∣X1, X2, U1, U2)
− h (g11X11 + g21X21 + Z11∣∣X1, X2, U1, U2) (56)
(i)
= E
log
pie
∣∣∣∣∣∣ SNR |X12|
2 + INR |X22|2 + 1 SNRX12X†11 + INRX22X†21(
SNRX12X
†
11 + INRX22X
†
21
)†
SNR |X11|2 + INR |X21|2 + 1
∣∣∣∣∣∣

− E [log (1 + |X21|2 INR + |X11|2 SNR)] (57)
≥ E
[
log
(
SNR · INR
(
|X11|2 |X22|2 + |X12|2 |X21|2 − 2Re
(
X12X
†
11X
†
22X21
)))]
− log (1 + INR + SNR) (58)
= log (SNR · INR) + E [log (|X11X22 −X12X21|2)]− log (1 + INR + SNR)
26
(ii).
= log ((SNR · INR) / (1 + INR + SNR)) (59)
(iii).
= log (INR) , (60)
where (i) is using the property of Gaussians, (ii) is using Fact 2 on page (2) and Tower property
of Expectation for E
[
log
(|X11X22 −X12X21|2)], (iii) is because INR ≤ SNR. Also
h
(
g11X12 + g21X22 + Z12
∣∣ g11X11 + g21X21 + Z11, U1, U2)
(i)
≥ h (g11X12 + g21X22 + Z12∣∣ g11X11 + g21X21 + Z11, U1, U2, g11, g21)
(ii)
= h
(
g11X12 + g21X22 + Z12
∣∣U1, U2, g11, g21)
(iii)
= h
(
g11Xp12 + g21Xp22 + Z12
∣∣ g11, g21)
= E
[
log
(
pie
(
1 + (1/INR) |g11|2 + (1/INR) |g21|2
))]
(iv)
.≥ log (1 + SNR/INR) , (61)
where (i) is using the fact that conditioning reduces entropy, (ii) is due to the Markov chain
(g11X12 + g21X22 + Z12)−(U12, U22, g21, g11)−(g11X11 + g21X21 + Z11, U1, U2), (iii) is because
the private message parts Xp12, Xp22 are independent of the common message parts U1, U2, (iv)
is using Fact 2. Now combining (61), (60), we get
h
(
g11X12 + g21X22 + Z12
∣∣ g11X11 + g21X21 + Z11, U1, U2) .≥ log (1 + SNR/INR + INR) . (62)
Hence substituting the above equation in (55), we get
h (Y1|U1, U2)
.≥ log (1 + SNR + INR) + log (1 + SNR/INR + INR) + (T − 2) log (1 + SNR/INR) .
Also from (44) for h (Y1|X1, U2) in Appendix A on page 22, we have
h (Y1|X1, U1, U2) ≤ h (Y1|X1, U2)
.≤ log (1 + SNR + INR) + log (1 + INR) . (63)
Hence using the above two equations we get,
I (X1;Y1|U1, U2)
.≥ (T − 2) log
(
1 +
SNR
INR
)
+ log
(
1 +
SNR
INR
+ INR
)
− log (1 + INR) . (64)
APPENDIX C
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Here we prove that I (X1;Y1|U2)
.≥ (T − 2) log (1 + SNR) with Xi, Yi, Ui defined in Section
III-B. We have
I (X1;Y1|U2) = h (Y1|U2)− h (Y1|U2, X1) ,
27
= h
(
g11X1 + g21X2 + Z1
∣∣U2)− h (g11X1 + g21X2 + Z1∣∣U2, X1) .
Now
h (g11X1 + g21X2 + Z1|U2)
.≥ log (1 + SNR + INR) + (T − 1) log (1 + SNR)
following (43) in Appendix A on page 22. Now we will show that
h
(
g11X1 + g21X2 + Z1
∣∣U2, X1) .≤ log (1 + SNR + INR) + log (1 + SNR) (65)
and this will complete the proof for
I (X1;Y1|U2)
.≥ (T − 1) log (1 + SNR)− log (1 + SNR) .= (T − 2) log (1 + SNR) .
We have
h (g11X1 + g21X2 + Z1|U2, X1)
(i)
≤ h (g11X11 + g21X21 + Z11∣∣U21, X11)+ h (g11X12 + g21X22 + Z12∣∣ g11X11 + g21X21 + Z11, U2, X1)
+
T∑
i=3
h
(
g11X1i + g21X2i + Z1i
∣∣ g11X11 + g21X21 + Z11, g11X12 + g21X22 + Z12, U2, X1)
≤ log (1 + SNR + INR) + h (g11X12 + g21X22 + Z12∣∣ g11X11 + g21X21 + Z11, U2, X1)
+
T∑
i=3
h
(
g11X1i + g21X2i + Z1i
∣∣ g11X11 + g21X21 + Z11, g11X12 + g21X22 + Z12, U2, X1) ,
(66)
where (i) was using the fact that conditioning reduces entropy. Now
h
(
g11X12 + g21X22 + Z12
∣∣ g11X11 + g21X21 + Z11, U2, X1)
= h
(
g11U21X12 + g21U21X22 + U21Z12
∣∣ g11X11 + g21X21 + Z11, U2, X1)− E [log (|U21|)]
(i)
≤ h (g11U21X12 + g21U21X22 + U21Z12 − U22 (g11X11 + g21X21 + Z11))− E [log (|U21|)]
= h (g11 (U21X12 −X11U22) + g21 (U21Xp22 − U22Xp21) + U21Z12 − U22Z11)
− E [log (|U21|)]
.≤ log (E [|g11 (U21X12 −X11U22) + g21 (U21Xp22 − U22Xp21) + U21Z12 − U22Z11|2])
− (1/2)E [log (|U21|2)]
(ii).
= log (1 + SNR) , (67)
28
where (i) is by subtracting X12 (g11X11 + g21X21 + Z11) which is available from conditioning
and then using the fact that conditioning reduces entropy, (ii) is by using properties of i.i.d.
Gaussians to evaluate the second moments and Fact 2 for E
[
log
(|U21|2)] since |U21|2 is
exponentially distributed with mean 1− 1/INR. Now for i ≥ 3, we claim that
h
(
g11X1i + g21X2i + Z1i
∣∣ g11X11 + g21X21 + Z11, g11X12 + g21X22 + Z12, U2, X1) .≤ 0. (68)
This follows with the same steps as in (48) on page 23. Using (68) and (67) in (66) yields (65)
and completes the proof.
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Here we prove that I (X1;Y1|U1, U2, U) is lower bounded in gDoF by
log (1 + SNR/INR + min (SNR, INR)) + (T − 2) log (1 + SNR/INR)− log (1 + min (SNR, INR))
with Xi, Yi, Ui defined in Section IV-B. We have
h (Y1|U1, U2, U)
=h
(
g11X1 + g21X2 + Z1
∣∣U1, U2, U)
=
∑
i
h
(
g11X1i + g21X2i + Z1i
∣∣ {g11X1j + g21X2j + Z1j}i−1j=1 , U1, U2, U)
(i)
.≥h (g11X11 + g21X21 + Z11∣∣X21, X1, U1, U2, U)
+ h
(
g11X12 + g21X22 + Z12
∣∣ g11X11 + g21X21 + Z11, U1, U2, U)
+
T∑
i=3
h
(
g11X1i + g21X2i + Z1i
∣∣U1, U2, U, g21, g11)
(ii)
.≥ log (1 + SNR + INR) + h (g11X12 + g21X22 + Z12∣∣ g11X11 + g21X21 + Z11, U1, U2, U)
+ (T − 2) log (1 + SNR/INR) , (69)
where (i) is due to the fact that conditioning reduces entropy and Markovity
(g11X1i + g21X2i + Z1i) − (U1, U2, U, g21, g11) −
(
{g11X1j + g21X2j + Z1j}i−1j=1 , U1, U2, U
)
and
(ii) is using Gaussianity of the terms and using Fact 2. In (ii), we use
h
(
g11X1i + g21X2i + Z1i
∣∣U1, U2, U, g21, g11) = h (g11Xp1i + g21Xp2i + Z1i∣∣ g21, g11)
= E
[
log
(
1 + λp2 |g22|2 + λp1 |g12|2
)]
29
.≥ log (1 + SNR/INR) .
Now
h
(
g11X12 + g21X22 + Z12
∣∣ g11X11 + g21X21 + Z11, U1, U2, U)
≥ h (g11X12 + g21X22 + Z12∣∣ g11X11 + g21X21 + Z11, U1, U2, U,X1, X2)
(i).
= log
(
SNR · INR
1 + SNR + INR
)
.
= log (1 + min (SNR, INR)) , (70)
where (i) is using similar calculations as (59) on page 26. Also
h
(
g11X12 + g21X22 + Z12
∣∣ g11X11 + g21X21 + Z11, U1, U2, U)
.≥ h (g11X12 + g21X22 + Z12∣∣ g11X11 + g21X21 + Z11, U1, U2, U, g11, g21)
= E
[
log
(
1 + λp2 |g22|2 + λp1 |g12|2
)] .≥ log (1 + SNR/INR) (71)
using Fact 2. Now using (71), (70) we get
h
(
g11X12 + g21X22 + Z12
∣∣ g11X11 + g21X21 + Z11, U1, U2, U) .≥ log (1 + SNR/INR + min (SNR, INR)) .
Using the above equation in (69), we get
h (Y1|U1, U2, U)
.≥ log (1 + SNR + INR) + log (1 + SNR/INR + min (SNR, INR))
+ (T − 2) log (1 + SNR/INR) .
Also
h (Y1|U,U1, U2, X1) ≤ h (Y1|U,U2, X1)
.≤ log (1 + SNR + INR) + log (1 + min (SNR, INR))
from (36) on page 20. Using the above two equations, we get
I (X1;Y1|U1, U2, U)
.≥ log (1 + SNR/INR + min (SNR, INR)) + (T − 2) log (1 + SNR/INR)
− log (1 + min (SNR, INR)) .
APPENDIX E
NUMERICAL CALCULATIONS FOR ACHIEVABLE RATES
Here we provide the calculations required for numerically evaluating the achievable rates given
in Table II. Gaussian codebooks are used in the training-based schemes.
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A. Training-Based rate-splitting Scheme
For a training-based scheme, we send one symbol (of value 1) from Tx1 to train two of
the channel parameters while keeping the Tx2 OFF. Then, for training the other two channel
parameters the roles of the transmitters are reversed. After using two symbols to train we have
Y11,train = g11 + z11, Y12,train = g21 + z21, at Rx1 and the minimum mean squared error (MMSE)
estimates are obtained as
gˆ11 =
E
[|g11|2]
1 + E
[|g11|2]Y11,train
= E
[|g11|2] g11 + z11
1 + E
[|g11|2] .
gˆ21 =
E
[|g21|2]
1 + E
[|g21|2]Y12,train
= E
[|g21|2] g21 + z21
1 + E
[|g21|2] .
and similar estimates gˆ22, gˆ12 are obtained at Rx2. The total noise at Rx1 including MMSE is
N =E
(g11 − E [|g11|2] g11 + w
1 + E
[|g11|2]
)2+E
(g21 − E [|g21|2] g21 + w
1 + E
[|g21|2]
)2+1
=E
∣∣∣∣∣ g111 + E [|g11|2]
∣∣∣∣∣
2
+ E [|g11|2]2∣∣1 + E [|g11|2]∣∣2
+ E
∣∣∣∣∣ g211 + E [|g21|2]
∣∣∣∣∣
2
+ E [|g21|2]2∣∣1 + E [|g21|2]∣∣2 + 1
=
E
[|g11|2]
1 + E
[|g11|2] + E
[|g21|2]
1 + E
[|g21|2] + 1.
We assume symmetric statistics so that E
[|g11|2] = E [|g22|2], E [|g21|2] = E [|g12|2] and hence
the total noise at both receivers is the same. Following Theorem 8, [14], and Appendix A from
[7], using rate-splitting with λ = min (1/INR, 1) and using the symmetry of the channel statistics
for our case, the rates
R1, R2 ≤ E
[
log
(
1 + |g11|2 + λ |g21|2
)]− r, (72)
R1 +R2 ≤ E
[
log
(
1 + |g22|2 + |g12|2
)]
+ E
[
log
(
1 + λ |g11|2 + λ |g21|2
)]− 2r, (73)
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R1 +R2 ≤ 2E
[
log
(
1 + λ |g11|2 + |g21|2
)]− 2r, (74)
R1 + 2R2, 2R1 +R2 ≤ E
[
log
(
1 + |g11|2 + |g21|2
)]
+ 2E
[
log
(
1 + λ |g11|2 + λ |g21|2
)]− 3r (75)
are achievable, where r = E
[
log
(
1 + λ |g21|2
)]
using perfect channel knowledge. With 2
symbols for training and using MMSE estimates we have the modified formula for achievable
rates
R1, R2 ≤
(
1− 2
T
)(
E
[
log
(
N + |gˆ11|2 + λ |gˆ21|2
)]− r′) , (76)
R1 +R2 ≤
(
1− 2
T
)(
E
[
log
(
N + |gˆ22|2 + |gˆ12|2
)]
+ E
[
log
(
N + λ |gˆ11|2 + λ |gˆ21|2
)]− 2r′) , (77)
R1 +R2 ≤
(
1− 2
T
)
2
(
E
[
log
(
N + λ |gˆ11|2 + |gˆ21|2
)]− r′) , (78)
R1 + 2R2, 2R1 +R2 ≤
(
1− 2
T
)(
E
[
log
(
N + |gˆ11|2 + |gˆ21|2
)]
+2E
[
log
(
N + λ |gˆ11|2 + λ |gˆ21|2
)]− 3r′) (79)
with r′ = E
[
log
(
N + λ |gˆ21|2
)]
. Also note that the SNR for the simulation is same as E
[
|g11|2
]
= E
[
|g22|2
]
.
B. TDM Scheme
In this case, we operate the first Tx-Rx pair during half of the time, while the second pair one
remains OFF. During other half of the time, the second Tx-Rx pair operates and the first pair
remains OFF. Here, we just have point-to-point channels and we use one symbol for training
each point-to-point channel. For Rx1 we have the MMSE estimate for the channel as
gˆ11 =
E
[|g11|2]
1 + E
[|g11|2]Y11,train
= E
[|g11|2] g11 + z11
1 + E
[|g11|2] .
and the total noise at Rx1 including MMSE is
N1,TDM = NTDM =E
(g11 − E [|g11|2] g11 + w
1 + E
[|g11|2]
)2+1
=E
∣∣∣∣∣ g111 + E [|g11|2]
∣∣∣∣∣
2
+ E [|g11|2]2∣∣1 + E [|g11|2]∣∣2 + 1
32
=
E
[|g11|2]
1 + E
[|g11|2] + 1.
The terms for Rx2 are similar. Using symmetry of the statistics the achievable rates are calculated
as
R1 = R2 =
1
2
(
1− 1
T
)
E
[
log
(
1 +
|gˆ11|2
NTDM
)]
.
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