We study how a human operator can guide a swarm of robots when transporting a large object through an environment with obstacles. The operator controls a leader robot that influences the other robots of the swarm. Follower robots push the object only if they have no line of sight of the leader. The leader represents a way point that the object should reach. By changing its position over time, the operator effectively guides the transporting robots towards the final destination. The operator uses the Google Glass device to interact with the swarm. Communication can be achieved via either touch or voice commands and the support of a graphical user interface. Experimental results with 20 physical e-puck robots show that the human-robot interaction allows the swarm to transport the object through a complex environment.
Introduction
The cooperative transport of large objects by groups of comparatively small robots is a canonical task studied in collective robotics [5, 8, 10, 4] . Algorithms for cooperative transport need to cope with individual failure and different environmental conditions.
Chen et al. [2] proposed an occlusion-based cooperative transport algorithm that does neither require the robots to communicate with each other, nor to consistently perceive the goal. Once the object has been found, a robot would push perpendicular to the surface, but only if it had no line of sight of the goal. In this situation, the robot's view of the goal is assumed to be occluded by the object. Under the assumption of quasi-static movement, it was proven that any convex object will always reach the goal when using this strategy [2] .
A limitation of the occlusion-based cooperative transport algorithm is that it assumes the environment to be free of obstacles. If the line of sight between a robot and the goal is occluded by anything but the object (e.g., walls or obstacles), the strategy will not work. The challenge is to allow the robots to negotiate obstacles during cooperative transport without needing to increase their complexity [6] . Wang et al. [11] propose a leader-follower system, where a human guides the robots during the transportation task. The human exerts physical forces onto the object, causing it to displace. The robots, which are grasping the object, measure these forces and comply with them, by simulating the behavior of passive casters [9] . In this strategy, the human communicates with the robots only indirectly (through the object). However, this requires the human to physically interact with the object, and produce the lateral forces resulting in its displacement.
Rather than interacting with the object physically, we study how human operators can collaborate with a swarm of robots through portable devices. In [3] , a tablet is used to interact with the robots in a swarm. The tablet shows the operator the relative positions of the robots (obtained using an over-head camera system). The operator can then modify the positions of the robots through the tablet. A similar interaction is studied in [1] where body gestures are used as command inputs through a Kinect to organize and position the swarm. The main difference of our system is that the human needs to interact with only a single robot, and yet gains control over the cooperative actions of the entire swarm. The latter comprises simple miniature robots of very low computational power. The leader is a robot of this swarm. A preliminary investigation using handheld devices was reported in [2] . The present paper focuses on a more advanced interface-the Google Glass-which enables the operator to interact with the swarm in multiple ways, via touch or hands-free commands.
Cooperative Transport using a Swarm of Robots
The experiment is conducted with the e-puck (see Fig. 1a ), which is a differential wheeled miniature mobile robot [7] . The e-puck is controlled by the on-board Microchip dsPIC30F6014A. It has 8 kB RAM and 144 kB ROM. The e-puck has a directional camera mounted in its front, eight infrared (IR) proximity sensors and Bluetooth connectivity. To make its appearance more uniform, the e-puck was fitted with a black "skirt" (not shown in the figure).
The experimental setup is similar to the one used in [2] . The environment is a rectangular arena of 400 × 225 cm. Two obstacle walls, each of 112 cm side length (half of the arena width), are added as shown in Fig. 2a . The object to be transported is a blue cylinder of 42 cm diameter.
We use the occlusion-based cooperative transport controller as detailed in [2] . The robots initially move randomly through the environment, avoiding walls and each other using their proximity sensors. Once a robot detects the blue object with its camera, it approaches it. Once in contact, it performs one revolution to scan its environment for the goal-which is assumed to be of red colour. If the goal is not visible, the robot pushes the blue object for a fixed duration and then repeats scanning for the goal (the repeat scan is not necessary if two fellow robots are present to its left and right sides, respectively). Otherwise, it follows the object's perimeter and approaches it from a different angle. Full details of the controller are reported in [2] .
Human-Robot Swarm Interaction
To give the operator the ability to influence the swarm, one robot is configured to be a leader. The leader robot is equipped with a red cylinder-to be recognised by the other robots as the (intermediate) goal. In addition, the leader robot activates the red LEDs along its perimeter.
The objective of the operator is to help the swarm transport the blue object from one corner to the other, avoiding the wall obstructions. The operator and the leader robot interact via the Google Glass (Fig. 1b ). The device works as a modern hands-free add-on. It has a bone conduction transducer for delivering sound, a microphone, an accelerometer and a magnetometer. It can be controlled via voice commands and/or touch input gestures. It offers wireless connectivity through Wi-Fi and Bluetooth 4.0LE technology. A small interferometric high resolution display positioned at the right upper side of the operator's visual range is used to displays the interface information. This allows the operator to connect via Bluetooth directly to the leader robot and gain control of the robot's movement. While the robots' sight may be occluded by the obstacles in the environment, the human has the advantage of a bird's-eye view. This way the swarm can focus on the physical manipulation, while the operator focuses on the overall guidance. Figure 3 shows the graphical interface that is presented to the operator via the Google Glass. Fig. 3a shows the main menu when no connection to the leader robot has been established. When the operator chooses the Select instruction, they are shown a list of robots that are detected via Bluetooth. They then selects the leader robot via the Accept instruction and connect to it via the State menu.
Once connected, the Google Glass automatically updates the options in the main menu ( Fig. 3b) and State menu (Fig. 3c ). The new options in the State menu are: -Start Task : Executes the default behaviour of the robot-the occlusion-based cooperative transport controller. -Become Leader : Executes the leader mode-enabling the operator to teleoperate the robot. -Overdrive On: Instructs the robot to ignore any commands issued by a remote control. 3
-Disconnect: Terminates the wireless connection to the robot.
The Commands menu (Fig. 3d) gives the operator complete control of the movement of the leader. The options are: {Forward, Backward, Right, Left, Stop}.
The interactions with the GUI can be performed via touch and voice commands. Instructions issued via voice command require a sequence of words; the operator needs to say OK Glass, followed by the name of the menu or instruction.
Experiment
A set of multiple trials were performed. In each trial, a total of 21 e-puck robots were used: 1 leader robot and 20 follower robots. Initially, the object to be transported was put in one corner (either top right or bottom left in Fig. 2a ). In all trials, the human operator was able to lead the pushing swarm along a trajectory using the Google Glass. The duration of the trials was on average about ten minutes. Fig. 2 shows two snapshots taking during a trial. A video recording of one of the trials is available at http://naturalrobotics.group.shef.ac.uk/ supp/2016-002. A documentary, show-casing the experiment, featured in the Daily Planet program of the Discovery Channel in 2015.
The operator had direct visual contact with the robots. The constant feedback of the robots positions help the operator to maneuver the leader robot fast enough to respond to the object's displacement. If the swarming robots were moving substantially faster, an alternative approach would be a semiautonomous leader, which prevents obstacles by itself while getting high-level direction input by the human.
The Google Glass interface allowed the operator to interact with the swarm via either touch or voice commands. The voice command option turned out to be the preferable one by the operator, as more direct and allowing a hands-free interaction with the swarm. Despite the ease-of-use of the Google Glass interface, it presented some performance issues-such as overheating-which resulted in delays of response time during prolonged use and low performance of the in-built display.
Conclusions
This paper proposed the use of a hands-free device (Google Glass) to gain control over a swarm of robots in a cooperative transport task. By introducing a human operator, it was possible to choose dynamically the goal to which the object was being transported, enabling the system to negotiate obstacles. The system has very low communication requirements-the robots do not need to communicate with each other, and the operator communicates, via a portable device, with a leader robot using simple commands. Yet, the operator has enough influence over the entire swarm, and is able to direct the collective force such that the object moves in the desired direction. Through physical experiments we demonstrated that the operator's interactions resulted in a positive global feedback to the system. Future work will focus on how the operator could interact with the swarm without having a bird's-eye view of the environment.
