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We study completely monotonic and related functions whose first N derivatives
are definite on an interval. Let L N denote the class of functions defined by
kN k .f g L m y1 f t G 0, ; t ) 0, ;k , 0 F k F N. .  .
For N ª ` we write f g L ; such functions are called completely monotonic on
 .0, ` . We prove in particular that the implication
f g L N « ;a ) 1: f a g L N ,w x
is true for 0 F N F 5, but false for N G 6. In contrast, L. Lorch and D. J. Newman
  . .J. London Math. Soc. 2 , 28, 1983, 31]45, Theorem 8 claimed this implication to
be false for N s 5. Further we prove that the implication
f g L « ;a ) 1: f a g L N ,w x
is true for 0 F N F 6, but false for N G 20. Q 1996 Academic Press, Inc.
1. INTRODUCTION AND DEFINITIONS
 .  .A function f is called completely monotonic c.m. on 0, ` if
k k .  4y1 f t G 0, ; t ) 0, ;k g N [ 0, 1, . . . , 1.1 .  .  .
w xsee Widder 1, Chap. 4; 2, Chap. 5 . We shall denote the class of functions
 .satisfying 1.1 by L . The famous Bernstein]Widder theorem states that
 .f g L if and only if iff f can be represented by a Laplace]Stieltjes
integral with non-decreasing integrator function x , see Theorem C in Sect.
w x3. Schoenberg 3 studied c.m. functions in connection with metric spaces.
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For c.m. functions in relation to c.m. sequences and the moment problem
w x w xof Hausdorff see, e.g., Widder 1 and Lorch and Newman 4 . For c.m.
functions in relation to differential equations, see Lorch, Muldoon, and
w x w xSzego 5 and the references quoted therein, and Mahajan and Ross 6 .
 . NIf 1.1 holds only for k s 0, 1, . . . , N, we shall write f g L . Functions
N w x w xin L are called ``monotonic of order N '' in 4, 5 , whereas in Fink 7
 .they are called `` N y 1 -alternating monotonic functions'' and abbrevi-
 . w xated as AM N y 1 . Williamson 8 defined an ``n-times monotonic func-
tion'' f by
k k .y1 f t is non-negative, non-increasing, and convex, .  .
for t ) 0, and for k s 0, 1, . . . , n y 2 n G 2 , 1.2 .  .
w x w x w xsee also Schoenberg 9 , Royall 10 , and Muldoon 11 . The class of such
functions is slightly more general than the class L n. For example, the
function
ny1f t [ 0, t G 1, f t [ 1 y t , 0 - t - 1 n G 2 , .  .  .  .
n wis ``n-times monotonic,'' but it does not belong to L . Williamson 8,
x  .Theorems 1 and 2 proved that f is ``n-times monotonic'' on 0, ` iff it is
representable in the form
1rt ny1f t s 1 y ut dg u , t ) 0, 1.3 .  .  .  .H
0
 .  .where g u is non-decreasing and bounded below, and that g u is
 .determined at its points of continuity if g 0 s 0.
In this paper we shall study real, finite-valued functions that are defined
 .and monotonic on an open interval I [ a, b , where y` - a - b F `.
 .The notation f ) 0 will mean 0 - f t - `, ; t g I. It will be understood
 .that all differentiations are with respect to the variable t or x , where
t g I, unless there is evidence to the contrary. We shall mostly suppress
the dependence upon this underlying variable t; the precise meaning will
be clear from the context. Let us now first define the classes of functions
N . N .L I and K I .a
 .DEFINITIONS. Let I be an open interval a, b , where y` - a - b F `,
N . a  4and let us define the class of functions L I for any N g N [ N j `
 .as the letter L stems from ``Laplace,''z see below
kN k .f g L I m 0 F y1 f t - `, ; t g I , ;k s 0, 1, . . . , N. .  .  .
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N .Further we define L I , ;a g R, as follows: ;a ) 0,a
N a Nf g L I m f g L I , and f G 0 on I , N G 0, .  .a
XN ya Ny1f g L I m f g L I , and f ) 0 on I , N G 1; .  .  .ya
for a s 0,
XN Ny1f g L I m y ln f g L I , and f ) 0 on I , N G 1; .  .  .0
and ;a G 0,
f g L 0 I m f ) 0 on I. .ya
N . N . aHence, in particular, L I s L I . We shall assume that N g N1
 .unless there is evidence to the contrary. As the value of a finite is
unimportant in the following we may choose a s 0, for example. However,
there exists an essential difference between the cases b - ` and b s `.
 . NWe shall suppress the dependence upon I when I s 0, ` and write La
N ..for L 0, ` . Further, we shall omit N when N s `.a
N .Further we define the class K I for N G 1 by
XN Ny1f g K I m f g L I , and f is defined on I . .  .
 .Again we shall suppress the dependence upon I when I s 0, ` , and omit
N when N s `. Then the class K is similar to the class T defined by
w x w .  .Schoenberg 3, p. 825 : w g T iff w is defined on 0, ` , w 0 s 0, and
t
w t s c x dx , t ) 0, .  .H
0
 .where the integral is convergent and c is completely monotonic on 0, ` ,
 . y1so c g L . Note that T / K. For example, if f t [ yt , t ) 0, we have
 . Nf g K, f f T. Obviously it is possible that f 0q s y` when f g K . If
 .we require in addition that f 0q s 0, then the associated subclass of K
may actually be identified with T.
In Sections 2 and 3 we shall discuss relations, integral representations,
N . N .and inequalities in connection with the classes L I and K I . Severala
of the theorems given here, in particular, Theorems A]F, are modifica-
 .tions of known theorems, or are partly known in the literature. In such
cases we shall mostly give a different proof or omit the proof. In Theorem
N .2 we shall prove an interesting monotonicity property of the class L I ,a
N .and in Theorem 4 we shall list inclusion relations for L I .a
The main results of this paper are given in Theorems 2 and 4, and
Theorems 8 and 9 in Section 4. The proofs of the latter are lengthy and
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not straightforward. In particular, Theorem 8, for the case N s 5, corrects
w xa statement made in 4, Theorem 8 .
N .2. SOME RELATIONS BETWEEN THE CLASSES L Ia
N .AND K I
w x wThe following theorem is given by 5, Lemma 2.1 . It is similar to 3,
X xTheorem 8; 4, Theorem E .
THEOREM A. For N g Na we ha¨e
g g K N I , f g L N g I « f g g L N I , .  .  .  . .
and, in particular,
g ) 0, g g K N , f g L N « f g g L N . .
Proof. This follows by induction, by applying Leibniz's rule, on writing
w  .xnq1. w X . X xn. w xf g s f g g , cf. 4 .
w xThe following theorem is an extension of 3, p. 833, Corollary 3 .
THEOREM B. For N g Na we ha¨e
g g K N I , f g K N g I « f g g K N I , .  .  .  . .
and, in particular,
g ) 0, g g K N , f g K N « f g g K N . .
Proof. The proof is virtually identical to that of Theorem A. The only
difference is that in this case the sign of f n. is opposite to the sign of f n.
in Theorem A, for all n G 1.
w xThe following theorem is similar to 3, Theorem 9 , and to one direction
w xof 4, Theorem E . We shall give a different proof.
THEOREM 1. For N g Na we ha¨e
N a Nf g L I m f ) 0 on I , and ;a ) 0: f g L I . .  .0
Proof. For N s 0 the proof is obvious, so let N G 1. Let us first
a N .assume that f ) 0 and ;a ) 0: f g L I . Then
ky1 .  .kalim f t G 0, for k s 1, 2, . . . , N , and t g I , .
aa x0
 .X Ny1 . N .hence y ln f g L I , which yields f g L I .0
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N .  . yg  t .Second, let f g L I . Then f ) 0 and f t s e , where0
gX g L Ny1 I , hence g g K N I . .  .
 . ya xNow let f x [ e , a ) 0. Then f is completely monotonic on R, so1 1
N  ..  . N .f g L g I , and thus we find from Theorem A that f g g L I ,1 1
a N .which yields f g L I , ;a ) 0, as desired.
THEOREM 2. Let a G 0, N g Na, then
f g L N I « f g L N I , ;b F a . .  .ya yb
Proof. If a s 0, the proof follows immediately from Theorem 1. For
N s 0 the proof is obvious. So let N ) 0 and a ) 0, then we have f ) 0,
f X F 0, and
Xya Ny1f g L I , N G 1. .  .
Hence
 .k kq1ya ya Ny1 f G 0, 0 F k F N y 1, so f g K I . .  .  .
 . gLet us now in Theorem B replace f by h and choose h x [ x , x ) 0,
 . ` ..0 F g F 1. Then clearly h x g K 0, ` s K. Hence
h g s gg g K N I , if g ) 0 and if g g K N I . .  .  .
ya yag N .Choosing g [ f we get f g K I , which completes the proof for
the case 0 F b s ag F a . Subsequently the proof for b - 0 follows from
the case b s 0, by Theorem 1.
N . aFrom the preceding theorem it follows that L I , where N g N , isa
monotonic in a on y` - a F 0. Such a monotonicity does not hold on
0 - a - `, at least not for all N. It turns out that there exists an
important and interesting difference between the case b - ` and the case
  ..b s ` assuming that I s a, b ; see Theorems 4 and C below.
N .One easily verifies that the class L I is invariant under addition and
multiplication of its elements. For convenience we shall collect some
N .invariance properties of L I in Theorem 3, and some monotonicitya
Nq1 . N . Nq2 .properties in Theorem 4. Note that L I ; L I , and K I ;a a
Nq1 .K I .
THEOREM 3. We ha¨e, for N g Na,
 . N . N .i f , g g L I « fg, f q g g L I ,
 . N . N .ii f , g g L I « fg g L I , if a G 0.a a
On the other hand, the implications
 . N . N .iii f , g g L I « fg Gg L I , if a - 0, anda a
 . N . N .iv f , g g L I « f q g g L I ,0 0
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are not ¨alid, in general. Further,
 . N . N .v f , g g K I « f q g g K I ,
N . N . N .but, in general, f , g g K I does not imply that fg g K I , and f g L I ,
N . N . N .g g K I does not imply that either fg g L I or fg g K I .
 .  .  .Proof. Relations i and v are obvious, ii follows from Leibniz's rule,
 .  .  . y1and the invalidness of iii from the counterexamples f t s g t s t ,
 .  .  yt .1r a  .  .  .and f t s g t s 1 y e , t ) 0, a - 0. In iv , take f t s 1, g t s
yt yt yt yt .y1e , t ) 0, and N s `. Then 1 q e f L because e 1 q e f L .0
N  .  . N NFurther, for N G 1, fg f K if f t s g t s t, and fg f L j K if
 . y1r2  .f t s t , g t s 1 q t.
THEOREM 4. We ha¨e
 . N . N  . ai L I ; L I , if a ) 0, N g N , and n y 1 g N,a na
 .whereas this relation does not hold, in general, if a - 0, see iii . Further,
 . N . n N . aii f g L I « f g L I , if N g N , n g N,0 0
 . N . N . aiii L I ; L I , if a F 0, a F b , and N g N .a b
Next,
 . N . N .iv L I ; L I , if 0 - a F b , and N s 0, 1, 2,a b
but this relation does not hold, in general, if N G 3, and
 . N Nv L ; L , if 0 - a F b , and N s 0, 1, . . . , 5,a b
but this relation does not hold, in general, if N G 6. Finally,
 . Nvi L ; L , if 0 - a F b , and N s 0, 1, . . . , 6,a b
whereas this relation does not hold, in general, if N G 20.
 .  .  .Proof. Relations i and ii are obvious, iii follows from Theorem 2,
 .  .  .iv from Theorem 7, v from Theorem 8, and vi from Theorem 9.
N .  . Remark. Obviously, the class L I plays a special role. From iii or0
.from Theorem 2 we get
L N I ; L N I ; L N I , ;a ) 0, N g Na . .  .  .ya 0 a
3. INTEGRAL REPRESENTATIONS AND INEQUALITIES
One of the most intriguing facts about functions in L is that they can
be represented as a Laplace transform this fact justifies the use of the
. w xsymbol L , according to the famous Bernstein]Widder theorem 1, 2 :
THEOREM C.
f g L m f t s eyl t dx l , t ) 0, 3.1 .  .  .H
w .0, `
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 .where the integral is con¨ergent ; t ) 0 and where x l is non-decreasing on
w .0, ` .
 .  .  .From Eq. 3.1 it follows that f t can be extended to a function f t
w xthat is analytic in the half-plane Re t ) 0, see Widder 1, 2 . Hence, as
w xpointed out by Dubourdieu 12 , one easily verifies that f g L implies that
 .either f is identically constant on 0, ` , or
k k .y1 f t ) 0, ;k G 0, ; t ) 0. 3.2 .  .  .
 .  .n n. .A simple proof may run as follows: Let g t [ y1 f t , for any
X .n g N. Then clearly g g L . Now if g has a zero at t then g t s 0,0
 .; t ) t , because g G 0. But g t is analytic, so it must vanish identically.0
 .Hence f t must be a constant.
 .Alternatively, using Eq. 3.1 directly, if, for some k g N and for some
t ) 0,0
k k . k yl t0y1 f t s l e dx l s 0, .  .  .H0
w .0, `
 .  .  .it follows that x l is constant on 0, ` , which implies that f t is constant
 .on 0, ` .
 .THEOREM 5. Let h t be non-negati¨ e and non-increasing for t ) a,
a ) 0, and assume that, for some real n ,
`
nt h t dt - `. .H
a
Then
lim tnq1h t s 0. .
tª`
n  .  .Remark. When t is replaced by a non-decreasing function g t , g t
 . ytG 0, the analogous statement is not necessarily true. Even for h t s e ,
 .there exists a non-decreasing function g t G 0 such that
`
yt ytg t e dt - `, lim sup tg t e ) 0. .  .H
a tª`
n  .Proof. If n F 0, the function t h t is non-increasing, so that we have
to prove the n s 0 case only. Therefore it will suffice to prove the theorem
nq1  .for the case n G 0. Let us suppose that lim sup t h t G 2d ) 0.t ª`
 4Then there exists a strictly increasing sequence t , with lim t s `,k k ª` k
and such that, for some k ,0
tnq1h t G d , ;k G k . .k k 0
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Then for k G k ,0
t tkq1 kq1n nt h t dt G h t t dt .  .H Hkq1
t tk k
d 1 d
nq1 nq1G t y t s 1 y y ry , . .kq1 k k kq1nq1 n q 1 n q 1tkq1
 .nq1  4where we put y [ t , ;k. Clearly the sequence y is strictlyk k k
increasing and lim y s `. Now we observe thatk ª` k
` `
y ry y 1 s `, so 1 y y ry s `, .  . kq1 k k kq1
ksk ksk0 0
` n  .and hence H t h t dt s `, contrary to hypothesis, which completes thea
proof.
 .The representation 3.1 turns out to be very useful for deriving inequal-
ities. Similarly, for functions in L Nq1 there exists an integral representa-
 .tion from which inequalities can be derived. Part i of the following
w x  .theorem is similar to 8, Lemma 1 , whereas part ii is in fact contained in
w  .x7, Eq. 11 . We shall give a different proof.
Nq1  .THEOREM 6. Let f g L and lim f t s 0, thent ª`
i lim t k f k . t s 0, ;k , 0 F k F N , and 3.3 .  .  .
tª`
`1 Nii f t s l y t dw l , ; t ) 0, 3.4 .  .  .  .  .HN ! t
where
Nq1 Nq1.dw l [ y1 f l dl. 3.5 .  .  .  .
 .Nq1 Nq1. . N . .Proof. Since 0 F y1 f t - `, ; t ) 0, it follows that f t
 . Nq1. .is monotonic and absolutely continuous on 0, ` , that f t is inte-
w x N . . ` Nq1. .grable on a, b , for 0 - a - b - `, and that f t s yH f l dl,t
N . .provided that lim f t s 0. Now the relationt ª`
k NN t y b l y t .  .bk .f t s f b q f b q dw l , 3.6 .  .  .  .  . Hk! N !tks1
which may be recognized as a Taylor expansion, follows easily by integra-
 .  .tion by parts. Clearly, ii follows immediately from i , according to Eq.
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 .3.6 with b ª `. The theorem is now easily proved by induction: Assume
 .  .  .that both i and ii hold with N replaced by n y 1 1 F n F N . Then
` ny1 n.l y t f l dl .  .H
t
n n. .is convergent, so lim t f t s 0, according to the preceding Theoremt ª`
 .  .5. Consequently i , and hence ii , holds with N replaced by n, which
completes the proof by induction.
w xFink 7, Theorems 1 and 2 derived inequalities for products of higher
 .  .derivatives of f t by using the integral representations in Eqs. 3.1 and
 .3.4 and Muirhead's theorem, see Theorem F. We shall need these
 .inequalities in particular for the product of two higher derivatives of f t .
For this special case we shall formulate these inequalities in Theorems D
and E, and give direct proofs, without using Muirhead's theorem.
THEOREM D. Let f g L , n G k G m, k G n y k, and m G n y m. Then
n nk . nyk . m. nym.y1 f f G y1 f f . 3.7 .  .  .
 .Proof. Inserting Eq. 3.1 we get
n nk . nyk . m. nym.y1 f t f t y y1 f t f t .  .  .  .  .  .
s mn x k y x m ey lqm . t dx l dx m .  .  .HH
1
n k m nykym ylqm . ts m x y x 1 y x e dx l dx m G 0, .  .  .  .HH2
w .where x [ lrm and the integrals are over 0, ` . The last inequality
follows because k G m and n y k y m F 0, and because the integrand of
the second integral is symmetric in l and m.
THEOREM E. Let f g L Nq1, n G k G m, N G k G n y k, and m G n
y m. Then
n nk . nyk . m. nym.y1 f f G A y1 f f , 3.8 .  .  .
where
N y m ! N y n q m ! .  .
A [ F 1. 3.9 .
N y k ! N y n q k ! .  .
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 .Proof. Inserting Eq. 3.4 we get
n k . nyk . m. nym.y1 N y k ! N y n q k ! f t f t y Af t f t .  .  .  .  .  .  .
` ` yN n k ms yz z x y x dw l dw m .  .  .  .H H
t t
` `1 yN n k m nykyms yz z x y x 1 y x dw l dw m G 0, .  .  .  .  .H H2 t t
3.10 .
 .y1  .y1where y [ l y t , z [ m y t , and x [ yrz. The last inequality
follows because k G m and n y k y m F 0, and because the integrand of
the second integral is symmetric in l and m. Further, A F 1 follows from
 .the convexity of ln G x , x ) 0.
 .  .  .  .Remark 1. If f ` ) 0, one may apply the proof to f t [ f t y f ` .1
Putting k s n, we get for N G n ) m G n y m ) 0,
n n nn. n. m. nym.y1 f f G y1 f f G y1 Af f . .  .  .1
 .  .Therefore 3.8 is valid also when f ` ) 0, although in the proof we have
 .  .assumed that f ` s 0 see Theorem 6 .
 .  . yc t  .Remark 2. Equality holds in Eq. 3.7 for f t [ e , and in Eq. 3.8
for
Nf t [ c y t , 0 - t - c, f t [ 0, t G c, 3.11 .  .  .  .
where c ) 0. Strictly speaking, the latter function does not belong even to
N N . .L , because f c is not well-defined, since the left derivative differs
from the right derivative at t s c. However, by applying a slight, arbitrarily
small, deformation at t s c, one can construct a function g, ``arbitrarily
close to'' f , with the desired property that g g L Nq1. It is not possible to
 .Nq2 Nq2. .find such a function g satisfying y1 g t G 0, ; t.
 .  .One easily verifies that the function f defined by Eq. 3.11 is `` N q 1 -
  .. w xtimes monotonic'' see Eq. 1.2 in the sense of Williamson 8 .
 .  .DEFINITION. Let the r-dimensional vectors a and b satisfy
a G a G ??? G a G 0, b G b G ??? G b G 0,1 2 r 1 2 r
k k
a G b , for all k s 1, 2, . . . , r y 1, i i
is1 is1
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and
r r
a s b . 3.12 . i i
is1 is1
 .  .  .  .  .  .Then b is majorized by a , and we write a % b , or b $ a . For
 .  . w xexample, 2, 0 % 1, 1 . The formulation of this definition in 7, p. 252 is
 .  .not accurate, as it would yield incorrectly that 0, 2 $ 1, 1 .
w xThe following theorem is proved by Fink 7, Theorem 2 .
THEOREM F. Let a , b be integers such that 0 F a , b F N for 1 F i Fi i i i
 .  . Nq1r, and suppose that a % b . Let f g L , then
r r
a .  b .i if t G K f t , ; t ) 0, 3.13 .  .  . N
is1 is1
where
r N y b ! .i
K [ .N N y a ! .is1 i
Further
0 - K F 1 s lim K . 3.14 .N N
Nª`
This theorem remains valid for N ª `. In the case r s 2 we retrieve
Theorem E.
4. MORE INCLUSION RELATIONS
 .THEOREM 7. Let I [ a, b where y` - a - b - `. Then the state-
ment
N a Nf g L I « ;a ) 1: f g L I , 4.1 .  .  .
is true for N s 0, 1, and 2, but false for N G 3.
 .  .Proof. i Suppose first that f t ) 0, ; t g I. Since
Y 2Y Xa ay2f s a f ff q a y 1 f , .  .  .
the proof for N F 2 is easy. A counterexample suffices to give the proof
 . N ..for N G 3. Let f t [ 1 y t, 0 - t - 1. Then f g L 0, 1 , ;N g N. But
Z ay3ay f t s a a y 1 a y 2 1 y t - 0, if 1 - a - 2, .  .  .  .
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so
f f L N 0, 1 , if 1 - a - 2 and N G 3. 4.2 .  . .a
 .  .  .ii Let us next suppose that f t ) 0, for t - c, and f c s 0, for
 . X . Y .some c g a, b . Let N s 2, then we have to prove that h c s h c s 0,
 . w  .xawhere we put for notational convenience h t [ f t , a ) 1. Clearly,
 . X . Y . w . X Xf t s f t s f t , ; t g c, b . Let f and f denote the left and rightl r
derivative of f , respectively. Then
1
Y Y X X0 s f c s f c s lim f c y f c y « , .  .  .  .r l «« x0
so
1 1
Xlim f c y « s 0, and similarly lim f c y « s 0. .  .
« «« x0 « x0
X . X .w  .xay1  .Now h t s a f t f t , if f t ) 0, so we get
1 y1 aXh c s lim h c y h c y « s lim f c y « s 0, .  .  .  .l « «« x0 « x0
and similarly,
ya ay1Y Xh c s lim f c y « f c y « s 0. .  .  .l «« x0
X . Y .Hence, ;a ) 1: h c s h c s 0, which completes the proof.
THEOREM 8. The statement
N a Nf g L « ;a ) 1: f g L , 4.3 .
is true for N s 0, 1, . . . , 5, but false for N G 6.
w xRemark 1. For N F 4, this theorem is given in 4, Theorem 8 , for
N s 4 without proof. Moreover, the above statement is claimed to be false
w xfor N s 5 in 4 , by means of the following alleged counterexample:
4f t [ 1 q 2 1 y t , 0 - t - 1, f t [ 1, t G 1, 4.4a .  .  .  .
5. .  . w  .x3r2and it is claimed that F 0q ) 0, where F is defined by F t [ f t .
However, we find that
F 5. 0q s y25 ? 3y3r2 ? 5 ? 67 - 0. 4.4b .  .
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More generally, if
4f t [ 1 q b 1 y t , 0 - t - 1, f t [ 1, t G 1, 4.5a .  .  .  .
then
y7r25. 2 3 2F 0q s y360b 2b q 7b q 8b q 7 1 q b . 4.5b .  .  .  .
 . N NRemark 2. The implication 4.3 means that L ; L , ;a G 1, N F 5a
 . N Nsee Section 1 . On the other hand, if a - 1 we have L o L , even fora
N s 1. To prove this, let b ) 0,
bf t [ 1 y t , for 0 - t - 1, and f t [ 0, for t G 1. 4.6 .  .  .  .
X .  . 1Then f 1 exists and equals 0 and f g L , iff b ) 1. Hence the deriva-
w  .xative of f t at t s 1 exists iff ab ) 1. So if 0 - a - 1, take b s 1ra ,
then f a f L 1.
Proof of Theorem 8. The proof is trivial if N s 0 or if f vanishes
 .identically. Let N G 1 and let us suppose that f c s 0, where c ) 0, and
 .  .that I [ 0, c is the support of f where f t ) 0. The proof on this
support will be given below. Naturally, that proof includes the case when
 .I s 0, ` .
w .We begin by considering the interval t g c, ` . In particular, the
derivatives at t s c have to be investigated separately. This point is not
w x . X .  .mentioned in 4 . Since f t F 0, ; t ) 0, we get f t s 0, ; t ) c. By
equating the right derivative f X with the left derivative f X at t s c, wer l
obtain
1
X X Xf c s f c s 0 s f c s lim f c y f c y « . .  .  .  .  .r l «« x0
n. .  .Since f t finite exists ; t ) 0, n F N, we find by induction
1
n. ny1.f c s 0 s y lim f c y « , n s 1, 2, . . . , N. 4.7 .  .  .
«« x0
 . w  .xa n. .Let us put h t [ f t for notational convenience. Clearly h t s 0,
; t ) c, n F N, even for a ) 0. Hence, by induction
1
n. ny1. ny1.h c s lim h c q « y h c s 0, n s 1, 2, . . . , N. .  .  .r «« x0
Therefore we have to prove that, for any a ) 1,
hn. c s 0, n s 1, 2, . . . , N. .l
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For the case N s 2, this has been proved in an elementary way in the
proof of Theorem 7. Somewhat surprisingly, this proof cannot be easily
extended to the case N ) 2.
  ..We shall use the formula cf. Eq. 4.14
n
ky1n. ay1 1ykh s a f y1 1 y a f g , n G 1, 4.8 .  .  . ky1 n , k
ks1
 .which holds when f t ) 0. Here g consists of a finite sum of terms,n, k
each of which contains the product of precisely k derivatives of f :
k k
n .i  4f , where n g 1, 2, . . . , n and n s n. i i
is1 is1
Now let the n be arranged in descending order of magnitude: n G n .i i iq1
 .  .Then we obtain n , n , . . . , n $ n, 0, . . . , 0 , and from Theorem F,1 2 k
k k 1n n ky1n . n. ky1iy1 f F y1 f f n! , 4.9 .  .  .  .  n y n ! .is1 is1 i
which holds for all n F N y 1, since f g L N. Now let t s c y « , then we
 .get from 4.9 , ;k, 1 F k F n, and for n F N y 1,
1yk < < < n. <f g F const. f c y « . 4.10 .  .n , k
 .  .The right-hand side is o « , for « x0, according to Eq. 4.7 . Since
ay1 .  .  .lim f c y « s 0, for any a ) 1, we obtain from 4.7 , 4.8 , and« x 0
 .4.10 ,
1
n.lim h c y « s 0, ;n F N y 1. .
«« x0
Hence, by induction,
1
n. ny1. ny1.h c s lim h c y h c y « s 0, n s 1, 2, . . . , N , .  .  .l «« x0
4.11 .
which completes the proof for the derivatives at t s c.
n. .In connection with this proof, we note that h c s 0, for a ) 1, does
n. . Nnot follow from f c s 0, ;n F N, if f f L . For example, consider the
 . b  ..2  .function f t [ t sin 1rt , t ) 0, f 0 [ 0.
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 .In the following we shall assume that f t ) 0, ; t g I, and we shall
restrict t to the open interval I in most formulas. Let us define the
 .  .function D a for a g R for a s 0 by continuity byn
y1  .nyaD a [ f , n s 0, 1, . . . , N , 4.12 .  .  .n a
where the differentiations are with respect to the underlying variable t,
which we shall mostly suppress. Then f a g L N, ;a ) 1, comes down to
ny1 D a G 0, ;a - y1, ;n , 0 F n F N. 4.13 .  .  .n
It turns out that
n
ky1 yaykD a s y1 a q 1 f g , n G 1, 4.14 .  .  .  . ky1n n , k
ks1
where the g are functions of the derivatives of f , but are independentn, k
of a . In particular,
2X Y Xg s f , g s f , and g s f . .1, 1 2, 1 2, 2
Defining
g [ g [ 0, n G 1,n , 0 n , nq1
 .  .  .  .and using drdt D a s D a , we obtain from Eq. 4.14 the recur-n nq1
rence relation
g s gX q f X g , 1 F k F n q 1, n G 1. 4.15 .nq1, k n , k n , ky1
Further we find that
f aqnD a s f ny1 f n. y a q 1 U a , n G 2, 4.16a .  .  .  .n n
 .where U a is a polynomial in a , of degree n y 2,n
n
k nykU a s y1 a q 2 f g , n G 2. 4.16b .  .  .  . ky2n n , k
ks2
 .Now we are going to prove that 4.3 is false for N s 6, by means of a
counterexample. To this end, we define
5f t [ 1 q b 1 y t , for 0 - t - 1, b ) 0, .  .
4.17 .
f t [ 1, for t G 1. .
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After performing a slight deformation at t s 1 see Remark 2 after
 .. 6Theorem E, Eq. 3.11 , we get f g L . Further we find in a straightfor-
ward way
y1
aq6 2 4 3 2lim lim f D a s 600b b q 4b q 131b y 371b q 126 . .  .6a q 1tx0 aªy1
4.18 .
 .This expression is negative for b s 1. Hence D a is negative for a - y1,6
 .  .a close to y1, t f 0. In view of 4.13 , this proves that 4.3 is false for
N s 6.
 .The complexity of the proof of 4.3 for N s 0, 1, . . . , 5, is strongly
aq2  . Yincreasing with N. For N F 2 the proof is trivial since f D a s ff y2
 . X.2 Y a q 1 f . For N s 3 it comes down to showing that 3 ff G a q
. X.2 Y  . X.22 f , a - y1, which follows because ff G 1r2 f , according to
 .3.8 . Now let N s 4, then it will suffice to prove that
2 2 4X Z Y Y X X2f 4 f f q 3 f y 6 a q 2 ff f q a q 2 f G 0, .  .  .  .  .2
a - y1, 4.19 .
 .  .  .  .  .where a [ G a q b rG a . Taking N s 3 note in 3.8 we getb
2 2Y X X Z Y2 1ff G f , f f G f , 4.20 .  .  .3 2
so it will suffice to prove that
225x y 6 a q 2 x q a q 2 a q 3 G 0, for a - y1 and x G , .  .  . 3
Y X.y2  X .where x [ ff f if f / 0 . This inequality can be rewritten as
21 5 3 x y 2 q 2 3 x y 2 q 2 q a q 1 a q 4 y 6 x G 0, 4.21 .  .  .  .  .9
from which the proof follows.
 .For N s 5 we have to prove that U a F 0, ;a - y1, where5
2 2X Z Y Z X Y X3 4. 2U a s 5 f f f q 2 f f y 5 a q 2 f 2 f f q 3 f f .  .  .  .5
4.22 .
3 5Y X Xq 10 a q 2 ff f y a q 2 f . .  .  .  .2 3
Now
U y1 y U a s 5 a q 1 f XV a , 4.23 .  .  .  .  .5 5 5
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where
2 2Z X Y Y X2V a [ f 2 f f q 3 f y 2 a q 4 ff f .  .  .  .5
4X1 2q a q 8a q 18 f . .  .5
 .  .We shall first prove that V a G 0, ;a F y1, and second that U y1 F5 5
 . Y  . X.2 Z X  . Y .20. From 3.8 we get ff G 3r4 f and f f G 2r3 f . Inserting the
Y X .y2  .latter, and putting x [ ff f , we find that V a G 0 will follow from5
the inequality
13 1 32 2x y 2 a q 4 x q a q 8a q 18 G 0, ;a F y1, ; x G . .  .3 5 4
4.24 .
The left-hand side can be rewritten as
2 213 3 1 3 1 1 1x y y 4a q 3 x y q a q q , . .  .  .3 4 2 4 5 4 40
which is clearly positive.
Now we come to the more complicated part of the proof of Theorem 8,
 . Y  . X.2i.e., the proof that U y1 F 0. Let us put P [ ff y 3r4 f . From5 5
 .3.8 we obtain P G 0 and further5
2Z X Z X Y1 24.f f G f f , f f G f , .4 3
4.25 .
X 1 Z Y Z 1 Y X4.f f F f f , f f F f f .3 2
In order to be able to use these inequalities adequately, we find that it is
 . Xconvenient to multiply U y1 by f . After some tedious manipulations we5
 .derive from Eq. 4.22 the identity
2X X Z X Y1 7 22 2f U y1 s f f Y q f P f f y f .  .5 55 3 3
22 3 6X X1 5 1 1 3q P P y f q P q f , 4.26 .  .  .  .5 5 52 3 2 6 160
where Y is defined by
2X Z Y X Z X Y1 1 24.Y [ f f f y f f y f f f y f . 4.27 .  .3 4 3
 .  .In view of 4.25 and 4.26 it will suffice to prove that Y F 0. The first
 .  .term on the right-hand side of Eq. 4.27 is non-positive because of 4.25
 .  .and the fact that f t G 0, ; t. Clearly we may assume that lim f t s 0.t ª`
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 .  .Then we may apply Theorem 6 with N s 4 note . Inserting Eq. 3.4 ,
 . 5. .  .where N s 4 and dw l s yf l dl, into Eq. 4.27 , we obtain
` ` `
y144Y s dw l dw l dw l .  .  .H H H 1 2 3
t t t
=
4 3 4 2
l y t l y t y l y t l y t l y t .  .  .  .  .1 2 1 2 3
3 3 3 2 2y l y t l y t l y t q l y t l y t l y t .  .  .  .  .  .1 2 3 1 2 3
` ` `
s Q q , r , s dw q q t dw r q t dw s q t , 4.28 .  .  .  .  .H H H
0 0 0
where q [ l y t, r [ l y t, s [ l y t, and1 2 3
Q q , r , s [ q4 r 3 y q4 r 2s y q3r 3s q q3r 2s2 . .
For convenience we put l [ sy1, m [ ry1, n [ qy1, and get
y4Q q , r , s s lmn R l, m , n , .  .  .
where
R l, m , n [ l4m y l3m2 y l3mn q l2m2n . 4.29 .  .
Then
2R l, m , n q R m , l, n s lm l y m l q m y n . 4.30 .  .  .  .  .
 .Now it will suffice to prove that the analog of R l, m, n that is completely
 .symmetrized in the triple l, m, n , is non-negative, ;l, m, n G 0, which is
w xrelatively easy; details may be found in 13 . This completes the proof of
Theorem 8.
THEOREM 9. The implication
a Nf g L « ;a ) 1: f g L , 4.31 .
is true for N s 0, 1, . . . , 6, but false for N G 20.
w xRemark. This implication, for N s 5, is given in 4, Theorem 9 , with-
out proof.
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 .Proof. In view of Theorem 8, it will suffice to prove that 4.31 is true
for N s 6 and false for N s 20. Nevertheless we first give a short proof of
 .  .4.31 for N s 5. From Eq. 4.22 we obtain
2Z X Y Y X1 w xU y1 s f ff y f f 3 ff y 2 f .  .55
3 5X Z Y Y X X63 4.qf f f y f f q 2 ff f y f F 0, 4.32 .  .  .5
 .where the inequality follows from 3.7 . Thus the proof is completed by
 .  .using 4.23 and 4.24 .
 .The proof of 4.31 for N s 6 is considerably more complicated. Follow-
ing essentially the same approach as in the proof of Theorem 8, we are
able to complete this proof using inequalities obtained in this paper. For
w x  .details the reader is referred to 13 . One easily verifies by hand that
 .  . y2 yt4.31 is false for N s 20, choosing f t s 1 q 10 e and a s 3r2.
w xIn 14 we introduce new techniques and derive some new inequalities
 .involving c.m. functions which enable us to prove 4.31 for N s 7;
 .computer calculations show that 4.31 is false for N s 13.
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