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Abstract
Network data are relational data recorded among a group of individuals, the nodes.
Multiple relations observed among the same set of nodes may be represented by means of
different networks, using a so-called multidimensional network, or multiplex. We propose a
latent space model for network data that enables clustering of the nodes in a latent space,
with clusters in this space corresponding to communities of nodes. The clustering structure
is modelled using an infinite mixture distribution framework, which allows to perform joint
inference on the number of clusters and the cluster parameters. The method is tested on
simulated data experiments and is shown in application to a multivariate network among
students.
1 Introduction
Network data describe relations and interconnections among n units. Interacting units are
denoted as nodes, while connections are called edges. Well known examples are social network
data, where friendship, approval, admiration, and other social relations are expressed between
individuals and may be modelled to understand how people interact in certain contexts. Other
than in social applications, networks may be observed in many fields, as for example biology or
economics. In general, connections observed in network data are of difficult visualization and
interpretability, due to the complex nature of networks themselves. Therefore, network analysis
methods mainly focus on reconstructing and explaining the connections observed among the
nodes. Such methods have to deal with the double task of faithfully modelling the relations
between the units, which lead to the observed connections, and of providing with a feasible and
interpretable summary of the data. Observed connections are modelled stochastically and each
pair of nodes, also known as a dyad, is associated to an edge probability. Edge probabilities
describe dyads connection propensity and can be modelled in many different ways, according to
the data at hand or the purpose of the analysis.
First attempts to model network data were built on the assumption of independence between
the edges. Edge probabilities were assumed to be constant, see (Erdős & Rényi 1959), or simple
functions of some network statistics as in (Holland & Leinhardt 1981, van Duijn et al. 2004).
These first models paved the way for a more in depth analysis of edge formation in network
data, where the edges independence assumption was either reduced or removed and complexity
was added to the specification of edge probabilities (Wasserman & Pattison 1996, Robins et al.
2006, Holland et al. 1983, Snijders & Nowicki 1997, Nowicki & Snijders 2001, Hoff et al. 2002).
Among these models, the class of latent variable models has gained a growing attention in
the last years. Such models are particularly interesting and meaningful as they explain the
observed interconnection structure in network data by means of latent variables, which capture
the association between the nodes. First latent variable models are the latent space model by Hoff
et al. (2002) and the stochastic block model by Holland et al. (1983), Snijders & Nowicki (1997).
The latter may be thought as a latent class analysis model for network data and it is explicitly
1
ar
X
iv
:2
00
1.
05
26
0v
1 
 [s
tat
.M
E]
  1
5 J
an
 20
20
designed to model clustering of the nodes. Clustering is a feature often observed in many real
world network data, as nodes may tend to connect more frequently within given sub-groups. The
stochastic block model classifies the nodes into different sub-groups and provides a framework
for modelling the between cluster interaction structure. Some recent developments on the topic
are those by Signorelli & Wit (2018), which analyses bill cosponsorships in the Italian Chamber
of Deputies, Bouveyron et al. (2018), which extends the stochastic block model to the analysis of
textual data, and those by Matias et al. (2018), Bartolucci et al. (2018), extending the model
to dynamic (longitudinal) network data. Although stochastic block models may synthetically
represent clusters, they fail to represent within cluster transitivity, which refers to how nodes
locally interact. A flexible extension of the stochastic block model which addresses such issue
is the mixed membership stochastic block model by Airoldi et al. (2008). In this framework,
nodes may belong to different clusters, depending on whom they are interacting with. A different
approach is that of model-based clustering for latent space models, introduced by Handcock
et al. (2007). This framework is based on the class of latent space models, and directly account
for transitivity in network data (Hoff et al. 2002, Handcock et al. 2007). Edge probabilities
are described as a function of node positions in an unobserved space, which is responsible for
the observed structure in the network. Such latent positions arise from a mixture distribution,
whose components correspond to clusters in the data, as in standard model-based clustering
framework (Fraley & Raftery 2002). The original model is estimated with a MCMC algorithm;
Salter-Townshend & Murphy (2013) re-implemented it with a variational Bayesian inference
approach. An extension to the framework of latent position cluster model is that by Gormley &
Murphy (2010), which combines it with a mixture of experts framework. Fosdick et al. (2018)
attempt to bridge stochastic block models and latent position cluster models, using the so-called
Latent Space Stochastic Blockmodel. In this framework, within cluster probabilities are modelled
via a latent space model, while between cluster interactions are expressed as in stochastic block
models.
The number of clusters is often unknown and needs to be inferred from the data. So far,
almost all latent variable-based clustering frameworks proposed for network data assumed a
fixed number of clusters, and then compared models with different number of clusters via cross
validation or model selection criteria. In this context, a different approach is that by Ryan et al.
(2017), which allows to estimate the number of clusters in a network, by analytically integrating
out cluster-specific parameters.
In model based clustering, the problem of selecting the number of clusters often coincides with
that of selecting the number of mixture components. Several approaches have been proposed to
tackle this problem. In a first approach, choosing the number of mixture components corresponds
to selecting the most suitable model for some observed data. This choice is often based on model
selection criteria, used to compare different models specified according to different number of
components. Various criteria, derived under different modelling assumptions, have been proposed
in the literature; for a review see McLachlan & Rathnayake (2014). In principle, this approach
would require to estimate models with all possible number of components and then compare them.
However, this is often computationally unfeasible, especially with increasing sample size1. In a
Bayesian framework, reversible jump MCMC algorithms (Green 1995) allow to make inference
on the unknown number of components, as simulations from the component parameter posterior
distributions are drawn from a space of varying dimensions (Zhang et al. 2004). However, trans-
dimensionality makes reversible jump algorithms quite computationally intensive, for a solution
see e.g. Petris & Tardella (2003). Also, these algorithms strongly depend on the modelling
framework; different models would require the implementation of different reversible jump MCMC
algorithms. Another approach is that of overfitting mixture distributions by Malsiner-Walli
et al. (2016). The authors suggest to estimate the number of mixture components specifying
1In a network with n nodes, the sample size is n2, which corresponds to the number of potentially observable
edges. Hence, network data computational complexity grows quadratically with the number of nodes.
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sparse hierarchical priors on the mixture weights and component parameters. This results in an
overfitting mixture model where superfluous components are emptied during MCMC sampling.
This approach presents a general and straightforward way to estimate the number of components,
which is defined as the most frequent number of non-empty components visited during MCMC
sampling. However, a maximum number of components, which will later be partially emptied,
needs to be specified. Related to the overfitting mixture distribution approach is that of Dirichlet
process mixture models (Rasmussen 2000, Frühwirth-Schnatter & Malsiner-Walli 2018). Here,
the number of components is assumed to be potentially infinite, and the component parameters
are taken to be the realizations of a Dirichlet process (Antoniak 1974). Since in the observed
sample the number of component is likely finite, joint inference on the number of components
and the mixture distribution parameters is made possible by the Dirichlet process properties.
Differently from overfitting mixture distributions, the maximum number of components does not
need to be fixed and the number of inferred components may change with samples of different
sizes.
In many situations, the same set of nodes can be characterized by multiple relations, or the
same relation can be recorded over multiple time points. Such setting produces a more complex
type of network data, referred to as multidimensional networks, or multiplexes. A multiplex is
a collection of K n × n networks, or views, where multiple sets of edges are observed for the
same group of nodes. Few works extended the latent position cluster model to such complex
multidimensional network data. In the particular case of dynamic networks, where the multiplex
refers to the same relation recorded at different time occasions, Sewell & Chen (2017) extended
the work by Handcock et al. (2007) to perform clustering in dynamic network data; also in this
context, the number of cluster should be fixed a priori. As already noted, stochastic block models
have already been extended to dynamic network data, see Matias et al. (2018) or Yang et al.
(2011). However, to the authors knowledge, no specific clustering approach for multidimensional
network data has been proposed in the literature.
In the present work, we develop an infinite latent position cluster model for single and
multidimensional network data, built within the class of latent space models. The proposed
framework allows to jointly estimate cluster parameters and latent coordinates without previous
specification of the number of clusters. Indeed, this is taken as a model parameter and inference
is performed on it as well. Here, we model binary (multidimensional) networks, although the
clustering method we propose can be extended to other types of multidimensional network data
as well.
Let Y = {Y(1), . . . ,Y(K)} be a multiplex with K networks (views). Each element Y(k) of
Y, k = 1, . . . ,K, is an adjacency matrix of dimension n× n, where n is the number of nodes in
the multiplex. Recall that, in multidimensional network data, the number of nodes is constant
across the views, while the observed edges may change with the view. Thus, the general element
of Y(k) is
y
(k)
ij =
{
1 if nodes i and j are connected in the kth view;
0 else.
When K = 1, the multidimensional network reduces to a single network with n nodes. As it is
generally done in latent space models, we assume that each node has an unknown position in a
latent p−dimensional Euclidean space. The probability of observing a connection between nodes
i and j is a function of their latent coordinates. The presence/absence of a connection between
node i and j is assumed to be independent of all other connections in the network, conditional on
the latent coordinates of the two nodes. We build our model within the class of distance latent
space models, which assumes that edge probabilities are a function of the pairwise distances
between the nodes in the latent space. Our choice is driven by the intent of modelling similarities
between nodes in network data, for which distances represent a good proxy (Hoff et al. 2002).
We further assume that the latent coordinates arise from an infinite mixture of Gaussian
distributions, represented in terms of the Dirichlet process mixture model (Ferguson 1973,
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Antoniak 1974). The infinite mixture framework allows to treat the number of mixture components
G, and consequently the number of clusters, as a model parameter, on which inference is performed.
Also, component-specific parameters are estimated to characterize the clusters. The proposed
model is estimated within a hierarchical Bayesian framework and inference is carried out using a
MCMC algorithm. Section 2 details the infinite latent position cluster model. Section 3 illustrates
the estimation procedure, while some practical issues are discussed in Section 4. A simulation
study to illustrate the performances of the proposed model is presented in Section 5. In Section 6
we present an application of the model to the analysis of self-reported social interactions among
7th grade students. We conclude with a final discussion in Section 7.
2 The infinite latent position cluster model
The infinite latent position cluster model presented in this Section is a generalization of the latent
position cluster model by Handcock et al. (2007). Before introducing our framework, in the
subsequent Section we briefly review this model, pointing out some critical features.
2.1 Latent position cluster model
Model based clustering for social networks has been introduced by Handcock et al. (2007) in the
context of single or univariate network data. Here, the authors developed the latent position
cluster model to account for clustering of the nodes which could not be explained by transitivity
or homophily by attributes alone (Hoff et al. 2002). In the model, the authors assume that
the probability of a tie between any two nodes i and j can be expressed as a logistic function
dependent on the coordinates of these nodes in a p-dimensional Euclidean latent space: zi and zj ,
i, j = 1, . . . , n and i 6= j. To account for clustering structure, they assumed that these coordinates
arise from a finite mixture of G spherical Gaussian distributions:
zi ∼
G∑
g=1
pigN
(
µg, σ
2
gI
)
,
where pig are the mixture weights, such that pig > 0 ∀ g and ∑Gg=1 pig = 1; µg are the component
means and σ2g the component variances.
One critical aspect of the model is the assumption of spherical covariance matrices σ2gI for the
mixture components. This choice has been motivated by the fact that the likelihood is invariant
to rotations of the co-ordinate system, thus it is reasonable to assume Gaussian components
having the same variance across orthogonal dimensions. Nevertheless, albeit parsimonious, such
restrictive assumption may lead to a model not flexible enough to capture additional heterogeneity
and elongated shapes, resulting in a potential over-estimation of the number of clusters (see
Celeux & Govaert 1995, Banfield & Raftery 1993, for example).
Another relevant aspect is the parametric nature of the mixture distribution, where the
specification of a finite number of components G generate a difficult model selection task in
this context. The authors address this issue by using the Bayesian Information Criterion (BIC,
Schwarz 1978), commonly used as model selection criterion in model-based clustering (McLachlan
& Rathnayake 2014, Fraley & Raftery 2002). To select G, the authors propose a pragmatic
approach in which the marginal likelihood is approximated by conditioning on the estimated
mode of the latent coordinates. However, as pointed out by Ryan et al. (2017), the method
does not allow exploration of the posterior uncertainty on the number of clusters and several
factors could influence the quality of the approximation, affecting the results. Additionally,
the BIC approach poses a serious computational burden in many applications, since multiple
different models needs to be estimated, one for each pre-specified possible value of G. In the
next section, to overcome this issue, we will introduce a latent space approach for network data
based on a Bayesian non-parametric approach where the use of a Dirichlet process mixture leads
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to the formulation of an infinite mixture model for the latent coordinates (Escobar & West 1995,
Rasmussen 2000, Müller & Mitra 2013, Müller et al. 2015).
2.2 The model
Here we define the infinite latent position cluster model. As in Handcock et al. (2007), we
assume that the nodes of the network lay in a p-dimensional Euclidean latent space. To take
into account for a potential clustering structure, we assume that node-specific latent coordinates
are distributed according to an infinite mixture of p-variate Gaussian distributions (Rasmussen
2000):
zi ∼
∞∑
g=1
pigN
(
µg,Σg
)
. (1)
This formulation stems from a Dirichlet process mixture as a prior distribution on the component
parameters (Müller et al. 2015), as it will further discussed in the next Section. The model
definition allows for joint estimation of the unknown number of components G and the component-
specific parameters µg and Σg. Such an infinite mixture distribution framework is particularly
suited for network data, as the number of mixture components is bounded by the number of
nodes (Antoniak 1974). Hence, it is implicitly assumed that the number of mixture components,
can change if new nodes “enter” a network. Such an assumption is reasonable with network data,
as new actors may alter clustering in the data, depending on how they interact with pre-existing
nodes.
The number of components is only potentially infinite. Indeed, given an observed n × n
network Y, the maximum possible number of components is GMAX = n. Hence, the number
of components is finite in real world applications. Each component is characterized by two
parameters, the mean µg and the covariance matrix Σg, and a weight pig, indicating the fraction
of nodes belonging to the gth component.
We adopt a distance latent space modelling approach, and assume that the probability of
an edge associated to the dyad (i, j) is a function of the distance between the nodes i and j.
This distance is denoted by dij , i, j = 1, . . . , n and is defined as the squared Euclidean distances,
dij = ||zi − zj ||2, see Gollini & Murphy (2016), D’Angelo et al. (2019). The distance matrix, of
dimension n×n, is denoted by D. However, although we develop our proposal and the estimation
procedure considering the squared Euclidean distance, the proposed framework may be extended
to incorporate different specifications for the distance function as well. In the context of single
network data, edge probabilities may be defined as
Pr
(
yij = 1 | α, β, dij
)
=
exp
{
α− βdij
}
1 + exp
{
α− βdij
} , (2)
where α is an intercept capturing the overall connectivity level in the network and β is a scale
coefficient which weights the influence of the latent space on the edge probabilities2. When β ≈ 0,
the latent space is practically irrelevant and the edge probabilities reduce to those generated by
a random graph (Erdős & Rényi 1959, D’Angelo et al. 2019).
Following D’Angelo et al. (2019), we extend the model defined in equation 2 to multidimen-
sional network data by considering view-specific parameters:
p
(k)
ij = Pr
(
y
(k)
ij = 1 | α(k), β(k), dij
)
=
exp
{
α(k) − β(k)dij
}
1 + exp
{
α(k) − β(k)dij
} . (3)
2As in D’Angelo et al. (2019), distance scale coefficients are bound by β(k) ≥ 0, k = 1, . . . ,K. Also, network
intercepts are bound by:
α(k) ≥ log
( log(n)
n− log(n)
)
= LB(α).
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Here, we assume that a unique latent space representation captures the overall similarities between
the nodes in the multiplex and that network-specific parameters α(k) and β(k) can modify the
effect of the latent space on network-specific edge probabilities2. These two parameters have the
same interpretation as α and β in the model for a single network, see equation 2. In fact, when
K = 1, the model in equation 3 reduces to that in equation 2. In the next section, we provide
details on the estimation procedure for infinite latent position cluster model parameters. We
develop the procedure in the more general case of multiplex data (equation 3), but the procedure
is easily reduced to the specific case of unidimensional network data (equation 2).
3 Estimation
Based on the edge probability model defined in equation 3, we write the log-likelihood for model
parameters as
`
(
α,β,D | Y) = K∑
k=1
n∑
i=1
∑
j 6=i
y
(k)
ij (α(k) − β(k)dij)− log(α(k) − β(k)dij), (4)
where α = (α(1), . . . , α(K)) and β = (β(1), . . . , β(K)). We propose a hierarchical Bayesian
approach to estimate model parameters (α,β), and latent distances D, using a MCMC sampling
scheme. Each parameter is assumed to have a prior distribution, whose parameters are unknown.
We refer to these as nuisance parameters. Nuisance parameter values are of no interest but
their specification could be relevant. Instead of fixing a priori such values, we give nuisance
parameters hyper-prior distributions and estimate them as well. Hence, the parameters of
interest depend on nuisance parameters posterior distributions, controlled by hyperparameters,
and not on fixed nuisance parameter values. This extra variability gives more flexibility in the
estimation procedure. The final parameter estimates should be less sensible to the specification
of hyperparameters than to that of nuisance parameters. More in details, the logit parameters
are modelled via the following prior/hyper-prior specifications:
α(k) ∼ N[LB(α),∞]
(
µα, σ
2
α
)
, where: µα | σ2α ∼ N[LB(α),∞]
(
mα, τασ
2
α
)
, σ2α ∼ Invχ2να ;
and
β(k) ∼ N[0,∞]
(
µβ, σ
2
β
)
, where: µβ | σ2β ∼ N[LB(β),∞]
(
mβ, τβσ
2
β
)
, σ2β ∼ Invχ2νβ ;
for k = 1, . . . ,K, with N[a,∞] denoting a truncated multivariate Normal distribution with
bounds a and ∞. The set of logit nuisance parameters is φ1 =
(
µα, µβ, σ
2
α, σ
2
β
)
and that of
hyperparameters is φ2 =
(
mα,mβ, τα, τβ, να, νβ
)
. Since the estimation procedure for (α,β) and
the corresponding nuisance parameters φ1 do not directly depend on the latent coordinates,
we proceed with estimation using the same proposal/full conditional distributions derived in
D’Angelo et al. (2019).
The estimation of the latent distances in equation 4 is not that straightforward. Each distance
dij = ||zi−zj ||2 depends on the latent coordinates for node i and j, distributed a priori according
to equation 1. Hence, distances depend on the clustering of the unknown node coordinates,
with no information available regarding the component parameters or the number of mixture
components, which is (potentially) infinite. A tractable way to deal with infinite mixture models
is to assume that they are the realization of a Dirichlet process (Ferguson 1973, Antoniak 1974,
Hjort et al. 2010, Müller et al. 2015), a stochastic process whose realization is indeed a probability
distribution. This process is characterized by a continuous base distribution S0, the expected
value of the process, and a concentration parameter ψ ≥ 0. Rewriting equation 1 as a Dirichlet
process leads to:
zi | µi,Σi ∼ Np
(
µi,Σi
)
; Ωi ∼ S; S ∼ DP
(
ψ, S0); (5)
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for i = 1, . . . , n. Ωi = (µi,Σi) is the set of parameters for the prior distribution of zi, distributed
according to S. Even though S0 is continuous, distributions drawn around it are almost surely
discrete. The degree of discretization depends on the concentration parameter ψ: the lower the
value of ψ, the lower the number of unique realizations. The discrete nature of the Dirichlet
process is what makes it suitable to describe mixture models. Indeed, in a finite sample of size
n, the number of unique realizations is finite and it can be denoted by G, G ≤ n, indexed by
g = 1, . . . , G. This implies that some of the units come from a common component, that is some
of the latent coordinates zi share the same prior distribution parameters Ωg, g = 1, . . . , G. The
set of parameters Ωg = (µg,Σg), g = 1, . . . , G, corresponds to the set of component parameters,
and the number of finite realizations G is indeed the number of mixture components.
Differently from Handcock et al. (2007), see Section 2.1, we opt for a more flexible specification
of the component covariance matrices. Indeed, we let the component variances vary across the
latent dimensions:
Σg =

σ21g . . . 0
... . . .
...
0 . . . σ2pg
 I.
This in order to capture heterogeneity of the nodes across the latent dimensions and the
components. We decided to address the issue of the latent space rotation invariance in a different
way, as it will be specified further on. The diagonal form of the component covariances allows us
to specify S as a Normal-Inverse Gamma distribution, where
Ωrg =
(
µrg, σ
2
rg
)
∼ NIG
(
mr, τzσ
2
g , ν1, ν2
)
, r = 1, . . . , p.
We denote the mixture components hyperparameters with ωg = ω = (m, τz, ν1, ν2), for all
g = 1, . . . , G. As for the logit parameters (α,β), an extra layer of dependence is introduced
for a flexible modelling of mixture components and latent coordinates. The hyperparameter
m = (m1, . . . ,mr, . . . ,mp) may be assumed to have standard multivariate Gaussian distribution,
to allow for a more flexible estimation.
Given a sample of dimension n and a number of groups G ≤ n, the sub-groups of latent
coordinates arising from the same component are unknown. These may be modelled introducing
a multinomial cluster label auxiliary variable c = (c1, . . . , ci, . . . , cn). The ith entry is a G-
dimensional binary vector ci = (ci1, . . . , ciG), whose elements are all 0 except from the gth one,
cig = 1, meaning that the ith latent coordinate comes from the gth component. Using the
auxiliary variables ci, we may rewrite equation 1 as follows:
(
zi, ci
) |µg ,Σg∼ G∏
g=1
[
pigNp
(
µg,Σg
)]cig
, (6)
for i = 1, . . . , n. Then, given the mixture representation in equation 6, the mixture weights can
be rewritten:
pig =
n∑
i=1
cig
n
, g = 1, . . . , G. (7)
The unknown quantities of interest are now the actual number of components G, the component-
specific parameters Ωg, g = 1, . . . , G, and the cluster labels ci, i = 1, . . . , n. To estimate such
quantities, we exploit the Chinese restaurant representation of the Dirichlet process (Aldous
1985). Given a set of n units, this representation may be summarized as follow. Let us suppose
we have a group of n individual entering in a restaurant, one at a time. The first individual enters
and seats at the first table. Then, a second client arrives and may choose to sit with the first
individual or by himself at a different table. Then the third individual arrives and faces the same
choice: either seating at tables already occupied by other people or choose a new, empty one.
The mechanism is repeated for each new person entering the restaurant, until the nth one. It is
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Figure 1: Hierarchical structure of the model.
straightforward to understand that n individuals may seat in a number of tables which is G ≤ n.
The restaurant tables are an analogy of the “formation” of mixture components in Dirichlet
process Mixture models. In our context, clients are indeed the latent coordinates zi and the
table choice is coded by the auxiliary variable ci. The “propensity” with which clients choose to
seat at those tables that are already occupied by other people is regulated by the concentration
parameter ψ. The concentration parameter may be chosen a priori, if some information is
available on the number of components G. However, as here the intent is to perform clustering
on unobserved quantities, the latent coordinates, a subjective specification of the ψ parameter
may be too informative. To incorporate the uncertainty on the concentration parameter in the
modelling framework, we assume that ψ has a Gamma prior distribution, ψ ∼ Γ
(
ξ1, ξ2), see
Müller et al. (2015). To summarize what has been introduced so far, we report in Figure 1 a
schematic representation of the hierarchical structure in the proposed model.
Inference procedures for the Chinese restaurant representation of the Dirichlet process when
the base distribution is a Normal-Inverse Gamma have been widely studied in the literature, see
Hjort et al. (2010), Müller et al. (2015). In particular, here we adopt the proposal by Bush &
MacEachern (1996) to update the cluster labels ci and that by Escobar & West (1995) to update
the concentration parameter ψ.
Given an observed multidimensional network Y with n nodes and K views, the estimation
procedure for the latent space part of the model in equation 3 can be sketched as follows:
1. First, we fix the values for hyperparameters, p, ω and (ξ1, ξ2
)
. We randomly initialize the
other quantities: G, c, (pi1, . . . , piG), z, (Ω1, . . . ,Ωg) and ψ.
2. Given the other current parameters, for i = 1, . . . , n, we update sequentially the latent
coordinates zi from their proposal distribution.To account for rotation and translation
invariance of the latent space, we compute the value of the Procrustes correlation between
the old set of latent coordinates and the just updated one. If this value is high, the new set
of coordinates is discarded.
3. Given the current parameters and latent coordinates, for i = 1, . . . , n, we update the cluster
labels ci, from their full conditional distribution.
4. Given the current parameters and latent coordinates, the number of current components G
is updated computing the length of ci = (ci1, . . . , ciG), together with the mixture weights
pig (see equation 7).
5. Given the current parameters and latent coordinates, mixture component parameters Ωg are
updated using the full conditional distributions for µg and σ2g .Also, if the hyperparameter
m is not fixed a priori, it is updated from the corresponding full conditional distribution.
In conclusion, we propose a Metropolis within Gibbs MCMC algorithm which iterates T times
between steps 2− 5 of the above procedure and the update steps for the logit parameters (α,β)
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and the corresponding nuisance parameters. The algorithm is initialized via step 1 of the above
procedure. Also, hyperparameters in φ2 are fixed and starting values for (α,β) and φ1 are
specified. A simulation study to investigate the performance of the proposed estimation procedure
is presented in Section 3. Some practical issues arise when estimating the latent position cluster
model. Next session discusses these issues in details, and the approaches we use to address them.
4 Practical implementation details
The model proposed by equations 3 and 1 and the estimation procedure proposed in Section 3
present a couple of practical issues which need to be addressed.
4.1 Model parameters identifiability
The first issue regards the estimation of the logit model parameters. To guarantee identifiability,
a network in a given multiplex has to be taken as reference network, and the corresponding
parameters (α(k), β(k)) = (α(ref), β(ref)) need to be fixed. We suggest to set β(ref) = 1. This
constraint does not alter the interpretation of the scale coefficient parameters β(k), as their values
are meaningful only when compared with each other. We propose to choose α(ref) as suggested
in D’Angelo et al. (2019):
α(ref) ≥ log
( ˆ¯p
1− ˆ¯p
)
+ 2, (8)
where ˆ¯p = ∑ni=1∑j 6=i y(ref)ij /(n(n− 1)) denotes the observed mean edge probability. The term 2
on the right side of equation 8 is the mean empirical distance among coordinates simulated from
a standard Gaussian distribution. In the present model, we assume that the prior distribution
for the latent coordinates is a mixture of Gaussian distributions with unknown number of
components. Therefore, it is not possible to empirically estimate the average distance among
coordinates. However, it is reasonable to expect that coordinates drawn from a mixture of
Gaussian distributions will be, on average, further apart than coordinates drawn from a single
Gaussian distribution. The “greater than or equal to” condition in equation 8 comes from this
last consideration.
4.2 Posterior distributions post-processing
A second issue arises from the estimation of the number of mixture components G, see Section 3.
At each iteration of the algorithm, the value of G is updated, possibly leading to G(t) 6= G(s),
for some value of the iteration index t, s = 1, . . . , T . At the end of the estimation procedure,
U unique values of G are proposed. We suggest to select the value associated with the highest
posterior probability as the estimated number of components:
Gˆ = arg max
u
∑T
t=b I[G(t) = u]
(T − b+ 1) , (9)
where b is the number of discarded iterations in the burn-in phase. Throughout the iterations,
the multiplicity of the U unique G values explored by the algorithm leads to different dimensions
for the estimates of the cluster labels c(t)i , i = 1, . . . , n, and the set of component parameters(
Ω(t)1 , . . . ,Ω
(t)
g , . . . ,Ω(t)G
)
. Hence, the posterior distributions of such quantities need some post-
processing procedure, to harmonize their dimensions. Below, we briefly illustrate the post-
processing procedures we have adopted in this work.
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4.2.1 Cluster labels posterior distribution
At the tth iteration of the algorithm, the length of each c(t)i vector is l(c)(t) = G(t) (Section
3). As the number of estimated components may vary throughout the iterations, we have that,
if G(t) 6= G(s), then l(c)(t) 6= l(c)(s), for s, t = 1, . . . T . Such length mismatches imply that
the cluster label posterior distribution needs to be post processed in order to get estimates
for this variable. To address the issue, we implement the method adopted by Carmona et al.
(2018) and originally proposed by Dahl (2006). A collection of n× n co-occurrence adjacency
matrices, denoted by C(t) is computed, t = b, . . . , T . These matrices contain a 1 in position (i, j)
if nodes i and j are allocated in the same component at the tth iteration. Further, an average
co-occurrence matrix C¯ representing the “average clustering” is computed, as the Monte Carlo
average of all C(t) adjacency matrices. The C(t) matrix with minimum squared distance from
C¯ is selected as the estimated co-occurrence matrix. Then, the corresponding tth set of cluster
labels
(
c
(t)
1 , . . . , c
(t)
i , . . . , c
(t)
n
)
is the set of cluster labels estimates
(
cˆ1, . . . , cˆi, . . . , cˆn
)
.
4.2.2 Component parameters posterior distribution
An issue similar to that occurring with cluster labels arises with the posterior distributions of the
component parameters Ωg = (µg,Σg), g = 1, . . . , G. Indeed, different iterations of the algorithm
(Section 3) present a different number of component parameters Ω(t) =
(
Ω(t)1 , . . . ,Ω
(t)
g , . . . ,Ω(t)G
)
,
t = 1, . . . , T . However, after having estimated the number of components Gˆ (equation 9),
precisely Gˆ parameter estimates are needed to describe the components. To solve the problem,
one naive approach may be that of taking in consideration only the set of T ∗ parameters(
Ω(t)1 , . . . ,Ω
(t)
g , . . . ,Ω(t)G
)
for which G(t) = Gˆ. The set would contain only those Ω(t) with
matching dimensions, from which Gˆ Monte Carlo average estimates Ωˆ =
(
Ωˆ1, . . . , Ωˆg, . . . , ΩˆGˆ
)
could be easily computed. However, such a naive approach would not take into consideration
the information and the uncertainty brought by those Ω(t) for which G(t) 6= Gˆ. A more suitable
approach, which is adopted in the present paper, has been proposed by Frühwirth-Schnatter (2011).
The author proposes a K-means based procedure to summarize the whole posterior distributions
in
(
Ωb, . . . ,ΩT
)
. K-means clustering, with Gˆ clusters, is performed on the whole distribution of(
µb, . . . ,µt, . . . ,µT
)
=
(
µb1, . . . ,µ
b
g, . . . ,µ
t
g, . . . ,µ
T
1 , . . . ,µ
T
G
)
=
(
µ1, . . . ,µm, . . . ,µM
)
, and this
delivers a classification index Im for the m = 1, . . . ,M posterior draws. The index is then used
to allocate the M posterior draws
(
µ1, . . . ,µm, . . . ,µM
)
to Gˆ posterior distributions, one for
each component. Also, a permutation test is performed to order the draws and ensure a unique
labelling. For further details we refer to Frühwirth-Schnatter (2011). The same classification index
Im, m = 1, . . . ,M is used to reorder the posterior draws for the component covariance matrices:(
Σb, . . . ,Σt, . . . ,ΣT
)
=
(
Σb1, . . . ,Σbg, . . . ,Σtg, . . . ,ΣT1 , . . . ,ΣTG
)
=
(
Σ1, . . . ,Σm, . . . ,ΣM
)
. Last,
estimates Ωˆ =
(
µˆ, Σˆ
)
are computed as Monte Carlo averages of the corresponding ordered
posterior distributions.
5 Simulation study
We have designed a simulation study to evaluate the performance of the proposed infinite
mixture model for multiplex data. Our aim is to evaluate the performance of our approach
in recovering the latent coordinates, the number of clusters and the cluster allocation. Four
simulation scenarios have been defined, in order to analyse the performance of the estimation
procedure when different levels of latent space “complexity” are specified. In all four scenarios, we
consider two settings with (n = 25,K = 3) and (n = 50,K = 5), respectively. For each scenario
and each dimensionality setting, we generate a bi-dimensional latent space in which positions
are generated from a mixture of G = (2, 3, 4) distributions. For each combination of scenario
type, dimensionality setting and value of G, we replicate the experiment 10 times. First three
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scenarios are built generating the latent space according to the assumptions presented in Section
2.2. They differ with respect to cluster size and distance between mixture components. The
fourth simulation scenario is built to analyze the results of the estimation procedure when the
model for the latent space is incorrectly specified. More in details, the scenarios are structured
as follows:
• Scenario I. In this first scenario, we aim to evaluate the estimation procedure when the
latent coordinates and the clustering components have been generated according to the
proposed model (equations 3 and 1) and the components are of approximately equal size:
– When G = 2, pi = (0.5, 0.5). The component sizes ng, g = 1, 2, are generated from a
Multinomial distribution with parameters (n, pi);
– When G = 3, pi = (0.3¯, 0.3¯, 0.3¯). The component sizes ng, g = 1, 2, 3, are generated
from a Multinomial distribution with parameters (n, pi);
– When G = 4, pi = (0.25, 0.25, 0.25, 0.25). The component sizes ng, g = 1, 2, 3, 4, are
generated from a Multinomial distribution with parameters (n, pi).
Here the clusters are sufficiently separated since, on average, the simulated edge probability
is in the interval (0.40, 0.80) when two nodes belong to the same cluster, and is below 0.20
when two nodes belong to different clusters. This scenario corresponds to cohesive and
equally proportioned groups, as it could be the case when recording vote exchanges in
bipolar political systems, where the members of two main parties vote in agreement with
their co-members and not with their opponents.
• Scenario II. As in the first scenario, we have generated the latent coordinates and the
clustering components according to the model specified in equations 3 and 1, and the same
ranges are verified for the within and the between cluster edge probabilities. However, here
we assume that most of the nodes belong to a single, big component, and the rest is spread
into smaller ones:
– When G = 2, pi = (0.2, 0.8). The component sizes ng, g = 1, 2, are generated from a
Multinomial distribution with parameters (n, pi);
– When G = 3, pi = (0.8, 0.1, 0.1). The component sizes ng, g = 1, 2, 3, are generated
from a Multinomial distribution with parameters (n, pi);
– When G = 4 pi = (0.7, 0.1, 0.1, 0.1). The component sizes ng, g = 1, 2, 3, 4, are
generated from a Multinomial distribution with parameters (n, pi).
This scenario represents the case where few sub-groups of units are isolated from the vast
majority of other nodes, at least partially. This could happen, for example, with data
regarding relations among a group of students, where the majority of them interacts with
one another, but a few students are “unsociable” and only relate to one or two others, as
in the Vickers data discussed in Section 6.
• Scenario III. In this scenario, multidimensional networks have been simulated according to
the model specified in equations 3 and 1. Weights are simulated from a Uniform distribution,
pi ∼ U(0.3, 0.8), and then normalized. Component sizes are generated from a Multinomial
distribution with parameters (n, pi). Here, when two nodes belong to the same cluster, the
average edge probability is in the interval (0.40, 0.80). On the other hand, the average edge
probability for two nodes belonging to different clusters is higher than in Scenarios I and
II, as it can take value up to 0.40. Such an increase in between clusters edge probabilities
corresponds to partially overlapping clusters in the latent space. This situation may appear
when some nodes interact quite a lot with nodes from another cluster (or clusters), even if
belonging to the same cluster. Recalling the example given in Scenario I, this can happen
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when two parties in a bipolar system are not that much separated, as some politicians in a
given party may agree with various proposals from the other party.
• Scenario IV. This scenario is built to evaluate the estimation procedure when the model for
the latent space is incorrectly specified. In particular, we simulate the latent coordinates
using a mixture of multivariate non-central Student t distributions, with 3 degrees of
freedom. Component sizes are generated as in Scenario I. However, here the average
edge probability for two nodes belonging to the same cluster is in the interval (0.15, 0.5).
Instead, the average edge probability is below 0.30 when two nodes belong to different
clusters. The overlap between different components is greater than that in Scenario III;
also, the shapes of the components are different, as the mixture component distributions are
misspecified. Also, note that a Gaussian and a Student t clustering of the latent coordinates
may return the same edge probabilities, as the edge probabilities ultimately depend on
the distances between the latent positions. Nonetheless, we test our proposed method in
such a misspecified scenario to evaluate up to what extent latent coordinates and cluster
allocations can still be recovered.
For all four scenarios, we have run the MCMC procedure described in Section 3 for 60000
iterations, with a burn-in of 10000 iterations. We have set p = 2, mα = mβ = 0, να = νβ = 3,
ν1 = n, ν2 = 1, τα = τβ = τz = 1. Small variations of these values have been tried but they
did not affect substantially the simulation results. Also, a Jeffreys prior is adopted for the ψ
parameter, with the corresponding hyperparameters set to ξ1 = 12 and ξ2 = 1, see Bernardo &
Giron (1998) and Grazian & Robert (2015).
5.1 Simulation results
As our interest lies in recovering the latent space positions and the clustering structure, we will
primarily focus on such aspects. However, we briefly mention that the “true” intercept values
α(k) are always included within a 99% credible interval, while the scale coefficients β(k) tend
to be overestimated, due to underestimation of the latent distances. However, the products
β(k)dij are well recovered, for i, j = 1, . . . , n and k = 1, . . . ,K. This could be due to the mixture
structure which is quite more complex than a single Gaussian distribution. Figures 2-5 show
the (mean) estimated posterior distributions for the number of clusters in the four simulation
scenarios. In the first three scenarios, the “true” number of clusters is always recovered with a
high posterior probability, with exception of Scenario II when the number of simulated clusters
is G = 4. In this case, the estimation procedure gives no clear hint to distinguish between the
solutions corresponding to G = 3 and G = 4 mixture components. This can be due to the
fact that, when G = 4, the “small sized” groups in Scenario II have approximately size ng = 3,
when n = 25, and ng = 5, when n = 50. When small groups are close, or are close to the “big”
component, it may be hard to distinguish them and a couple of components may be merged into
a single one by the estimation procedure. In scenario IV, the number of mixture components
tend to be overestimated, and there is more uncertainty on the estimation of G, as more than one
value is associated with quite high posterior probability. However, the number of components is
only slightly overestimated, as the estimation procedure suggests values for G which are close to
the simulated ones. This proves that, even if the model for the latent space is misspecified, our
procedure can still recover rather well the number of clusters.
The results for the estimation of the latent coordinates and the cluster labels are summarized
in Tables 1-4. In the first three groups of columns, the tables report the values of the mean and
the standard deviation for the Procrustes correlation between simulated and estimated latent
coordinates, for different number of clusters and multiplex dimensions. Such correlations are
always quite high, regardless of the considered scenario. These results suggest that the proposed
estimation method may be able to recover quite well the latent distances between the nodes,
even when the mixture components are not Gaussian.
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The last three groups of columns display the values of the mean and standard deviation
for the Adjusted Rand Index (ARI) (Hubert & Arabie 1985), computed between the simulated
and estimated partition of the nodes. Values of this index close to 1 correspond to a perfectly
recovered cluster allocation. In Scenarios I, II, and III, the value of ARI is always greater than
0.85, suggesting that the method is able to reconstruct the latent space and infer the cluster
membership of the nodes. Instead, from Table 4 we see that the values for the ARI in Scenario
IV range between 0.3 and 0.48 and that lower ARI values are associated with higher number of
simulated clusters. Even if the ARI values are much lower than those in other scenarios, they
represent quite a good result considering that the model was incorrectly specified. Indeed, an
ARI close to 0.40 still denotes a clustering solution for the nodes which may be considered of an
acceptable quality.
Procrustes correlation Adjusted Rand Index
G = 2 G = 3 G = 4 G = 2 G = 3 G = 4
mean sd mean sd mean sd mean sd mean sd mean sd
n = 25, K = 3 0.96 0.01 0.95 0.02 0.75 0.18 0.99 0.03 0.98 0.04 0.98 0.02
n = 50, K = 5 0.95 0.01 0.95 0.01 0.88 0.15 1.00 0.00 1.00 0.00 0.97 0.01
Table 1: Scenario I. Procrustes correlation between estimated and simulated latent spaces and Adjusted
Rand Index for the estimated-simulated cluster labels.
Procrustes correlation Adjusted Rand Index
G = 2 G = 3 G = 4 G = 2 G = 3 G = 4
mean sd mean sd mean sd mean sd mean sd mean sd
n = 25, K = 3 0.95 0.01 0.92 0.05 0.85 0.14 1.00 0.00 0.91 0.19 0.85 0.19
n = 50, K = 5 0.96 0.01 0.94 0.03 0.85 0.16 0.91 0.23 0.98 0.06 0.89 0.13
Table 2: Scenario II. Procrustes correlation between estimated and simulated latent spaces and Adjusted
Rand Index for the estimated-simulated cluster labels.
Procrustes correlation Adjusted Rand Index
G = 2 G = 3 G = 4 G = 2 G = 3 G = 4
mean sd mean sd mean sd mean sd mean sd mean sd
n = 25, K = 3 0.95 0.01 0.97 0.01 0.95 0.02 0.96 0.12 0.99 0.02 0.91 0.12
n = 50, K = 5 0.95 0.02 0.97 0.01 0.97 0.02 0.91 0.11 0.98 0.01 0.85 0.14
Table 3: Scenario III. Procrustes correlation between estimated and simulated latent spaces and Adjusted
Rand Index for the estimated-simulated cluster labels.
Procrustes correlation Adjusted Rand Index
G = 2 G = 3 G = 4 G = 2 G = 3 G = 4
mean sd mean sd mean sd mean sd mean sd mean sd
n = 25, K = 3 0.74 0.13 0.71 0.20 0.76 0.24 0.48 0.15 0.42 0.17 0.36 0.10
n = 50, K = 5 0.87 0.12 0.69 0.14 0.76 0.13 0.46 0.31 0.40 0.18 0.30 0.16
Table 4: Scenario IV. Procrustes correlation between estimated and simulated latent spaces and Adjusted
Rand Index for the estimated-simulated cluster labels.
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(c) G = 4 simulated clusters.
Figure 2: Scenario I. (Mean) estimated posterior distribution for the number of clusters G.
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(b) G = 3 simulated clusters.
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(c) G = 4 simulated clusters.
Figure 3: Scenario II. (Mean) estimated posterior distribution of the number for clusters G.
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Figure 4: Scenario III. (Mean) estimated posterior distribution for the number of clusters G.
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Figure 5: Scenario IV. (Mean) estimated posterior distribution of the number for clusters G.
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(b) Best friend network.
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(c) Work with network.
Figure 6: Vickers data. Adjacency matrices for the three networks.
6 Vickers multiplex data
To illustrate the proposed model, we propose the re-analysis of the Vickers-Chan 7th Graders
multidimensional network. The data were collected by Vickers & Chan (1981) and represent
K = 3 different social relations among n = 29 seventh grade students, twelve boys and seventeen
girls, in a school in Victoria, Australia. The analysed relations are:
1. Get on, Y(1) – This network records whether a student declares to get on with another
student;
2. Best friend, Y(2) – This network records whether a student declares to be best friend with
another student;
3. Work with, Y(3) – This network records whether a student declares to like working with
another student.
Figure 6 shows the three adjacency matrices for the Vickers multiplex data. Nodes from
1 to 12 are males, while nodes from 13 to 29 are females. Simply by looking at the data, we
may hypothesize the presence of sub-groups of students characterized by gender. Indeed, if we
partition each adjacency matrix in four sub-matrices, accordingly to the gender of the students,{
Y(k)mm = Y
(k)
[1:12,1:12], Y
(k)
ff = Y
(k)
[13:29,13:29], Y
(k)
mf = Y
(k)
[1:12,13:29], Y
(k)
fm = Y
(k)
[13:29,1:12]
}
,
and compute the observed density in each sub-matrix,
Get on Best friend Work with
Y(1)mm Y(1)ff Y
(1)
mf Y
(1)
fm Y
(2)
mm Y(2)ff Y
(2)
mf Y
(2)
fm Y
(3)
mm Y(2)ff Y
(3)
mf Y
(3)
fm
0.59 0.60 0.40 0.19 0.44 0.35 0.14 0.00 0.44 0.36 0.21 0.00
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we see that the density is much higher in sub-matrices composed by students of the same gender.
However, all the three Y(k)mf sub-matrices have quite high density values too. Therefore, we
may expect clustering of the nodes, but it is hard to tell, simply by looking at the data, how
many clusters we should expect. Are the students simply separated by gender or not? Are
there mixed-gender sub-groups in the data? Also, the four sub-matrices present similar density
values in the three networks, with the views “best friend” and “work with” having practically
identical densities. Further, the associations computed between couples of adjacency matrices3
are quite high: A(Y(1),Y(2)) = 0.79, A(Y(1),Y(3)) = 0.77 and A(Y(2),Y(3)) = 0.90. These
last two facts may suggest that a single latent space can be employed to describe the overall
similarities between the students.
6.1 Vickers data: results
We have run the MCMC procedure described in Section 3 for 60000 iterations, with a burn-in
of 10000 iterations. The hyperparameters have been set as in the simulation study, see Section
5; in particular, the parameters of the Dirichlet prior were set to ξ1 = 12 and ξ2 = 1. Another
uninformative prior specification was tested, ξ1 = ξ2 = 1, with no substantial change in the
results. For visualization purposes, the dimension of the latent space has been set to p = 2.
As it can be seen from Figure 7, our procedure estimated G = 4 mixture components in the
latent space representation of the Vickers data. The posterior probability associated with this
solution is quite high, almost 0.80. To recover cluster labels for the students, we adopted the
post processing procedure by Dahl (2006), described in Section 4.2. Figure 8 shows the average
co-occurrence matrix, displaying how often two nodes have been assigned to the same component,
and the final cluster label matrix, resulting from the post-processing procedure. The assignment
of the nodes to different components is quite clear, as it can be seen from the co-occurrence
matrix. These assignments can be visualized more clearly in the estimated cluster labels matrix:
1. Green component (g = 1). This component has the largest estimated size, 11, with 11 out
of the 12 male students in Vickers data.
2. Orange component (g = 2). This component has the smallest estimate size and it is the
only mixed-gender one. Its elements are male student 9 and female students 18 and 25.
3. Blue component (g = 3). Most of the female students in Vickers data are assigned to this
component, which has size 10.
4. Purple component (g = 4). The last component has size 5 and contains female students
number 13, 17, 24, 28, 29.
Combining the information coming from the two matrices in Figure 8, we see that, although
cluster labels have been assigned quite clearly, there is a bit of uncertainty regarding a small
group of nodes. For example, male student 9 was often placed with female students in a different
component, but never with other male students. Another example is that of female student
number 24, assigned to the purple component, which has non-null posterior probability of
co-occurring with many other students outside of this component. In general, segmentation by
gender is quite evident. The only estimated mixed-gender component is quite small and contains
students with a low number of links, as it can be seen in Figure 6. These students might have
been placed in the same component, “isolated” by the vast majority of others, due to their “low
sociability”. The uncertainty in cluster labels assignment for some of the nodes is reflected in
3The association between couple of adjacency matrices is defined as:
A(Y(k),Y(l)) =
∑n
i=1
∑
j 6=i I(y
(k)
ij = (y
(l)
ij )
n(n− 1) , k, l = 1, . . . ,K.
17
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Number of clusters
M
ea
n 
po
st
er
io
r p
ro
ba
bi
lity
4 5 6 7 8
Figure 7: Vickers data. Posterior distributions of the number of clusters.
the posterior distributions of the component means, displayed in the left plot in Figure 9 and
obtained using the procedure by Frühwirth-Schnatter (2011), described in Section 4.2. Indeed,
while the posterior distribution for the green component mean is well separated from the others,
there is some overlap between the orange and the purple component and between the purple
and the blue component. The estimated node latent coordinates are displayed in the right plot
in Figure 9. These are coloured by cluster affiliation, and components are indicated by their
estimated means (black dots) and standard deviations (ellipses). The latent space proximity
between some of the components is reflected in the average estimated edge posterior probabilities
within and between clusters in Table 6, for the three Vickers networks. Indeed, between clusters
probability values are higher among the three “female” components, purple, blue and orange.
Higher probability values are estimated in correspondence of the first network. In the best friend
and work with networks the average posterior probability of observing an edge between a male
student of the green component and any other student from other components is quite low,
namely below 0.11. Instead, in these last two networks the between cluster probabilities for the
orange, blue and purple components remain relatively high, except for the couple orange/blue
component.
The average estimated edge posterior probabilities within and between clusters have been
computed using the estimated latent distances and the estimated logit parameters reported in
Table 5. The α and β parameters have been fixed in the first network for identifiability reasons,
as discussed in Section 4.1. The values of the estimated intercepts in the last two networks
are much lower than that of the first view, as we could have expected by looking at observed
networks in Figure 6. Indeed, the get on network is much denser than the other two. The β
parameters are estimated to be close to 1 in all the three networks. This suggests that the effect
of the latent space on the edge probabilities is quite constant across the different views.
Get on Best friend Work with
α β α β α β
mean sd mean sd mean sd mean sd mean sd mean sd
2.50 - 1.00 - 0.53 0.15 1.13 0.10 0.42 0.14 0.89 0.08
Table 5: Estimated logit parameters and corresponding standard deviations.
18
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
29
28
27
26
25
24
23
22
21
20
19
18
17
16
15
14
13
12
11
10
9
8
7
6
5
4
3
2
1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(a) Average co-occurrence
1 2 3 4 5 6 7 8 10 11 12 9 18 25 14 15 16 19 20 21 22 23 26 27 13 17 24 28 29
29
28
24
17
13
27
26
23
22
21
20
19
16
15
14
25
18
9
12
11
10
8
7
6
5
4
3
2
1
(b) Estimated cluster labels.
Figure 8: Vickers data. Average co-occurrence of the nodes in the same cluster and estimated cluster
labels.
get on best friend work with
g = 1 g = 2 g = 3 g = 4 g = 1 g = 2 g = 3 g = 4 g = 1 g = 2 g = 3 g = 4
g = 1 0.90 0.29 0.39 0.27 0.55 0.07 0.07 0.04 0.54 0.10 0.11 0.07
g = 2 0.29 0.85 0.12 0.63 0.07 0.45 0.02 0.20 0.10 0.46 0.03 0.24
g = 3 0.39 0.12 0.91 0.67 0.07 0.02 0.58 0.22 0.11 0.03 0.57 0.26
g = 4 0.27 0.63 0.67 0.92 0.04 0.20 0.22 0.60 0.07 0.24 0.26 0.58
Table 6: Vickers data. Average estimated edge probabilities within and between clusters.
7 Discussion
In this work, we introduced the infinite latent position cluster model for clustering nodes in
multidimensional network data. Our model allows to address transitivity and clustering in
(multidimensional) networks via a latent space representation of the nodes, whose coordinates
are assumed to be drawn from an infinite mixture of Gaussian distributions. Differently from
existing clustering methods for network data, thanks to the infinite mixture setting, our proposal
performs joint inference on the latent coordinates, the component parameters, and the number
of mixture components. Model estimation is carried out within a Bayesian hierarchical approach
via a MCMC algorithm, whose performance has been tested in a simulation study and showed
to give results of good quality. Treating the number of component as a parameter allows to
avoid multiple model comparisons. Also, it avoids the problem of choosing which model selection
criterion to adopt for the comparison, which is not a trivial task.
The proposed framework and estimation procedure have been applied to the well known
Vickers multiplex data(Vickers & Chan 1981). In this application, our procedure has shown
to be useful in capturing and visualizing a clustering structure in the nodes/students, which
could not be identified by looking at the networks alone. Four sub-groups of students have been
detected, corresponding to four components. Cluster allocation appeared to be quite influenced
by the gender of the students, with 11 out of the 12 male students placed in the same component.
However, this was not the only clustering factor, as female students were split into three different
groups: two were large all-female components, while the remaining one is a small mixed-gender
group. One of the all-females groups can be considered the cluster of most “sociable” students,
as they are close to the other two main sub-groups. The small component estimated in the
Vickers example is composed by nodes which tend to make only few connections. Indeed, in social
network data there could be some nodes who poorly interact with others and may not present
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(a) Component means posterior distributions.
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(b) Latent coordinates, component means (in black) and
standard deviations (ellipses).
Figure 9: Vickers data. Posterior distributions of component means and estimated latent coordinates. In
the right plot (b), triangles indicate female students, while dots correspond to male students.
a clear propensity to cluster. Such nodes are “quasi-isolated” from the others, as they do not
express a clear “social” behaviour. An interesting extension of the proposed model may be that
of accounting for a “quasi-isolated” component in the mixture, which collects all “quasi-isolated”
nodes in (multidimensional) network data. An interesting consequence of this extra component
would be that of removing the possibility of having components with a single node allocated to
it. Indeed, single-node components would be grouped in a wider “quasi-isolated” one. The other
components would then contain at least two nodes, reducing the number of possible components
from G ≤ n to G ≤ n2 + 1.
Missing edges and edge-specific covariates may be easily included in the model, as done in
D’Angelo et al. (2019) for example. The inclusion of covariates would allow to address homophily
by attributes, as done in Handcock et al. (2007). Also, a more general specification of the
component covariance matrices may be allowed, e.g. by assuming an Inverse Wishart prior
distribution for such terms; only small changes would be needed in the estimation procedure we
have described.
The proposed models will be incorporated shortly in the R package spaceNet (D’Angelo &
Fop 2018), already available on CRAN.
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