Neighboring contextual elements can dramatically affect the manner in which the brain processes the perceptual characteristics of an object. Indeed, many well-known visual illusions rely on misleading contextual cues to create misperceptions of size, length or orientation (e.g., in the Ebbinghaus, Muller-Lyer or rod-and-frame illusions, respectively). However, little is known about the brain regions underlying these integrative computations. The current study used fMRI to delineate the brain areas responsible for processing visuospatial contextual information. Participants were asked to determine whether a small target was positioned left or right of midline in the presence of an offset rectangle designed to induce a shift in the participant's perception of straight-ahead (the induced Roelofs effect). We found localized, bilateral regions in superior parietal cortex and precuneus that were specifically active when participants judged the target location in the presence of this shifted context; significantly less activation was present when a color judgment was made with identical stimuli, or when the location judgment was made without a Roelofsinducing frame. We propose that this portion of parietal cortex is selectively involved in processing visuospatial contextual information. Additional findings support the notion that perceptual judgments of target location based on an egocentric frame of reference fall within the purview of the dorsal stream of visual processing, rather than the ventral stream.
Introduction
When perceiving and judging attributes such as the size, orientation or location of an object, other elements in the visual scene are often unconsciously taken into account by the observer. Well-documented illusions such as the Ebbinghaus illusion (Wundt, 1898) , Müller-Lyer illusion (1889) , and the rod-and-frame effect (Witkin and Asch, 1948 ) rely on extraneous cues to mislead our perceptual system about certain aspects of an attended object. Although visuospatial contextual integration is a factor in many perceptual tasks, few studies to date have explicitly addressed its neural underpinnings (though see Weidner and Fink, 2006; Murray et al., 2006) . The current imaging study sought to uncover the neural locus of visuospatial contextual processing in an illusion known as the induced Roelofs effect (Bridgeman et al., 1997 ; see also Roelofs, 1935) . In this illusion, observers in a darkened environment tend to misperceive the location of a target object when it is presented in the context of a large rectangular frame whose center is positioned left or right of the observer's midsagittal plane. For example, a left-shifted frame will cause an enclosed target to appear to lie further to the right, and vice-versa. Though the illusion was initially described by Bridgeman et al. (1997) as resulting from competition between separate allocentric and egocentric frames of reference, the effect has more recently been shown to be the specific result of a distortion of egocentric space. In this updated view , the induced Roelofs effect causes the observer's egocentric reference frame to be pulled in the direction of the large rectangle. Indeed, when the observers are asked to "look straight ahead," the offset frame biases their reports toward the center of the rectangle. Thus, when a target's location is encoded within the observer's biased reference frame, it appears to be displaced in the opposite direction of the rectangular frame.
In the paradigm of the present study, participants were instructed to attend to and report either the location or color of a small target square. In half of the trials, the target was presented alone on a black background. For the remaining half, the target was presented inside a large, colored frame offset from the participant's midline. The context of this larger frame served to induce the Roelofs effect, as well as a colorcontrast effect (i.e., a red frame caused the target to be perceived with more of a greenish tint and vice-versa; Webster et al., 2002 ). As the low-level aspects of the stimuli were identical across the location and color judgments, any observed differences in brain activation could be attributed to the specific judgments made concerning particular aspects of the target (e.g., noting position during the location judgment, and hue during the color judgment). The results provided an opportunity to assess the regions responsible for contextual processing in the two tasks. Weidner and Fink (2006) have previously examined visuospatial contextual processing in a task that involved a visual illusion, the Müller-Lyer illusion. Their findings suggest that the superior parietal and lateral occipital cortices play a role in visuospatial contextual processing. Given this, it might also be expected that the same areas are responsible for the contextual processing that leads to the Roelofs illusion. On the other hand, it might be expected that the contextual processing involved in a length judgment task (such as that in the Landmark task employed by Weidner and Fink, 2006) is different from that involved in an egocentric location task such as the one used here. Indeed, a previous study from our lab (Walter et al., in press ) assessed individual differences in susceptibilities to these illusions, and found evidence that they were driven by separate underlying mechanisms. Given this, we predicted that the pattern of activation associated with contextual processing in the Roelofs illusion will differ substantially from that of the Müller-Lyer illusion.
The results of this study also allowed us to evaluate the utility of two major characterizations of function for the separate streams of visual processing, referred to henceforth as the "what vs. where" (Ungerleider and Mishkin, 1982) and "perception vs. action" hypotheses (Milner and Goodale, 1995) . For example, the what vs. where framework suggests that there is a ventral stream of visual areas that is responsible for processing the visual information necessary for determining the identity of a viewed object, and a dorsal stream responsible for determining the object's location in space (Ungerleider and Mishkin, 1982) . Within this framework, then, we would expect a predominantly ventral pattern of activation during the trials that require a color judgment, and a dorsal pattern during the trials that require a location judgment. The perception vs. action framework, on the other hand, suggests that the ventral stream is responsible for processing the visual information that leads to our perception of the objects that populate the visual world, whereas the dorsal stream is responsible for guiding actions (e.g., reaches, pointing movements, eye movements) toward these objects (Milner and Goodale, 1995) . Both of the tasks employed here were perceptual in nature, in that they involved a perceptual judgment that was expressed with a symbolic button press (rather than an isomorphic goal-directed response aimed directly toward the stimulus itself). Thus, the perception vs. action framework leads to the prediction that both the color and location judgments will give rise to a predominantly ventral pattern of activation.
Materials and methods

Participants
Sixteen right-handed participants (10 females; 18-32 years of age) gave their informed, written consent as per the University of Oregon Institutional Review Board. Participants were compensated either with money or course credit for an introductory psychology course, and were naïve to the goals of the study. An initial behavioral calibration session took approximately one hour, while the scanning session itself lasted 1.5-2 h.
Stimuli
During each trial, participants were presented with a small colored target (0.5°× 0.5°square). All targets appeared to be yellowish in color, with a hint of either red or green (see below). The target was presented either alone (on a black background; Fig. 1e ) or in the presence of an offset, colored frame (16°horizontal × 8°vertical). Frames were centered at one of four locations (1.6°or 4.8°left or right of the participant's midsagittal plane) to induce a Roelofs distortion of the target's perceived location, and in one of four colors (RGB = 170, 85, 0; 142, 113, 0; 113, 142, 0; or 85, 170, 0) to induce varying color-contrast effects in the target (Figs. 1a-d) . Like the frame colors, target colors fell along a color space continuum from red to green, defined by 1) requiring the red and green RGB components to co-vary, with the sum of these components always adding to 255, and 2) including no blue component (see the Behavioral calibration section, below, for a detailed description of the mechanism used to select target colors and locations for each participant).
Experimental tasks
During the majority of the functional imaging runs, participants were asked to judge either the position (left or right of the participant's midline) or the color (tinted red or green) of the small target. The four tasks were organized in a two-by-two design: Task (Location or Color) crossed with Frame (whether the target is presented with or without a frame). During the Color task, the participant was asked to report whether the "yellowish" target was slightly more red or more green. During the Location task, participants indicated whether the target was presented to the left or right of "straight ahead." In order to ensure that participants relied on egocentric cues during the Location task, we made the scanner room as dark as possible (turning off all lights, covering illuminated monitors, covering the viewing window of the scanner room, dimming the projector and inserting a 64x neutral density filter over the projector lens to eliminate light scatter) so as to eliminate as many allocentric cues as possible.
Participants performed blocks (20 s duration) comprised of 10 trials, alternating with 16 s of rest. Task blocks were preceded by a short (2 s) message reading 'Left or right?' or 'Red or green?' to indicate to the participant which judgment should be made for trials in the upcoming block. Participants indicated their response with two MR-compatible custom-built buttonboxes; a button press with the left index finger indicated a "left" response during the Location task, and "red" during the Color task, while a press with the right index finger indicated "right" or "green" responses. Each run comprised 12 task blocks (three blocks each of four conditions, in an order randomized separately for each participant), with participants performing 6 -8 runs. Within each block, the locations and colors of the frames and targets were randomized on a trial-by-trial basis.
Behavioral calibration
Given that activity in the parietal lobe is known to be modulated by the attention required to complete a task (Kastner and Ungerleider, 2000) , we attempted to equate all of our tasks for difficulty. To achieve this, we conducted an initial behavioral assessment of each participant in the fMRI scanner, with all viewing parameters (e.g., ambient luminance, projector and viewing settings, position of participant) identical to those used during the subsequent functional scans. During this pre-testing period, participants performed location and color judgments identical to those required in the eventual scanning session, with the same frame locations and colors. However, the range of the locations and colors for the targets were varied in an adaptive way, so as to map out the psychometric functions for the location and color judgments when viewing targets in isolation (that is, in the Withoutframe conditions), as well as in the presence of each combination of frame location and color in the With-frame conditions. Participants first performed the Location task (using all combinations of frame location and color), with a wide range of target locations used to ensure a bracketing of the center point of the psychometric function for each frame location (presented in random order). Graphic representations of the psychometric functions were created online, and were used to assess the target locations for the different frames, with the target locations then manually adjusted to focus in on the extent of each psychometric function (that is, to maximize the data collected for the rise of each psychometric function). After the functions for the location judgments were Fig. 1 . Schematic examples of the stimuli, depicting the locations and colors of the frames and targets in the With-frame (a-d) and Without-frame trials (e). Images are drawn to scale, with the exception of the targets, which are represented here as twice their normal size for clarity. Although the RGB values of the images are the same as those used in the experiment, peculiarities in the printing process have distorted the colors from those seen by the participants. In addition, the figure depicts only 4 of the 16 combinations of four frame locations and four colors. Vertical dashed lines (not seen by participants) represent the location of the participant's midsagittal plane. Curves (f, g) show the best-fit psychometric functions for the Location (f) and Color (g) judgments of a typical participant in the pre-scan behavioral calibration procedure. Circles represent the target locations and colors used for this participant during the subsequent experimental scans, with the labeled circles depicting the parameters for those targets shown in a-e. determined, a similar routine was used to determine the psychometric functions for the Color task.
The psychometric functions determined in this way were then used to select stimulus parameters (target location and color) for the subsequent imaging session. In the location judgment, the functions were first characterized by fitting to the data the curve Proportion of "Right" responses
with Loc equal to the target location, PSE (the point of subjective equality) equal to the location at which the target was reported as being "Left" or "Right" in equal proportions, and Slope characterizing the rate of rise in the psychometric function. A least-squares fitting routine was used to determine the PSE and Slope parameters. These parameters were used to select target locations that occupied equivalent positions (i.e., distances of one and three times the value of the Slope parameter from the PSE) on each psychometric curve for different frame locations in the individual participants ( Fig. 1f ). An analogous procedure was used to select target colors (with the red and green RGB components always summing to 255) for the different frame colors (Fig. 1g ). These target locations (ranging from 2.4°left to 2.9°right of the participant's midsagittal plane) and colors (ranging, in RGB values, from 78, 177, 0 to 156, 99, 0) were then used during the functional scans in an attempt to equate the difficulty of each of the four tasks for each participant, thus reducing the possibility of activations related simply to differences in task difficulty or attention levels. After the scans were complete, participants were asked to rate the subjective difficulty of each of the tasks on a scale from 1 = extremely easy (i.e., no effort was required), to 10 = extremely difficult (i.e., required every bit of mental effort that could be mustered).
Quantifying the behavioral effects
To determine the magnitude of the Roelofs effect, psychometric functions (Eq. (1)) were fit to the behavioral responses for each frame location (with the behavior expressed as the proportion of "Right" responses for each target location). A one-way ANOVA (SPSS 16.0) was used to test for a main effect of frame position, and a linear regression was then used to determine the relationship between frame location and the target PSE. The slope of this regression provided a measure of the induced Roelofs effect, which was then expressed as a percent gain. An analogous method was used to determine the gain of the color-contrast effect, reflecting the change in the target color PSE associated with the location of the frame color in the red-green color space defined above.
Eye-movement localizer task
To account for functional activations caused merely by possible differences in patterns of eye movements in the different tasks, an eye-movement localizer task was carried out with a subset of participants. In an additional run, this subset of participants (n = 9) made eye movements to small targets (0.5°× 0.5°, 1 s duration each, no ISI) that appeared on a black background, during 20 s blocks separated by intervening periods of rest (16 s). So as to ensure that the cortical oculomotor regions of the brain were fully activated in the eye-movement localizer task, targets were displaced at a faster rate, and included more peripheral positions on the screen (and therefore required a wider range of saccade amplitudes) than those presented during the Location and Color tasks. Eye-movement blocks were preceded by 2 s of the instruction "Follow target." Participants were instructed to foveate each target during the movement blocks, and lay still with their eyes open, but without making eye movements, during the rest periods.
Scan parameters and image processing
Functional MR images were acquired using a 3T headonly MRI (Siemens Magnetom Vision, Erlangen, Germany), with a standard birdcage head-coil. For each functional run, we used a standard BOLD (blood-oxygenation-level-dependent) gradient-echo echo-planar imaging sequence (TR = 2 s, TE = 30 ms, 32 slices, 4 mm thickness, 0 mm gap, FOV = 200 × 200 × 128 mm) allowing us to achieve nearly whole-brain coverage with a functional in-plane resolution of 3.125 × 3.125 × 4 mm. In addition, we collected anatomical images (whole brain, 1 mm slices, 0 mm gap) using a standard Siemens MPRAGE sequence allowing detailed reconstruction of anatomy with a voxel resolution of 1 × 1 × 1 mm.
All raw functional data from each participant was converted into BrainVoyager 2000 and Brain Voyager QX format (Brain Innovation, Maastricht, The Netherlands) and preprocessed using custom MatLab scripts to automate and standardize image processing. Images were preprocessed by first performing slice-time scan correction and then 3 D motion correction using BrainVoyager. They were then subjected to a temporal high-pass filter to remove the 1st, 2nd and 3rd order elements, and a low-pass spatial filter using a Gaussian kernel (4 mm full-width at half-maximum). Finally, the functional images from each participant were each aligned to the participant's own anatomical scan, which were then aligned with the AC-PC plane and converted into the Talairach atlas space as defined by Talairach and Tournoux (1988) by individually defining bounding boxes for the entire brain, using AC and PC as anchor points for the transformation (BrainVoyagerQX 1.9). Data from all participants were combined and analyzed using a random-effects general linear model. Models for each block-type during the functional runs were constructed as box-car functions convolved with the hemodynamic response as implemented in the BrainVoyagerQX 1.9 statistical package. We then calculated betaweights for each voxel, for each condition, to use in later contrasts. We report the areas of activation for each contrast that reached significance with a voxel-level threshold of p b 0.001 (uncorrected) then cluster-corrected to an extent threshold of p b 0.05, unless otherwise stated. Cluster-based corrections were performed using the Cluster-level Statistical Threshold Estimator plug-in for BrainVoyagerQX 1.9 (Goebel et al., 2006) .
Results
Behavioral effects
Based on the results of earlier examinations of the Roelofs effect, it was expected that the location of the frame would affect the perceived location of the target, with, for example, left-shifted frames causing a rightward bias in the participant's perception of the target location. Indeed, a significant effect of frame location was seen in the Location task during pre-testing sessions (F(4, 60) = 5.041, p b 0.005, with a significant linear contrast, F(1, 15) = 7.610, p b 0.05; average gain of 3.0%), and a similar effect was seen during the fMRI scanning sessions (F(4, 60) = 2.689, p b 0.05, with a marginal linear contrast, F(1, 15) = 3.240, p = 0.09; average gain of 2.8%). During the Color task, a clear color-contrast effect was seen, with the red frames causing a greenish tint in the targets, and vice-versa, in both the pre-testing sessions (F(4, 60) = 57.856, p b 0.001, with a significant linear contrast, F(1, 15) = 63.444, p b 0.001; average gain of 34%) and the fMRI scanning sessions (F(4, 60) = 46.667, p b 0.001, with a significant linear contrast, F
(1, 15) = 82.088, p b 0.001; average gain of 39%). Fig. 2 . Patterns of subjective difficulty for the four tasks, demonstrating a significant main effect of frame and a task × frame interaction. Fig. 3 . Functional maps demonstrating widespread regions in occipital, temporal and parietal cortex that are more active during the With-frame vs. Without-frame conditions. The event-related averaging graphs (bottom panels, corresponding to the labeled arrows in the brain images) show the time course of the activations in the Location-with-frame (red), Location-without-frame (orange), Color-with-frame (dark blue) and Color-without-frame (light blue) conditions. All activations surpassed a whole-brain voxel-level threshold of p b 0.0 01 (uncorrected) with a cluster-corrected threshold of p b 0.05.
According to the post-scan subjective difficulty ratings (Fig. 2) , participants reported the Location and Color judgments without a frame present as easiest (M = 3.97 ± 0.51 s.e.; M =4.69± 0.49, respectively) and the Location and Color judgments with a frame present as slightly more difficult (M = 5.78 ± 0.41; M = 5.50 ± 0.45, respectively). A 2 × 2 repeated measures ANOVA of Task (Location and Color) × Frame (With-frame and Withoutframe) indicated no difference in perceived difficulty across Location and Color conditions, though there was a statistically significant overall difference between With-frame and Without-frame conditions (F(1, 15)= 14.731, p b 0.005). In addition, there was a significant interaction of Task × Frame (F(1, 15)= 4.768, p b 0.05). Post-hoc t-tests indicated that this interaction was driven by a significant difference between the Locationwith-frame and Location-without-frame conditions (t(15) = 6.797, p b 0.001), with no significant differences in the difficulty ratings of other combinations of conditions.
Main effect of the frame
In a random-effects model with all sixteen participants, a contrast of both With-frame conditions versus both Withoutframe conditions allowed us to determine which areas were activated merely by the presence of the frame, regardless of the subsequent decision to be made (Fig. 3) . Not surprisingly, the primary activations were found bilaterally in early visual areas, in the thalamus, middle occipital gyrus (BA 17/18), and lingual gyrus of the occipital lobe (BA 18). Other areas significantly more active with the frame present were found near the parahippocampal gyrus in the occipital lobe (BA 37). In addition, portions of superior parietal cortex (BA 7/19) were significantly activated in this contrast, though this activation appeared to be driven almost entirely by the Location-withframe condition.
Main effect of the task
To delineate areas of the brain that are generally involved in processing location or color information, a contrast of both Location tasks (With-and Without-Frame) versus both Color tasks was performed (Table 1 and Fig. 4 ). Bilateral regions in the parietal lobe, including superior parietal cortex (BA 7) and right supramarginal gyrus (BA 40) as well as areas in the frontal lobe (right precentral gyrus and left middle frontal gyrus, BA 6) were found to be more active during the Location judgments. In addition, smaller regions of occipital (bilateral superior occipital gyrus, BA 19) and temporal cortices (right middle temporal gyrus, BA 37/39) were also significantly activated in the Location conditions relative to the Color conditions.
In contrast to the dorsal pattern of regions more active in the Location task, the Color task activated ventral regions, including the right fusiform gyrus (BA 20), left lingual gyrus and right inferior occipital gyrus (BA 18).
Task × frame interactions (Roelofs-contrast and color-contrast effects)
The 2 × 2 design of the experimental paradigm allowed not only a quantification of the main effects of task and frame, but also of any task × frame interactions that would delineate brain regions that more specifically processed the contextual information of the frame for use in a given task. Although there were no cortical regions that showed this pattern of activation when tested with a whole-brain voxel-level threshold of p b 0.001 (uncorrected) and then cluster-corrected with an extent threshold of p b 0.05, a conjunction analysis of two separate contrasts did isolate regions that showed a sensitivity to both the task and the presence of the frame. First, a Location-with-frame vs. Location-without-frame contrast was used to delineate areas that were involved in processing the visual image of the frame and its related contextual information. A second contrast of Location-with-frame vs. Color-withframe was used to delineate the areas specifically involved in the location judgment (this contrast also effectively subtracted out the activation associated with, for example, the low-level visual processing of the frame's image, which would presumably be equal in the Location-with-frame and Colorwith-frame tasks). The conjunction of these two contrasts yielded those areas that were involved in processing the contextual information provided by the frame during a location judgment. This conjunction, termed the Roelofscontrast, found activations in right superior parietal cortex (SPL, BA 7) and bilaterally in the precuneus (BA7; Table 1 and Fig. 5) . Furthermore, an ROI-based analysis of these regions indicated that the activations of the right SPL and precuneus do reflect a task × frame interaction, with a greater framerelated activation associated with the Location task than with the Color task (t N 5.728, p b 0.0001). In contrast, the region of activation in left precuneus failed to show a task × frame interaction (t = 0.788). In order to delineate areas that were significantly active during the Color-contrast condition, we performed a conjunction analysis that isolated areas active in both of the following contrasts: (Color-with-frame vs. Location-withframe) and (Color-with-frame vs. Color-without-frame). No voxels were significantly activated with our predefined whole-brain voxel-level threshold of p b 0.001 (uncorrected) cluster-corrected with an extent threshold of p b 0.05. However, at a slightly more lenient threshold (voxel-level threshold of p b 0.005, cluster-corrected at p b 0.05), regions of activation were seen (Fig. 5) in the right fusiform gyrus (BA 20/37), left inferior occipital gyrus (BA 17/18), and left inferior frontal gyrus (BA 6). When tested with an ROI-based analysis, all of these regions did reflect a task × frame interaction (t N 4.285, p b 0.0001), with a greater sensitivity to the frame during the color task than during the location task.
Eye-movement control task
To rule out the possibility that the pattern of activation in the Roelofs-contrast was due simply to differences in eye movements across these tasks, nine of the participants performed an additional eye-movement localizer task. Because our concern in doing this control was to compare activations within our tested group, we performed a fixedeffects analysis of the eye-movement data and compared it with a fixed-effects model of the same participants' Location and Color runs, with all contrasts thresholded at p b 0.05 (Bonferroni corrected). During the eye-movement localizer blocks, extensive regions of cortex were significantly activated, including the frontal eye fields (FEF; precentral gyrus) and regions in the parietal cortex, with foci near the intraparietal sulcus. In addition, large regions of occipital cortex (BA 17/18) and inferior parietal cortex (BA 40) were also activated during the eye-movement localizer. Although some areas active in the Roelofs-contrast overlapped somewhat with areas implicated in the eye-movement localizer task (specifically, an area in precuneus, BA 7), the Roelofs-contrast and the eye-movement localizer showed very different task activation profiles overall. Indeed, of all of the voxels active in the Roelofs-contrast, 86% showed no overlap with areas activated during the eye-movement task (Fig. 6) .
Discussion
This study examined the brain areas responsible for judgments of location and color, as well as the areas that are Fig. 5 . Functional maps demonstrating regions that were active in the Roelofs-contrast (a conjunction of the following contrasts: Location-with-frame vs Color-with-frame and Location-with-frame vs Location-without-frame) or Color-contrast (a conjunction of the following contrasts: Color-with-frame vs Location-with-frame and Color-with-frame vs Color-without-frame). The event-related averaging graphs (bottom panels, corresponding to the labeled arrows in the brain images) show the time course of the activations in the Location-with-frame (red), Location-without-frame (orange), Color-with-frame (dark blue) and Color-without-frame (light blue) conditions. Roelofs-contrast activations surpassed a whole-brain voxel-level threshold of p b 0.001 (uncorrected) with a cluster-corrected threshold of p b 0.05. Color-contrast activations surpassed a whole-brain voxel-level threshold of p b 0.0 05 (uncorrected) with a cluster-corrected threshold of p b 0.05. involved in processing contextual cues associated with these judgments. We demonstrated brain activations that were uniquely related to decisions about a target's location versus its color, even when viewing identical visual stimuli. Specifically, judgments regarding location in our paradigm activated a network of parietal and frontal areas, relative to the tasks requiring a decision about color. Furthermore, certain parietal areas (BA 7) were selectively active when making an egocentric location judgment in the presence of contextual information (the Roelofs-contrast). The Color tasks, in comparison to the Location tasks, primarily activated ventral visual areas. In addition, our Color-contrast task (that is, a color decision in the presence of the frame) activated ventral visual areas, primarily in the fusiform and inferior occipital gyri. These sites of color-related activation correspond well to those described in previous imaging studies as being homologues of macaque color processing areas (e.g., Tootell and Hadjikhani, 2001; Hadjikhani et al., 1998) . Although the design of this study did allow for an assessment of the brain regions involved in color processing, the goal of the study was to focus on location judgments and the use of visuospatial context; for this reason, issues of color processing will be addressed only briefly throughout the remainder of the Discussion.
Factors influencing behavioral effects
Though we observed a robust color-contrast effect, the behavioral induced Roelofs effects exhibited by our participants (an average gain of approximately 3%; that is, an error of 0.144°for a frame shifted 4.8°from the midline) were attenuated relative to the effects typically seen in our lab and that of Bridgeman (with average gains of approximately 8-16%; e.g., . The reasons for this difference in effect size are unknown, though a number of different factors may have contributed. First, previous investigations of the Roelofs effect in our lab have taken place in complete darkness, preventing the participants from using an allocentric strategy to solve the task, and instead forcing them to rely on egocentric cues. Though we attempted to make the MRI environment completely dark, it was impossible to eliminate all light scatter from the projector (even with a black background color and a 64x neutral density filter covering the lens), which resulted in a faint edge visible around the projection screen. It is possible that the presence of this cue allowed the participants to partially overcome the shift of the apparent midline typically induced by the offset frame, thereby reducing the Roelofs effect. In addition, participants in previous Roelofs experiments have generally completed the task sitting upright, while participants in the current study were lying supine on the scanner gurney as they made their decisions. Although a supine posture in itself does not affect the perception of a target's location in the bodyreferenced azimuth (Ceyte et al., 2007) , there is evidence that suggests that this posture may alter the brain's reliance on the various cues used to define a reference frame for the completion of cognitive tasks (e.g., Marendaz, 1998) . It is possible that the supine posture of the participants in the present study caused a devaluation of the cue provided by the illuminated frame, thereby decreasing the magnitude of the Roelofs effect. Another factor that should be considered as a possible reason for the small magnitude of the Roelofs effect was the participants' extensive exposure to the stimuli during the hour-long calibration pre-testing session. However, a smaller than expected effect was already obvious in the data collected during the pre-testing session, suggesting that this was not an inadvertent effect of training.
Though a number of factors may have contributed to the smaller-than-typical Roelofs effect, the fact that an effect was still present suggests that participants were indeed making use of a distorted egocentric reference frame during the Location-with-frame tasks. It is known that there are normal individual differences in illusion susceptibility (e.g., Coren et al., 1976; Coren and Porac, 1987; Walter et al., in press) , and it may be that this particular selection of participants just happened to have susceptibilities smaller than in the general population. If that is the case, then the activations reported here would be conservative estimates of the activations that one might expect in more-typically susceptible individuals.
Possible effects of attention and eye movements
The parietal regions found to be active in the Roelofscontrast are near regions that have been previously demonstrated to be involved with the control of eye movements (Muri et al., 1996) and attention (Kastner and Ungerleider, 2000) ; because of this, attempts were made to rule out the possibility that the patterns of activation reported here were caused simply by differences in eye movements and attentional demands in the different conditions. Wojciulik and Kanwisher (1999) found that attention-related parietal activation was more dependent on the level of effort involved in performing a visual task, rather than the details of the precise task being tested. We attempted to rule out task difficulty as an explanation for any differences in activation by tailoring stimuli within each task for each participant (that is, by selecting target location and color parameters that occupied identical locations on the psychometric functions that characterize the different judgments). Though our procedures were relatively successful at equating difficulty across the tasks, some differences in the subjective post-scan ratings of task difficulty did remain (Fig. 2) . This pattern of subjective difficulty across the participants suggests that brain regions Fig. 6 . Brain regions showing voxels significantly activated in a fixed-effects analysis of all participants (n = 9) who performed the eye-movement localizer task, in addition to the Location and Color tasks. Shown in yellow are those areas significantly activated during the Roelofs-contrast. Shown in light blue are those voxels activated during the eye-movement localizer task. Shown in green are those regions common to both the Roelofs-contrast and the eye-movement localizer task (i.e., overlap areas). All contrasts are threshold at p b 0.05, Bonferroni corrected.
primarily sensitive to difficulty would have the most activation associated with the Location-with-frame task and the least with the Location-without-frame task; although the former was true in the areas delineated in the Roelofscontrast, the latter was not (see the plots of the time course of activation in Figs. 5a-c) . In addition, the Color-with-frame task was judged by participants to be equally difficult with the Location-with-frame task. Thus, the contrast of these conditions in the Roelofs-contrast should have eliminated any areas strictly modulated by task difficulty. Indeed, clear differences can be seen in the level of activation for these two equallydifficult conditions (Figs. 5a-c) , suggesting that the activations in these parietal regions were not simply reflections of task difficulty and attentional demands. Likewise, the perceived difficulties of the Color and Location tasks were not significantly different overall, indicating that the regions of activation associated with these tasks were not simply driven by task difficulty.
An examination of the data from the eye-movement localizer yields evidence against the idea that the parietal regions activated in the Roelofs-contrast were merely the parietal eye fields, with activations that simply reflected different patterns of eye movements in the different Location and Color tasks (Fig. 6 ). The activation of the Roelofs-contrast was found to have very little overlap with the parietal regions that were active in a task specifically designed to delineate regions involved in oculomotor control. Additionally striking in this regard is the absence of other well-known oculomotor regions in those areas activated in the Roelofs-contrast. For example, if the Roelofs-contrast simply reflected a confound in the patterns of eye movements associated with the different tasks, one would also expect to see the frontal eye fields active with this contrast. However, while the frontal eye fields are clearly reflected in the data of the eye-movement localizer task, they were not activated in the Roelofs-contrast.
Visuospatial contextual processing
The induced Roelofs effect is only one of many illusions that are brought about by the brain's occasionally inappropriate use of visuospatial contextual cues. However, previous studies have indicated that the mechanisms by which these cues are processed are not necessarily uniform across the different illusions (e.g., Dyde and Milner, 2002) . Previous work in our lab has examined individual differences in susceptibilities to a battery of illusions, and found evidence for subsets of illusions that differ in their underlying mechanisms (see also Coren et al., 1976; Coren and Porac, 1987) . For example, susceptibility to the Roelofs effect was found to correlate with the susceptibilities to the rod-and-frame, Ponzo, Poggendorff and Zöllner illusions, while it was unrelated to Müller-Lyer and induced motion susceptibilities (Walter et al., in press ). The grouping of the Roelofs, rod-and-frame, Ponzo, Poggendorff and Zöllner illusions fits well with the hypothesis of Prinzmetal and colleagues (Prinzmetal and Beck, 2001; Shimamura and Prinzmetal, 1999 ) that a subset of illusions are caused by context-related distortions of the observer's perceptual reference frame.
Given the evidence that the induced Roelofs effect is driven by a distortion of the observer's reference frame , we predicted that the network of brain structures responsible for processing the contextual cue that drives the distortion would be substantially different from the network of structures responsible for processing visuospatial illusions that are driven by different mechanisms (e.g., the Müller-Lyer illusion). Weidner and Fink (2006) examined the neural mechanisms underlying the Müller-Lyer illusion, and found that the illusion was associated with an increased activation in bilateral lateral occipital cortex as well as the right superior parietal lobule. Interestingly, the superior parietal region delineated in their study was very similar to that demonstrated in the present study with the Roelofs-contrast.
1 Thus, it may be that this portion of the superior parietal region is responsible for processing a wide variety of visuospatial contextual cues, with other brain regions responsible for using the output of this region in a manner suitable for the task being performed. For example, the lateral occipital cortex could use this contextual information from the superior parietal lobule for length judgments that are prone to the Müller-Lyer illusion (Weidner and Fink, 2006) , while the frontoparietal network of regions involved in the present Location task could use it for location judgments that are prone to the Roelofs effect.
Implications for the two visual systems hypothesis
With respect to the dorsal and ventral streams of visual processing, the general pattern of activation associated with the Location tasks was predominantly dorsal, and was strikingly different from the more ventral pattern of activation associated with the Color tasks. Indeed, the most ventral of the regions associated with the Location tasks was in the middle temporal gyrus, with Talairach coordinates roughly similar to, and certainly no more ventral than, those from previous descriptions of the motion sensitive areas of V5/MT+ (Watson et al., 1993; Dumoulin et al., 2000; Wilms et al., 2005) 2 , which are generally considered to be components of the dorsal stream of processing (Ungerleider and Pasternak, 2004; Young, 1992) . This combination of dorsal activation in the Location tasks and ventral activation with the Color tasks corresponds well to a what vs. where division of labor between these visual processing streams, as proposed by Ungerleider and Mishkin (1982) . Furthermore, the finding of robust activation in parietal cortex during the location judgment, coupled with a lack of activation in ventral stream areas during that task, runs counter to the proposal of a perception vs. action division of labor, as put forth by Milner and Goodale (1995) . According to their characterization, the dorsal stream of visual processing is recruited for guiding goal-directed actions, whereas the ventral stream subserves conscious perceptions about our visual world. Since both the Location and Color tasks of the present study required perceptual judgments and symbolic button-press responses, the perception vs. action model would have predicted a 1 Whereas the SPL region in the current study had Talairach coordinates of X =17, Y = -65, Z = 53, the corresponding region of Weidner and Fink (2006) was centered at X = 16, Y = −68, Z = 55 (after translating their MNI coordinates into the coordinates of Talairach and Tournoux, 1988 , using the method of Lacadie et al., in press ; http://www. bioimagesuite.org/Mni2Tal/index.html).
2 The slightly more anterior location of the regions reported in the present study (Talairach Y = −51 to −57, compared to the mean Y = −67 to −70 from across a number of studies of V5/MT+, as reported by Wilms et al., 2005) might suggest that these regions correspond more specifically to the human analog of MST, which has been reported to be located just anterior to MT (Dukelow et al., 2001 ). This activation may have been associated with an attempt by participants to use the induced motion of the frame and target from one trial to the next as a partial cue for determining the target's location.
predominantly ventral activation for both, which was clearly not the case.
Egocentric versus allocentric reference frames
Although our results are broadly consistent with a what vs. where division of function, it is also possible that our findings may be better understood with respect to the particular frame of reference used to complete each of our tasks. Certain computations are most efficiently accomplished using a particular reference frame. For example, a system mediating actions in the world would need a continually updated representation of a target object with respect to one's own limb (or trunk). This representation would not need to be long-lived, but would need to be quickly updated to account for movements of the individual and of objects in the environment. In contrast, a system capable of remembering and classifying objects would need to encode their representations in some more enduring format -perhaps with respect to other items, or to the world in general (e.g., based on gravity or the horizon). In short, it is thought that the parietal cortex codes for space in a variety of egocentric frames (e.g., Colby and Goldberg, 1999 ; though see Snyder et al., 1997) , while visual processing in the temporal lobe organizes objects according to their own spatial interrelationships (i.e., in an allocentric manner, such as the Cognitive Map theory proposes for the hippocampus; O' Keefe and Nadel, 1978) . This way of parsing function is rather different from a what vs. where dichotomy, since computations of "where" can be completed in either an egocentric or allocentric reference frame, depending on the circumstances and task requirements. It also differs from an action vs. perception dichotomy, since both perceptions and actions can be driven by either allocentric or egocentric information, depending on the circumstances (Smeets et al., 2002) .
Previous functional imaging studies have indeed provided evidence for an egocentric vs. allocentric dissociation of function across the two visual processing streams. Galati, Vallar and colleagues (Vallar et al., 1999; Galati et al., 2000) performed two imaging studies involving egocentric spatial perceptions that dovetail well with the sites of interest found in our Location task. In the earlier study, Vallar et al. (1999) asked participants to note when a bar moving horizontally across a computer screen either changed direction (an allocentric or world-centered judgment), or when it crossed the participant's subjective median plane (an egocentric judgment). In short, these researchers found increased activation in a primarily right-lateralized network of frontal and posterior parietal regions during performance of the egocentric task relative to the allocentric judgment (Vallar et al., 1999) . Importantly, they did not find activations sensitive to the egocentric task in any of the ventral stream areas (i.e., in the temporal cortex), even though theirs was a perceptual task. A second imaging study (Galati et al., 2000) again probed egocentric versus allocentric differences, and compared them to a non-spatial task. In this later study, Galati and colleagues (2000) asked participants to view a long, horizontal bar segmented by a shorter, vertical green line. Depending on the condition, participants were asked to indicate the location of the vertical line with respect to their egocentric perception of straight-ahead (the egocentric task), to determine the location of the vertical line with respect to the horizontal line that it crossed (the allocentric task), or to judge the relative colors of the lines (the non-spatial task). Although it can be difficult to ascertain the extent of activated clusters, the sites determined in the present study to be associated with the Location tasks do appear to overlap with sites of activation for the egocentric task of Galati et al. (2000) . In particular, we find overlap in right posterior parietal (precuneus, BA 7) and left frontal cortex (middle frontal gyrus/precentral sulcus; BA 6).
Summary
The current study found that portions of posterior parietal cortex (BA 7) were selectively active when making decisions about the location of a target in the presence of contextual information. Though located in posterior parietal cortex, these areas are distinct from regions that are directly related to eyemovement and attentional shifts. This provides support for the idea that the function of these parietal areas extends beyond egocentric transformations and spatial attention, and includes a role in processing the visuospatial contextual information that, under specific circumstances, can lead to visuospatial illusions. The pattern of activation seen during location judgments also supports a dissociation of ventral and dorsal processing streams based on the neural mechanisms involved in judging the identity or location of a target, respectively (Ungerleider and Mishkin, 1982) , or perhaps the mechanisms involved in encoding locations within allocentric and egocentric reference frames, respectively (e.g., Vallar et al., 1999; Galati et al., 2000) .
