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I. INTRODUCTION
Large margin classifiers, such as the support vector machine (SVM) [1] and the maximum entropy discrimination (MED) classifier [2] , have enjoyed great popularity in the signal processing and machine learning communities due to their broad applicability, robust performance, and the availability of fast software implementations. When the training data is representative of the test data, the performance of MED/SVM has theoretical guarantees that have been validated in practice [1] , [3] , [4] . Moreover, since the decision boundary of the MED/SVM is solely defined by a few support vectors, the algorithm can tolerate random feature distortions and perturbations.
However, in many real applications, anomalous measurements are inherent to the data set due to strong environmental noise or possible sensor failures. Such anomalies arise in industrial process monitoring, video surveillance, tactical multimodal sensing, robust spectrum sensing [5] , [6] , and, more generally, any application that involves unattended sensors in difficult environments (Fig. 1 This research was supported by US Army Research Office (ARO) grants WA11NF-11-1-103A1. are understood to be observations that have been corrupted, incorrectly measured, mis-recorded, drawn from different environments than those intended, or occurring too rarely to be useful in training a classifier [7] . If not robustified to anomalous measurements, classification algorithms may suffer from severe degradation of performance. Therefore, when anomalous samples are likely, it is crucial to incorporate outlier detection into the classifier design. This paper provides a new robust approach to design outlier resistant large margin classifiers.
A. Problem setting and our contributions
We divide the class of supervised training methods into four categories, according to how anomalies enter into different learning stages.
TABLE I CATEGORIES FOR SUPERVISED TRAINING ALGORITHMS VIA DIFFERENT ASSUMPTION OF ANOMALIES
Training set (uncorrupted) Training set (corrupted)
Test set (uncorrupted) classical learning algorithms (e.g. [2] , [8] , [9] )
Robust classification & training (e.g. [3] , [4] , [10] - [19] , this paper)
Test set (corrupted)
anomaly detection (e.g. [20] - [23] ) Domain adaptation & transfer learning (e.g. [24] - [26] )
As shown in Table I , a majority of learning algorithms assume that the training and test samples follow the same nominal distribution and neither are corrupted by anomalies. Under this assumption, an empirical error minimization algorithm can achieve consistent performance on the test set. In the case that anomalies exist only in the test data, one can apply anomaly detection algorithms, e.g. [21] - [23] , [27] , to separate the anomalous samples from nominal ones. Under additional assumptions on the nominal set, these algorithms can effectively identify an anomalous sample under given false alarm rate and miss rate. Furthermore, in the case that both training and test set are corrupted, possibly with different corruption rate, domain adaptation or transfer learning methods may be applied [24] , [26] , [28] . This paper falls into the category of robust classification & training in which possibly anomalous samples occur in the training set. Such a problem is relevant, for example, when high quality clean training data is too expensive or too difficult to obtain. In [3] , [4] , [12] , the test set is assumed to be uncorrupted so that the test error provides an unbiased estimate of the generalization error on the nominal data set, which is a standard measure of performance for robust classifiers. We adopt this assumption, although we also evaluate the proposed robust classifier when the test set is also corrupted with limited corruption rate. Our goal is to train a classifier that minimizes the generalization error with respect to the nominal data distribution when the training set may be corrupted.
The area of robust classification has been thoroughly investigated in both theory [3] , [4] , [10] , [12] - [14] , [16] and applications [15] , [17] - [19] . Tractable robust classifiers that identify and remove outliers, called the Ramp-Loss based learning methods, have been studied in [3] , [11] , [13] , [15] . Among these methods, Xu et al. [13] proposed the RobustOutlier-Detection (ROD) method as an outlier detection and removal algorithm using the soft margin framework. Training the ROD algorithm involves solving an optimization problem, for which dual solution is obtained via semi-definite programming (SDP). Like all the Ramp-Loss based learning models, this optimization is non-convex requiring random restarts to ensure a globally optimal solution [7] , [17] . In this paper, in contrast to the models above, a convex framework for robust classification is proposed and a tractable algorithm is presented that finds the unique optimal solution of a penalized entropybased objective function.
Our proposed algorithm is motivated by the basic principle underlying the so-called minimal volume (MV) /minimal entropy (ME) set anomaly detection method [20] - [23] . Such methods are expressly designed to detect anomalies in order to attain the lowest possible false alarm and miss probabilities. In machine learning, nonparametric algorithms are often preferred since they make fewer assumptions on the underlying distribution. Among these methods, we focus on the Geometric Entropy Minimization (GEM) algorithm [22] , [23] . This algorithm estimates the ME set based on the k-nearest neighbor graph (k-NNG), which is shown to be the Uniformly Most Powerful Test at given level when the anomalies are drawn from an unknown mixture of known nominal density and uniform anomalous density [22] . A key contribution of this paper is the incorporation of the nonparametric GEM anomaly detection into a binary classifier under a non-parametric corrupt-data model.
The proposed framework, called the Geometric-EntropyMinimization regularized by Maximum Entropy Discrimination (GEM-MED), follows a Bayesian perspective. It is an extension of the well-established Maximum Entropy Discrimination (MED) approach proposed by Jaakkola et al. [2] . MED performs Bayesian large margin classification via the maximum entropy principle and it subsumes SVM as a special case. The MED model can also solve the parametric anomaly detection [2] problem and has been extended to multitask classification [29] . A naive application of MED to robust classification might use a two-stage approach that implements an anomaly detector on the training set prior to training the MED classifier, which is sub-optimal. In this paper, we propose GEM-MED as a unified approach that jointly solves an anomaly detection and classification problem via the MED framework. The GEM-MED explicitly incorporates the anomaly detection falsealarm constraint and the mis-classification rate constraint into a maximum entropy learning framework. Unlike the twostage approach, GEM-MED finds anomalies by investigating both the underlying sample distribution and the sample-label relationship, allowing anomalies in support vectors to be more effectively suppressed. As a Bayesian approach, GEM-MED requires no tuning parameter as compared to other anomaly-resistant classification approaches, such as ROD [13] . We demonstrate the superior performance of the GEM-MED anomaly-resistant classification approach over other robust learning methods on simulated data and on a real data set combining sensor failure. The real data set contains humanalone and human-leading-animal footsteps, collected in the field by an acoustic sensor array [30] - [32] .
B. Organization of the paper
What follows is a brief outline of the paper. In Section II, we review MED as a general framework to perform classification and other inference tasks. The proposed combined GEM-MED approach is presented in Section III. A variational implementation of GEM-MED is introduced in Section IV. Experimental results based on synthetic data and real data are presented in Section V. Our conclusions are discussed in Section VI.
II. FROM MED TO GEM-MED: A GENERAL ROUTINE
Denote the training data set as D t := {(y n , x n )} n∈T , where each sample-pair (y n , x n ) ∈ Y × X = D are independent. Denote the feature set X ⊂ R p and the label set as Y. For simplicity, let Y = {−1, 1}. The test data set is denoted as D s := {x m } m∈S . We assume that {(y n , x n )} n∈T are i.i.d. realizations of random variable (Y, X) with distribution P t , conditional probability density p(X|Y = y, Θ) and prior p(Y = y), y ∈ Y, where Θ is the set of unknown model parameters. We denote by p(Y = y, X; Θ) = p(X|Y = y, Θ)p(Y = y) the parameterized joint distribution of (Y, X). The distribution of test data, denoted as P s , is defined similarly. P nom denotes the nominal distribution. Finally, we define the probability simplex ∆ Y×X over the space Y × X .
A. MED for classification and parametric anomaly detection
The Maximum entropy discrimination (MED) approach to learning a classifier was proposed by Jaakkola et al [2] . The MED approach is a Bayesian maximum entropy learning framework that can either perform conventional classification, when P t = P s = P nom , or anomaly detection, when P t = P s , and P t = P nom . In particular, assume that all parameters in Θ are random with prior distribution p 0 (Θ). Then MED is formulated as finding the posterior distribution q(Θ) that minimizes the relative entropy
subject to a set of P constraints on the risk or loss:
The constraint functions
can correspond to losses associated with different type of errors, e.g. misdetection, false alarm or misclassification. For example, the classification task defines a parametric discriminant function F C : ∆ Y×X ×D → R + as F C (p, (y n , x n ); Θ) := log p(Y = y n |x n ; Θ)/p(Y = y n |x n ; Θ).
In the case of the SVM classification, the loss function is defined as
Other definitions of discriminant functions are also possible [2] .
where p(x n ; Θ) is the marginal likelihood p(x n ; Θ) = yn∈Y p(X = x n |Y = y n , Θ)p(Y = y n ). The constraint function (4) has the interpretation as local entropy of X in the neighborhood of X = x n . Minimization of the average constraint function yields the minimal entropy anomaly detector [22] , [23] . The solution to the minimization (2) yields a posterior distribution p(Y = y|x n , Θ) where Θ := Θ ∪ {ξ n } ∪ {β}. This lead to a discrimination rule
when applied to the test data D s .
The decision region {x ∈ X |Y = y} of MED can have various interpretations depending on the form of the constraint function (3) and (4). For the anomaly detection constraint (4), it is easily seen that the decision region is a β-level-set region for the marginal p(x; Θ), denoted as Ψ β := {x n ∈ X | log p(x n ; Θ) ≥ β}. Here Ψ β is the rejection region associated with the test: declare x m ∈ D s as anomalous whenever x m ∈ Ψ β ; and declare it as nominal if x m ∈ Ψ β . With a properly-constructed decision region, the MED model, as a projection of prior distribution p 0 (Θ) into this region, can provide performance guarantees in terms of the error rate or the false alarm rate and can result in improved accuracy [29] , [33] .
Similar to the SVM, the MED model readily handles nonparametric classifiers. For example, the discriminant function
where Θ = f is a random function, and f : X → Y can be specified by a Gaussian process with Gaussian covariance kernel K(·, ·). More specifically, f ∈ H, where H is a Reproducing Kernel Hilbert Space (RKHS) associated with kernel function K : X × X → R. See [29] for more detailed discussion.
MED utilizes a weighted ensemble strategy that can improve the classifier stability [2] . However, like SVM, MED is sensitive to anomalies in the training set.
B. Robustified MED when there is an anomaly detection oracle
Assume an oracle exists that identifies anomalies in the training set. Using this oracle, partition the training set as
. Given the oracle, one can achieve robust classification simply by constructing a classifier and an anomaly detector simultaneously on D nom t . This results in a naive implementation of robustified MED as
where Θ = Θ∪{β}∪{ξ n } n∈T , the large-margin error function L C is defined in (3) and the test function L D is defined in (4). The prior is defined as
Of course, the oracle partition
is not available a priori. The parametric estimator Ψ β of Ψ β can be introduced in place of D nom t in (6). However, the estimator Ψ β is difficult to implement and can be severely biased if there is model mismatch. Below, we propose an alternative nonparametric estimate of the decision region Ψ β that learns the oracle partition.
III. THE GEM-MED: MODEL FORMULATION
A. Anomaly detection using minimal-entropy set
As an alternative to a parametric estimator of the levelset Ψ β := {x m ∈ X | log p(x m ; Θ) ≥ β}, we propose to use a non-parametric estimator [34] based on the minimal-entropy (ME) set Ω 1−β . The ME set Ω 1−β := arg min A {H(A)| A p(x)dx ≥ β} is referred as the minimalentropy-set of false alarm level 1 − β, where H(A) = − A log p(x) p(x)dx is the Shannon entropy of the density p(x) over the region A. This minimal-entropy-set is equivalent to the epigraph-set {A : A p(x)dx ≥ β} as illustrated in Fig.  2 .
Given Ω 1−β , the ME anomaly test is as follows: a sample x n is declared anomalous if x n ∈ Ω 1−β ; and it is declared nominal, when x n ∈ Ω 1−β . It is established in [22] that when p(x) is a known density, this test is a Uniformly Most Powerful Test (UMPT) [35] at level β of the hypothesis
, where U (x) is the uniform density and ∈ [0, 1] is an unknown mixture coefficient.
B. The BP-kNNG implementation of GEM
Several methods have been proposed to empirically approximate the ME set Ω 1−β including: kernel density estimation [21] ; the k-point minimal spanning tree [36] ; the leaveone-out k-nearest-neighbor graph [23] ; and the average knearest-neighbor distance [37] . In [23] , the bipartite k-nearestneighbor (BP-kNN) based algorithm was proposed as an alternative approximation. The BP-kNN solves the following discrete optimization problem:
and where A c is a set of distinct K = |T | (1 − β) points in D N,c t (see Fig. 3 for illustration). It is shown in [23] that A * c = Ω 1−β is an asymptotically consistent estimator of the ME set. Equivalently, let η n ∈ {0, 1} be the indicator function of the event x n ∈ A c and define
). Then it can easily be shown that the algorithm in [23] finds the optimal binary variables η n ∈ {0, 1} |x n ∈ D N,c t
This representation makes the BP-kNN implementation of GEM naturally adaptable to our GEM-MED framework. Specifically, the binary weights η n ∈ {0, 1} are relaxed to continuous weights in the unit interval [0, 1] for all n ∈ T . After relaxation, the constraint in (9) becomes n η n / |T | ≥β, whereβ = K/ |T | = (1 − β) > 0 is set so that the optimal solution {η n |x n ∈ A * c } is feasible and the all-zero solution is infeasible.With the set of weights {η n } n∈T , the GEM problem in (9) can be transformed into a set of nonparametric constraints that fit the framework (6). This is discussed below.
C. The GEM-MED as non-parametric robustified MED
Now we can implement the framework in (6) .
Figure (a) illustrates ellipsoidal minimum entropy (ME) sets for two dimensional Gaussian features in the training set for class 1 (orange region) and class 2 (green region). These ME sets have coverage probabilities 1 − β under each class distribution and correspond to the regions of maximal concentration of the densities. The blue disks and blue squares inside these regions correspond to the nominal training samples under class 1 and class 2, respectively. An outlier (in red triangle) falls outside of both of these regions. Figure (b) illustrates the bipartite 2-NN graph approach to identify the anomalous point, where the yellow disks and squares are reference samples in each class that are randomly selected from the training set. Note that the average 2-NN distance for anomalies should be significantly larger than that for the nominal samples.
Θ, {ξ n } n∈T are parameters as defined in (6), {η n } n∈T are weights in Sec. III-B andβ, {γ z } z∈{±1} are variables to be defined later.
According to the objective function in (9), we specify the test functionL D as
where γ z ≥ 0, z ∈ {±1} is the threshold associated with d n on D t ∩ {x n |y n = z}. Compared with (9) , if γ z = L * z + , where L * z is the optimal value in (9) and > 0 is small enough, then for {η n } n∈T satisfyingL D ≤ 0, the region x n : η n > 1 2 is concentrated on Ω 1−β ∩ {x n |y n = z} , z ∈ {±1}.
As discussed in III-B, the constraint in (9) becomes the inequality constraint n|yn=z η n / |T | ≥β.
Assuming that Θ is random with unknown distribution q(Θ), the above expected constraints becomes
n:yn=z
The constraint (10) is referred as the entropy constraint and constraint (11) is the epigraph constraint. As discussed above, the region x n |η n > 1 2
for q(Θ) satisfying (10) and (11) is concentrated on Ω 1−β ∩ {x n |y n = z} in each class z ∈ {±1} on average. WithL D , the test constraint in (6) is replaced by (10) and (11) .
For the classification part in (6), given η n associated with each sample, the error constraints in (6) is replaced by reweighted error constraints
with L C defined as in (3) . Note that these constraints are applied to the entire training set. Summarizing, we have the following: Definition The Geometric-Entropy-Minimization MaximumEntropy-Discrimination (GEM-MED) method solves
where Θ, L C andL D are defined as before.
IV. IMPLEMENTATION

A. Projected stochastic gradient descent algorithm
Note that (12) is a convex optimization w.r.t. the unknown distribution q(Θ) [2] , [38] . Therefore, it can be solved using the Karush-Kuhn-Tucker (KKT) conditions, which will result in a unique solution. We make the following simplifying assumptions under which our a computational algorithm is derived to solve (12).
1) Assume that a kernelized SVM is used for the classifier discriminant F C function. Following [29] , [39] , we assume that the decision function f follows a Gaussian random process on X , i.e., a positive definite covariance kernel K(x i , x j ) is defined for all x i , x j ∈ X and all finite dimensional distributions, i.e., distributions of samples (f (x i )) i∈T , follow the multivariate normal distribution
where
2 ) for Gaussian RBF kernel covariance function. 2) Assume a separable prior, as commonly used in Bayesian inference [2] , [39] , [40] 
3) Assume that the hyperparameters {ξ n } are exponential random variables and the indicator variables {η n } are independent Bernoulli random variables,
where (a η , c ξ ) are parameters andγ z is the upper bound estimate for minimal-entropy in each class z = ±1 given by GEM algorithm. σ(x) = 1/(1 + exp(−x)) is the sigmoid function.
Now by solving the primal version of optimization problem (12), we have Theorem 4.1: The GEM-MED problem in (12) is convex with respect to the unknown distribution q(Θ) and the unique optimal solution is a generalized Gibbs distribution with the density:
where the dual variables λ = {λ n , n ∈ T }, µ = (µ z , z ∈ ±1) and κ = (κ z , z ∈ ±1) are all nonnegative. Z(λ, µ, κ) is the partition function, which is given as
The factor
is defined as in (10) . See the Appendix Sec. A for a detailed derivation.
Moreover, we specify the error function as
where Θ := f : X → Y is a decision function associated with a nonparametric classifier as defined in Sec II-A. Since the optimization problem is convex, we can equivalently solve a dual version of the optimization problem (12) . In fact, we have the following result: Theorem 4.2: Assume that (13), (14) , (15) hold, the dual optimization problem is given as (20)- (23) can be approximated via Gibbs sampling as discussed in Sec. IV. The constraints on the dual variable λn ∈ [0, C 1 ] are imposed by a clipping procedure proj {w: 0≤w≤C} {w} = min (max(w, 0), C) that is applied on each Gibbs move, similarly to the C-SVM algorithm [42] . The parameters (ψ, ϕ, τ ) control the stepsize of the gradient descent algorithm.
where (λ, µ, κ) are nonnegative dual variables as defined in (16), e is the all 1's vector, is Hadamard product, ⊗ is the Kronecker product, respectively, and
is the quadratic form associated with the kernel K.
See Appendix Sec. B for derivations of this result.
It is seen from (19) that the dual objective function is concave w.r.t. dual variables (λ, µ, κ). However, the integral in (20) is not closed form, so an explicit form as a quadratic optimization in SVM is not available. Nevertheless, the only coupling in (20) comes from the joint distribution q(f, η). In particular, under the prior assumption (13), (14) , (15) , the optimal solution (16) satisfies
2) q(η|f ) = n∈T q(η n |f ), i.e. the {η n , n ∈ T } are conditional independent given the decision boundary function f . Moreover,
where ρ n := log
See Appendix Sec. C for details.
Given above results, we propose to use the projected stochastic gradient descent (PSGD, [41] , [43] ) algorithm to solve the dual optimization problem in (20) . The gradient vectors of the dual objective function in (20) w.r.t. λ, µ, κ, respectively, are computed as
Note that the expectation w.r.t. q(f, η) are approximated by Gibbs sampling with each conditional distribution given by (21), (22) . For a detailed implementation of the Gibbs sampler, see the Appendix Sec. D.
A complete description of algorithm is presented in Algorithm 1. It is remarked that in (21) the probability of {η n = 0} is proportional to the sum of margin of classification and negative local entropy value. The role of the dual variables (η n , µ c ) in (21) and (22) is to balance the classification margin y f (·) and local entropy h in determining the anomalies.
B. Prediction and detection on test samples
The GEM-MED classifier is similar to the standard MED classifier in (5):
whereη is the conditional mean estimator of η given by Algorithm 1.
The GEM-MED was optimized on the training set to detect and mitigate anomaly corrupted training samples. When there are also anomalies in the test sample, an anomaly detection method can be applied independently to screen out these samples (at a given false positive rate) before applying GEM-MED to classify them. Such a two-stage approach to handling anomalies in the test sample is obviously not optimal. An optimal joint approach to handling anomalies in the training and test samples is worthwhile future direction which will not be investigated here .
V. EXPERIMENTS
We illustrate the performance of the proposed GEM-MED algorithm on simulated data as well as on a real data collected in a field experiment. We compare the proposed GEM-MED with the SVM implemented by LibSVM [42] and the Robust-Outlier-Detection algorithm implemented with code obtained from the authors of [13] . For the simulated data experiment, a linear kernel SVM is implemented, and for the real data, a Gaussian RBF kernel SVM with kernel K(x i , x j ) = exp(−γ x i − x j 2 2 ) is implemented and the kernel parameter γ > 0 is tuned via 5-fold-cross validation. We followed the same models as in [13] . In particular, the anomalies in the training set were drawn uniformly from a ring with an inner radius of R and outer radius R + 1, where R was assigned as one of the values [15, 35, 55, 75] . Define R to be the noise level of the data set, since the larger R the higher the discrepancy between the nominal distribution and the anomalous distribution. The samples then were labeled as {0, 1} with equal probability. The size of the training set was 100 for each class, and the ratio of anomaly samples was r a . The test set contained 2000 uncorrupted samples from each class. See Fig. 5 (a) for a realization of the data set and the classifiers.
A. Simulated experiment
We first compare the classification accuracy of SVM, Robust-Outlier-Detection (ROD) with outlier parameter ρ and GEM-MED, under noise level R and a range of corruption rates r a ∈ {0.2, 0.3, 0.4, 0.5}. We used the BP-kNNG implementation of GEM, where the k-nearest neighbor parameter k = 5. In the update of the GEM-MED dual variables (λ, µ, κ), the learning rate (ϕ, ψ, τ ) is chosen based on a comparison of classification performance of the GEM-MED under a range of noise levels R and corruption rates r a , as shown in Fig. 7 
(a)-(c). Note that when
, the performance of the GEM-MED is stable in terms of the averaged missclassification error and the variance. We fix (ϕ, ψ, τ ) in the stable range in the following experiments. For the ROD, we investigated a range of algorithm parameters, in particular outlier parameter ρ ∈ {0.02, 0.2, 0.6} for comparison, and we observed that the value ρ = 0.02 gives the best classification performance regardless of the setting of R ∈ {15, 35, 55, 75} or r a ∈ {0.2, 0.3, 0.4, 0.5}. Recall that the ROD parameter ρ is a fixed threshold that determines the proportion of anomalies, i.e., the proportion of nonzero η n [13] . Compared to the ROD, the GEM-MED as a Bayesian method requires no tuning parameter to control the proportion of anomalies. In the experiments below, we compare the ROD for a range of outlier parameters ρ with GEM-MED for a single choice of (ϕ, ψ, τ ), which were tuned via 5-fold-cross-validation of misclassification rate over 50 trial runs. Fig. 6(a) shows the miss-classification error (%) versus various noise level R (with r a = 0.2), and Fig. 6(b) shows the miss-classification error under different corruption rate settings (with R = 55). In both experiments, GEM-MED outperforms ROD and SVM in terms of classification accuracy. Note that when the noise level or the corruption rate increases, the training data become less representative of the test data and the difference between their distributions increases. This causes a significant performance deterioration for the SVM/MED method, which is demonstrated in Fig. 6(a) and Fig. 6(b) . Fig. 5 (b) also shows the bias of the SVM classifier towards the anomalies that lie in the ring. Comparing to GEM-MED and ROD in Fig 6(a) and Fig. 6(b) , the former method is less sensitive to the anomalies. Moreover, since the GEM-MED model takes into account the marginal distribution for the training sample, it is more adaptive to anomalies in the training set, as compared to ROD, which does not use any prior knowledge about the nominal distribution but only relies on the predefined outlier parameter ρ to limit the training loss.
In Fig. 6(c) we compare the performance of GEM-MED and ROD in terms of precision vs recall for the same corruption rate as in Fig. 6 (a) and 6(b). In ROD and GEM-MED, the estimated weights η n ∈ [0, 1] for each sample can be used to infer the likelihood of anomalies. In particular, in GEM-MED the corresponding latent variable estimateη n is obtained at the final iteration of the Gibbs sampling procedure, as described in Appendix Sec. D. Following the anomaly ranking procedure in [13] , these anomaly scores are placed in ascending order. We compute the precision and recall using this ordering by averaging over 50 runs. Precision and recall are measures that are commonly used in data mining [44] :
where the threshold ρ c is a cut-off threshold that is swept over the interval [0, 1] to trace out the precision-recall curves in Fig. 6(c) . It is evident from the figure that the proposed GEM-MED outlier resistant classifier has better precisionrecall performance than ROD. Other corruption rates r a lead to similar results. In Fig. 6(d) , we compare the performance of GEM-MED, RODs under different corruption rates in terms of the Area Under the Curve (AUC), a commonly used measure in data mining [44] . Similar to Fig.6(c) , the GEM-MED outperforms RODs in terms of AUC for the range of investigated corruption rates.
B. Footstep classification experiment
The proposed GEM-MED method was evaluated on experiments on a real data set collected by the U.S. Army Research Laboratory [31] , [32] , [45] . This data set contains footstep signals recorded by a multisensor system, which includes four acoustic sensors and three seismic sensors. All the sensors are well-synchronized and operate in a natural environment, where the acoustic signal recordings are corrupted by environmental noise and intermittent sensor failures. The task is to discriminate between human-alone footsteps and human-leadinganimal footsteps. We use the signals collected via four acoustic sensors (labeled sensor 1,2,3,4) to perform the classification. See Fig. 8 . Note that the fourth acoustic sensor suffers from sensor failure, as evidenced by its very noisy signal record (bottom panel of Fig. 8 ). The data set involves 84 human-alone subjects and 66 human-leading-animal subjects. Each subject contains 24 75%-overlapping sample segments to capture temporal localized signal information. We randomly selected 25 subjects with 600 segments from each class as the training set. The test set contains the rest of the subjects. In particular, it contains 1416 segments from human-alone subjects and 984 segments from human-leading-animal subjects. A more detailed description of the dataset is given in [31] , [32] .
In a preprocessing step, for each segment, the time interval with strongest signal response is identified and signals within a fixed size of window (1.5 second) are extracted from the background. Fig. 9 shows the spectrogram (dB) of human-alone footsteps and human-leading-animal footsteps using the shorttime Fourier transform [46] , as a function of time (second) and frequency (Hz). The majority of the energy is concentrated in the low frequency band and the footstep periods differ between these two classes of signals. For features, we extract a melfrequency cepstral coefficient (MFCC, [47] ) vector using a 50 msec. window. Only the first 13 MFCC coefficients were retained, which were experimentally determined to capture an average 90% of the power in the associated cepstra. There are in total 150 windows for each segment, resulting in a matrix of MFCC coefficients of size 13×150. We reshaped the matrix of MFCC features to obtain a 1950 dimensional feature vector for each segment. We then apply PCA to reduce the dimensionality from 1950 to 50, while preserving 85% of the total power. The above procedures for preprocessing follows exactly from [45] .
We compare the performance of kernel SVM, kernel MED, ROD for outlier parameter ρ ∈ [0.01, 1], and GEM-MED by training on the four sensors individually as well as in combination. For the combined sensors we used an augmented feature vector of dimension 200 via feature concatenation. We used a Gaussian RBF kernel function for the matrix K in the Gaussian process prior for the SVM decision function f . For the optimization of GEM-MED we used a separable prior and exponentially distributed hyperparameters, as indicated by (14) and (15). Finally, the BP-kNNG implementation of GEM was applied on the training samples in the MFCC feature space with k = 10 nearest neighbors. The threshold ϑ is set using the Leave-One-Out resampling strategy [22] , where each holdout sample corresponds to an entire segment.
Note that all classifiers were learned from a corrupted training set. Since the test set is also corrupted we used an anomaly detection algorithm (GEM with 5% false alarm rate) to produce a test set with few anomalies, called the nominal test set. This allows us to report the performance of the various algorithms on both the clean test data and on the corrupted test data. Table II shows the classification accuracy of the methods (trained on the training set alone) applied to nominal test set and Table III shows the result on the entire corrupted test set. For ROD only ρ = 0.02 and ρ = 0.20 are shown; it was determined that ρ = 0.20 achieves the best performance in the range ρ ∈ [0.01, 1]. In Table II , it is seen that the GEM-MED method outperforms the ROD-ρ algorithms for all values of ρ as a function of classification accuracy when individual sensors 1,2,4 are used. Notice that when used alone neither kernel MED nor kernel SVM is resistant to the sensor failures in the training set, which explains their poor accuracy in sensor 3 and sensor 4. Also in the column GEM+MED of Table II , we first trained a GEM anomaly detector to screen out 5% of the noisy training set, then trained a MED classifier on the rest of the training data. Note that GEM-MED learns both the detector and the classifier jointly on noisy training data. Table II shows that the two stage training approach has poor performance in highly corrupted sensors 3 and 4. This is due to the fact that when the GEM detector is learned without inferring the classification margin, it cannot effectively limit the negative influence of those corrupted samples that are close to the class boundary. In Table III , we show the classification accuracy when both the nominal and anomalous test samples are involved in evaluation. We observe a performance degradation for all methods due to the irregularity of the outliers in the test set. In spite of this, the GEM-MED maintains a superior performance over all other methods. This reflects the superiority of the proposed joint classification and detection approach of GEM-MED as compared with GEM + MED approach. Table IV compares the anomaly detection accuracies on both training and test data for ROD and GEM-MED, where the accuracy is computed relative to ground truth anomalies. Note that GEM-MED has significant improvement in accuracy over ROD when trained individually on sensors 1,3,4, respectively, and when trained on all of the combined sensors. When trained on sensor 2 alone, the accuracies of GEM-MED and ROD-0.2 are essentially equivalent. In sensor 2 the anomalies appear to occur in concentrated bursts and we conjecture that that a GEM-MED model that accounts for clustered and dependent anomalies may be able to do better. Such an extension is left to future work.
VI. CONCLUSION
In this paper we proposed a unified GEM-MED approach for anomaly-resistant classification. We demonstrated its performance advantages in terms of both classification accuracy and detection rate on a simulated data set and on a real footstep data set, as compared to an anomaly-blind RampLoss-based classification method (ROD). Further work could include generalization to the setting of multiple sensor types where anomalies exist in both training and test sets. Proof: The proof of the convexity of the problem can be seen in chapter 12 of the standard textbook [2] , since the problem is with respect to the distribution q. The uniqueness of the solution follows directly from the fact that the problem is convex.
The Lagrangian function is given as L(q, λ, µ, ν)
κ z E q n:yn=z η n / |T | −β with dual variables λ = {λ n , n ∈ T } 0, µ = (µ z , z ∈ ±1) 0 and ν ≥ 0.
Then the result follows directly from solving a system of equations according to the KKT condition.
B. Derivation of theorem 4.2
Proof: According to [2] , the dual optimization is given as Given all η n , n ∈ T , q(f |η) ∝ exp − 1 2
On the other hand, given f , η = (η n , n ∈ T ) are fully separated in above formula, therefore q(η|f ) = n q(η n |f ).
D. Implementation of Gibbs sampler
We implement a Gibbs sampler [48] to estimate E q(f,η) [G(f, η)], where G is a general function of f and η, as expressed in (23), (24) , (25) . The following procedure is applied iteratively
• Initialization: Setη 0 = [1, . . . , 1] T and set a fixed dual parameter (λ, µ, κ). Let G 0 = 0.
• For each t = 1, 2, . . . , T G or until convergence 1) Givenη t−1 = (η n,t−1 ), generate decision value f t (x n ), n = 1, . . . , N according to the Gaussian process (??) with mean functionf t (·) = n∈T λ nηn,t−1 y n K(·, x n ). 2) Given {f t (x n )} 1≤n≤N , for r = 1, . . . , N r , a) generate latent variables η (r) n,t ∈ {0, 1} according to the Bernoulli distribution with parameter as in (21) for each n independently.
3) Compute the sample mean ofη n,t = q(f,η) [G(f, η)] = G T as well as the mean estimateη T and f T (x n ), 1 ≤ n ≤ N when the Gibbs chain process becomes stationary.
