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The error estimate of an approximate solution to a nonlinear ordinary differential 
equations of the second order is obtained. The differential equation is subject to 
either two-point boundary conditions or initial conditions. The independent variable 
interval may be finite or infinite. The theory is applied to five problems. 
1. INTRODUCTION 
At the present time there are many approximate methods (e.g., consult [ 1. 
3-5. 9-l l] in mechanics, physics, and modern engineering sciences for 
solving nonlinear differential equations. In general, the methods yield the 
approximate solutions in analytical form. Usually, the solutions satisfy the 
corresponding boundary conditions, or the corresponding initial conditions 
but they never satisfy the differential equation. When we have obtained the 
approximate solution, then a question about its error is very important. The 
error estimate is very valuable if the approximate solution is the only known 
solutions of the problem. 
The approximate error estimate of solution has been studied by various 
authors (see, e.g., [ 1, pp. 352-393; 4-8)). The results are valid, mainly for 
two-point boundary value problems, where the interval of the independent 
variable is finite. 
Here, we concentrate our attention on the error estimate of an approx- 
imate solution of a nonlinear ordinary differential equation of the second 
order subject to either two-point boundary conditions or initial conditions. 
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The interval of the independent variable t may be finite or infinite. Here. it is 
assumed that the corresponding approximate solution is known and obtained 
by some of the well-known methods. The approximate solutions satisfy the 
corresponding boundary or initial conditions. In some sense, this paper is an 
extension of the authors’ previous results IS]. By the established theory the 
error estimate is obtained for five particular problems. including those 
described by the Thomas-Fermi and Poisson-Boltzmann equations. 
In this paper it is assumed that all functions are such that the 
mathematical operations indicated upon them are valid. In the text the 
subscript min or max means minimal or maximal value of the quantity, but 
where the “tangent” must not be horizontal. 
2. THE WEIGHTED MEAN-SQUARE RESIDUAL 
Let us consider the nonlinear differential equation 
$+F(g,/,t)=O ( ‘2; L$), (1) 
where F is any continuous function of 4, 4, and the independent variable t. 
subject to the two-point boundary conditions 
or subject to the initial conditions 
@(a) =Pu; 4(a) =P. (3) 
Here, 19, and 0, are given continuous functions of 4, 4, and a, 6, respectively: 
a is the initial and b the terminal value of t, and ,D and p are known 
constants. Let 4(t) be the exact solution of the problem and @(t) an approx- 
imate solution. We shall assume that Q(t) satisfies the same boundary 
conditions (2) or the same initial conditions (3) i.e., 
s,[@(a), d(a),al =o; f3,[@(b), d(b), bj = 0 (4) 
@(a) =pu; 4qa) = p. (5) 
The error s(t) of the approximate solution Q(t) in comparison to the exact 
solution 4(t) is given by 
@=O+&. (6) 
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We shall assume that the @ is very close to $, that means that the E is a 
small quantity. We wish to establish some estimate for the error F. 
Substituting the approximate solution @. instead of I$, into differential 
equation (1) we obtain the residual (see [ 1, p. 81 j 
E, = 4 + F(@. 4, f). (7) 
If the approximate solution were the exact solution the residual would be 
zero. Now, combining (l)-(7), expanding the functions F(@, 6. t). O,[@(a). 
d(a), al, and &[@p(b), 4,(b), b] in series in the vicinity of the point Cp, 4, and 
neglecting the small quantities of higher order with respect to E and i we 
have the residual 
E, = i: + R(t)& + Q(r)& (8) 
and the two-point boundary conditions for the error E 
30, 
i-1 a@ UJlll) 
de2 
t-1 a@ G(h) 
i(u) = 0; 
O(U) 
(9) 
i(b) = 0, 
Whl 
or the corresponding initial conditions 
E(U) = 0; i(a) = 0. (10) 
Here. the functions 
c 
R(t)= ‘g ;  
(  1 Q, 
Q(f)= (g), (11) 
must be calculated for the approximate solution G(t). Taking the square of 
Eq. (8), dividing the result by R(t). and integrating the final result with 
respect to t. from L = a to t = b, we obtain 
(12) 
Remark I. We shall assume that the function R(f) may be equal to zero 
for t E [a. b], but this fact does not cause the singularities in Eq. (12) and its 
consequences. 
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Remark II. The term on the right-hand side of (12) may be called the 
weighted mean-square residual, where the weighting function is l/R. 
In the following analyses we shall distinguish a few cases. 
3. TWO-POINT BOUNDARY CONDITIONS AND THE 
FINITE INTERVAL a,b 
Here, we shall look for an estimate of the error E, which is contained in 
the approximate solution @ of differential equation (1) subject to the two- 
point boundary conditions (2) in the finite interval [a, b]. 
Case 3.1. Let us assume that 
R(t) > 0 for tE [a.b]. 
Now, from (12) we have the inequality 
1 
R J.b82 dc + (2 -II,& I.b .Gdt + C,i, 1” E’ dt 
ma* ‘0 (1 .” 
(13) 
where 
C=R-0; B = (Q’/R) - (d(Q/R )ldf). (15) 
Let us consider the generalized Fourier series corresponding to the error E, 
X 
E = \‘ C,@,*O), (16) 
n=, 
where the C, are the Fourier constants, the @,, belong to the orthonormal set 
of eigenfunctions satisfying the differential equations 
di, +A& =o, (17) 
and the two-point boundary conditions (9) (replace E by 4,). The A,, are the 
eigenvalues of the problem. Substituting (16) into the first three terms of (14) 
and using (17), we obtain 
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where 
G(‘i) = (‘SIRmax) + (B,in - 2)Ai + Crnin. (19) 
If G is positive or equal to zero for every A,,, then by using Parseval’s 
equation (see [ 2. p. 6 1 ]) for the unknown constants C,, 
inequality (18) yields an error estimate 
[G(A~)],i”IIEl12+ [Q (e2+g) +B,i”~~]~~.l~~dt, (21) 
where the L, norm is 
(22) 
Remark I. The boundary term [ I”, must be nonnegative. The term must 
be combined with (9). 
Remark II. The error estimate (21) is valid if the [G(Ai)lmin and the 
boundary term [ 1: are not at the same time equal to zero. To calculate the 
Gmin we must have the set of eigenvalues A,,. If G(Ai) is negative for some 
A,, i.e., if 
G(A:) < 0 for some A f,, (23) 
then we have 
Case 3.2. In this case conditions (13) and (14) are again fulfilled. Now, 
expanding the error E in the generalized Fourier series (16), where the eigen- 
functions 4, are solutions of the differential equation 
JR + &,R(t)$,, = 0, (24) 
subject to boundary conditions (9) (replace E by 4,), and substituting these 
equations into (12), we obtain the error estimate 
+ (R[(l-‘n)’ +~nBmin]min-i)}minI(E112~ (“$dt. (25) 
-a 
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Here, the following (see 12, pp. 68-711) properties of the eigenfunctions 4,, 
are used: 
1” R(t)&,&, dr = 0 for m f n, 
‘Cl 
= IbR(t)q+j dt for m = n, (26) 
-n 
-? Ct, 1.’ R$; dt = I-’ RE’ dt. - (27) 
Remark I. Error estimate (25) is valid if the coefficient by the I/ E 1)’ and 
the boundary term [ 1: are not negative and are not at the same situation 
equal to zero. 
Remark II. The boundary term [ 1: must be combined with (9). 
Remark III. Some of the methods proposed by Collatz [ 3 1 may be used 
for finding the set A,,. 
Remark IV. Cases 3.1 and 3.2 are different only according to the 
procedures for finding the set A,,. The procedure in Case 3.2 is more com- 
plicated. 
Case 3.3. Let us suppose that 
R(t) < 0 for t E la, 61. C-28) 
In this case, using the same technique as in Case 3.1. it is easy to obtain the 
error estimate 
where 
w(A~) = (Aj,/(-R)max) + 12 + (-B)minILi + (-C)min. (30) 
Remark I. In the application of (29) the boundary term [ 1: must be 
combined with (9). 
Remark II. Error estimate (29) is valid if the y and the boundary term 
are nonnegative and if these quantities are not equal to zero at the same 
time. 
Remark III. If ~(1:) is negative for some Ai, then an error estimate may 
be achieved by a procedure similar to that in Case 3.2. 
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Remark IV. When the function F in differential equation (1) does not 
depend on 4. i.e., when the function Q = 0. the results here reduce to those in 
181. 
4. Two POINT BOUNDARY CONDITIONS ANDTHE 
INFINITE INTERVAL [qb] 
Let us consider the problem of the error estimate of an approximate 
solution @ of differential equation (1) subject to the two-point boundary 
conditions (2), where a is finite but b may be infinite, i.e., b < co. In this 
case the previously established method of the series expansion for the error F 
cannot be used. Now, after integration, (12) yields 
[Q (c’+;)+24+-/.6 [~+C~‘+(B-2)6’]dl=!~~dl, (31) 
where C and B are given by (15). 
Case 4.1. If 
[Q(E* + (t’/R)) + 24; > 0; 
R >O; c>o; B>2 for t E [a. bl, 
then (31) gives the error estimate 
[Q (~‘+;)+2.8]; + (l/Rmax) ll~ll* + Cmin II&II’ 
+(B-2),,,lIC(‘SJhh~dl. 
Case 4.2. When 
[Q(E’ + (6*/R)) + 24: > 0; 
R GO; c<o; B<2 for tE [u,b], 
we have the next error estimate 
(32) 
(33) 
(34) 
(35) 
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Remark I. In the application of (33) and (35) the boundary terms [ If: 
ought to be combined with (9). 
Remark II. Equations (33) and (35) lose any meaning if all coefficients 
with respect to (]E](*, ]]i]]‘,..., are simultaneously equal to zero. 
Remark III. The results are valid for both finite and infinite intervals 
[a, b], while the results from Section 3 are applicable only for a finite 
interval [a, 6). 
5. INITIAL CONDITIONS 
Let us concentrate our attention on the error estimate of an approximate 
solution @ of differential equation (1) subject to initial conditions (3). Here, 
we shall obtain two different expressions for the error estimate. 
Case 5.1. Now, starting from (3 l), where the upper boundary is 
arbitrary (b = t > a), using (lo), and assuming that 
R(t) 2 0; C(t) > 0; B(f) > 2; Q(f) 2 0 for t>a (36) 
we have 
(37) 
Integrating the previous equation with respect to t in the interval a. T and 
combining the result with (lo), we obtain the error estimate 
where the subscript a, T means the norm in interval t E [a, T]. 
Case 5.2. Taking the square of Eq. (8). integrating the result with 
respect to t from t = a, using (lo), and assuming that the conditions 
R(f) > 0; Q(t) < 0; $(QR)G~; QW > 0 for f > 0, (39) 
are satisfied, we have 
Q(t) E”(f) + Q(t) R(t) ~‘0) < )-I E;(<) &. 
-a 
(40) 
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Following the process from Case 5.1 and inequality (37), inequality (40) 
yields another error estimate for the same problem, 
6. APPLICATION OF THE THEORY 
Here, we shall find the error estimate for a few problems as illustrations of 
the theory. We shall suppose that we have the approximate solution, which 
satisfies the boundary or initial conditions, indentically. The approximate 
solution is obtained by use of some well-known approximate methods. 
EXAMPLE 6.1. Let us consider the differential equation 
yj-$6 lo#Q =o, a>0 
subject to the boundary conditions 
qq0) = 1; &l)=O. 
(42) 
(43) 
Comparing (42) and (43) with (l), (2), (9), (1 l), (13), and (14), we see that 
the characteristic functions and numbers of the problem are 
F=-d- lo@“; 8, = Q(O)- 1; e* = d(1): a =o: b= 1: 
R = -1Oa W-‘; Q = -1; B = (lOa)-‘@-‘“-“[(a - 1)(6/Q) - 1 J, (44) 
C=R; E(0) = 0; i(l)=O. 
If we suppose that 
w > 0 for fE [0, 11, (45) 
then the problem belongs to Case 3.3. Solving Eq. (17), subject to e,,(O) = 0 
and d,( 1) = 0, we obtain the eigenvalues A, = rc(n - f) (n = l,...). Hence, the 
error estimate is given by (29). The final result is 
(46) 
where eg is given by (7). 
409/m/ I I3 
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For a special case when a = 1 we have an approximate solution to (42) 
and (43) in the form 
@ = 1 - 1.231(2t - t’) + 0.716(jtz - t’), (47) 
which is obtained by a method proposed in [9]. Substituting 01= 1 and (47) 
into (46), we obtain 
lOe’(1) + g’(O) + 157.90 (]E]]* GO.7851. (48) 
EXAMPLE 6.2. Let us consider the differential equation 
$+a(~+p~3)+k2~=0 (a, p. k = const) (49) 
whose solution must satisfy the initial conditions 
#(O) = 1; IgO) = 1. (50) 
In this case the characteristic functions and numbers are 
F= a@ +/lb”) + k2@; R = k2; Q = a( 1 + 3~6’); a = 0, 
8 = 6qudd. 
(51) 
For a = 0.1 and p = k = 1 we have the approximate solution to the problem 
1101. 
@ = 1 + t - 0.668527 t’ - 0.002481 t3, (52) 
and conditions (39) are satisfied for t E [0, $1. Hence. the error estimate (41) 
for T= 0.5 is 
ll~11;., + IIiII;.T < 6.6443978 x 10-3. (53) 
EXAMPLE 6.3. Let us consider the Thomas-Fermi equation 
6jMI-l:?43i2 =o, (54) 
with the boundary conditions 
qw) = 1; #(m)=O. (55) 
Now, we have that 
a ~0; b = a; FE-~-‘:~#~/~; R ~-t-“~(3@‘/~/2); Q co; 
e,=@(o)- 1; 8, = a(~o)i E(0) = 0; &(co) = 0; C = R, B =O, 
(56) 
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and conditions (34) of Case 4.2 are satisfied for Q(t) > 0. The error estimate 
for the approximate solution 
@=,fD’ tJ = const) (57) 
is given by (35). This yields 
11~112 < $P’(~)“’ r(t) -p + d%jv], (58) 
where r is the gamma function. For p = 1.1370656 (see [8]) and /3 = 0.93 
(see 15, p. 781) the error estimates are Ilt(l’<O.193092 and IIiJ12 < 
0.2 115938, respectively. 
EXAMPLE 6.4. Let us consider the Poisson-Boltzmann equation (see 15. 
P- 741) 
$-2sinh@=O, (59) 
with boundary conditions 
6, E $4(O) - 4, = 0, 8, = qqb) - 42 = 0. (60) 
where 6, d,, #2 are given numbers. Such a problem arises. e.g., in the theory 
of colloids (b = co, 4, > 0, @z = 0) and in the theory of plasmas (b finite, 
4, = 0, #r > 0). Now, the characteristic functions and numbers are 
a = 0. Q=O, R = C = -2 cash @, B =O, E(0) = 0, E(b) = 0. 
(61) 
(a) If b = co, @, > 0, and & = 0 the interval a, b is infinite and we 
may apply the results from Section 4. For the reason that conditions (34) are 
satisfied, the error estimate is given by (35). Combining (35). and (61) we 
have the result 
1 
G7.J 
s (4 - 2 sinh @)I dt 
(62) 
I 0 cash @ ’ 
for the approximate solution @ = 4,e--“, A. > 0 (see [ 5, p. 751). 
(b) If b is finite, 4, = 0, and ti2 > 0, then following the procedure 
described in Case 3.3, we have the error estimate 
1 
4 cash & 
. 
lIelIZ < $!,o (@ ,,‘,“,i”,” @)’ df, (63) 
for the approximate solution given in [ 5, p. 76 1. 
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EXAMPLE 6.5. Let us consider a nonlinear problem in the theory of heart 
transfer with surface radiation. We choose equations of the form 
&(K@+ p)=o. (64) 
with 
8, E q&O) = 0, e,=&l)+/fd”(l)=o, (65) 
where K, p, and p are specified constants. The important functions and 
numbers are 
F=-(K@ + p); Q=O, B=O, R=C=-K, a=& b=l. 
&JO) = 0, 4P@Yl)$k(l)+$Ul)=O? (66) 
Solving Eq. (17) with the boundary conditions given in (66), we see that the 
eigenvalues are solutions of the equation 
A,tanA,=4@“(1). (67) 
Further, we shall distinguish the following cases: 
(a) If K < 0, condition (13) is satisfied and the error estimate is given 
by Pl), 
The error estimate is valid if all the eigenvalues II, are different than @. 
(b) When K > 0, condition (28) is satisfied and the error estimate is 
given by (29), 
/~f:~I’~~!~‘[Q-(K~+p)l’df. 
0 
(69) 
where 1, is the smallest positive root of Eq. (67). 
Remark. For the two-point boundary value problem (64) and (65), an 
error estimate is obtained in [7] for K > 0 and ,U > 0. The error estimates 
(68) and (69) are valid for arbitrary ,u and K different than zero. 
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