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Resumo
A Constante de Erdo¨s-Ginzburg-Ziv (denotada por s(G)) de um grupo aditivo abeli-
ano finito G e´ o menor inteiro ` tal que cada sequeˆncia sobre G de comprimento ` possui
uma subsequeˆncia de comprimento exp(G) = n cuja soma dos elementos e´ igual ao zero do
grupo. A constante com pesos coprimos ana´loga a esta constante (denotada por sA(G)) e´
definida da mesma forma exceto que no lugar de considerar a soma de todos os elementos
da subsequeˆncia pode-se optar por adicionar o elemento ou um mu´ltiplo do elemento tal
que os coeficientes da soma pertencem a A = {a ∈ Z ; mdc(a, n) = 1}. Determinamos o
valor desta constante para p-grupos de posto 2, analisamos o problema inverso relacionado
e obtivemos um limite superior para sA(G) em um caso mais geral.
Em uma ana´lise distinta, sejam p um primo, n ∈ N e ϕ ∈ Zp[x1, . . . , xn] um polinoˆmio
sime´trico sobre o corpo Zp. Considere que o polinoˆmio e´ tal que podemos gerar o conjunto
Fϕ = {ϕk ; k ∈ N}, onde cada ϕk ∈ Zp[x1, . . . , xk] representa o polinoˆmio com o mesmo
grau e os mesmos coeficientes de ϕ, alterando-se o nu´mero de varia´veis. Uma sequeˆncia
T sobre Zp e´ uma sequeˆncia Fϕ-zero se ϕk(T ) = 0, para algum k ∈ N, e e´ chamada uma
Fϕ-zero livre se na˜o conte´m subsequeˆncias Fϕ-zero. Definimos a constante D(ϕ,Zp) como
sendo o menor inteiro ` tal que cada sequeˆncia de comprimento ` conte´m uma subsequeˆncia
Fϕ-zero. Tambe´m definimos o conjunto M(Fϕ,Zp) de todas as subsequeˆncias Fϕ-zero
livres de comprimento D(ϕ,Zp) − 1. Ale´m disso, analisamos D(ϕ,Zp) e M(Fϕ,Zp) no
caso de polinoˆmios sime´tricos quadra´ticos.
Palavras-chave: Grupos abelianos finitos; Problemas de soma-zero; Soma-zero pon-
derada; Constante de Davenport; Polinoˆmios Sime´tricos.
Abstract
The Erdo¨s-Ginzburg-Ziv constant (denoted by s(G)) of an additive finite abelian
group G is the smallest integer ` such that each sequence over G of length ` has a sub-
sequence of length exp(G) = n whose elements sum to zero of the group. The coprime
weighted analogue of these constant (denoted by sA(G)) is defined in the same way except
that instead of considering the sum of all elements of the subsequence one can choose to
add either the element or multiple of the element such that the coefficients of the sum
belong to A = {x ∈ Z ; gcd(x, n) = 1}. We determine this constant for p-groups of rank
2, we analyzed the related inverse problem and obtained an upper bound for sA(G) in a
more general case.
In a separate analysis, let p be a prime, n ∈ N and ϕ ∈ Zp[x1, . . . , xn] a symmetric
polynomial over the field Zp. Consider that the polynomial is such that we can generate
the set Fϕ = {ϕk ; k ∈ N}, where each ϕk ∈ Zp[x1, . . . , xk] represents the polynomial
with the same degree and the same coefficients of ϕ, changing the number of variables. A
sequence T over Zp is a Fϕ-zero sequence if ϕk(T ) = 0, for some k ∈ N, and is called a Fϕ-
zero free sequence if contains no Fϕ-zero subsequence. We define the constant D(ϕ,Zp)
as being the smallest integer ` such that every sequence of length ` contains a Fϕ-zero
subsequence. Also we define the set M(Fϕ,Zp) of all the Fϕ-zero free sequences of length
D(ϕ,Zp) − 1. In addition, we analyze D(ϕ,Zp) and M(Fϕ,Zp) in the case of quadratic
symmetric polynomials.
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Introduc¸a˜o
Seja G um grupo aditivo tal que G e´ abeliano e finito. Dado um nu´mero inteiro
positivo t, definimos uma sequeˆncia finita




de elementos pertencentes a G, onde e´ permitida a repetic¸a˜o de elementos e podemos
desconsiderar a ordem dos elementos em S (tornando coerente a notac¸a˜o multiplicativa).
Diremos apenas que S e´ uma sequeˆncia sobre G de comprimento t. Definimos tambe´m
uma subsequeˆncia T = xi1xi2 · · ·xik de S de comprimento k (≤ t), com conjunto de ı´ndices
IT = {i1, i2, . . . , ik} ⊆ {1, 2, . . . , t}, onde escrevemos T |S. Ale´m disso, chamamos S de
sequeˆncia de soma-zero em G se
x1 + x2 + · · ·+ xt = 0,
onde 0 representa o elemento neutro (aditivo) de G.
Os Problemas de Soma-Zero sa˜o problemas combinato´rios da Teoria Aditiva dos
Nu´meros que esta˜o relacionados com a estrutura de grupos abelianos finitos. De forma
geral, um problema direto de soma-zero estuda condic¸o˜es que garantam que uma determi-
nada sequeˆncia possua uma subsequeˆncia de soma-zero com propriedades pre´-definidas.
O problema inverso de soma-zero associado estuda a estrutura de sequeˆncias extremas
que na˜o possuem tais subsequeˆncias de soma-zero.
Muitas pesquisas se desenvolveram baseadas nestes problemas, uma vez que inves-
tigac¸o˜es desse tipo ocorrem naturalmente em va´rios ramos da ana´lise combinato´ria, da
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teoria dos nu´meros e da geometria. Os problemas de soma-zero tambe´m influenciaram
o desenvolvimento de va´rios campos dentro destas a´reas como a teoria de Ramsey de
soma-zero, entre outros. Ha´, ainda, conexo˜es intr´ınsecas com a teoria dos grafos, a teoria
de Ramsey, a geometria e a teoria das fatorac¸o˜es na˜o-singulares. Ale´m de tudo isso, pro-
blemas de soma-zero aparecem em va´rios to´picos da teoria dos nu´meros como nu´meros
de Carmichael, conjectura de Artin sobre formas aditivas, matrizes de permutac¸a˜o, entre
outros.
Os problemas de soma-zero tiveram como ponto de partida um resultado de 1961,
onde, dado um nu´mero inteiro positivo n, Paul Erdo¨s, Abraham Ginzburg e Abraham Ziv
mostraram (ver [18]) que toda sequeˆncia de nu´meros inteiros formada por 2n−1 nu´meros
possui uma subsequeˆncia de comprimento n cuja soma dos seus termos e´ um mu´ltiplo de
n. Este resultado e´ conhecido como o Teorema de Erdo¨s-Ginzburg-Ziv (Teorema EGZ) e
sua demonstrac¸a˜o foi desenvolvida utilizando o Princ´ıpio da Casa dos Pombos.
Este resultado motivou a definic¸a˜o da seguinte constante: dado um grupo (aditivo)
abeliano finito G arbitra´rio, definimos a constante E(G) como sendo o menor inteiro
positivo t tal que toda sequeˆncia de t elementos de G conte´m uma subsequeˆncia de com-
primento igual a o(G), onde o(G) denota a ordem do grupo G, que e´ uma sequeˆncia de
soma-zero sobre G. Observe o seguinte resultado:
Teorema 0.1. Seja n um inteiro positivo e seja Zn o grupo aditivo das classes de res´ıduos
mo´dulo n.
(i) E(Zn) = 2n− 1.
(ii) As sequeˆncias de comprimento 2n− 2 em Zn que na˜o conte´m uma subsequeˆncia de
soma-zero de comprimento n apresentam exatamente dois termos distintos de Zn,
onde cada um se repete n− 1 vezes.
O ı´tem (i) do Teorema 0.1 e´ uma consequeˆncia direta do Teorema de Erdo¨s-Ginzburg-
Ziv. O item (ii) deste teorema corresponde ao problema inverso relativo ao item (i) e uma
demonstrac¸a˜o para esta parte pode ser encontrada em [45].
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Constantes Associadas a` Constante EGZ
Alguns anos apo´s P. Erdo¨s, A. Ginzburg e A. Ziv enunciarem o Teorema EGZ, P. C. Ba-
ayen, P. Erdo¨s e H. Davenport propuseram (na Mid-western Conference on Group Theory
and Number Theory, Ohio State University, em abril de 1966) um problema cuja resoluc¸a˜o
se resumia em determinar o valor do menor inteiro positivo ` tal que cada sequeˆncia S
sobre um grupo (aditivo) abeliano finito G de comprimento |S| ≥ ` conte´m uma sub-
sequeˆncia de soma-zero em G (sem restric¸o˜es para o comprimento da subsequeˆncia). Na
literatura subsequente este inteiro ` passou a ser chamado Constante de Davenport de G
e denotado por D(G).
O primeiro e mais importante resultado sobre a Constante de Davenport para grupos
c´ıclicos finitos sera´ apresentado a` seguir.
Teorema 0.2. Sejam n um inteiro positivo e Zn o grupo aditivo das classes residuais
mo´dulo n. Enta˜o D(Zn) = n e, ale´m disso, o conjunto de todas as sequeˆncias de com-
primento n− 1 livres de subsequeˆncias de soma-zero e´ formado apenas por sequeˆncias em
que apenas um elemento, invert´ıvel em Zn, se repete n− 1 vezes.
Acrescentando uma quantidade adequada de zeros a` sequeˆncia, vemos que a demons-
trac¸a˜o do Teorema 0.2 e´ uma consequeˆncia direta do Teorema 0.1.
Em 1973, Harborth (ver [30]) definiu dois invariantes e um deles formaliza o que foi
feito no Teorema EGZ. A saber, dado o grupo Zrn, onde n e r sa˜o inteiros positivos, a
constante f(n, r) e´ o menor inteiro ` tal que toda sequeˆncia S de elementos de Zrn, de
comprimento `, possui uma subsequeˆncia de soma-zero de comprimento n; e a constante
g(n, r) e´ o menor inteiro t tal que toda sequeˆncia S de termos distintos de Zrn, com
comprimento t, possui uma subsequeˆncia de soma-zero de comprimento n. Neste mesmo
artigo ele provou va´rios resultados para estas constantes para valores espec´ıficos de n e r.
Apresentaremos agora algumas constantes que sera˜o objetos de nossos estudos. Dado
um grupo (aditivo) abeliano finito G com ordem igual a o(G) = t e expoente (definido
como o menor inteiro positivo que, multiplicado por qualquer elemento do grupo, tem
como resultado o zero do grupo) igual a exp(G) = n, definimos:
(i) E(G) e´ o menor inteiro positivo ` tal que toda sequeˆncia sobre G de comprimento
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` conte´m uma subsequeˆncia de soma-zero de comprimento t.
(ii) s(G) e´ o menor inteiro positivo ` tal que toda sequeˆncia sobre G de comprimento `
conte´m uma subsequeˆncia de soma-zero de comprimento n.
(iii) D(G) e´ o menor inteiro positivo ` tal que toda sequeˆncia sobre G de comprimento
` conte´m uma subsequeˆncia de soma-zero sem restric¸o˜es para o comprimento.
(iv) η(G) e´ o menor inteiro positivo ` tal que toda sequeˆncia sobre G de comprimento `
conte´m uma subsequeˆncia de soma-zero de comprimento menor ou igual a n.
A constante s(G) e´ chamada Constante de Erdo¨s-Ginzburg-Ziv (ou Constante EGZ) e e´
uma generalizac¸a˜o da constante f(n, r). Note que, no caso de G ser um grupo c´ıclico,
temos s(G) = E(G). Ale´m disso, podemos observar que as constantes D(G) e η(G) esta˜o
intrinsecamente ligadas.
Ainda na˜o e´ poss´ıvel calcular os valores exatos destas constantes para os grupos abe-
lianos finitos de modo geral. Ale´m disso existem muitas questo˜es em aberto relacionadas
a estas constantes. Apresentaremos agora alguns resultados conhecidos.
Logo depois da demonstrac¸a˜o do Teorema de EGZ, Paul Erdo¨s e outros autores pas-
saram a buscar a determinac¸a˜o do valor exato de s(Z2p), onde p e´ um primo, Zp e´ o grupo
(aditivo) c´ıclico de ordem p e Z2p = Zp ⊕ Zp.
Para o grupo G =
⊕n
i=1 Zpei = Zpe1 ⊕ Zpe2 ⊕ · · · ⊕ Zpen , onde p e´ um nu´mero primo
e os nu´meros n e ei sa˜o inteiros positivos, para cada i = 1, 2, . . . , n, J. Olson demonstrou
em 1968 (ver [38]) que D(G) = 1 +
∑n
i=1(p
ei − 1). Ale´m disso, dados os inteiros positivos
m e n tais que m divide n, Olson mostrou no mesmo ano (ver [39]) que, para o grupo
G = Zm ⊕ Zn, temos D(G) = m+ n− 1.
Em 1983, A. Kemnitz conjecturou (ver [31]) que s(Z2n) = 4n− 3, onde n e´ um inteiro
positivo. Este resultado foi demonstrado por C. Reiher em 2003 (mas o artigo [41] foi
publicado apenas em 2007).
Em 2003, W. D. Gao (ver [20]) ale´m de apresentar va´rios resultados sobre as constantes
s(G) e η(G), conjecturou que, dado um grupo (aditivo) G abeliano finito arbitra´rio, a
relac¸a˜o
s(G) = η(G) + exp(G)− 1
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e´ va´lida. Esta relac¸a˜o ficou conhecida como Conjectura de Gao.
Em 2007, Gao et al (ver [23]) provaram va´rios resultados para s(Z3n) e η(Z3n) para
casos espec´ıficos do inteiro positivo n. Ale´m disso provaram que a Conjectura de Gao e´
va´lida para alguns casos espec´ıficos.
Edel et al analisaram em [16] (2007) e em [17] (2008) cotas inferiores para s(Z4n),
s(Z5n), s(Z6n) e s(Z7n).
Outros resultados para estas constantes podem ser encontrados em [20], [25], [38] e
[39].
Constante EGZ Ponderada e Algumas Constantes As-
sociadas
No artigo [11] de 1996, Y. Caro conjecturou que, dados os inteiros n e m, com n ≥ 2 e a
sequeˆncia arbitra´ria de nu´meros inteiros S =
∏m+n−1
i=1 xi, se U =
∏n
i=1 ui e´ uma sequeˆncia
de inteiros tais que u1 + u2 + · · · + un ≡ 0 (mod m), enta˜o existe uma subsequeˆncia
(rearranjada)
∏n
i=1 xji de S, ou seja, {j1, j2, . . . , jn} ⊂ {1, 2, . . . ,m+ n− 1}, tal que
u1xj1 + u2xj2 + · · ·+ unxjn ≡ 0 (mod m).
Supondo que m = n e ui = 1, para todo i ∈ {1, 2, . . . , n}, obtemos exatamente o Teorema
de Erdo¨s-Ginzburg-Ziv na conjectura acima. Esta conjectura foi completamente demons-
trada por D. J. Grynkiewicz em 2006 (ver [28]) e ela deu inicio ao estudo da Constante
EGZ Ponderada e suas associadas.
Antes de prosseguirmos, faremos algumas observac¸o˜es. Seja G um grupo (aditivo)
abeliano finito de ordem o(G) = m e expoente exp(G) = n, onde m e n sa˜o inteiros
positivos. Como podemos considerar G como um Z-mo´dulo, dados um conjunto A ⊆ Z e
uma sequeˆncia S = x1x2 · · ·xt de elementos de G, se existe um conjunto {a1, a2, . . . , at} ⊂
A tal que
a1x1 + a2x2 + · · ·+ atxt = 0 (neutro aditivo de G),
enta˜o diremos que S e´ uma sequeˆncia de soma-zero A-ponderada e o conjunto A e´ de-
nominado o conjunto dos pesos. Desta forma podemos definir as seguintes constantes
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ponderadas:
(i) EA(G) e´ o menor inteiro positivo ` tal que toda sequeˆncia sobre G de comprimento
` conte´m uma subsequeˆncia de soma-zero A-ponderada de comprimento m.
(ii) sA(G) e´ o menor inteiro positivo ` tal que toda sequeˆncia sobre G de comprimento
` conte´m uma subsequeˆncia de soma-zero A-ponderada de comprimento n.
(iii) DA(G) e´ o menor inteiro positivo ` tal que toda sequeˆncia sobre G de comprimento
` conte´m uma subsequeˆncia de soma-zero A-ponderada (sem restric¸o˜es para o com-
primento da subsequeˆncia).
(iv) ηA(G) e´ o menor inteiro positivo ` tal que toda sequeˆncia sobre G de comprimento
` conte´m uma subsequeˆncia de soma-zero A-ponderada de comprimento menor ou
igual a n.
Assim como nas constantes na˜o ponderadas, ainda na˜o se sabe os valores destas cons-
tantes de forma geral. Apresentaremos agora alguns resultados sobre estas constantes
ponderadas.
Em 2006, S. D. Adhikari et al mostraram (ver [5]) que, dados um inteiro positivo
n e o conjunto dos pesos A = {1,−1}, temos EA(Zn) = sA(Zn) = n + blog2 nc, onde,
para um nu´mero real x, bxc denota o maior inteiro menor ou igual a x. Este resultado
e´ equivalente ao Teorema de Erdo¨s-Ginzburg-Ziv para o conjunto de pesos A = {1,−1}.
Ale´m disso, em 2008, S. D. Adhikari et al provaram (ver [3]) que sA(Z2n) = 2n − 1 para
o caso em que n e´ um inteiro positivo ı´mpar e A = {1,−1} e, neste trabalho, tambe´m
sa˜o demonstrados alguns resultados para a Constante de Davenport Ponderada DA(Zp),
onde p e´ um nu´mero primo.
Em 2007, Thangadurai desenvolveu um trabalho (ver [43]) sobre a Constante de Da-
venport para o caso de um p-grupo (aditivo) abeliano finito. O principal resultado deste
trabalho foi: dado o grupo G =
⊕t













para qualquer que seja o conjunto A ⊆ {1, 2, . . . , pet} na˜o vazio, onde os elementos de A
sa˜o incongruentes entre si e na˜o nulos mo´dulo p. Como consequeˆncia desta cota superior,
foram obtidos va´rios resultados para casos mais particulares.
Em 2009, Adhikari e Rath provaram (ver [9]) que EA(Zp) = p + 2, com p sendo um
nu´mero primo e A sendo o conjunto dos res´ıduos quadra´ticos mo´dulo p.
Em 2010, Yuan e Zeng mostraram (ver [44]) que a relac¸a˜o EA(Zn) = DA(Zn)+ |Zn|−1
e´ va´lida para qualquer inteiro positivo n e qualquer A ⊆ Z na˜o vazio. Em 2012, D. J.
Grynkiewicz, L. E. Marchan e O. Ordaz generalizaram (ver [29]) este resultado mostrando
que a relac¸a˜o EA(G) = DA(G)+ |G|−1 e´ va´lida para qualquer grupo (aditivo) G abeliano
finito e qualquer A ⊆ Z na˜o vazio.
A. Lemos apresentou em sua tese de doutorado (ver [32], 2010) va´rios resultados para
os invariantes ηA(G), gA(G) e sA(G), quando G e´ um grupo abeliano finito espec´ıfico e
A = {1,−1}. Ja´ em 2013, A. Lemos, H. Godinho e D. Marques apresentaram (ver [26])
estimativas para sA(Zr3) e provaram que sA(Z33) = 9, sA(Z43) = 21 e 41 ≤ sA(Z53) ≤ 45,
onde A = {1,−1}.
Outros resultados sobre estas constantes podem ser encontrados em [2], [4], [6], [21],
[46] e [47].
Deste momento em diante voltamos nossos interesses ao caso em que G e´ um grupo
(aditivo) abeliano finito com exp(G) = n e A = {a ∈ Z ; mdc(a, n) = 1} e´ o conjunto dos
pesos. Neste sentido F. Luca mostrou em [34] (ver tambe´m [27]) que sA(Zn) = n+ Ω(n)
e analisou o problema inverso relacionado classificando as sequeˆncias extremas livres de
subsequeˆncias de soma-zero A-ponderada de comprimento n, para n = pk, onde k e´ um
inteiro positivo e Ω(n) denota o nu´mero total de divisores primos de n (contados com
suas respectivas multiplicidades). Este resultado foi conjecturado por Adhikari et al (ver
[5]).
O caso em que G = Zrp, onde p e´ um primo e r um inteiro positivo, Adhikari et al.
(ver [1]) provaram que sA(G) = p+ r, sempre que p > r.
Quando G = Zr2, podemos considerar A = {1} e quando G = Zr3, G = Zr4, G = Zr6,
G = Zt2 ⊕ Zr4 ou G = Zt2 ⊕ Zr6, usamos A = {±1}. Para estes casos, temos:
(i) sA(Zr2) = 2r + 1 (ver [30]);
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(ii) sA(Z3) = 4 (ver [5]), sA(Z23) = 5 (ver [3]), sA(Z33) = 9 (ver [26, 35]), sA(Z43) = 21,
sA(Z53) = 41 e sA(Z63) = 113 (ver [35]);
(iii) sA(Z4) = 6 e sA(Z6) = 8 (ver [5]);
(iv) sA(Z24) = 8 (ver [7]);
(v) sA(Z2 ⊕ Z4) = 7 (ver [36, 37]), sA(Z22 ⊕ Z4) = 8 (ver [37]) e sA(Z2 ⊕ Z6) = 9 (ver
[36]);
Alguns autores teˆm investigado uma relac¸a˜o ana´loga a` Conjectura de Gao para as
constantes ponderadas: dado um grupo (aditivo) G abeliano finito, enta˜o a relac¸a˜o
sA(G) = ηA(G)+ exp(G) − 1 e´ va´lida para o conjunto A ⊂ Z formado pelos inteiros
coprimos com exp(G). Apresentamos alguns destes resultados:
(i) sA(Zr2) = ηA(Zr2) + 2− 1 (ver [30]);
(ii) sA(Z3) = ηA(Z3) + 3− 1 (ver [5]), sA(Z23) = ηA(Z23) + 3− 1 (ver [3, 37]);
(iii) sA(Z4) = ηA(Z4) + 4− 1 e sA(Z6) = ηA(Z6) + 6− 1 (ver [5]);
(iv) sA(Z24) = ηA(Z24) + 4− 1 (ver [7, 37]);
(v) sA(Z2⊕Z4) = ηA(Z2⊕Z4) + 4− 1 (ver [36, 37]), sA(Z22⊕Z4) = ηA(Z22⊕Z4) + 4− 1
(ver [37]) e sA(Z2 ⊕ Z6) = ηA(Z2 ⊕ Z6) + 6− 1 (ver [36]);
(vi) sA(Zpr ⊕Zps) = ηA(Zpr ⊕Zps) + pr− 1, onde p e´ um primo ı´mpar, r ≥ s e s ∈ {1, 2}
(ver [13, 14]);
A. Lemos, H. Godinho e D. Marques (ver [26]) provaram que sA(Zr3) = 2ηA(Zr3)− 1 >
ηA(Zr3) + 3− 1 para r ≥ 3, ou seja, a conjectura e´ falsa para A = {a ∈ Z ; mdc(a, 3) = 1}
e o posto de G e´ maior ou igual a 3.
Recentemente, M. N. Chintamani e P. Paul (ver [13, 14]) provaram que se G = Zpα ⊕
Zps , onde s ∈ {1, 2}, α ≥ s e´ um inteiro e p e´ um nu´mero primo ı´mpar, enta˜o sA(G) =
pα + α + s e eles classificaram as sequeˆncias extremas que sa˜o livres de subsequeˆncias
de soma-zero A-ponderada de comprimento exp(G). Ale´m disso, eles mostraram que se
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G = Zn ⊕ Zps , onde s ∈ {1, 2} e n > 1 e´ um nu´mero inteiro ı´mpar tal que ps|n, enta˜o
sA(G) ≤ n+ Ω(n) + 2s. Um de nossos objetivos sera´ fazer ana´lises semelhantes a`s feitas
por Chintamani e Paul para o grupo Zpα ⊕ Zpβ , onde α ≥ β sa˜o inteiros positivos.
Constantes sobre Polinoˆmios Sime´tricos
Dentre as va´rias generalizac¸o˜es do Teorema de Erdo¨s-Ginzburg-Ziv enunciaremos agora
um estudo feito por A. Bialostocki e T. D. Luong, no qual foi definida uma constante
ana´loga a` Constante EGZ com o aux´ılio de polinoˆmios sime´tricos.
Sejam p um nu´mero primo e S = (u1, u2, . . . , up) uma sequeˆncia de elementos do corpo
Zp (com soma e multiplicac¸a˜o usuais). Dado um polinoˆmio sime´trico ϕ ∈ Zp[x1, x2, . . . , xp],
dizemos que S e´ uma sequeˆncia ϕ-zero se ϕ(S) = ϕ(u1, u2, . . . , up) = 0 em Zp. Esten-
dendo o conceito da Constante EGZ, Bialostocki e Luong definiram em [10] (2009) a nova
constante g(ϕ,Zp) como sendo o menor inteiro ` tal que cada sequeˆncia em Zp de compri-
mento ` conte´m uma subsequeˆncia ϕ-zero e g(ϕ,Zp) =∞, caso na˜o exista tal `. Definiram,
tambe´m, o conjunto M(ϕ,Zp) de todas as sequeˆncias de comprimento g(ϕ,Zp)− 1 livres
de subsequeˆncias ϕ-zero, quando g(ϕ,Zp) e´ finito.
Por simplicidade de notac¸a˜o usaremos que
[u1]
n1 [u2]
n2 · · · [ut]nt = (u1, u1, . . . , u1︸ ︷︷ ︸
n1 vezes
, u2, u2, . . . , u2︸ ︷︷ ︸
n2 vezes
, . . . , ut, ut, . . . , ut︸ ︷︷ ︸
nt vezes
).
Ale´m disso, dados os inteiros positivos n e k, considere em Zp[x1, x2, . . . , xn] o polinoˆmio




2 + · · ·+ xkn.
Observe que o caso em que ϕ for um polinoˆmio sime´trico linear, ou seja, ϕ = asn,1 ∈
Zp[x1, x2, . . . , xn], com a 6= 0, enta˜o o Teorema 0.1 garante que g(ϕ,Zp) = 2p − 1 e
M(ϕ,Zp) e´ o conjunto de todas as sequeˆncias de Zp da forma [u]p−1[v]p−1, onde u, v ∈ Zp
e u 6= v.
No mesmo artigo [10], Bialostocki e Luong estudaram o caso em que o polinoˆmio
sime´trico e´ quadra´tico e analisaram os valores de g(ϕ,Zp) e M(ϕ,Zp).
Usando o mesmo racioc´ınio definiremos uma nova constante que sera´ uma genera-
lizac¸a˜o da Constante de Davenport para polinoˆmios sime´tricos sobre Zp que sera´ denotada
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por D(ϕ,Zp). Ale´m disso, analisaremos o problema inverso associado a esta constante
denotando por M(Fϕ,Zp) o conjunto de todas as sequeˆncias extremas.
Estrutura da Tese
Nesta tese apresentaremos alguns resultados relacionados a` Constante EGZ Ponderada
e a` Constante de Davenport para Polinoˆmios Sime´tricos.
No primeiro cap´ıtulo usaremos como base os resultados obtidos por F. Luca, M. N.
Chintamani e P. Paul para provar os seguintes resultados:
Teorema 0.3 (Teorema 1.14). Sejam p um primo ı´mpar e G = Zpα⊕Zpβ o grupo (aditivo)
onde α ≥ β sa˜o inteiros positivos. Enta˜o podemos afirmar que
sA(G) = p
α + α + β,
onde A = {a ∈ Z ; mdc(a, exp(G)) = 1}.
Teorema 0.4 (Teorema 1.16). Sejam p um primo ı´mpar e S uma sequeˆncia sobre o
grupo Zpα ⊕ Zpβ , onde α ≥ β sa˜o inteiros positivos, com |S| = pα + α + β − 1. Se S
na˜o possui subsequeˆncias de soma-zero A-ponderada de comprimento pα, enta˜o S conte´m
exatamente pα − 1 termos iguais a (0, 0). Ale´m disso, se δj(S) denota o nu´mero de
termos (com multiplicidade) de S com ordem pj, enta˜o δj(S) ≥ 1, para todo j ∈ [1, α], e∑α
j=1 δj(S) = α + β.
Corola´rio 0.5 (Corola´rio 1.17). Sejam p um primo ı´mpar e S uma sequeˆncia sobre o
grupo Zpα ⊕ Zpβ , onde α ≥ β sa˜o inteiros positivos. Enta˜o:
(i) ηA(Zpα ⊕ Zpβ) = α + β + 1;
(ii) se |S| = α+ β e S na˜o possui subsequeˆncias de soma-zero A-ponderada de compri-
mento no ma´ximo pα, enta˜o δj(S) ≥ 1, para todo j ∈ [1, α];
(iii) a equac¸a˜o sA(G) = ηA(G) + exp(G)− 1 e´ va´lida para o grupo G = Zpα ⊕ Zpβ .
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Teorema 0.6 (Teorema 1.21). Sejam p um primo ı´mpar, β um inteiro positivo e n ≥ 1
um inteiro ı´mpar tal que n = pβm, para algum inteiro m. Enta˜o
sA(Zn ⊕ Zpβ) ≤ n+ Ω(n) + (2m− 1)β,
para o caso em que A = {a ∈ Z ; mdc(a, n) = 1}.
No segundo cap´ıtulo formalizamos uma generalizac¸a˜o para a Constante de Davenport
para Polinoˆmios Sime´tricos e provamos o seguinte resultado para polinoˆmios sime´tricos
quadra´ticos:
Teorema 0.7 (Teorema 2.9). Sejam p um primo, onde p ≥ 3, n ≥ 2 um inteiro positivo
e seja ϕ = as2n,1 + bsn,2 + csn,1 ∈ Zp[x1, x2, . . . , xn], com a 6= 0 ou b 6= 0. Enta˜o sa˜o
verdadeiras as seguintes afirmac¸o˜es:
(i) Se a = 0 e b 6= 0, enta˜o D(ϕ,Zp) = p e M(Fϕ,Zp) e´ o conjunto de todas as
sequeˆncias da forma [u]α[−u−cb−1]p−1−α, onde u ∈ Zp \{0,−cb−1} e 0 ≤ α ≤ p−1,
ou da forma [u]p−1, quando u = −cb−1 e c 6= 0.
(ii) Se a 6= 0 e b = c = 0 enta˜o D(ϕ,Zp) = p e M(Fϕ,Zp) e´ o conjunto de todas as
sequeˆncias da forma [u]p−1, onde u ∈ Zp \ {0}.
(iii) Se a 6= 0, b = 0 e c 6= 0 enta˜o D(ϕ,Zp) = p− 1 e M(Fϕ,Zp) = {[ca−1]p−2}.
(iv) Se a · b 6= 0, enta˜o D(ϕ,Zp) ≤ 2p− 1 e:
(a) D(ϕ,Zp) ≥ p− 2, para c 6= 0.
(b) D(ϕ,Zp) ≥ −ba−1, para c = 0,
onde x representa o menor inteiro na˜o negativo pertencente a` classe x ∈ Zp.
Capı´tulo1
Constante EGZ para p-Grupos de Posto 2
1.1 Notac¸o˜es, Terminologias e Preliminares
Comec¸aremos por introduzir algumas notac¸o˜es, terminologias e algumas ferramen-
tas importantes para obtermos nossos resultados. Seja N0 o conjunto de inteiros na˜o-
negativos. Para inteiros a, b ∈ N0, definimos [a, b] = {x ∈ N0 ; a ≤ x ≤ b}. Dado um
nu´mero inteiro positivo n, por abuso de notac¸a˜o, identificaremos por todo o cap´ıtulo o
grupo aditivo Zn ∼= Z/nZ das classes residuais mo´dulo n com o conjunto de nu´meros
inteiros {0, 1, . . . , n− 1}. Ale´m disso, fixado um grupo G com exp(G) = n usaremos por
todo o cap´ıtulo que A = {a ∈ Z ; mdc(a, n) = 1}.
Como vimos anteriormente, dados um grupo (aditivo)G abeliano finito e uma sequeˆncia
S = x1x2 · · ·xt de elementos de G de comprimento t, enta˜o definimos uma subsequeˆncia
T = xi1xi2 . . . xik de S, se o conjunto de ı´ndices de T e´ tal que IT = {i1, i2, . . . , ik} ⊆
{1, 2, . . . , t} e escrevemos T |S. Agora, diremos que duas subsequeˆncias T1 e T2 de S sa˜o
iguais se IT1 = IT2 . Dadas as subsequeˆncias T1, T2, . . . , Tr de S, definimos mdc(T1, . . . , Tr)
como a subsequeˆncia indexada por I = IT1 ∩ IT2 ∩ · · · ∩ ITr , quando I e´ na˜o vazio. Ale´m
disso, diremos que duas subsequeˆncias T1 e T2 de S sa˜o disjuntas se IT1 ∩ IT2 = ∅, ou
seja, mdc(T1, T2) = λ, onde λ denota a sequeˆncia vazia. Se T1 e T2 sa˜o disjuntas, enta˜o
denotaremos por T1T2 a subsequeˆncia com conjunto de ı´ndices dado por IT1 ∪ IT2 . Se
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T1|T2, enta˜o denotaremos por T2T−11 a subsequeˆncia de S com conjunto de ı´ndices dado
por IT2 \ IT1 .
Consideremos S = x1x2 · · ·xm uma sequeˆncia de elementos de um grupo G e vamos
definir:
1. |S| = m o comprimento S.
2. uma soma A-ponderada e´ uma soma da forma σa (S) =
∑m
i=1 aixi, para alguma





i∈I aixi : ∅ 6= I ⊆ [1,m] e ai ∈ A
}
, um conjunto na˜o vazio de subso-
mas A-ponderadas de S.
A sequeˆncia S = x1x2 · · ·xm e´ chamada:
1. uma sequeˆncia livre de somas-zero A-ponderadas se 0 /∈∑A (S),
2. uma sequeˆncia de soma-zero A-ponderada se σa (S) = 0 para alguma sequeˆncia
a = a1a2 · · · am, com ai ∈ A para i ∈ [1,m].
O seguinte lema e´ um caso particular de um resultado provado por F. Luca (ver [34])
que sera´ uma ferramenta chave para obter nossos resultados.
Lema 1.1. Sejam n ≥ 2 um inteiro ı´mpar, m ≥ 1 um inteiro e S = x1x2 · · · xm
uma sequeˆncia sobre Zn de comprimento m. Para cada primo p dividindo n, escre-
veremos Sp = {i ∈ [1,m] ; xi 6≡ 0 (mod p)}. Suponha que |Sp| ≥ 2 para todo o
primo p divisor de n. Enta˜o, para qualquer inteiro b dado, existe a = a1a2 · · · am, com
ai ∈ A = {a ∈ Z ; mdc(a, n) = 1} tal que
σa(S) ≡ b (mod n).
A seguinte observac¸a˜o sera´ frequentemente usada por todo o cap´ıtulo.
Observac¸a˜o 1.2. Se S = x1x2 · · ·x` e´ uma sequeˆncia de soma-zero A-ponderada de
elementos de um grupo G, enta˜o a sequeˆncia S ′ = (u1x1)(u2x2) · · · (u`x`) continua sendo
uma sequeˆncia de soma-zero A-ponderada, para qualquer escolha de ui ∈ A, com i ∈ [1, `].
Ale´m disso, se f e´ um automorfismo de G, enta˜o f(S) = f(x1)f(x2) · · · f(x`) e´ tambe´m
uma sequeˆncia de soma-zero A-ponderada.
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Sendo p um primo e G = Zpα ⊕Zpβ o grupo aditivo onde α ≥ β sa˜o inteiros positivos,
enta˜o exp(G) = pα e o conjunto A usado para calcular sA(G) sera´ dado por
A = {n ∈ Z ; mdc(n, pα) = 1} = {n ∈ Z ; mdc(n, p) = 1}.
Agora, apresentaremos dois resultados obtidos por M. N. Chintamani e P. Paul em
[14].
Teorema 1.3. Seja p um primo ı´mpar e α ≥ 2 um inteiro. Enta˜o, temos
sA(Zpα ⊕ Zp2) = pα + α + 2.
Teorema 1.4. Seja p um primo ı´mpar e α ≥ 2 um inteiro. Seja S uma sequeˆncia sobre
o grupo Zpα ⊕ Zp2 com |S| = pα + α + 1. Suponha que S seja livre de subsequeˆncias de
soma-zero A-ponderada de comprimento pα. Enta˜o S conte´m exatamente pα − 1 zeros.
Ale´m disso, se δj(S) denota o nu´mero de termos (com multiplicidade) de S com ordem
pj, enta˜o δj(S) ≥ 1 para todo j = 1, 2, . . . , α e
∑α
j=1 δj(S) = α + 2.
Nosso principal objetivo neste cap´ıtulo sera´ generalizar os teoremas acima para o
grupo aditivo Zpα ⊕ Zpβ , onde α ≥ β sa˜o inteiros positivos arbitra´rios. Ale´m disso,
apresentaremos uma cota inferior e uma cota superior para sA(Zn ⊕ Zpβ), onde p e´ um
primo ı´mpar, β e´ um inteiro positivo e n e´ inteiro positivo ı´mpar tal que pβ|n.
1.2 Resultados Iniciais
Inicialmente apresentaremos algumas ferramentas essenciais para os resultados deste
cap´ıtulo.
Lema 1.5. Sejam p um primo e o grupo (aditivo) G = Zpα ⊕ Zpβ , onde α ≥ β sa˜o
inteiros positivos. Dado um elemento (a, b) ∈ G tal que mdc(a, p) = 1, enta˜o existe um
automorfismo Θ ∈ Aut(G) tal que Θ(a, b) = (1, 0) e Θ(0, 1) = (0, 1).
Demonstrac¸a˜o. Comec¸amos definindo u como sendo a classe em Zpβ do menor inteiro
positivo pertencente a` classe u em Zpα . Note que, dados u, v ∈ Zpα , sempre teremos
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u+ v = u + v. Ale´m disso, 0Zpα = 0Zpβ e 1Zpα = 1Zpβ . Como mdc(a, p) = 1, enta˜o existe
a−1 ∈ Zpα tal que a · a−1 = 1 em Zpα .
Iremos mostrar que Θ : G −→ G, tal que Θ(x, y) = (a−1x, y − a−1xb), e´ um automor-
fismo de G da forma desejada. Dados (x1, y1), (x2, y2) ∈ G, temos
Θ[(x1, y1) + (x2, y2)] = Θ(x1 + x2, y1 + y2)
= (a−1(x1 + x2), (y1 + y2)− a−1(x1 + x2)b)
= (a−1x1, y1 − a−1x1b) + (a−1x2, y2 − a−1x2b)
= Θ(x1, y1) + Θ(x2, y2).
Logo Θ e´ um homomorfismo. Ale´m disso, e´ fa´cil verificar que Θ(x1, y1) = (0, 0) se, e
somente se, (x1, y1) = (0, 0), ou seja, Θ e´ um monomorfismo. Como G e´ um grupo finito,
fica claro que Θ e´ tambe´m um epimorfismo e, portanto, um automorfismo. Por fim,
Θ(a, b) = (1, 0) e Θ(0, 1) = (0, 1) como quer´ıamos.
Lema 1.6. Sejam p um primo e m um inteiro positivo. Dados os inteiros a1, a2, . . . ,
am tais que mdc(ai, p) = 1, para algum i ∈ [1,m], enta˜o a equac¸a˜o
a1x1 + a2x2 + · · ·+ amxm ≡ 0 (mod p) (1.1)
possui no ma´ximo (p− 1)m−1 soluc¸o˜es com xj ∈ [1, p− 1], para todo j ∈ [1,m].
Demonstrac¸a˜o. Sem perda de generalidade, suponhamos que mdc(a1, p) = 1. Sabemos
que existem (p − 1)m−1 escolhas para a sequeˆncia x2x3 · · ·xm onde xj ∈ [1, p − 1], para
todo j ∈ [2,m]. Fixemos uma destas escolhas como sendo x(0)2 x(0)3 · · · x(0)m .
Tome a2x
(0)
2 + · · ·+ amx(0)m = −b. Desta forma, resolver a equac¸a˜o (1.1) e´ equivalente
a resolver a equac¸a˜o
a1x1 ≡ b (mod p). (1.2)
Como mdc(a1, p) = 1, enta˜o e´ fa´cil ver que existe no ma´ximo uma soluc¸a˜o para a equac¸a˜o
(1.2) com x1 ∈ [1, p−1] para cada escolha da sequeˆncia que fizermos. Portanto o resultado
segue.
Observac¸a˜o 1.7. Na demonstrac¸a˜o do lema anterior, se b ≡ 0 (mod p) para uma de-
terminada escolha da sequeˆncia x2x3 · · ·xm, enta˜o a equac¸a˜o (1.2) na˜o possui soluc¸a˜o
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da forma desejada para esta escolha. Portanto, se existem d escolhas para a sequeˆncia
x2x3 · · · xm tais que a2x2 + a3x3 + · · · + amxm ≡ 0 (mod p), enta˜o o nu´mero de soluc¸o˜es
para a equac¸a˜o (1.1) da forma requerida sera´ no ma´ximo (p− 1)m−1 − d.
Lema 1.8. Sejam p um primo ı´mpar e m ≥ 2 um inteiro. Dados os inteiros a1, a2, . . .
, am+1, existe um conjunto de ı´ndices I ⊂ [1,m + 1], de comprimento |I| = m, tal que∑
i∈I uiai ≡ 0 (mod p) para alguma escolha de inteiros ui ∈ [1, p− 1], para cada i ∈ I.
Demonstrac¸a˜o. Se existem dois ı´ndices i, j ∈ [1,m+ 1] tais que mdc(aiaj, p) = 1 enta˜o e´
suficiente escolher qualquer conjunto de ı´ndices I ⊂ [1,m + 1], de comprimento |I| = m,
contendo os ı´ndices i e j, onde o resultado e´ uma consequeˆncia direta do Lema 1.1.
Por outro lado, podemos assumir, sem perda de generalidade, que ai ≡ 0 (mod p)
para todo i ∈ [1,m]. Assim fica claro que podemos escolher I = [1,m] e o resultado
segue.
O pro´ximo lema e´ um de nossos principais resultados deste cap´ıtulo.
Lema 1.9. Sejam p um primo ı´mpar, m ≥ 5 um inteiro e
S = (1, 0)(a2, b2)(a3, b3)(a4, b4) · · · (am+1, bm+1)
uma sequeˆncia de termos do grupo Zpα ⊕ Zpβ , onde α ≥ β sa˜o inteiros positivos. Se
mdc(b2, p) = 1, p|a2 e existem dois ı´ndices i, j ∈ [3,m + 1] (incluindo o caso i = j) tais
que mdc(aibj, p) = 1, enta˜o S possui uma subsequeˆncia de soma-zero A-ponderada de
comprimento m.
Demonstrac¸a˜o. Vamos supor inicialmente que exista um termo (ai, bi), com i ∈ [3,m+ 1]
tal que mdc(aibi, p) = 1. Sem perda de generalidade, vamos supor que i = 3. Pelo Lema
1.8, fazendo as mudanc¸as necessa´rias nos ı´ndices, podemos supor que existe uma escolha
de inteiros u4, u5, . . . , um ∈ [1, p − 1] tais que
∑m
i=4 uiai ≡ 0 (mod p). Assim, podemos
excluir o termo (am+1, bm+1). Observe as seguintes equac¸o˜es:
a3x3 + a4x4 + · · ·+ amxm ≡ 0 (mod p) (1.3)
b3x3 + b4x4 + · · ·+ bmxm ≡ 0 (mod p) (1.4)
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Pelo Lema 1.6 e pela Observac¸a˜o 1.7, existem no ma´ximo (p − 1)m−3 − 1 soluc¸o˜es para
equac¸a˜o (1.3) e no ma´ximo (p− 1)m−3 para a equac¸a˜o (1.4) tais que xk ∈ [1, p− 1], para
todo k ∈ [3,m]. Sabemos que existem (p − 1)m−2 escolhas para a sequeˆncia x3x4 · · ·xm
tais que xk ∈ [1, p − 1], para todo k ∈ [3,m]. Como p e´ um primo ı´mpar, enta˜o (p −
1)m−2 = (p − 1)(p − 1)m−3 > 2(p − 1)m−3 − 1. Portanto, existe ao menos uma destas
escolhas para a sequeˆncia que na˜o e´ soluc¸a˜o da equac¸a˜o (1.3) e tambe´m na˜o e´ soluc¸a˜o
da equac¸a˜o (1.4). Tome uma destas escolhas como sendo v3v4 · · · vm. Ale´m disso, tome
a3v3 + a4v4 + · · · + amvm = a e b3v3 + b4v4 + · · · + bmvm = b. Note que mdc(ab, p) = 1.
Desta forma, e´ fa´cil ver que
(−b2a+ ba2)(1, 0) + (−b)(a2, b2) +
m∑
i=3
b2vi(ai, bi) = (0, 0)
onde (−b2a+ ba2),(−b),(b2vi) ∈ A, pois mdc(abb2vi, p) = 1 e p|a2, como quer´ıamos.
Por outro lado, vamos supor, sem perda de generalidade, que mdc(a3b4, p) = 1, p|a4 e
p|b3. Se observarmos o Lema 1.8, como p|a4, podemos supor que que existe uma escolha
de inteiros u4, u5, . . . , um ∈ [1, p − 1] tais que
∑m
i=4 uiai ≡ 0 (mod p) (podemos fazer
isso, pois se existe um u´nico i ∈ [5,m + 1] tal que mdc(ai, p) = 1, enta˜o rearranjamos a
sequeˆncia de forma que este termo aparec¸a na posic¸a˜o m+ 1). Assim podemos excluir o
termo (am+1, bm+1) e seguir exatamente os mesmos passos do caso anterior.
O pro´ximo lema foi demonstrado por Chintamani e Paul em [13].
Lema 1.10. Sejam ` ≥ 2 um inteiro e o grupo G = Zpα ⊕ Zp, onde p e´ um primo ı´mpar
e α e´ um inteiro positivo. Seja S uma sequeˆncia de termos em G de comprimento `+ 1.
Se S conte´m um termo de ordem pα que se repete ao menos duas vezes, enta˜o S possui
uma subsequeˆncia de soma-zero A-ponderada de comprimento `.
O lema acima na˜o e´ verdadeiro para o caso onde ` = 3. De fato, podemos observar
que a sequeˆncia (1, 0)(1, 0)(0, 1)(0, 1) sobre Zpα ⊕Zp satisfaz as hipo´teses do Lema 1.10 e
na˜o possui subsequeˆncias de soma-zero A-ponderada de comprimento 3. Generalizando o
Lema 1.10 para o caso geral e confirmando sua validade para ` ≥ 4, obtemos:
Lema 1.11. Seja ` ≥ 4 um inteiro e o grupo G = Zpα ⊕ Zpβ , onde p e´ um primo ı´mpar
e α ≥ β sa˜o inteiros positivos. Seja S = x1x2 · · · x`+β uma sequeˆncia onde xi = (ai, bi) ∈
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Zpα ⊕ Zpβ , para cada i ∈ [1, ` + β]. Se S conte´m dois termos iguais cuja ordem da
primeira coordenada e´ pα, enta˜o S possui uma subsequeˆncia de soma-zero A-ponderada
de comprimento ` que conte´m os dois termos em questa˜o.
Demonstrac¸a˜o. Para o caso em que β = 1 podemos assumir, sem perda de generalidade,
que x1 = x2 em G com a1 e a2 de ordem p
α e, pela Observac¸a˜o 1.2 e pelo Lema 1.5, que
x1 = x2 = (1, 0). Suponha que bi 6≡ 0 (mod p) para dois ı´ndices distintos i1, i2 ∈ [3, `+1].
Enta˜o existe um conjunto I1 ⊂ [3, ` + 1], com |I1| = ` − 2 e i1, i2 ∈ I1 (note que, para
` ≥ 4, isto e´ poss´ıvel). Pelo Lema 1.1 com n = p, a = 0 e m = `− 2, obtemos∑
i∈I1
uibi ≡ 0 (mod p),
onde ui ∈ A, para todo i ∈ I1. Novamente pelo Lema 1.1 com n = pα, a = −
∑
i∈I1 uiai e
m = 2, obtemos u1, u2 ∈ A tais que
u1a1 + u2a2 +
∑
i∈I1
uiai ≡ 0 (mod pα).
Portanto, temos
u1x1 + u2x2 +
∑
i∈I1
uixi = (0, 0),
em G com ui ∈ A. Assim obtemos uma subsequeˆncia de soma-zero A-ponderada de S de
comprimento ` contendo x1 e x2. Por outro lado, vamos supor, sem perda de generalidade,
que bi ≡ 0 (mod p) para cada ı´ndice i ∈ [3, `]. Assim, consideremos a sequeˆncia
S ′ = (1, 0)(1, 0)(a3, 0)(a4, 0) · · · (a`, 0) sobre Zpα ⊕ Zp
de comprimento `. Pelo Lema 1.1, vemos que S ′ e´ uma subsequeˆncia de soma-zero A-
ponderada de S de comprimento ` contendo x1 e x2.
Vamos proceder por induc¸a˜o sobre β. Neste sentido, vamos considerar β ≥ 2 e que o
resultado e´ va´lido para todos os inteiros maiores ou iguais a 1 e menores que β.
Sem perda de generalidade, podemos assumir novamente que x1 = x2 emG = Zpα⊕Zpβ
com a1 e a2 sendo de ordem p
α em Zpα . Ale´m disso, pela Observac¸a˜o 1.2 e pelo Lema 1.5,
podemos considerar x1 = x2 = (1, 0).
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Suponha que bi 6≡ 0 (mod p) para dois ı´ndices distintos i1, i2 ∈ [3, `+β]. Enta˜o existe
um conjunto I2 ⊂ [3, ` + β], com |I2| = `− 2 e i1, i2 ∈ I2 (note que ` ≥ 4 e β ≥ 2). Pelo
Lema 1.1 com n = pβ, b = 0 e m = `− 2, obtemos∑
i∈I2
uibi ≡ 0 (mod pβ),
onde ui ∈ A, para todo i ∈ I2. Novamente aplicando o Lema 1.1 com n = pα, b =
−∑i∈I2 uiai e m = 2 obtemos u1, u2 ∈ A tais que
u1a1 + u2a2 +
∑
i∈I2
uiai ≡ 0 (mod pα).
Portanto
u1x1 + u2x2 +
∑
i∈I2
uixi = (0, 0),
em Zpα ⊕ Zpβ com ui ∈ A. Assim construimos uma subsequeˆncia de soma-zero A-
ponderada de S de comprimento ` contendo x1 e x2.
Agora podemos supor, sem perda de generalidade, que bi ≡ 0 (mod p) para cada
ı´ndice i ∈ [3, `+ β− 1]. Assim, bi = cip, para todo i ∈ [3, `+ β− 1], onde podemos tomar
ci como um elemento de Zpβ−1 . Consideremos a sequeˆncia
S ′ = (1, 0)(1, 0)(a3, c3)(a4, c4) · · · (a`+β−1, c`+β−1) sobre Zpα ⊕ Zpβ−1
de comprimento ` + β − 1. Pela hipo´tese de induc¸a˜o, S ′ conte´m uma subsequeˆncia de
soma-zero A-ponderada T ′ de comprimento ` contendo os dois primeiros termos. Assim,
vemos que existe um conjunto de ı´ndices I3 ⊂ [3, `+ β − 1] tal que |I3| = `− 2,
T ′ = (1, 0)(1, 0)
∏
i∈I3
(ai, ci) e u1(1, 0) + u2(1, 0) +
∑
i∈I3
ui(ai, ci) = (0, 0),
sobre Zpα⊕Zpβ−1 , para alguma escolha de inteiros ui, onde ui ∈ A para todo i ∈ I3∪{1, 2}.
Assim, temos∑
i∈I3






ui(cip) ≡ 0 (mod pβ).
Tomando a subsequeˆncia T = (1, 0)(1, 0)
∏
i∈I3(ai, bi) de S, temos |T | = ` e
u1(1, 0) + u2(1, 0) +
∑
i∈I3
ui(ai, bi) = (0, 0)
sobre Zpα ⊕ Zpβ como quer´ıamos.
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Apresentamos um resultado que nos auxiliara´ na estimativa do valor de sA(Zpα⊕Zpβ)
e ele e´ uma consequeˆncia imediata do Lema 1.11.
Lema 1.12. Sejam ` ≥ 4 um inteiro e G = Zpα ⊕ Zpβ um grupo aditivo, onde p e´ um
primo ı´mpar e α ≥ β sa˜o inteiros positivos. Seja S = x1x2 · · ·x`+β uma sequeˆncia sobre
G de comprimento |S| = ` + β, onde xi = (ai, bi) ∈ Zpα ⊕ Zpβ , para cada i ∈ [1, ` + β].
Suponha que ai tem ordem p
α para algum ı´ndice i ∈ [1, `+ β] e existem k ≥ 1 ı´ndices i1,
i2, . . . , ik ∈ {1, 2, . . . , `+ β} \ {i} tais que k ≤ `− 3 e
ui1xi1 + ui2xi2 + · · ·+ uikxik = uxi, (1.5)
para alguma escolha de u, ui1 , ui2 , . . . , uik ∈ A. Enta˜o S possui uma subsequeˆncia de
soma-zero A-ponderada de comprimento `.
Demonstrac¸a˜o. Consideremos a sequeˆncia S ′ dada por
S ′ = (uxi) · (ui1xi1 + ui2xi2 + · · ·+ uikxik) · S · (xixi1xi2 · · ·xik)−1
de comprimento (` − k + 1) + β. Note que os primeiros dois termos que aparecem na
descric¸a˜o de S ′ sa˜o iguais e suas primeiras coordenadas possuem ordem igual a pα. Como
k ≤ `−3, enta˜o `−k+1 ≥ 4 e, pelo Lema 1.11, existe uma subsequeˆncia T ′ de soma-zero
A-ponderada de S ′ de comprimento `−k+1 que conte´m os dois primeiros termos de S ′, ou
seja, existe um conjunto de ı´ndices J ⊂ [1, `+β]\{i, i1, i2, . . . , ik}, tal que |J | = `−k−1,




e T ′ e´ uma sequeˆncia de soma-zero A-ponderada de comprimento ` − k + 1. Assim, a
sequeˆncia











e´ uma subsequeˆncia de soma-zero A-ponderada de S de comprimento `, como quer´ıamos.
Observac¸a˜o 1.13. No lema anterior, a subsequeˆncia de soma-zero A-ponderada de S
obtida conte´m todos os termos que aparecem na equac¸a˜o (1.5).
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1.3 O Valor Exato de sA(Zpα ⊕ Zpβ)
O pro´ximo teorema e´ o principal resultado deste cap´ıtulo.
Teorema 1.14. Sejam p um primo ı´mpar e G = Zpα ⊕Zpβ o grupo (aditivo) onde α ≥ β
sa˜o inteiros positivos. Enta˜o podemos afirmar que
sA(G) = p
α + α + β,
onde A = {a ∈ Z ; mdc(a, exp(G)) = 1}.
Demonstrac¸a˜o. Seja S = x1x2 · · ·xpα+α+β uma sequeˆncia sobre G de comprimento |S| =
pα + α + β, onde xi = (ai, bi) ∈ G, para todo i ∈ [1, pα + α + β]. Inicialmente iremos
mostrar que S possui uma subsequeˆncia de soma-zero A-ponderada de comprimento pα.
O Teorema 1.3 nos garante que este resultado e´ va´lido para o caso em que β = 2 e
α ≥ 2. Vamos proceder por induc¸a˜o sobre β. Portanto definimos a
Hipo´tese de Induc¸a˜o I: assumimos que β ≥ 3 e que sA(Zpα⊕Zpβ−1) ≤ pα+α+(β−1),
para qualquer escolha de α ≥ β − 1.
Para mostrar que o resultado e´ va´lido para β, usaremos o processo de induc¸a˜o no-
vamente, mas agora sobre o inteiro positivo α. Como α ≥ β, nosso ponto de partida
sera´:
O caso α = β.
Neste caso, temos que S = x1x2 · · ·xpβ+2β e´ uma sequeˆncia sobre G = Zpβ ⊕ Zpβ .
Se mdc(bi, p) = 1 para no ma´ximo um ı´ndice do conjunto [1, p
β + 2β], enta˜o podemos
encontrar a subsequeˆncia desejada de S. De fato, vamos considerar, sem perda de gene-
ralidade, que p|bi para todo i ∈ [1, pβ + 2β − 1], ou seja, bi = b′ip onde podemos assumir
que b′i ∈ Zpβ−1 . Assim, a sequeˆncia




3) · · · (apβ+2β−1, b′pβ+2β−1)
sobre Zpβ ⊕ Zpβ−1 possui comprimento pβ + β + (β − 1). Pela Hipo´tese de Induc¸a˜o I
temos sA(Zpβ ⊕ Zpβ−1) ≤ pβ + β + (β − 1). Assim, S ′ conte´m uma subsequeˆncia de
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soma-zero A-ponderada T ′ de comprimento pβ, ou seja, existe um conjunto de ı´ndices











i) = (0, 0) sobre Zpβ ⊕ Zpβ−1 ,












ip) ≡ 0 (mod pβ).
Tomando a subsequeˆncia T =
∏
i∈I(ai, bi) de S, temos |T | = pβ e
∑
i∈I ui(ai, bi) = (0, 0)
sobre Zpβ ⊕ Zpβ como quer´ıamos.
De modo ana´logo (invertendo as coordenadas) podemos mostrar que, se mdc(ai, p) = 1
para no ma´ximo um ı´ndice do conjunto [1, pβ+2β], enta˜o obtemos a subsequeˆncia desejada
de S.
Usando os dois para´grafos acima, vamos assumir, sem perda de generalidade, que
mdc(a1, p) = 1. Assim, aplicando o Lema 1.5 e a Observac¸a˜o 1.2, podemos reescrever S
da seguinte maneira:
S = (1, 0)(a2, b2)(a3, b3) · · · (apβ+2β, bpβ+2β).
Novamente sem perda de generalidade, vamos assumir que mdc(b2, p) = 1. Invertendo as
coordenadas e aplicando novamente o Lema 1.5, escrevemos
S = (1, 0)(0, 1)(a3, b3) · · · (apβ+2β, bpβ+2β).
Ale´m disso, como vimos acima, podemos considerar que existem dois ı´ndices i, j ∈
[3, pβ + 2β] (incluindo o caso onde i = j), tais que mdc(aibj, p) = 1. Neste caso o
Lema 1.9 nos assegura a existeˆncia de uma subsequeˆncia de soma-zero A-ponderada de S
de comprimento pβ como quer´ıamos.
Portanto, usando a Hipo´tese de Induc¸a˜o I, o resultado e´ va´lido para o caso α = β.
Usando o processo de induc¸a˜o novamente, vamos definir a
Hipo´tese de Induc¸a˜o II: assumimos que α > β e que sA(Zpα−1⊕Zpβ) ≤ pα−1+(α−1)+β.
Afirmamos que, se mdc(bi, p) = 1 para no ma´ximo um ı´ndice do conjunto [1, p
α +
α + β], enta˜o podemos encontrar uma subsequeˆncia de soma-zero A-ponderada de S de
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comprimento pα. De fato, vamos considerar, sem perda de generalidade, que bi ≡ 0
(mod p) para todo i ∈ [1, pα + α + β − 1], ou seja, bi = b′ip, onde podemos assumir que
b′i ∈ Zpβ−1 . Assim, a sequeˆncia




3) · · · (apα+α+β−1, b′pα+α+β−1)
sobre Zpα ⊕ Zpβ−1 possui comprimento pα + α + β − 1. Pela Hipo´tese de Induc¸a˜o I,
temos sA(Zpα ⊕ Zpβ−1) = pα + α + (β − 1). Assim, S ′ conte´m uma subsequeˆncia de
soma-zero A-ponderada T ′ de comprimento pα, ou seja, existe um conjunto de ı´ndices











i) = (0, 0) sobre Zpα ⊕ Zpβ−1 ,












ip) ≡ 0 (mod pβ).
Tomando a subsequeˆncia T =
∏
i∈I(ai, bi) de S, temos |T | = pα e
∑
i∈I ui(ai, bi) = (0, 0)
sobre Zpα ⊕ Zpβ como quer´ıamos.
Agora, vamos supor que mdc(ai, p) = 1 para no ma´ximo um ı´ndice do conjunto [1, p
α+
α + β]. Sem perda de generalidade, consideremos que ai ≡ 0 (mod p) para todo i ∈
[1, pα + α + β − 1], ou seja, ai = a′ip, onde podemos assumir que a′i ∈ Zpα−1 . Assim, a
sequeˆncia




3, b3) · · · (a′pα+α+β−1, bpα+α+β−1)
sobre Zpα−1⊕Zpβ possui comprimento pα+α+β−1 = ppα−1 +(α−1)+β. Pela Hipo´tese
de Induc¸a˜o II, temos sA(Zpα−1 ⊕ Zpβ) ≤ pα−1 + (α − 1) + β. Assim fica claro que S ′′
conte´m p subsequeˆncias de comprimento pα−1 disjuntas duas a duas que sa˜o de soma-zero
A-ponderada. Unindo todas estas p subsequeˆncias, obtemos T ′′ que e´ uma subsequeˆncia
de soma-zero A-ponderada de S ′′ de comprimento ppα−1 = pα. Desta forma existe um









i, bi) = (0, 0) sobre Zpα−1 ⊕ Zpβ ,
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ip) ≡ 0 (mod pα).
Tomando a subsequeˆncia T =
∏
i∈J(ai, bi) de S, temos |T | = pα e
∑
i∈J ui(ai, bi) = (0, 0)
sobre Zpα ⊕ Zpβ como quer´ıamos.
Pelo que vimos acima, reordenando S para mdc(a1, p) = 1 e aplicando o Lema 1.5 e a
Observac¸a˜o 1.2, podemos reescrever S da seguinte forma:
S = (1, 0)(a2, b2)(a3, b3) · · · (apα+α+β, bpα+α+β).
Vamos supor que exista um ı´ndice i ∈ [2, pα + α + β] tal que mdc(bi, p) = 1 e p|ai.
Pelo que vimos acima, podemos admitir que existem dois ı´ndices j, k ∈ [2, pα + α + β]
diferentes de i (incluindo o caso onde j = k), tais que mdc(ajbk, p) = 1. Neste caso o
resultado segue diretamente do Lema 1.9.
Daqui por diante vamos assumir, sem perda de generalidade, que x2 = (1, b2) e x3 =
(1, b3), onde mdc(b2b3, p) = 1, pela Observac¸a˜o 1.2.
Se existe um ı´ndice i ∈ [4, pα + α+ β] tal que mdc(ai, p) = 1 e p|bi, enta˜o observe que
(aib3 − bi)x2 − aib2x3 + b2xi = (aib3 − bi)(1, 0)
e todos os termos (aib3 − bi), aib2 e b2 pertencem a A. Tomando ` = pα e k = 3, o
resultado segue do Lema 1.12, pois k ≤ `− 3.
Por fim, nos falta apenas analisar a seguinte situac¸a˜o: dado um inteiro 3 ≤ t ≤
pα + α + β, a sequeˆncia
S = (1, 0)(1, b2)(1, b3) · · · (1, bt)(at+1, bt+1) · · · (apα+α+β, bpα+α+β)
e´ tal que mdc(b2b3 · · · bt, p) = 1 e ai ≡ 0 ≡ bi (mod p), para todo ı´ndice i pertencente ao
conjunto [t+ 1, pα + α + β].
Se existem bi 6≡ bj (mod p), para alguma escolha de ı´ndices i, j ∈ {2, 3, . . . , t} com
i 6= j, enta˜o temos
bixj − bjxi = (bi − bj)(1, 0),
onde bi − bj ∈ A. Neste caso basta tomar ` = pα e k = 2 onde o resultado segue pelo
Lema 1.12, como fizemos anteriormente. Assim, podemos assumir que b2 ≡ b3 ≡ · · · ≡ bt
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(mod p), ou seja, existe um inteiro ki tal que bi = b2 + kip, para todo i ∈ {3, 4, . . . , t}.
Assim, podemos reescrever S como
S = (1, 0)(1, b2)(1, b2 + k3p) · · · (1, b2 + ktp)(at+1, bt+1) · · · (apα+α+β, bpα+α+β)
onde mdc(b2, p) = 1, p|ai e p|bi, para todo i ≥ t+ 1.
Pelo Lema 1.5 existe um automorfismo sobre Zpα ⊕ Zpβ que leva (1, b2) em (1, 0).
Mais do que isso, na demonstrac¸a˜o do Lema 1.5 construimos, para a = 1 e b = b2, o
automorfismo Θ : Zpα ⊕ Zpβ −→ Zpα ⊕ Zpβ , dado por Θ(x, y) = (x, y − xb2), tal que
Θ(1, b2) = (1, 0), onde x representa a classe em Zpβ do menor inteiro positivo pertencente
a` classe x em Zpα . Note que:
(i) Θ(1, 0) = (1,−b2);
(ii) Θ(1, b2 + kip) = (1, kip), para todo i ∈ {3, 4, . . . , t};
(iii) Como p|ai e p|bi, enta˜o Θ(ai, bi) = (ai, ci), onde p|ci, para todo i ∈ [t+1, pα+α+β].
Desta forma, temos a sequeˆncia
S1 = Θ(S) = (1,−b2)(1, 0)(1, k3p) · · · (1, ktp)(at+1, ct+1) · · · (apα+α+β, cpα+α+β)
onde p|ai e p|ci, para todo i ≥ t + 1. Tomando ci = c′ip, para todo i ≥ t + 1, onde
c′i ∈ Zpβ−1 , construimos a sequeˆncia
S2 = (1, 0)(1, k3)(1, k4) · · · (1, kt)(at+1, c′t+1) · · · (apα+α+β, c′pα+α+β)
de comprimento pα+α+β−1 sobre Zpα⊕Zpβ−1 . Pela Hipo´tese de Induc¸a˜o I vemos que S2
possui uma subsequeˆncia de soma-zero A-ponderada T de comprimento pα. Multiplicando
a segunda coordenada de cada termo de T por p e aplicando o automorfismo inverso de
Θ, obtemos a subsequeˆncia desejada de S.
Portanto, dada uma sequeˆncia S sobre Zpα⊕Zpβ de comprimento pα+α+β, mostramos
que existe uma subsequeˆncia de soma-zero A-ponderada de S de comprimento pα. Isto
nos mostra que sA(Zpα ⊕ Zpβ) ≤ pα + α + β.
Considere a seguinte sequeˆncia:
(0, 0)(0, 0) · · · (0, 0)︸ ︷︷ ︸
pα−1 termos
(1, 0)(p, 0)(p2, 0) · · · (pα−1, 0)(0, 1)(0, p) · · · (0, pβ−1)
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sobre Zpα ⊕ Zpβ de comprimento pα + α+ β − 1. E´ fa´cil observar que esta sequeˆncia na˜o
possui uma subsequeˆncia de soma-zero A-ponderada de comprimento pα. Enta˜o vemos
que sA(Zpα ⊕ Zpβ) ≥ pα + α + β. Isto completa a demonstrac¸a˜o do teorema.
1.4 O Problema Inverso Relacionado
Sejam p um primo ı´mpar e S uma sequeˆncia sobre o grupo (aditivo) Zpα ⊕ Zpβ ,
onde α ≥ β sa˜o inteiros positivos. Nesta sec¸a˜o, δj(S) denota o nu´mero de termos (com
multiplicidade) de S com ordem pj, para todo j ∈ [1, α].
O pro´ximo resultado e´ uma consequeˆncia direta do Teorema 1.14.
Lema 1.15. Sejam p um primo ı´mpar e S uma sequeˆncia de elementos de Zpα⊕Zpβ , onde
α ≥ β sa˜o inteiros positivos, com |S| = pα + α + β − 1. Suponha que S na˜o possua uma
subsequeˆncia de soma-zero A-ponderada de comprimento pα, enta˜o S conte´m ao menos
um termo cuja primeira coordenada possui ordem pα e ao menos um termo cuja segunda
coordenada possui ordem pβ.
Demonstrac¸a˜o. Considere que S = x1x2 · · ·xpα+α+β−1 e´ tal que xi = (ai, bi) ∈ Zpα ⊕ Zpβ ,
para todo i ∈ [1, pα + α + β − 1].
Suponha inicialmente que S na˜o possui um termo tal que ai e´ de ordem p
α. Assim,
temos ai = cip, para todo i ∈ [1, pα + α + β − 1], onde podemos assumir ci ∈ Zpα−1 .
Considere a sequeˆncia
S1 = (c1, b1)(c2, b2) · · · (cpα+α+β−1, bpα+α+β−1)
sobre Zpα−1⊕Zpβ de comprimento pα+α+β−1 = ppα−1+(α−1)+β. Portanto, podemos
obter p subsequeˆncias T1, T2, . . ., Tp de S1, disjuntas duas a duas e de comprimento p
α−1,
que sa˜o de soma-zero A-ponderada em Zpα−1 ⊕ Zpβ , pelo Teorema 1.14. Unindo todas
estas subsequeˆncias obtemos a sequeˆncia T =
∏p
i=1 Ti de comprimento pp
α−1 = pα. Desta







ui(ci, bi) = (0, 0) sobre Zpα−1 ⊕ Zpβ ,
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para alguma escolha de inteiros ui, onde ui ∈ A para todo i ∈ I1. Assim, temos∑
i∈I1






ui(cip) ≡ 0 (mod pα).
Tomando a subsequeˆncia U =
∏
i∈I1(ai, bi) de S, temos |U | = pα e
∑
i∈I1 ui(ai, bi) = (0, 0)
sobre Zpα ⊕ Zpβ , contrariando a hipo´tese do lema.
Agora, suponha que S na˜o possua nenhum termo tal que bi e´ de ordem p
β. Assim,
temos bi = dip, para todo i ∈ [1, pα + α + β − 1], onde podemos assumir di ∈ Zpβ−1 .
Considere a sequeˆncia
S2 = (a1, d1)(a2, d2) · · · (apα+α+β−1, dpα+α+β−1)
sobre Zpα⊕Zpβ−1 de comprimento pα+α+(β−1). Portanto, S2 possui uma subsequeˆncia de
soma-zero A-ponderada T ′ de comprimento pα em Zpα⊕Zpβ−1 , pelo Teorema 1.14. Assim







ui(ai, di) = (0, 0) sobre Zpα ⊕ Zpβ−1 ,
para alguma escolha de inteiros ui, onde ui ∈ A para todo i ∈ I2. Assim, temos∑
i∈I2






ui(dip) ≡ 0 (mod pβ).
Tomando a subsequeˆncia U ′ =
∏
i∈I2(ai, bi) de S, temos |U ′| = pα e
∑
i∈I2 ui(ai, bi) =
(0, 0) sobre Zpα ⊕ Zpβ , que contraria novamente a hipo´tese do lema, completando sua
demonstrac¸a˜o.
O pro´ximo teorema fornece uma caracterizac¸a˜o para todas as sequeˆncias extremas so-
bre o grupo (aditivo) Zpα⊕Zpβ que sa˜o livres de subsequeˆncias de soma-zero A-ponderada
de comprimento pα.
Teorema 1.16. Sejam p um primo ı´mpar e S uma sequeˆncia sobre o grupo Zpα ⊕ Zpβ ,
onde α ≥ β sa˜o inteiros positivos, com |S| = pα+α+β−1. Se S na˜o possui subsequeˆncias
de soma-zero A-ponderada de comprimento pα, enta˜o S conte´m exatamente pα−1 termos
iguais a (0, 0), δj(S) ≥ 1, para todo j ∈ [1, α], e
∑α
j=1 δj(S) = α + β.
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Demonstrac¸a˜o. Vamos considerar que a sequeˆncia S = x1x2, · · ·xpα+α+β−1 e´ tal que xi =
(ai, bi) ∈ Zpα ⊕ Zpβ , para todo i ∈ [1, pα + α + β − 1], e que S na˜o conte´m subsequeˆncias
de soma-zero A-ponderada de comprimento pα.
Pelo Teorema 1.4, este resultado e´ va´lido para o caso em que β = 2. Vamos proceder
por induc¸a˜o sobre β. Assim, definimos a
Hipo´tese de Induc¸a˜o I: vamos assumir que β > 2 e que o resultado e´ va´lido para β−1,
para qualquer que seja α ≥ β − 1.
Para mostrar que o resultado e´ va´lido para β, usaremos o processo de induc¸a˜o nova-
mente, mas agora sobre α. Como α ≥ β, nosso ponto de partida sera´:
O caso α = β.
Neste caso, consideremos que S = x1x2 · · ·xpβ+2β−1 e´ uma sequeˆncia sobre Zpβ ⊕ Zpβ .
Pelo Lema 1.15 vamos assumir, sem perda de generalidade, que mdc(b1, p) = 1. Se p|bi
para todo i ∈ [2, pβ + 2β − 1], ou seja, bi = b′ip com b′i ∈ Zpβ−1 , enta˜o a sequeˆncia




4) · · · (apβ+2β−1, b′pβ+2β−1)
sobre Zpβ⊕Zpβ−1 possui comprimento pβ+β+(β−1)−1 e, como S na˜o possui sequeˆncias
de soma-zero A-ponderada de comprimento pα, enta˜o o mesmo acontece com S ′. Pela
Hipo´tese de Induc¸a˜o I, S ′ conte´m pβ − 1 termos iguais a (0, 0), δj(S ′) ≥ 1, para todo
j ∈ [1, β], e ∑βj=1 δj(S ′) = β + (β − 1). Podemos observar facilmente que, se (ai, b′i) tem
ordem t sobre Zpβ ⊕ Zpβ−1 , para algum inteiro t, enta˜o (ai, bi) = (ai, b′ip) tem ordem t
sobre Zpβ ⊕ Zpβ , para todo i ∈ [2, pβ + 2β − 1]. Retornando para S, o resultado segue,
pois (a1, b1) e´ na˜o nulo.
De forma ana´loga (invertendo as coordenadas) podemos mostrar que, se mdc(ai, p) = 1
para exatamente um ı´ndice no conjunto [1, pβ + 2β − 1], o resultado segue.
Com estas considerac¸o˜es podemos assumir, sem perda de generalidade, que mdc(a1, p) =
1. Assim, aplicando o Lema 1.5 e a Observac¸a˜o 1.2, podemos reescrever S da seguinte
maneira:
S = (1, 0)(a2, b2)(a3, b3) · · · (apβ+2β−1, bpβ+2β−1).
Novamente sem perda de generalidade, vamos assumir que mdc(b2, p) = 1. Invertendo as
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coordenadas e aplicando novamente o Lema 1.5, escrevemos
S = (1, 0)(0, 1)(a3, b3) · · · (apβ+2β−1, bpβ+2β−1).
Ale´m disso, como vimos acima, podemos considerar que existem dois ı´ndices i, j ∈ [3, pβ+
2β − 1] (incluindo o caso onde i = j), tais que mdc(aibj, p) = 1. Neste caso, o Lema
1.9 nos assegura a existeˆncia de uma subsequeˆncia de soma-zero A-ponderada de S de
comprimento pβ, contrariando a hipo´tese do teorema.
Portanto, usando a Hipo´tese de Induc¸a˜o I, o resultado e´ va´lido para o caso α = β.
Usaremos o processo de induc¸a˜o novamente, mas agora sobre o inteiro α. Vamos definir
a:
Hipo´tese de Induc¸a˜o II: vamos considerar que α > β e que o resultado e´ va´lido para
todo inteiro maior ou igual a β e menor que α.
Agora, seja S = x1x2 · · ·xpα+α+β−1 uma sequeˆncia sobre Zpα ⊕ Zpβ .
Pelo Lema 1.15 vamos considerar, sem perda de generalidade, que mdc(a1, p) = 1. Se








4, b4) · · · (a′pα+α+β−1, bpα+α+β−1)
sobre Zpα−1⊕Zpβ possui comprimento pα+α+β−2 = ppα−1 +(α−1)+β−1. Aplicando
o Teorema 1.14, vemos que S1 possui p − 1 subsequeˆncias Ti, i ∈ [1, p − 1], disjuntas
duas a duas e de comprimento pα−1 tais que cada uma dela e´ de soma-zero A-ponderada.
Considere a sequeˆncia S2 = S1(T1 · · ·Tp−1)−1. Note que |S2| = pα−1 + (α − 1) + β − 1.
Como S e´ livre de subsequeˆncias de soma-zero A-ponderada de comprimento pα, enta˜o
S2 e´ livre de subsequeˆncias de soma-zero A-ponderada de comprimento p
α−1. Aplicando
a Hipo´tese de Induc¸a˜o II vemos que S2 possui p
α−1 − 1 termos iguais a (0, 0), δj(S2) ≥ 1,
para todo j ∈ [1, α − 1], e ∑α−1j=1 δj(S2) = (α − 1) + β. Retornando para S, precisamos
apenas mostrar que todos os termos da sequeˆncia T1T2 · · ·Tp−1 sa˜o iguais a (0, 0), pois
o termo (a1, b1) possui ordem p
α. Seja x um termo da sequeˆncia Ti, para algum ı´ndice
i ∈ [1, p− 1]. Pelo Teorema 1.14, a sequeˆncia xS2 possui uma subsequeˆncia de soma-zero
A-ponderada S3 de comprimento p
α−1, contendo x. Note que a sequeˆncia S2TiS−13 possui
exatamente α+ 2 termos na˜o nulos, da mesma forma que S2. Como p
α−1 > α+ β, enta˜o
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S3 possui ao menos um termo igual a (0, 0) e o mesmo acontece com Ti. Agora, como a
sequeˆncia S na˜o possui uma subsequeˆncia de soma-zero A-ponderada, enta˜o a sequeˆncia
S2 · Ti · [(0, 0)(0, 0) · · · (0, 0)︸ ︷︷ ︸
pα−1 termos
]−1
possui exatamente α+β−1 termos na˜o nulos (todos pertencentes a S2), pela Hipo´tese de
Induc¸a˜o II novamente, ou seja, todos os termos de Ti sa˜o iguais a (0, 0) como quer´ıamos.
Como o ı´ndice i e´ arbitra´rio, enta˜o todos os termos de T1T2 · · ·Tp−1 sa˜o nulos e S possui
a forma desejada.
Como mdc(a1, p) = 1, enta˜o, aplicando o Lema 1.5 e a Observac¸a˜o 1.2, podemos
reescrever S da seguinte forma:
S = (1, 0)(a2, b2)(a3, b3) · · · (apα+α+β−1, bpα+α+β−1).
Pelo Lema 1.15 vamos considerar, sem perda de generalidade, que mdc(b2, p) = 1. Se
bi ≡ 0 (mod p) para todo i ∈ [3, pα + α+ β − 1], ou seja, bi = b′ip com b′i ∈ Zpβ−1 , enta˜o a
sequeˆncia
S ′ = (1, 0)(a3, b′3)(a4, b
′
4) · · · (apα+α+β−1, b′pα+α+β−1)
sobre Zpα⊕Zpβ−1 possui comprimento pα+α+(β−1)−1. Como S na˜o possui subsequeˆncias
de soma-zero A-ponderada de comprimento pα, enta˜o o mesmo acontece com S ′. Pela
Hipo´tese de Induc¸a˜o I, vemos que S ′ possui pα− 1 termos iguais a (0, 0), δj(S ′) ≥ 1, para
todo j ∈ [1, α], e ∑αj=1 δj(S ′) = α + (β − 1). Retornando para S, o resultado segue, pois
o termo (a2, b2) e´ na˜o nulo.
Agora, vamos supor que exista um ı´ndice i ∈ [2, pα +α+ β− 1] tal que mdc(bi, p) = 1
e p|ai. Pelo que vimos acima, existem dois ı´ndices j, k ∈ [2, pα + α + β − 1] diferentes
de i (incluindo o caso onde j = k), tais que mdc(ajbk, p) = 1. Neste caso, o Lema 1.9
garante que S conte´m uma subsequeˆncia de soma-zero A-ponderada de comprimento pα,
contrariando a hipo´tese do teorema.
Daqui por diante podemos assumir, sem perda de generalidade, que x2 = (1, b2) e
x3 = (1, b3), onde mdc(b2b3, p) = 1, pela Observac¸a˜o 1.2.
Suponhamos que exista um ı´ndice i ∈ [4, pα + α+ β − 1] tal que mdc(ai, p) = 1 e p|bi.
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Desta forma, temos
(aib3 − bi)x2 − aib2x3 + b2xi = (aib3 − bi)(1, 0),
com aib3−bi, aib2 e b2 pertencentes ao conjunto A. Portanto, S conte´m uma subsequeˆncia
de soma-zero A-ponderada de comprimento pα, pelo Lema 1.12. Isto contradiz a hipo´tese
do teorema.
Neste momento nos falta analisar o seguinte caso: dado o inteiro 3 ≤ t ≤ pα+α+β−1,
temos
S = (1, 0)(1, b2)(1, b3) · · · (1, bt)(at+1, bt+1) · · · (apα+α+β−1, bpα+α+β−1)
onde mdc(b2b3 · · · bt, p) = 1 e ai ≡ 0 ≡ bi (mod p), para todo i ∈ [t+ 1, pα + α + β − 1].
Se existem bi 6≡ bj (mod p), para alguma escolha de ı´ndices i, j ∈ {2, 3, . . . , t} com
i 6= j, enta˜o
bixj − bjxi = (bi − bj)(1, 0),
onde bi, bj, (bi − bj) ∈ A. Neste caso, S conte´m uma subsequeˆncia de soma-zero A-
ponderada de comprimento pα, pelo Lema 1.12, contrariando a hipo´tese do teorema.
Assim, podemos assumir que b2 ≡ b3 ≡ · · · ≡ bt (mod p), ou seja, existe um inteiro ki tal
que bi = b2 + kip, para todo i ∈ {3, 4, . . . , t}. Com isso, podemos reescrever S da seguinte
forma:
S = (1, 0)(1, b2)(1, b2 + k3p) · · · (1, b2 + ktp)(at+1, bt+1) · · · (apα+α+β−1, bpα+α+β−1)
onde mdc(b2, p) = 1 e ai ≡ 0 ≡ bi (mod p), para todo i ∈ [t+ 1, pα + α + β − 1].
Como fizemos na demonstrac¸a˜o do Teorema 1.14, o Lema 1.5 garante que podemos
aplicar o automorfismo Θ : Zpα ⊕ Zpβ −→ Zpα ⊕ Zpβ , dado por Θ(x, y) = (x, y − xb2),
onde x representa a classe em Zpβ do menor inteiro positivo pertencente a` classe x em
Zpα . Relembre que Θ(1, b2) = (1, 0), Θ(1, 0) = (1,−b2), Θ(1, b2 + kip) = (1, kip), para
todo i ∈ {3, 4, . . . , t} e, como p|ai e p|bi, enta˜o Θ(ai, bi) = (ai, ci), onde p|ci, para todo
i ∈ [t+ 1, pα + α + β − 1].
Desta forma, consideremos a sequeˆncia
S ′ = Θ(S) = (1,−b2)(1, 0)(1, k3p) · · · (1, ktp)(at+1, ct+1) · · · (apα+α+β−1, cpα+α+β−1),
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onde p|ai e p|ci, para todo i ≥ t + 1. Tomando ci = c′ip, para todo i ≥ t + 1, onde
c′i ∈ Zpβ−1 , construimos a sequeˆncia
S ′′ = (1, 0)(1, k3)(1, k4) · · · (1, kt)(at+1, c′t+1) · · · (apα+α+β−1, c′pα+α+β−1)
de comprimento pα + α + (β − 1) − 1 sobre Zpα ⊕ Zpβ−1 . Pela Hipo´tese de Induc¸a˜o I




′′) = α + (β − 1). Como (1,−b2) e´ na˜o nulo e um automorfismo preserva
a ordem dos elementos de um grupo, enta˜o podemos aplicar o automorfismo inverso de
Θ em S ′ fazendo com que S tenha a forma desejada. Isto completa a demonstrac¸a˜o do
teorema.
Como uma consequeˆncia direta dos Teoremas 1.14 e 1.16, obtemos o seguinte resultado:
Corola´rio 1.17. Sejam p um primo ı´mpar e S uma sequeˆncia sobre o grupo Zpα ⊕ Zpβ ,
onde α ≥ β sa˜o inteiros positivos. Enta˜o:
(i) ηA(Zpα ⊕ Zpβ) = α + β + 1;
(ii) se |S| = α+ β e S na˜o possui subsequeˆncias de soma-zero A-ponderada de compri-
mento no ma´ximo pα, enta˜o δj(S) ≥ 1, para todo j ∈ [1, α];
(iii) a equac¸a˜o sA(G) = ηA(G) + exp(G)− 1 e´ va´lida para o grupo G = Zpα ⊕ Zpβ .
A demonstrac¸a˜o deste corola´rio e´ obtida acrescentando uma quantidade adequada de
termos iguais a (0, 0) a`s sequeˆncias e aplicando os Teoremas 1.14 e 1.16.
1.5 Um Limite Superior para um Caso Mais Geral
Nesta sec¸a˜o estamos interessados em analisar o valor da constante sA para o grupo
abeliano aditivo Zn ⊕ Zpβ , onde β e´ um inteiro positivo e n e´ um inteiro ı´mpar tal que
pβ|n. Note que, neste caso, A = {a ∈ Z ; mdc(a, n) = 1}.
Chintamani e Paul demonstraram em [13] e em [14] os seguintes resultados:
Teorema 1.18. Seja p um primo ı´mpar e n ≥ 1 um inteiro ı´mpar tal que p|n. Enta˜o
sA(Zn ⊕ Zp) ≤ n+ Ω(n) + 2.
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Teorema 1.19. Seja p um primo ı´mpar e n ≥ 1 um inteiro ı´mpar tal que p2|n. Enta˜o
sA(Zn ⊕ Zp2) ≤ n+ Ω(n) + 4.
Usando uma abordagem diferente da utilizada por Chintamani e Paul, faremos esti-
mativas para o valor de sA(Zn ⊕ Zpβ).
Inicialmente vamos escrever n = pαq1q2 · · · qt, onde q1, . . . , qt sa˜o primos (na˜o necessa-
riamente distintos dois a dois) com p 6= qi para qualquer i ∈ [1, t], e α ≥ β. Considere a
sequeˆncia











(pα−1q1, 0)(pα−1q1q2, 0) · · · (pα−1q1q2 · · · qt, 0)
de comprimento n + Ω(n) + β − 1. E´ fa´cil observar que esta sequeˆncia na˜o possui uma
soma-zero A-ponderada de comprimento n, enta˜o temos que
sA(Zn ⊕ Zpβ) ≥ n+ Ω(n) + β.
Em sua Tese de Doutorado, A. Lemos demonstrou o seguinte resultado (ver [32],
Proposic¸a˜o 1.6):
Proposic¸a˜o 1.20. Sejam G um grupo abeliano finito, A = {1} ou A = {1,−1}, H um
subgrupo de G e S uma sequeˆncia de termos de G tal que |S| ≥ (sA(H)− 1) exp(G/H) +
sA(G/H). Enta˜o S possui uma subsequeˆncia de soma-zero A-ponderada de comprimento
exp(H) exp(G/H). Em particular, se exp(G) = exp(H) exp(G/H), enta˜o
sA(G) ≤ (sA(H)− 1) exp(G/H) + sA(G/H).
Esta proposic¸a˜o e´ uma generalizac¸a˜o de um resultado de Gao (ver [15], Proposic¸a˜o
3.1), que e´ exatamente o caso A = {1}. Ale´m disso, seguindo o mesmo procedimento
usado por Lemos, a Proposic¸a˜o 1.20 continua va´lida para o caso em que A e´ um subgrupo
multiplicativo de Z∗n = {a ∈ Z ; 1 ≤ a ≤ n e mdc(a, n) = 1}, onde n = exp(G).
Agora vamos estabelecer uma cota superior para sA(Zn ⊕ Zpβ).
Teorema 1.21. Sejam p um primo ı´mpar, β um inteiro positivo e n ≥ 1 um inteiro ı´mpar
tal que n = pβm, para algum inteiro m. Enta˜o
sA(Zn ⊕ Zpβ) ≤ n+ Ω(n) + (2m− 1)β,
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para o caso em que A = {a ∈ Z ; mdc(a, n) = 1}.
Demonstrac¸a˜o. Tome G = Zn⊕Zpβ e o conjunto H = {(a, b) ∈ G ; m|a}. E´ fa´cil observar




Por outro lado, podemos observar que G/H ∼= Zm. Assim, exp(G/H) = m e obtemos
a relac¸a˜o
exp(G) = exp(H) exp(G/H).
Ja´ nos referimos a um resultado de F. Luca (ver [34]) que nos diz que sA(G/H) =
sA(Zm) = m+ Ω(m). Ale´m disso, note que Ω(n) = Ω(m) + β.
Usando a Proposic¸a˜o 1.20 para A = {a ∈ Z ; mdc(a, n) = 1}, temos
sA(Zn ⊕ Zpβ) ≤ (sA(H)− 1) exp(G/H) + sA(G/H)
= (pβ + 2β − 1)m+ (m+ Ω(m))
= mpβ + 2mβ + Ω(n)− β
= n+ Ω(n) + (2m− 1)β
como quer´ıamos.
Observando as cotas superiores obtidas por Chintamani e Paul nos Teoremas 1.18 e
1.19, fica claro que a cota que obtivemos no Teorema 1.21 na˜o e´ muito boa e esta´ muito
distante da cota inferior que apresentamos. Como sugesta˜o para novos estudos neste
sentido, o pro´ximo passo devera´ ser reduzir esta cota superior.
1.6 Considerac¸o˜es Adicionais
Para um primo ı´mpar p os Teoremas 1.14 e 1.16 calculam o valor exato de sA para o
grupo abeliano aditivo finito Zpα⊕Zpβ , onde α ≥ β sa˜o inteiros positivos, e classificam as
sequeˆncias de comprimento sA(Zpα⊕Zpβ)−1 que sa˜o livres de subsequeˆncias de soma-zero
A-ponderada de comprimento pα. Ale´m disso, como vimos no Corola´rio 1.17, sabemos que
ηA(Zpα⊕Zpβ) = α+β+1, temos uma caracterizac¸a˜o da sequeˆncias de comprimento α+β
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que sa˜o livres de subsequeˆncias de soma-zero A-ponderada de comprimento no ma´ximo
pα e a equac¸a˜o
sA(G) = ηA(G) + exp(G)− 1 (1.6)
e´ va´lida para o grupo G = Zpα ⊕ Zpβ .
Ja´ vimos que sA(Zr3) = 2ηA(Zr3)−1 > ηA(Zr3)+3−1, para A = {a ∈ Z ; mdc(a, n) = 1}
e r ≥ 3 (ver [26]), ou seja, a equac¸a˜o (1.6) e´ falsa para este caso. Note que, neste caso, o
posto de G = Zr3 e´ maior ou igual a exp(G) = 3.
Dados um primo ı´mpar p e os inteiros positivos t e n1 ≥ n2 ≥ · · · ≥ nt, considere o
grupo aditivo G = Zpn1 ⊕ Zpn2 ⊕ · · · ⊕ Zpnt , onde vemos que exp(G) = pn1 . Observe a
seguinte sequeˆncia sobre G:




(pk, 0, 0, . . . , 0)
n2−1∏
k=0
(0, pk, 0, . . . , 0) · · ·
nt−1∏
k=0
(0, 0, 0, . . . , pk).
E´ fa´cil observar que S tem comprimento |S| = pn1−1+∑ti=1 ni e na˜o possui subsequeˆncias
de soma-zero A-ponderada de comprimento pn1 . No entanto, supondo que t ≥ pn1 (o posto
de G e´ maior ou igual a exp(G)), podemos considerar a sequeˆncia
T = S · (1, 1, . . . , 1)
de comprimento |T | = pn1+∑ti=1 ni e na˜o possui subsequeˆncias de soma-zero A-ponderada
de comprimento pn1 (note que ela possui subsequeˆncias de soma-zero A-ponderada de
comprimento maior ou menor que pn1 , mas nunca igual).
Estas observac¸o˜es somadas aos nossos estudos nos levam a acreditar que a seguinte
conjectura seja verdadeira:
Conjectura 1.22. Sejam p um primo ı´mpar e o grupo (aditivo) G =
⊕t
i=1 Zpni , onde t
e n1 ≥ n2 ≥ · · · ≥ nt sa˜o inteiros positivos, com t < pn1. Enta˜o





(ii) sA(G) = ηA(G) + exp(G)− 1.
Esta conjectura propo˜e uma generalizac¸a˜o para o resultado obtido por J. Olson em
1968 (ver [38]) que calcula o valor da Constante de Davenport para este grupo, a saber





Uma Generalizac¸a˜o para a Constante de
Davenport
2.1 Conceitos e Resultados Preliminares
Como ja´ vimos anteriormente, usaremos sempre [u1]
n1 [u2]
n2 · · · [ut]nt para denotar a
sequeˆncia
(u1, u1, . . . , u1︸ ︷︷ ︸
n1 vezes
, u2, u2, . . . , u2︸ ︷︷ ︸
n2 vezes
, . . . , ut, ut, . . . , ut︸ ︷︷ ︸
nt vezes
)
em Zp de comprimento n = n1 + n2 + · · ·+ nt. Dada esta notac¸a˜o e´ importante observar
que podemos considerar que duas sequeˆncias em Zp sa˜o iguais se elas diferem somente na
ordem de seus elementos.
Usando [19] como refereˆncia, comec¸aremos introduzindo mais algumas definic¸o˜es e
notac¸o˜es.
Definic¸a˜o 2.1. Seja n um inteiro positivo e K um corpo. O polinoˆmio f(x1, x2, . . . , xn) ∈
K[x1, x2, . . . , xn] e´ dito sime´trico se
f(x1, x2, . . . , xn) = f(xα(1), xα(2), . . . , xα(n)),
para qualquer que seja a permutac¸a˜o α sobre o conjunto {1, 2, . . . , n}.
Abaixo definimos os polinoˆmios sime´tricos mais simples.
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Definic¸a˜o 2.2. Sejam K um corpo e os inteiros n e k, tais que 1 ≤ k ≤ n. Definimos o
polinoˆmio sime´trico elementar de ordem k em K[x1, x2, . . . , xn] como sendo
σn,k(x1, x2, . . . , xn) =
∑
1≤i1<i2<...<ik≤n
xi1xi2 · · ·xik .




xi , σn,2 =
∑
1≤i<j≤n
xixj , . . . , σn,n = x1x2 . . . xn.
Enunciaremos um importante resultado que resume o estudo a respeito de polinoˆmios
sime´tricos ao estudo dos polinoˆmios sime´tricos elementares.
Teorema 2.3 (Teorema Fundamental dos Polinoˆmios Sime´tricos). Se n e´ um inteiro
positivo e f e´ um polinoˆmio sime´trico nas indeterminadas x1, x2, . . . , xn sobre um corpo
K, enta˜o existe um u´nico polinoˆmio g ∈ K[xl, x2, . . . , xn] tal que
f(xl, x2, . . . , xn) = g(σn,1, σn,2, . . . , σn,n).
O Teorema 2.3 nos diz que qualquer polinoˆmio sime´trico nas indeterminadas x1, x2, . . .,
xn e´, na verdade, uma expressa˜o polinomial sobre os polinoˆmios sime´tricos elementares
σn,1, σn,2, . . . , σn,n. A demonstrac¸a˜o deste teorema tambe´m se encontra em [19] (Teorema
6.4.2).
Ao longo deste cap´ıtulo denotaremos por sn,k(x1, x2, . . . , xn), para n e k inteiros posi-
tivos e K um corpo, o polinoˆmio das somas de poteˆncias de grau k em K[x1, x2, . . . , xn],
que e´ definido por




2 + · · ·+ xkn.
Observe que os polinoˆmios sn,k(x1, x2, . . . , xn) sa˜o sime´tricos e, por simplicidade de notac¸a˜o,
escreveremos sn,k no lugar de sn,k(x1, x2, . . . , xn). Agora vamos apresentar um resultado
que relaciona os polinoˆmios das somas de poteˆncias com os polinoˆmios sime´tricos elemen-
tares.
Teorema 2.4 (Fo´rmula de Newton). Sejam n um inteiro positivo e σn,1, σn,2, . . . , σn,n os
polinoˆmios sime´tricos elementares nas indeterminadas x1, x2, . . . , xn sobre um corpo K.
Se assumirmos sn,0 = n, enta˜o a fo´rmula
sn,k − sn,k−1σn,1 + sn,k−2σn,2 + . . .+ (−1)m−1sn,k−m+1σn,m−1 + (−1)mm
n
sn,k−mσn,m = 0
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e´ va´lida para todo inteiro k ≥ 1, onde m = min(n, k).
Este resultado foi citado em [33] (Teorema 1.75). Agora observe algumas relac¸o˜es
obtidas da Fo´rmula de Newton (com as condic¸o˜es de que n ≥ k e a ordem do corpo K e´
maior que k):
sn,1− σn,1 = 0 , sn,2− sn,1σn,1 + 2σn,2 = 0 , sn,3− sn,2σn,1 + sn,1σn,2− 3σn,3 = 0 , . . .
De outra forma:
σn,1 = sn,1 , σn,2 =
1
2
(s2n,1 − sn,2) , σn,3 =
1
6
(s3n,1 − 3sn,1sn,2 + 2sn,3) , . . .
Observac¸a˜o 2.5. Note que, pelas relac¸o˜es acima, podemos escrever os polinoˆmios sime´tri-
cos elementares como expressa˜o polinomial dos polinoˆmios das somas de poteˆncias sempre
que n ≥ k. Pelo Teorema 2.4, o mesmo na˜o ocorre quando n < k. Ale´m disso, para escre-
ver esta expressa˜o polinomial precisamos que a ordem do corpo K seja maior que k, para
que o u´ltimo termo da Fo´rmula de Newton seja na˜o nulo. Para esta u´ltima afirmac¸a˜o,
como exemplo, podemos ver que a relac¸a˜o envolvendo o termo σn,3 acima na˜o faria sentido
no corpo Z3.
Agora, reescrevendo o Teorema 0.1, temos o seguinte resultado:
Teorema 2.6. Se p e´ um primo, enta˜o toda sequeˆncia de elementos em Zp de compri-
mento 2p − 1 conte´m uma subsequeˆncia de soma-zero de comprimento p. Ale´m disso, o
conjunto de todas as sequeˆncias de comprimento 2p − 2 sobre Zp livres de subsequeˆncias
de soma-zero de comprimento p e´ dado por{
[u]p−1[v]p−1 / u, v ∈ Zp, e u 6= v
}
.
Dados um primo p, o corpo Zp (com a adic¸a˜o e a multiplicac¸a˜o usuais), um inteiro
positivo n e um polinoˆmio sime´trico ϕ em Zp[x1, x2, . . . , xn], dizemos que uma sequeˆncia
de n elementos S = (u1, u2, . . . , un) sobre Zp sera´ chamada um sequeˆncia ϕ-zero se
ϕ(S) = ϕ(u1, u2, . . . , un) = 0.
Ale´m disso, chamaremos uma sequeˆncia em Zp de sequeˆncia ϕ-zero livre se ela na˜o conte´m
nenhuma subsequeˆncia ϕ-zero.
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Seja ϕ um polinoˆmio sime´trico em Zp[x1, x2, . . . , xp], onde p e´ um primo. Estendendo
o conceito do invariante E(G) obtido do Teorema 2.6, A. Bialostocki e T. D. Luong
definiram em [10] (2009) um novo invariante g(ϕ,Zp) definido como sendo o menor inteiro
` tal que cada sequeˆncia em Zp de comprimento ` conte´m uma subsequeˆncia ϕ-zero e
g(ϕ,Zp) = ∞, caso na˜o exista tal `. Definiram, tambe´m, o conjunto M(ϕ,Zp) de todas
as sequeˆncias de comprimento g(ϕ,Zp) − 1 que sa˜o ϕ-zero livres, para g(ϕ,Zp) finito.
Observe que, se ϕ(0, 0, . . . , 0) 6= 0, enta˜o a sequeˆncia [0]m e´ livre de subsequeˆncias ϕ-zero,
para todo inteiro m ≥ p, ou seja, g(ϕ,Zp) =∞.
Observe que o caso em que ϕ for um polinoˆmio sime´trico linear, ou seja, ϕ = asp,1 ∈
Zp[x1, x2, . . . , xp], com a 6= 0, enta˜o o Teorema 2.6 garante que g(ϕ,Zp) = 2p − 1 e
M(ϕ,Zp) e´ o conjunto de todas as sequeˆncias de Zp da forma [u]p−1[v]p−1, onde u, v ∈ Zp
e u 6= v.
Ale´m disso, no mesmo artigo ([10]), Bialostocki e Luong estudaram o caso em que ϕ
e´ um polinoˆmio sime´trico quadra´tico e analisaram o valor de g(ϕ,Zp) e a descric¸a˜o do
conjunto M(ϕ,Zp) provando o seguinte resultado:
Teorema 2.7. Sejam p ≥ 3 um primo e ϕ = as2p,1 + bsp,2 + csp,1 ∈ Zp[x1, x2, . . . , xp] um
polinoˆmio sime´trico quadra´tico, onde a, b, c ∈ Zp e a 6= 0, ou b 6= 0. Enta˜o sa˜o verdadeiras
as seguintes afirmac¸o˜es:
(i) Se a = 0 e b 6= 0, enta˜o g(ϕ,Zp) = 2p−1 e as sequeˆncias de M(ϕ,Zp) sa˜o da forma
[u]α[−u− cb−1]p−1−α[v]β[−v − cb−1]p−1−β,
onde u, v ∈ Zp, u 6= v, u+ v 6= −cb−1 e 0 ≤ α ≤ p− 1, 0 ≤ β ≤ p− 1.
(ii) Se a 6= 0 e b = c = 0, enta˜o g(ϕ,Zp) = 2p− 1 e as sequeˆncias de M(ϕ,Zp) sa˜o da
forma
[u]p−1[v]p−1,
onde u, v ∈ Zp e u 6= v.
(iii) Se a · c 6= 0 e b = 0, enta˜o g(ϕ,Zp) = 2p − 2 e as sequeˆncias de M(ϕ,Zp) sa˜o da
forma
[u]p−1[u+ ca−1]p−2,
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onde u ∈ Zp.
(iv) Se a · b 6= 0 e p ≥ 5, enta˜o
2(p− 1) + n(p) ≤ g(ϕ,Zp) ≤ 4p− 3,
onde n(p) denota o menor res´ıduo na˜o quadra´tico mo´dulo p.
Nosso objetivo sera´ similar ao de Bialostocki e Luong, pois queremos definir um inva-
riante que consistira´ numa generalizac¸a˜o da Constante de Davenport sobre os polinoˆmios
sime´tricos e fazer ana´lises semelhantes a`s feitas por eles.
2.2 A Constante de Davenport sob o ponto de vista
dos Polinoˆmios Sime´tricos
Inicialmente vamos reescrever o primeiro resultado relacionado a` Constante de Daven-
port (Teorema 0.2):
Teorema 2.8. Sendo p um primo, enta˜o toda sequeˆncia sobre Zp de comprimento p possui
uma sequeˆncia de soma-zero e, ale´m disso, o conjunto {[u]p−1 / u ∈ Zp, u 6= 0} e´ formado
por todas as sequeˆncias de comprimento p− 1 que sa˜o livres de soma-zero.
Neste momento iremos fornecer as ferramentas necessa´rias para generalizar o conceito
da Constante de Davenport para polinoˆmios sime´tricos.
Dados n um inteiro positivo, K um corpo e ϕ ∈ K[x1, x2, . . . , xn] um polinoˆmio
sime´trico. E´ perfeitamente poss´ıvel aplicar este polinoˆmio nos termos de uma sequeˆncia
S = (u1, u2, . . . , un) de termos em K da sequinte forma:
ϕ(S) = ϕ(u1, u2, . . . , un).
Observe que, se ϕ puder ser escrito como uma expressa˜o polinomial dos polinoˆmios somas
de poteˆncias sn,t, para t ∈ N, ou seja,
ϕ = g(sn,1, sn,2, . . . , sn,t),
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enta˜o podemos definir o conjunto Fϕ dos polinoˆmios sime´tricos que possuem os mesmos
coeficientes e o mesmo grau do polinoˆmio ϕ, alterando-se apenas o nu´mero de varia´veis.
De fato,
Fϕ = {ϕk = g(sk,1, sk,2, . . . , sk,t) / k ∈ N}.
Observe que ϕn ∈ Fϕ e´ o pro´prio polinoˆmio ϕ. Agora, com o conjunto Fϕ definido,
podemos calcular o valor de um polinoˆmio com caracter´ısticas muito semelhantes aos de
ϕ em subsequeˆncias de S. A sequeˆncia T = (u1, u2, u3), por exemplo, e´ uma subsequeˆncia
de S e, para n > 3, na˜o podemos calcular ϕ(T ), mas podemos calcular ϕ3(T ), onde
ϕ3 ∈ Fϕ.
Como vimos na Observac¸a˜o 2.5, nem todos os polinoˆmios podem ser escritos como
expressa˜o polinomial dos polinoˆmios somas de poteˆncias sobre determinados corpos. Por
exemplo: o polinoˆmio σn,2 sobre o corpo Z3 em n indeterminadas pode ser escrito como
σn,2 = 2
−1(s2n,1 − sn,2) = −s2n,1 + sn,2.
No entanto e´ imposs´ıvel descrever desta forma o mesmo polinoˆmio σn,2 sobre o corpo Z2.
O mesmo acontece com o polinoˆmio σn,3 sobre o corpo Z3, pois nestes casos as relac¸o˜es
dadas pela Fo´rmula de Newton (Teorema 2.4) na˜o sa˜o suficientes.
Dados t, n ∈ N, p um primo e ϕ um polinoˆmio sime´trico sobre Zp de grau t em n
indeterminadas, o Teorema Fundamental dos Polinoˆmios Sime´tricos (Teorema 2.3) garante
a existeˆncia de um polinoˆmio g ∈ Zp[x1, x2, . . . , xn] tal que
ϕ(x1, x2, . . . , xn) = g(σn,1, σn,2, . . . , σn,n).
Agora, tendo em vista a Observac¸a˜o 2.5, podemos concluir que, sob algumas condic¸o˜es
para os valores de p, n e t, existe um polinoˆmio f ∈ Zp[x1, x2, . . . , xn] tal que
ϕ(x1, x2, . . . , xn) = g(σn,1, σn,2, . . . , σn,n) = f(sn,1, sn,2, . . . , sn,n).
Sendo assim, vamos definir o conjunto Fϕ = {ϕk = f(sk,1, sk,2, . . . , sk,n) ; k ∈ N} de
todos os polinoˆmios de mesmo grau e com os mesmos coeficientes de ϕ. Como exemplo,
considere o polinoˆmio ϕ ∈ Z7[x1, x2, x3] sime´trico de grau 2 dado por
ϕ(x1, x2, x3) = s
2
3,1 + 2s3,1 − s3,2 + 3
= (x1 + x2 + x3)
2 + 2(x1 + x2 + x3)− (x21 + x22 + x23) + 3.
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Assim, para todo k ∈ N, definimos
ϕk(x1, x2, . . . , xk) = s
2
k,1 + 2sk,1 − sk,2 + 3
= (x1 + . . .+ xk)
2 + 2(x1 + . . .+ xk)− (x21 + . . .+ x2k) + 3
e, com isso, Fϕ =
{
s2k,1 + 2sk,1 − sk,2 + 3 ; k ∈ N
}
.
Dizemos que uma sequeˆncia S em Zp e´ uma sequeˆncia Fϕ-zero se existe k ∈ N tal
que S e´ uma sequeˆncia ϕk-zero. Defina D(ϕ,Zp) como sendo o menor inteiro ` tal que
cada sequeˆncia de comprimento ` em Zp conte´m uma subsequeˆncia Fϕ-zero e, no caso em
que ` na˜o exista, escrevemos D(ϕ,Zp) =∞. Defina M(Fϕ,Zp) como sendo o conjunto de
todas as sequeˆncias de comprimento D(ϕ,Zp)−1 livres de subsequeˆncias Fϕ-zero, quando
D(ϕ,Zp) e´ finito. Observe que, se ϕ([0]n) 6= 0, enta˜o para cada natural k, a sequeˆncia
[0]k e´ livre de subsequeˆncias Fϕ-zero, implicando em D(ϕ,Zp) =∞. Se ϕ e´ um polinoˆmio
sime´trico linear tal que ϕ([0]n) = 0, enta˜o o Teorema 2.8 garante que
D(ϕ,Zp) = p e M(Fϕ,Zp) = {[u]p−1 / u ∈ Zp, u 6= 0}.
Nosso principal objetivo neste cap´ıtulo consiste em determinar o valor de D(ϕ,Zp) e
descrever o conjunto M(Fϕ,Zp) para o caso em que ϕ e´ um polinoˆmio sime´trico quadra´tico
com coeficientes em Zp, onde p e´ um primo.
2.3 O Valor da Constante D(ϕ,Zp) para Polinoˆmios
Sime´tricos Quadra´ticos
Sejam n um inteiro maior ou igual a 2, p um primo ı´mpar e ϕ ∈ Zp[x1, x2, . . . , xn] um
polinoˆmio quadra´tico com ϕ([0]n) = 0. Enta˜o ϕ pode ser escrito da seguinte forma
ϕ(x1, x2, . . . , xn) = as
2
n,1 + bsn,2 + csn,1,
onde a, b, c ∈ Zp. Agora, considere a famı´lia Fϕ de todos os polinoˆmios de mesmo grau e
mesmos coeficientes que ϕ.
Para cada k ∈ N, tome
ϕk = as
2
k,1 + bsk,2 + csk,1 ∈ Zp[x1, x2, . . . , xk].
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Observe que os u´nicos casos especiais em que ϕk na˜o pertence a Fϕ ocorrem quando
a = b = 0, pois o grau de ϕk e´ menor que dois. Portanto, sendo a 6= 0 ou b 6= 0, temos
que
Fϕ = {as2k,1 + bsk,2 + csk,1 ∈ Zp[x1, x2, . . . , xk] ; k ∈ N} = {ϕk ; 1 ≤ k ∈ Z}.
Observe que o caso em que a = b = 0 e c 6= 0 e´ consequeˆncia direta do Teorema 2.8, pois,
neste caso, ϕ e´ um polinoˆmio linear dependendo somente dos valores dos polinoˆmios sk,1,
para k ∈ N.
Agora, vamos estabelecer o resultado cuja demonstrac¸a˜o e´ o objetivo desta sec¸a˜o:
Teorema 2.9. Sejam n ≥ 2 um inteiro, p um primo ı´mpar e seja ϕ = as2n,1 + bsn,2 +
csn,1, onde a, b, c ∈ Zp, e a 6= 0 ou b 6= 0, um polinoˆmio sime´trico quadra´tico em
Zp[x1, x2, . . . , xn]. Enta˜o sa˜o verdadeiras as seguintes afirmac¸o˜es:
(i) Se a = 0 e b 6= 0, enta˜o D(ϕ,Zp) = p e M(Fϕ,Zp) e´ o conjunto de todas as
sequeˆncias da forma
[u]α[−u− cb−1]p−1−α, onde u ∈ Zp \ {0,−cb−1} e 0 ≤ α ≤ p− 1,
ou da forma
[u]p−1, quando u = −cb−1 e c 6= 0.
(ii) Se a 6= 0 e b = c = 0 enta˜o D(ϕ,Zp) = p e M(Fϕ,Zp) e´ o conjunto de todas as
sequeˆncias da forma [u]p−1, onde u ∈ Zp \ {0}.
(iii) Se a 6= 0, b = 0 e c 6= 0 enta˜o D(ϕ,Zp) = p− 1 e M(Fϕ,Zp) = {[ca−1]p−2}.
(iv) Se a · b 6= 0, enta˜o D(ϕ,Zp) ≤ 2p− 1 e:
(a) D(ϕ,Zp) ≥ p− 2, para c 6= 0.
(b) D(ϕ,Zp) ≥ −ba−1, para c = 0, onde x representa o menor inteiro na˜o negativo
pertencente a` classe x ∈ Zp.
Para demonstrar este teorema sera˜o necessa´rios os seguintes resultados auxiliares:
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Proposic¸a˜o 2.10. Sejam p um primo e o inteiro ` satisfazendo p/2 < ` < p. Se T e´
uma sequeˆncia de comprimento ` que e´ livre de subsequeˆncias de soma-zero em Zp, enta˜o
T conte´m um elemento na˜o nulo de multiplicidade no mı´nimo
2`− p+ 1, se (2p− 2)/3 ≤ ` < p,
e no mı´nimo
`− b(p− 1)/3c, se p/2 < ` ≤ (2p− 2)/3,
onde bxc indica o maior inteiro menor que x.
Esta proposic¸a˜o foi demonstrada em 2007 por Savchev e Chen em [42] (Proposic¸a˜o
12). Ale´m desta proposic¸a˜o, precisaremos tambe´m do teorema:
Teorema 2.11. Sejam os inteiros positivos m e n tais que m divide n. Enta˜o, dado o
grupo G = Zm ⊕ Zn, temos
D(G) = m+ n− 1.
Ja´ vimos que, em 1968, J. Olson demosntrou o teorema anterior em [39], entre outros
resultados para a Constante de Davenport para p-grupos (ver tambe´m [38]).
Dada uma sequeˆncia T de elementos de Zp, em todo o nosso estudo usaremos que Σ(T )
representa o conjunto de todas as poss´ıveis somas das subsequeˆncias de T . Por exemplo,
seja T = (u, v, w) em Zp, enta˜o
Σ(T ) = {u , v , w , (u+ v) , (u+ w) , (v + w) , (u+ v + w)}.
Agora vamos a` demonstrac¸a˜o do nosso resultado principal.
Demonstrac¸a˜o. (Teorema 2.9)
(i) Como a = 0 e b 6= 0, enta˜o os polinoˆmios pertencentes a` Fϕ sa˜o da forma ϕk =
bsk,2 + csk,1, onde k ∈ N, ou seja,




para todo k ∈ N.
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Dada a sequeˆncia T = (u1, u2, . . . , uk), e´ claro que ϕk(T ) = 0 se, e somente se, a
sequeˆncia
V = (f(u1), f(u2), . . . , f(uk))
tem soma zero, onde f(x) = bx2 + cx, para todo x ∈ Zp. Logo, o Teorema 2.8 nos
garante que D(ϕ,Zp) = p. Ale´m disso, juntamente com a afirmac¸a˜o de que
f(u) = f(v) ⇔ v = u ou v = −u− cb−1,
para quaisquer u, v ∈ Zp, o teorema tambe´m garante que o conjunto M(Fϕ,Zp) tem
a forma desejada.
(ii) Para a 6= 0 e b = c = 0, enta˜o os polinoˆmios de Fϕ possuem a forma ϕk = as2k,1,
onde k ∈ N. Pelo Teorema 2.8, e´ fa´cil concluirmos que D(ϕ,Zp) = p e M(Fϕ,Zp) =
{[u]p−1 ; u ∈ Zp \ {0}}.
(iii) Neste caso, sendo a · c 6= 0 e b = 0, enta˜o os polinoˆmios de Fϕ possuem a forma
ϕk = as
2
k,1 + csk,1 = sk,1(ask,1 + c),
para todo k ∈ N. Logo ϕk so´ e´ zero quando sk,1 ∈ {0,−ca−1}. O Teorema 2.8 nos
diz que D(ϕ,Zp) ≤ p e que as sequeˆncias de tamanho p− 1 livres de subsequeˆncias
Fϕ-zero sa˜o da forma S = [s]p−1, para s ∈ Zp \ {0}. Por outro lado, o conjunto de
todas as poss´ıveis somas de uma subsequeˆncia de S e´ dado por
Σ(S) = {s, 2s, 3s, . . . , (p− 1)s} = Zp \ {0},
ou seja, −ca−1 ∈ Σ(S). Portanto, D(ϕ,Zp) ≤ p− 1.
Vamos agora construir o conjunto M de todas as sequeˆncias em Zp de tamanho p−2
e livres de subsequeˆncias cujas somas sejam iguais a zero ou a −ca−1. Observe que,
neste ponto, ainda na˜o sabemos se este conjunto na˜o e´ vazio. Para p = 3 fica fa´cil
verificar que M na˜o e´ vazio, logo M = {[ca−1]} e o teorema segue.
Se p ≥ 5, pela Proposic¸a˜o 2.10 sabemos que, se a sequeˆncia U pertence ao conjunto
M , enta˜o existe u ∈ Zp na˜o nulo tal que U ′ = [u]p−3 e´ uma subsequeˆncia de U .
Portanto,
0, (−ca−1) /∈ Σ(U ′) = {u, 2u, 3u, . . . , (p− 3)u},
2 O Valor da Constante D(ϕ,Zp) para Polinoˆmios Sime´tricos Quadra´ticos 46
pois U ′ e´ subsequeˆncia de U ∈ M . Com isso, sendo os elementos u e −ca−1 na˜o
nulos, temos que
(p− 1)u = −ca−1 ou (p− 2)u = −ca−1,
ou, equivalentemente,
u = ca−1 ou u = c(2a)−1.
A sequeˆncia U e´ formada pela sequeˆncia U ′ acrescida de um u´nico termo, ou seja,
U = [u]p−3[v] para algum v ∈ Zp, v 6= 0. Como Zp = 〈u〉 (subgrupo aditivo c´ıclico),
enta˜o v = ku, com 1 ≤ k ≤ p− 1, e temos
Σ(U) = {u, 2u, . . . , (p− 3)u} ∪ {(k + 1)u, (k + 2)u, . . . , (k + p− 3)u},
Como nem 0 nem −ca−1 sa˜o elementos de Σ(U), enta˜o temos k = 1, ou seja,
U = [u]p−2, e
Σ(U) = {u, 2u, . . . , (p− 2)u}.
Ale´m disso, se u = c(2a)−1, enta˜o vemos que (p − 2)c(2a)−1 = −ca−1 ∈ Σ(U),
contrariando a definic¸a˜o do conjunto M . Assim, a u´nica possibilidade para U e´ a
sequeˆncia [ca−1]p−2. Portanto, conclu´ımos que D(ϕ,Zp) = p − 1 and M(Fϕ,Zp) =
M = {[ca−1]p−2}.
(iv) Vamos analisar inicialmente o limite superior para D(ϕ,Zp). Tendo em vista o
Teorema 2.11, vemos que D(Zp⊕Zp) = 2p− 1. Isto nos faz concluir que, dado uma
sequeˆncia T = (u1, u2, . . . , u2p−1) em Zp, a sequeˆncia
T ′ = ((u1, u21), (u2, u
2
2), . . . , (u2p−1, u
2
2p−1)) em Zp ⊕ Zp
possui uma subsequeˆncia
U = ((ui1 , u
2
i1
), (ui2 , u
2
i2




de comprimento k e 1 ≤ i1 < i2 < . . . < ik ≤ 2p− 1, tal que a soma dos elementos
de U e´ igual ao elemento (0, 0) ∈ Zp ⊕ Zp. Com isso,
sk,1(ui1 , ui2 , . . . , uik) = sk,2(ui1 , ui2 , . . . , uik) = 0,
ou seja, a sequeˆncia T possui uma subsequeˆncia Fϕ-zero. Portanto, D(ϕ,Zp) ≤
2p− 1.
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(a) Para verificar este limite inferior basta encontrar uma sequeˆncia de tamanho
no mı´nimo p − 3 que seja livre de subsequeˆncias Fϕ-zero. Se b 6= a, tomamos
a sequeˆncia [u]p−2, onde u = c(a− b)−1. Assim
ϕt([u]
t) = at2u2 + btu2 + ctu =
tac2
(a− b)2 (t+ 1) 6= 0,
para qualquer 1 ≤ t ≤ p − 2. Se b = a, tomamos a sequeˆncia [v]p−3, onde
v = ca−1. Assim
ϕk([v]
k) = ak2v2 + akv2 + ckv =
kc2
a
(k + 2) 6= 0,
para qualquer 1 ≤ k ≤ p− 3. Estas sequeˆncias sa˜o da forma que quer´ıamos.
(b) Seja t = −ba−1. Como a · b 6= 0, enta˜o 1 ≤ t ≤ p− 1. No caso em que b = −a
e c = 0, observe que ϕ1 /∈ Fϕ, pois ele e´ o polinoˆmio nulo. Enta˜o tome a
sequeˆncia [u]p−1, para u ∈ Zp \ {0}. Assim
ϕk([u]
k) = ak2u2 − aku2 = aku2(k − 1) 6= 0,
para qualquer 2 ≤ k ≤ p− 1. Ale´m disso, p− 1 ≥ t− 1 como quer´ıamos. Por
fim, para o caso onde b 6= −a, enta˜o t ≥ 2 e podemos tomar a sequeˆncia [u]t−1,
para u ∈ Zp \ {0}. Assim
ϕk([u]
k) = ak2u2 + bku2 = aku2(ak + b) 6= 0,
para qualquer 1 ≤ k ≤ t − 1. Estas sequeˆncias sa˜o livres de subsequeˆncias
Fϕ-zero como quer´ıamos.
Isto conclui a demonstrac¸a˜o.
Podemos observar que, acrescentando uma quantidade adequada de termos nulos a`s
sequeˆncias, tambe´m podemos obter as cotas superiores para D(ϕ,Zp) para os casos (i),
(ii) e (iii) do Teorema 2.9 usando o Teorema 2.7 de Bialostocki e Luong.
2.4 Observac¸o˜es Finais
No item (ii)(b) do Teorema 2.9, o limitante inferior para D(ϕ,Zp) pode ser muito bom,
no caso em que −ba−1 = p − 1, mas pode, tambe´m, ser muito ruim, no caso em que
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−ba−1 = 1. Para que este limitante seja melhorado, deve-se analisar cada caso particular
em separado.
Por outro lado, analisando o limitante superior para D(ϕ,Zp), tivemos a falsa im-
pressa˜o de que ele fosse menor ou igual p. Neste processo, observamos algumas pequenas
propriedades sobre os polinoˆmios da famı´lia Fϕ, onde ϕ ∈ Zp[x1, x2, . . . , xn] e´ um po-
linoˆmio sime´trico de grau dois, como, por exemplo,
ϕk+1(x1, x2, . . . , xk, xk+1) = ϕk(x1, x2, . . . , xk) + ϕ1(xk+1) + 2xk+1(x1 + x2 + . . .+ xk).
No entanto, estas propriedades na˜o foram suficientes para garantir que D(ϕ,Zp) ≤ p. Com
isso, passamos a procurar contra-exemplos para esta afirmac¸a˜o e conseguimos encontra´-
los.
Considere o polinoˆmio
ϕ = s2n,1 + sn,2 − sn,1 ∈ Zp[x1, x2, . . . , xn],




k,1 + sk,2 − sk,1 ∈ Zp[x1, x2, . . . , xk],
para todo k ∈ N, enta˜o a sequeˆncia [1]p−1[−1][2] e´ livre de subsequeˆncias ϕk-zero para
qualquer que seja k ∈ N. De fato, observe que
ϕ1(−1) = 3 , ϕ1(2) = 6 e ϕ2(2,−1) = 5
que sa˜o diferentes de zero, pois p e´ primo e p ≡ 7 (mod 8). Para todo inteiro t tal que
1 ≤ t ≤ p− 1, temos
ϕt([1]
t) = t2 + t− t = t2 6= 0.
Ale´m disso,
ϕt+1([1]
t[−1]) = (t− 1)2 + 2,
ϕt+1([1]
t[2]) = (t+ 2)2 + 2,
ϕt+2([1]
t[−1][2]) = (t+ 1)2 + 4.
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o que torna imposs´ıvel a afirmac¸a˜o inicial. Por tudo isso, conclu´ımos que a sequeˆncia
[1]p−1[−1][2] e´ livre de subsequeˆncias ϕk-zero, para qualquer que seja k ∈ N, ou seja,
D(ϕ,Zp) ≥ p+ 2.
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