We propose an image matching method using triplet vector descriptor. The triplet vector descriptor consists of two different types of affine invariants: the gray level profile between two feature points and the two covariance matrices of those points. In order to establish point matches, we first vote the similarities of the triplet vector descriptors into candidate matches, and then, we verify the matches by normalized triangular region vectors, which are also affine invariant. After enforcing the uniqueness of the candidate matches, we finally adopt RANSAC with the epipolar constraint for removing outliers. By using our method, we can obtain correct matches on wide baseline matching problems. We show the effectiveness of our method by real image examples.
Introduction
Detecting correspondences between two or more images is a very important task and the first step for many computer vision applications. So, many methods have been proposed in the past [5, 6, 7, 10, 12, 13, 14] .
There are three types in image matching: point-based, line-segment-based, and region-based. The point-based matching first detects feature points in each image by an interest point detector, such as Harris operator [2] and SUSAN [11] , and then makes correspondences from point pairs [5, 14] . But, this type of matching cannot be apply to wide baseline cases, because it is based on correlations between local regions centered on the feature points and the correlations are seriously affected by positions of view points. The line-segment-based matching also detects feature points in each image or detect edges directly, and makes correspondences from line segment pairs by affine invariants [1, 12] or geometrical constraints. The region-based matching usually uses affine invariant on planes in a scene [7, 9, 10, 13] . Since the line-segment-based and the region-based matchings usually use affine invariant, they can apply to wide baseline cases. But, in the method based on these matching principles, we need additional procedures for detect features [7] or need to adopt geometrical hashing [1] .
In this paper, we propose an image matching method using the triplet vector descriptor. It is an affine invariant on planes and consists of the gray level profile between two feature points and the two covariance matrices of those points. In order to detect correspondences, we first vote the similarities of the triplet vector descriptors into candidate matches, we then verify the matches with high similarities by another affine invariant: normalized triangular region vectors. After enforcing the uniqueness of the candidate matches, we finally adopt RANSAC with the epipolar constraint for removing outliers. By using our method, we can obtain correct matches on wide baseline matching problems. We show the effectiveness of our method by real image examples.
Affine invariant on planes

Standard region of a feature point
Feature points or interest points can be defined as the points that have a large variation in the gray levels around itself [2, 11] . These points have some uncertainty whether they are extracted by an interest point detector [2, 11] or by hand. Let (x,ȳ) be the true position of a feature point (x, y). If the errors ∆x = x −x and ∆y = y −ȳ are regarded as random variables, their covariance matrix is written as
where E[ · ] denotes expectation. Here, σ indicates the absolute magnitude of the error and V 0 indicates the geometric characteristics of the error, such as uniformity and isotropy.
We call σ the noise level and V 0 the normalized covariance matrix. This normalized covariance matrix is computed as follows [4] . Let I(i, j) be the gray level of pixel (i, j). We evaluate the residual of self-matching in the form
where x and y are real numbers and w ij is an appropriate (maybe Gaussian) weight. N p is a square neighborhood centered on the point p. We approximate Eq. (2) by a quadratic function over a neighborhood X of the origin (0, 0) in the form
where the matrix H e is the Hessian defined by
The coefficients n 1 , n 2 , and n 3 of H e are determined by least squares [4] :
Here, we use the Gaussian weight function w(x, y) = exp(−(x 2 + y 2 )/σ 2 ). By resolving the minimization (5), we can obtain the coefficients (n 1 , n 2 , n 3 ) of the Hessian H e . Then, the normalized covariance matrix is obtained by the following equation [4] . By using the standard region [3] , we can illustrate the covariance matrices in the image. For example, the standard regions of three types of corner points are drawn by the ellipses in Figure 1 . Here, we can regard the ellipses as images of a corner on a plane from three different view points: (a) from the facade of the plane, (b) from the lowerleft of the plane, and (c) from the lower-right of the plane. Thus, if we normalize the standard regions with an adequate scale and rotation, we can regard the gray levels in the normalized standard region as an affine invariant on a plane [8, 9 ].
Gray level profile between two feature points
We consider two feature points on a plane in a scene. If we project the plane into image planes of two cameras, the gray level profile between the two projected points in each image is an affine invariant [1, 12] . If there are three points on the plane, the gray levels in the triangular region constructed by the three points are also affine invariant [10] .
Triplet vector descriptor and normalized triangular region vector
Here, we propose the triplet vector descriptor for matching images. It is an affine invariant and consists of one profile vector and two normalized standard region vectors. The profile vector is defined by the gray level or color profile between two feature points in an image. The normalized standard region vector is defined by the gray levels inside the normalized standard region. In order to compute similarities between two descriptors simply, we fix the sizes of the vectors by sampling pixels from the line segment or the region.
Profile vector
Let P (x, y) and Q(x , y ) be feature points in the image. Let P i (x i , y i ) is the point obtained by dividing the line segment P Q into N equal lengths, i.e. P 0 =P and P N =Q. We define the profile vector p P Q by
whereĨ
Here, I(x, y) is a gray level of the pixel P (x, y) and N P i is a square neighborhood centered on the point P i for Gaussian smoothing. 
Normalized standard region vector
Generally, the standard regions are ellipses, so we cannot compare the standard regions without normalization. Therefore, we transform the ellipses into the circles with an adequate rotation and scaling. However, we cannot determine the angle of the rotation. Here, we use the vector from the feature point to the other feature point as the reference axis of rotation (Fig.2) .
Let V 0 P and V 0 Q be the normalized covariance matrices of the feature points P and Q respectively. As illustrated in Figure 3 , we define the normalized standard region vector with respect to the point P by sampling inside of the normalized circle:
where,
where r is the radius of the circle, L and M is the numbers of divisions of the radius and the angle, respectively. The matrices T and S are obtained by the spectral decomposition
where λ 1 and λ 2 are the eigenvalues of the matrix V and t 1 and t 2 are their corresponding eigen vectors respectively. The matrix R indicates the rotation between the profile vector p P Q and the horizontal axis.
Triplet vector descriptor
Now, we define the triplet vector descriptor T P Q with respect to the line segment defined by the two feature points P and Q in the image by
P' This triplet vector descriptor is an affine invariant on a plane. It is very powerful because it is constructed from two different affine invariants. In addition, we can easily compute the similarities between two triplet vector descriptor by computing SSD or correlations of each vector element.
Normalized triangular region vector
The triplet vector descriptor is powerful, but, unfortunately, the standard regions are sensitive to the positions of the feature points. Then, some wrong matches have high similarities on the triplet vector descriptors. In order to verify the similarities on the triplet vector descriptors, we check the similarities by another invariant on planes, which is called the normalized triangular region vector. We define the normalized triangular region vector by three pairs of triplet vector descriptor with high similarities. Let P , Q, and R be feature points in an image. The normalized triangular region vector is defined by
where
Here, A is affine transformation from the original triangle in the image to the normalized triangle.
If there are three candidate pairs {P, P }, {Q, Q }, {R, R } and the three pairs of the triplet vector descriptors {T P Q , T P Q }, {T QR , T Q R }, {T RP , T R P } have high similarities, we verify the three pairs by comparing the normalized triangular region vectors t P QR with t P Q R .
Matching procedure
In order to establish correspondences with the triplet vector descriptors and the normalized triangle region vectors, we adopt an voting table with respect to feature points in two images. We first vote the similarities between the triplet vector descriptors into the voting table, we next choose the correspondences that have high similarities. Finally, we check the remained correspondences by voting the similarities of the normalized triangle region vectors. We show the details of the procedure of the proposed method in the followings.
First, we detect feature points in each images by an interest point detector, such as Harris operator [2] . Let P i , i=1,..., N be the feature points in the image I, and Q j , j = 1, ..., N be the feature points in the image I .
Initialize the N × N voting table, which rows indicate P i and columns indicate
Q j , by zero.
2. Compute the covariance matrices for all P i and Q j , individually. Then, normalize the scales of all the covariance matrices by dividing the average of the scale of the covariance matrices of all P i .
Compute the profile vector p PαP β and the two normalized standard region vectors
Here, dist(P, Q) is the distance between P and Q. From them, compose the triplet vector descriptors
4. Pick pairs of the triplet vector descriptors that have high similarities and vote the similarities to the voting table.
5. If three pairs of triplet vector descriptors make triangles in each images, compute the normalized triangle region vector of the triangle and vote the similarities between the vectors into the corresponding feature points in the voting table.
6. Detect one-to-one correspondences from the voting table by finding the maximum bin in each row and each column.
7. Do RANSAC for choosing the correspondences that satisfy the epipolar constraint. Figure 5 shows an example of a texture with repetitive pattern. Here, in order to detect feature points in an image, Kanazawa and Kanatani's method and the proposed method use Harris operator, but Lowe's method use SIFT operator [6] . So, the number of the detected feature points and their positions in the Lowe's results are different from the other results.
Real image examples
In this case, we can also see the characteristics of each method. The matches detected by Lowe's method are concentrate near the dirty marks of the wall, because the keypoint descriptors are almost the same in the repetitive texture region. In the results by Kanazawa and Kantani's method, there is no matches near the corner of the walls, because they use the measure as matching with respect to global homography between images and their values are low in such the region. In contrast with these results, the matches are uniformly distributed in the images in our result. Figure 6 shows an example of a building scene. Figure 6 (a) shows a stereo image pair of the scene. We can see this is a wide baseline case. Figure 6 (b) , (c), and (d) show the results obtained by Kanazawa and Kanatani's method, Lowe's method, and the proposed method. In this figure, when we could not obtain any matches or 3-D reconstructions, we draw 'X' mark in the figure. In this case, we cannot obtain the results by the Kanazawa and Kanatani's method and Lowe's method. By the proposed method, however, we can see we can obtain correct matches and their 3-D reconstructions are accurate. Figure 7 shows an example of rotated images. we could not obtain any matches and 3-D reconstructions by Kanazawa and Kanatani's method. Figure 7 (c) and (d) shows the results obtained by Lowe's method and the proposed method, respectively. We can see Lowe's method and the proposed method could detect many correct matches. Figure 8 and Figure 9 show two examples of the images from the web page: "Affine Covariant Features 3 ." In these examples, we omit the results by Kanazawa and Kanatani's method. We also omit the results using the two "Zoom+rotation" image packages because these two image packages are almost degenerated cases for the epipolar constraint. The results are shown in Table 2 . In Table 2 , #i-#j means that we use the i-th image and the j-th image for a stereo image pair. We see the results obtained by Lowe's method are better than those by the proposed method. This is due to the fact that our program use standard Harris operator for detecting feature points and their detected positions may be different between two view points. We also see that the proposed method also detect correct matches but its number is smaller than that of the Lowe's method. On the other hand, we see the decreasing ratio of the number of the matches from "#1-#2" to "#1-#6" is smaller than that of the Lowe's method. It means if we use the other one instead of the Harris operator we can obtain the correct matches stably than these results. So, we need to replace the feature point detector in our program with an affine invariant detector like Harris-Affine [8] .
In these experiments, we can see that the Kanazawa and Kanatani's method cannot handle wide baseline cases. We also see the Lowe's method is powerful but is a little weak
in precise repetitive patterns ( Figure 5 ) and simultaneous changes in scale and viewpoints ( Figure 6 ) because keypoint descriptors are almost the same in such cases.
In all experiments in this paper, we used the size of the profile vector is 10, the radius of the normalized standard region is 6, the number of division in radius is 3, and the number of the angle is 4. We use d min =10 and d max =60. We used Pentium 4, 3.2 GHz for the CPU with 1 GB main memory and Fedora Core 4 for the OS. In Table 1 , we show the number of matches and the elapsed times for computing in each results.
Conclusion
We have proposed an image matching method using triplet vector descriptor 4 . It consists of two types of affine invariants on planes. In order to establish correspondences, we vote the similarities between the descriptors into the voting table. After voting, we verify the matches with high similarities by another affine invariant normalized triangle region vectors. After enforcing the uniqueness of the candidate matches, we finally adopt RANSAC with the epipolar constraint for removing outliers. We show the effectiveness of our method by real image examples.
In future works, we replace the corner detector with the other one for detecting many correct matches and we also must reduce the computing time.
