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Resumo
A cla´ssica igualdade de Auslander-Buchsbaum fornece uma relac¸a˜o entre dois invariantes
alge´bricos fundamentais: profundidade e dimensa˜o homolo´gica. Nosso objetivo sera´ demonstrar
tal resultado e aplica´-lo no contexto de derivac¸o˜es logar´ıtmicas.
Palavras-chave: dimensa˜o homolo´gica, profundidade, derivac¸o˜es logar´ıtmicas.
Abstract
The classical Auslander-Buchsbaum equality furnishes a relationship between two fundamental
algebraic invariants: depth and homological dimension. Our goal will be to prove such result and
to apply it into the context of logarithmic derivations.
Keywords: homological dimension, depth, logarithmic derivations.
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Introduc¸a˜o
Neste trabalho, apresentamos alguns conceitos fundamentais da a´lgebra comutativa com o
objetivo de demonstrar a igualdade de Auslander-Buchsbaum.
No primeiro cap´ıtulo, exibiremos propriedades ba´sicas de ane´is e mo´dulos necessa´rias ao resul-
tado principal pretendido. No segundo cap´ıtulo, definimos profundidade e dimensa˜o homolo´gica
de um mo´dulo; ale´m disso, apresentamos o Lema da Serpente, resultado crucial em a´lgebra ho-
molo´gica, que e´ utilizado como uma ferramenta para provar o teorema em questa˜o.
Por fim, mostramos uma aplicac¸a˜o da igualdade de Auslander-Buchsbaum no contexto de
derivac¸o˜es polinomiais logar´ıtmicas, obtendo uma fo´rmula para a profundidade do mo´dulo ideali-
zador tangencial, relativo a um ideal principal.
1
Cap´ıtulo 1
Ane´is e mo´dulos
1.1 Ane´is e ideais
Definic¸a˜o 1.1. Um anel e´ um conjunto A munido de duas operac¸o˜es:
+ : A× A −→ A · : A× A −→ A
(x, y) 7−→ x+ y (x, y) 7−→ x · y
satisfazendo, para todos x, y, z ∈ A:
i. (x+ y) + z = x+ (y + z);
ii. ∃ 0A = 0 ∈ A tal que 0 + x = x+ 0 = x;
iii. Dado x ∈ A, ∃ y ∈ A tal que x+ y = y + x = 0 ( Notac¸a˜o: y = −x);
iv. x+ y = y + x;
v. (x · y) · z = x · (y · z);
vi. x · (y + z) = x · y + x · z, (y + z) · x = y · x+ z · x.
Definic¸a˜o 1.2. Se existir 1A = 1 ∈ A tal que x · 1 = 1 · x = x, dizemos que A possui identidade.
Definic¸a˜o 1.3. Se x · y = y · x, ∀ x, y ∈ A, dizemos que A e´ comutativo.
Observac¸a˜o 1.1. Assumiremos, a partir de agora, que todos os ane´is sa˜o comutativos com iden-
tidade. A operac¸a˜o x · y sera´ denotada por xy, ∀ x, y ∈ A.
2
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Exemplo 1.1. Z, com as operac¸o˜es usuais de soma e multiplicac¸a˜o, e´ um anel comutativo com
identidade.
Exemplo 1.2. Z[i] = {a+ bi | a, b ∈ Z}, com as operac¸o˜es (a+ bi) + (c+ di) = a+ c+ (b+ d)i e
(a + bi).(c + di) = ac − bd + (ad + bc)i, para a,b,c,d ∈ Z, e´ um anel comutativo com identidade,
chamado anel dos inteiros de Gauss.
Definic¸a˜o 1.4. Seja A um anel. Um subconjunto B ⊆ A e´ dito subanel (de A) se:
i. 1A ∈ B;
ii. x, y ∈ B ⇒ x− y ∈ B, xy ∈ B.
Definic¸a˜o 1.5. Sejam A,B ane´is. Uma func¸a˜o ϕ : A −→ B e´ um homomorfismo (de ane´is) se
satisfaz as seguintes condic¸o˜es para todos x, y ∈ A:
i. ϕ(x+ y) = ϕ(x) + ϕ(y);
ii. ϕ(xy) = ϕ(x)ϕ(y);
iii. ϕ(1A) = 1B.
Observac¸a˜o 1.2. Note que ϕ(0A) = 0B, de fato 0A + 0A = 0A ⇒ ϕ(0A + 0A) = ϕ(0A) como ϕ e´
homomorfismo segue que ϕ(0A) + ϕ(0A) = ϕ(0A)⇒ ϕ(0A) = 0B.
Exemplo 1.3. A composic¸a˜o de homomorfismos e´ homomorfismo, isto e´, se A,B,C sa˜o ane´is e
ϕ : A −→ B, ψ : B −→ C sa˜o homomorfismos de ane´is, enta˜o ψ◦ϕ : A −→ C e´ um homomorfismo
de ane´is.
Proposic¸a˜o 1.1. Sejam A,B ane´is e ϕ : A −→ B homomorfismo de ane´is. Enta˜o:
i. S ⊆ A e´ subanel =⇒ ϕ(S) ⊆ B e´ subanel;
ii. T ⊆ B e´ subanel =⇒ ϕ−1(T ) ⊆ A e´ subanel.
Demonstrac¸a˜o.
i. Por definic¸a˜o de homomorfismo, ϕ(1A) = 1B ⇒ 1B ∈ ϕ(S). Sejam ϕ(x),ϕ(y) ∈ ϕ(S). Do fato
de ϕ ser homomorfismo, segue que ϕ(x) − ϕ(y) = ϕ(x − y) ∈ ϕ(S) ⇒ ϕ(x) − ϕ(y) ∈ ϕ(S).
Analogamente, ϕ(x)ϕ(y) = ϕ(xy)⇒ ϕ(x)ϕ(y) ∈ ϕ(S). Portanto, ϕ(S) e´ subanel de B.
CAPI´TULO 1. ANE´IS E MO´DULOS 4
ii. Como ϕ(1A) = 1B ∈ T segue que 1A ∈ ϕ−1(T ). Sejam a, b ∈ ϕ−1(T ). Por definic¸a˜o de imagem
inversa, ϕ(a), ϕ(b) ∈ T ⇒ ϕ(a) − ϕ(b) = ϕ(a − b) ∈ T ⇒ a − b ∈ ϕ−1(T ). Mostremos agora que
ab ∈ ϕ−1(T ). De fato, ϕ(a)ϕ(b) = ϕ(ab) ∈ T ⇒ ab ∈ ϕ−1(T ). Portanto, ϕ−1(T ) e´ subanel de A.
Corola´rio 1.2. Sejam A,B ane´is e ϕ : A −→ B homomorfismo de ane´is. Enta˜o, a imagem de ϕ,
Im(ϕ) = {y ∈ B | y = ϕ(x), x ∈ A}, e´ subanel de B.
Demonstrac¸a˜o. O resultado segue do item i. da proposic¸a˜o anterior. Basta fazer S = A.
Definic¸a˜o 1.6. Seja A um anel. Um subconjunto I ⊆ A e´ um ideal (de A) se:
i. 0A ∈ I;
ii. x, y ∈ I ⇒ x+ y ∈ I;
iii. x ∈ I, a ∈ A⇒ xa ∈ I. (lei de absorc¸a˜o)
Exemplo 1.4. Dados x1, . . . , xn ∈ A anel. O conjunto I = (x1, . . . , xn) = {a1x1 + . . . +
anxn | a1, . . . , an ∈ A} e´ um ideal. Os elementos x1, . . . , xn sa˜o chamados de geradores de I.
Quando n = 1, I e´ chamado ideal principal gerado por x1. Um ideal I ⊆ A e´ dito finitamente
gerado se I e´ gerado por um nu´mero finito de elementos de A.
Exemplo 1.5. Sejam A anel e I1, . . . , In ⊆ A ideais. O conjunto I1+. . .+In = {x1+. . .+xn | xi ∈
Ii, i = 1, . . . , n} e´ um ideal, chamado ideal soma dos Ij’s.
Proposic¸a˜o 1.3. Sejam A,B ane´is e ϕ : A −→ B homomorfismo de ane´is. Enta˜o:
i. I ⊆ A e´ ideal e ϕ e´ sobrejetor =⇒ ϕ(I) ⊆ B e´ ideal;
ii. J ⊆ B e´ ideal =⇒ ϕ−1(J) ⊆ A e´ ideal.
Demonstrac¸a˜o.
i. Pela observac¸a˜o 1.2 temos que ϕ(0A) = 0B ⇒ 0B ∈ ϕ(I). Sejam ϕ(x),ϕ(y) ∈ ϕ(I). Segue do
fato de ϕ ser homomorfismo que ϕ(x)+ϕ(y) = ϕ(x+y) ∈ ϕ(I)⇒ ϕ(x)+ϕ(y) ∈ ϕ(I). Seja agora
b ∈ B. Como ϕ e´ sobrejetor, existe a ∈ I tal que ϕ(a) = b, logo ϕ(x)b = ϕ(x)ϕ(a) = ϕ(xa) ⇒
ϕ(x)b ∈ ϕ(I). Portanto, ϕ(I) e´ ideal de B.
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ii. ϕ(0A) = 0B ∈ J ⇒ 0A ∈ ϕ−1(J). Sejam a, b ∈ ϕ−1(J). Por definic¸a˜o de imagem inversa,
ϕ(a), ϕ(b) ∈ J ⇒ ϕ(a) + ϕ(b) = ϕ(a+ b) ∈ J ⇒ a+ b ∈ ϕ−1(J). Por fim, seja c ∈ A. Mostremos
que ac ∈ ϕ−1(J). De fato, por J ser ideal, ϕ(a)ϕ(c) ∈ ϕ(J) ⇒ ϕ(ac) ∈ ϕ(J) ⇒ ac ∈ ϕ−1(J).
Portanto, ϕ−1(J) e´ ideal de A.
Definic¸a˜o 1.7. Sejam A,B ane´is e ϕ : A −→ B homomorfismo de ane´is. Definimos o nu´cleo de
ϕ como o ideal Ker(ϕ) = ϕ−1(0B). Explicitamente: Ker(ϕ) = {x ∈ A | ϕ(x) = 0B}.
Observac¸a˜o 1.3. Sejam A,B ane´is e ϕ : A −→ B homomorfismo de ane´is. Note que ϕ e´ injetor
⇔ Ker(ϕ) = {0}. De fato, sejam x, y ∈ A tais que ϕ(x) = ϕ(y) ⇒ ϕ(x − y) = 0B ⇒ x − y ∈
Ker(ϕ) = {0} ⇒ x = y ⇒ ϕ e´ injetor. Reciprocamente, se ϕ e´ injetor, enta˜o: x ∈ Ker(ϕ) ⇒
ϕ(x) = 0B = ϕ(0A)⇒ x = 0A ⇒ Ker(ϕ) = {0}.
Sejam A um anel e I ⊆ A um ideal. Considere a relac¸a˜o
x, y ∈ A, x ∼ y ⇔ x− y ∈ I.
Note que ∼ e´ uma relac¸a˜o de equivaleˆncia em A. De fato, para quaisquer x, y, z ∈ A, temos
i. x ∼ x pois, 0 = x− x ∈ I;
ii. x ∼ y ⇒ y ∼ x pois, se x− y ∈ I enta˜o y − x = −(x− y) ∈ I;
iii. x ∼ y e y ∼ z ⇒ x ∼ z pois, se x− y ∈ I e y − z ∈ I enta˜o x− z = (x− y) + (y − z) ∈ I.
Denotaremos por x = x + I = {y ∈ A | y ∼ x}, a classe residual de x com respeito a I, e por
A/I = {x | x ∈ A} o conjunto quociente de A por I. Provaremos uma proposic¸a˜o que nos permitira´
definir duas operac¸o˜es em A/I que o torne um anel.
Proposic¸a˜o 1.4. Sejam A um anel e I ⊆ A um ideal. Se x1 = x2 e y1 = y2 enta˜o
i. x1 + y1 = x2 + y2;
ii. x1y1 = x2y2.
Demonstrac¸a˜o.
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i. x1 = x2, y1 = y2 ⇒ x1 − x2, y1 − y2 ∈ I ⇒ (x1 − x2) + (y1 − y2) = (x1 + y1)− (x2 + y2) ∈ I ⇒
x1 + y1 = x2 + y2;
ii. x1 = x2, y1 = y2 ⇒ x1 − x2, y1 − y2 ∈ I ⇒ x1 = x2 + a e y1 = y2 + b, a, b ∈ I. Agora note que
x1y1−x2y2 = (x2+a)(y2+b)−x2y2 = x2y2+x2b+ay2+ab−x2y2 = x2b+ay2+ab⇒ x1y1−x2y2 ∈ I,
ja´ que a, b ∈ I. Assim, x1y1 = x2y2.
Os itens i. e ii. nos dizem que as classes da soma e da multiplicac¸a˜o independem de represen-
tantes, permitindo munir o conjunto A/I de uma estrutura de anel.
Proposic¸a˜o 1.5. Sejam A um anel e I ⊆ A um ideal. O conjunto A/I = {x | x ∈ A} e´ um anel
com as operac¸o˜es:
+ : A/I × A/I −→ A/I · : A/I × A/I −→ A/I
(x, y) 7−→ x+ y (x, y) 7−→ xy
Em particular, A/I e´ comutativo, e se 1 e´ a identidade de A enta˜o 1 e´ a identidade de A/I.
Demonstrac¸a˜o. Segue da proposic¸a˜o anterior.
Observac¸a˜o 1.4. Considere o homomorfismo natural pi = piI : A −→ A/I, definido por x 7−→ x,
que e´ claramente sobrejetor. Denote A = A/I. Sejam J ⊆ A ideal de A e J ⊆ A ideal de A.
Enta˜o: pi(J) = (J + I)/I ⇒ pi−1(pi(J)) = J + I. Ale´m disso: J = pi−1(J)⇒ pi(J) = pi(pi−1(J))⇒
pi(J) = J ⇒ J = (J + I)/I. Conclu´ımos que ha´ uma bijec¸a˜o entre o conjunto dos ideais de
A/I e o conjunto dos ideais de A que conteˆm I. Em particular, todo ideal de A/I tem a forma
J/I = {x+ I | x ∈ J}, para algum ideal J contendo I.
Definic¸a˜o 1.8. Seja A um anel. Um elemento x ∈ A e´ um divisor de zero se xy = 0, para algum
y ∈ A \ {0}. Um anel A 6= 0 e´ dito domı´nio se 0 e´ o u´nico divisor de zero de A.
Exemplo 1.6.
i. Z, o anel dos nu´meros inteiros, e´ um domı´nio, assim como o anel dos inteiros de Gauss, Z[i].
ii. K[x], o anel dos polinoˆmios na varia´vel x sobre um corpo K, e´ um domı´nio. O mesmo vale para
ane´is de polinoˆmios em um nu´mero qualquer de indeterminadas.
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Definic¸a˜o 1.9. Seja A um anel. Um elemento x ∈ A e´ nilpotente se existe n ∈ N \ {0} tal
que xn = 0. Neste caso, o nu´mero min{n ∈ N \ {0} | xn = 0} e´ chamado grau (ou ı´ndice) de
nilpoteˆncia de x.
Note que se x ∈ A e´ nilpotente enta˜o x e´ divisor de zero. A rec´ıproca e´ falsa: considere no anel
dos nu´meros inteiros A = Z, o ideal I = 6Z = {6n | n ∈ Z} e o anel quociente A/I = {m | m ∈
Z}(= Z6). Nesse contexto, temos que 2.3 = 6 = 0 pois 6 ∈ I, logo 2 e´ um divisor de zero em Z6,
mas 2n 6= 0 ∀ n ∈ N \ {0}, pois caso contra´rio existiria n ∈ N \ {0} tal que 2n ∈ I = 6Z ⇒ 2n e´
mu´ltiplo de 6, o que e´ um absurdo.
Definic¸a˜o 1.10. Seja A um anel. Um elemento x ∈ A e´ uma unidade ou elemento invert´ıvel
se xy = 1 para algum y ∈ A. Notac¸a˜o: y = x−1 (o inverso de x, que e´ u´nico); A∗ =
{unidades de A} ⊆ A.
Definic¸a˜o 1.11. Seja K 6= 0 um anel. Dizemos que K e´ um corpo se K∗ = K \ {0}.
Exemplo 1.7. Q ⊆ Q(√2) ⊆ R ⊆ C sa˜o corpos.
Observac¸a˜o 1.5. Note que todo corpo e´ domı´nio. De fato, se K e´ corpo e x, y ∈ K sa˜o tais que
xy = 0, enta˜o, se x 6= 0 tem-se x−1xy = 0 ⇒ y = 0 ⇒ K e´ domı´nio. Pore´m nem todo domı´nio e´
corpo, (por exemplo, Z). Ale´m disso, pode-se mostrar que todo domı´nio finito e´ corpo. Exemplo:
Zp = Z/(p), p ∈ Z primo.
Proposic¸a˜o 1.6. Seja K 6= 0 um anel. Sa˜o equivalentes:
i. K e´ corpo ;
ii. Os u´nicos ideais de K sa˜o (0) e (1) ;
iii. Para qualquer anel A 6= 0, todo homomorfismo ϕ : K −→ A e´ injetor.
Demonstrac¸a˜o.
i. ⇒ ii. Suponha por absurdo que exista um ideal pro´prio I ( K na˜o-trivial (I 6= {0}). Seja x ∈
I \ {0}. Como K e´ corpo, ∃ y ∈ K tal que xy = 1 e sendo I ideal segue que xy = 1 ∈ I ⇒ I = K,
absurdo. Portanto, os u´nicos ideais de K sa˜o (0) e (1);
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ii. ⇒ iii. Sejam A 6= 0 um anel e ϕ : K → A um homomorfismo de ane´is. Como Ker(ϕ) e´ ideal
de K temos que Ker(ϕ) = (0) ou Ker(ϕ) = (1). Suponha por absurdo que Ker(ϕ) = (1) = K,
enta˜o ϕ(1K) = 0A, contradic¸a˜o, ja´ que ϕ e´ homomorfismo de ane´is. Segue que Ker(ϕ) = (0), o
que pela observac¸a˜o 1.3 significa que ϕ e´ injetor;
iii. ⇒ i. Seja x ∈ K tal que x na˜o e´ um elemento invert´ıvel. Vamos mostrar que x = 0 e, assim, que
K e´ corpo. Note que (x) 6= (1), do contra´rio 1 ∈ (x) e x seria elemento invert´ıvel. Assim, considere
o anel quociente K/(x) na˜o-nulo (ja´ que (x) 6= (1)) e o homomorfismo sobrejetor ϕ : K −→ K/(x),
definido por y 7−→ y. Note que Ker(ϕ) = (x) pois, ϕ(y) = y = 0 ⇔ y ∈ (x). Como ϕ e´ injetivo
por hipo´tese, seque que x = 0.
Definic¸a˜o 1.12. Seja A um anel. Um ideal P ( A e´ dito primo se, sempre que xy ∈ P , tem-se
x ∈ P ou y ∈ P .
Definic¸a˜o 1.13. Seja A um anel. Um ideal M ( A e´ dito maximal se M ( J ⊆ A (onde J ⊆ A
e´ ideal) implica em J = A.
Proposic¸a˜o 1.7. Sejam A anel e P,M ⊆ A ideais. Enta˜o:
i. P ⊆ A e´ primo ⇐⇒ A/P e´ domı´nio;
ii. M ⊆ A e´ maximal ⇐⇒ A/M e´ corpo.
Demonstrac¸a˜o.
i. Suponha que P e´ primo e sejam x, y ∈ A/P tais que xy = 0, isto e´, xy ∈ P . Como P e´ primo,
tem-se x ∈ P ou y ∈ P ⇒ x = 0 ou y = 0⇒ A/P e´ domı´nio. Reciprocamente, se A/P e´ domı´nio
e x, y ∈ A sa˜o tais que xy ∈ P , enta˜o xy = 0, e como A/P e´ domı´nio, temos que x = 0 ou
y = 0⇒ x ∈ P ou y ∈ P ⇒ P e´ primo.
ii. Suponha que M e´ maximal e seja 0 6= x ∈ A/M. Mostremos que ∃ y ∈ A/M tal que xy = 1.
De fato, considere o ideal M+(x) = {m+ax | m ∈M, a ∈ A}. Como x 6= 0, temos que x 6∈M⇒
M ( M + (x) ⇒ M + (x) = A pois M e´ maximal, logo 1 ∈ A = M + (x) ⇒ ∃ m1 ∈ M, y ∈ A
tais que 1 = m1 + yx⇒ 1 = m1 + yx = 0 + yx = yx. Reciprocamente, suponha que A/M e´ corpo
e seja L ⊆ A ideal tal que M ( L. Logo ∃ a ∈ L \M⇒ a 6= 0. Como A/M e´ corpo, ∃ b ∈ A tal
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que ab = 1 ⇒ ab− 1 = 0 ⇒ ab − 1 ∈ M ⇒ ∃ c ∈ M tal que ab − 1 = c ⇒ 1 = ab − c ∈ L pois
a ∈ L e c ∈M ( L⇒ L = A⇒M e´ maximal.
Corola´rio 1.8. Todo ideal maximal e´ primo.
Demonstrac¸a˜o. Segue da observac¸a˜o 1.5 e da proposic¸a˜o anterior.
Proposic¸a˜o 1.9. Sejam A anel e I ⊆ J ideais. Considere pi : A −→ A/I o homomorfismo
sobrejetor. Enta˜o:
i. J ⊆ A e´ primo ⇐⇒ J/I ⊆ A/I e´ primo;
ii. J ⊆ A e´ maximal ⇐⇒ J/I ⊆ A/I e´ maximal.
Demonstrac¸a˜o.
i. Pela proposic¸a˜o 1.7, J e´ primo ⇔ A/J e´ domı´nio ⇔ (A/I)/(J/I) e´ domı´nio ⇔ J/I e´ primo.
ii. Analogamente, pela proposic¸a˜o 1.7, J e´ maximal⇔ A/J e´ corpo⇔ (A/I)/(J/I) e´ corpo⇔ J/I
e´ maximal.
A seguir construiremos o ambiente necessa´rio para utilizar o Lema de Zorn a fim de demonstrar
que todo anel na˜o-nulo possui ideal maximal.
Seja S 6= ∅ um conjunto parcialmente ordenado, isto e´, S e´ munido de uma relac¸a˜o  que e´
reflexiva, transitiva e possui a propriedade de que se x  y e y  x enta˜o x = y. Um subconjunto
C ⊆ S e´ dito cadeia se x  y ou y  x para todo x, y ∈ C. Um elemento x ∈ S e´ uma
cota superior para C em S se y  x, ∀y ∈ C. Diz-se que x ∈ S e´ um elemento maximal se
x  y (y ∈ S)⇒ x = y.
Lema de Zorn. Seja S 6= ∅ um conjunto parcialmente ordenado tal que todo subconjunto total-
mente ordenado possui cota superior em S. Enta˜o, S possui elemento maximal.
Teorema 1.10. Todo anel A 6= 0 possui ideal maximal.
Demonstrac¸a˜o. Seja L = {ideais pro´prios de A}. Note que (0) ∈ L ⇒ L 6= ∅, e ordene L com
a ordem parcial de inclusa˜o (⊆). Seja {Iα}α um subconjunto totalmente ordenado de L. Defina
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I =
⋃
α
Iα, que claramente e´ um ideal pro´prio de A (pois 1 6∈ Iα, ja´ que Iα e´ pro´prio para todo
α). Assim, I ∈ L e´ uma cota superior para {Iα}α, e assim, pelo Lema de Zorn, L possui elemento
maximal, ou seja, A possui ideal maximal.
Corola´rio 1.11. Sejam A anel e I ( A ideal. Enta˜o, ∃ M ⊆ A ideal maximal contendo I.
Demonstrac¸a˜o. I pro´prio ⇒ A/I 6= 0. Pelo teorema anterior, ∃ N ⊆ A/I ideal maximal. Mas,
pela observac¸a˜o 1.4, temos que N e´ da forma N = M/I, para algum idealM ⊇ I. Sendo N = M/I
maximal, segue da proposic¸a˜o 1.9 (ii) que M e´ maximal.
Corola´rio 1.12. Sejam A anel e x ∈ A \ A∗. Enta˜o, x ∈M, para algum M ⊆ A ideal maximal.
Demonstrac¸a˜o. Seja I = (x). Enta˜o, I 6= A pois x 6∈ A∗. Pelo corola´rio anterior, ∃ M ⊆ A ideal
maximal tal que I ⊆M, logo x ∈M.
Definic¸a˜o 1.14. Um anel A e´ dito semi-local se possuir uma quantidade finita de ideais maximais.
Se A possuir apenas um ideal maximal, sera´ dito anel local. Se A e´ um anel local com ideal maximal
M, usa-se a notac¸a˜o (A,M).
Proposic¸a˜o 1.13. Seja A anel e M ( A ideal. Enta˜o,
i. A \M ⊆ A∗ =⇒ (A,M) e´ local;
ii. M maximal e 1 +M = {1 + x | x ∈M} ⊆ A∗ =⇒ A e´ local.
Demonstrac¸a˜o.
i. Seja N ⊆ A ideal maximal. Em particular, N 6= A, isto e´, N ∩ A∗ = ∅. Enta˜o, N ⊆ M ja´ que
A \M ⊆ A∗. Como M e´ pro´prio e N e´ maximal tem-se N = M.
ii. Seja u ∈ A \M. Defina o ideal I = M + (u), como u 6∈ M temos que M + (u) ! M, e
sendo M maximal, tem-se I = A. Logo 1 ∈ I ⇒ 1 = x + yu, com x ∈ M, y ∈ A. Assim,
yu = 1− x ∈ 1 +M ⊆ A∗ ⇒ yu ∈ A∗ ⇒ ∃ z ∈ A tal que z(yu) = 1⇒ (zy)u = 1⇒ u ∈ A∗. Pelo
item (i) acima, A e´ local.
Definic¸a˜o 1.15. O radical de Jacobson de um anel A 6= 0 e´ definido por RA =
⋂
M, com M ⊆ A
ideal maximal.
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Proposic¸a˜o 1.14. RA = {x ∈ A | 1− xy ∈ A∗, ∀ y ∈ A}.
Demonstrac¸a˜o. Seja x ∈ RA, e suponha por absurdo que exista y ∈ A tal que 1− xy 6∈ A∗. Pelo
corola´rio 1.12, segue que existe M ⊆ A ideal maximal tal que 1− xy ∈M. Mas, x ∈ RA ⇒ x ∈
M ⇒ xy ∈ M e como 1 − xy ∈ M, ter´ıamos 1 ∈ M, absurdo, ja´ que M e´ maximal. Portanto,
1−xy ∈ A∗, ∀ y ∈ A. Devemos mostrar agora que se x ∈ A e´ tal que 1−xy ∈ A∗, ∀ y ∈ A enta˜o
x ∈ RA. Mostremos a equivaleˆncia: se x 6∈ RA enta˜o ∃ y ∈ A tal que 1− xy 6∈ A∗. De fato, seja
x 6∈ RA, enta˜o ∃ M ⊆ A ideal maximal tal que x 6∈M⇒M+ (x) !M⇒M+ (x) = A, pois M
e´ maximal. Logo, 1 = a+ bx, a ∈M, b ∈ A⇒ a = 1− bx ∈M⇒ 1− bx 6∈ A∗.
Lema da esquiva. Sejam A anel e P1, . . . , Pn ⊆ A ideais primos. Se I ⊆ A e´ ideal tal que
I ⊆
n⋃
i=1
Pi, enta˜o I ⊆ Pi para algum i = 1, . . . , n.
Demonstrac¸a˜o. Mostremos que I * Pj (j = 1, . . . , n)⇒ I *
n⋃
j=1
Pj, por induc¸a˜o sobre n. O caso
n = 1 e´ trivial. Assim, suponha n > 1. E´ claro que I * Pj, ∀ j = 1, . . . , n⇒ I * Pj, ∀ j 6= i para
cada i. Por induc¸a˜o, I *
⋃
j 6=i
Pj. Logo, ∃ xi ∈ I, xi 6∈ Pj, ∀ j 6= i. Se xi 6∈ Pi, para algum i, enta˜o
xi 6∈
n⋃
j=1
Pj e o resultado segue. Do contra´rio, se xi ∈ Pi, ∀ i = 1, . . . , n, defina o elemento x =
x2x3 . . . xn+x1x3 . . . xn+. . .+x1x2 . . . xn−1. Note que x ∈ I, pois xi ∈ I, ∀ i = 1, . . . , n. Afirmamos
que x 6∈ Pj, ∀ j. Se por absurdo, xj ∈ Pj para algum j, e observando que podemos escrever
x = x1x2 . . . xj−1xj+1 . . . xn + x∗, com x∗ ∈ Pj, enta˜o, x1x2 . . . xj−1xj+1 . . . xn ∈ Pj ⇒ ∃ i 6= j tal
que xi ∈ Pj, o que e´ absurdo. Assim, x 6∈ Pj, ∀ j = 1, . . . , n, ou seja, x 6∈
n⋃
j=1
Pj ⇒ I *
n⋃
j=1
Pj.
Definic¸a˜o 1.16. Sejam A anel e I, J ⊆ A ideais. Define-se o condutor de I em J por J : I =
{a ∈ A | aI ⊆ J}, onde por aI ⊆ J entende-se ax ∈ J, ∀ x ∈ I.
Proposic¸a˜o 1.15. Sejam A anel e I, J ⊆ A ideais. Enta˜o, o condutor J : I e´ ideal de A.
Demonstrac¸a˜o. Primeiro, note que 0 ∈ J : I, pois 0x = 0 ∈ J, ∀ x ∈ I. Sejam a, b ∈ J : I ⇒
ax, bx ∈ J, ∀ x ∈ I ⇒ ax + bx ∈ J ⇒ (a + b)x ∈ J ⇒ a + b ∈ J : I. Por fim, seja c ∈ A. Vamos
mostrar que ac ∈ J : I. Como a ∈ J : I segue que ax ∈ J, ∀ x ∈ I ⇒ cax ∈ J ⇒ ac ∈ J : I.
Portanto, J : I e´ ideal.
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No caso especial que J = (0), obtemos o ideal 0 : I = {a ∈ A | ax = 0, ∀ x ∈ I}, chamado
anulador de I. Mais particularmente, tomando I = (x), ideal principal gerado por x ∈ A,
obtemos o ideal 0 : x = {a ∈ A | ax = 0} chamado anulador de x. Note ainda que denotando
Z(A) = {divisores de zero de A}, tem-se Z(A) =
⋃
x∈A\{0}
0 : x.
Definic¸a˜o 1.17. Um anel A e´ Noetheriano se todo ideal de A e´ finitamente gerado.
Exemplo 1.8.
i. Q, R, C sa˜o ane´is Noetherianos. Mais geralmente, se K e´ corpo enta˜o K e´ Noetheriano, pois
os u´nicos ideais de K sa˜o (0) e (1) (proposic¸a˜o 1.6).
ii. Imagem de anel Noetheriano por homomorfismo de ane´is e´ Noetheriano. De fato, sejam A, B
ane´is, A Noetheriano e ϕ : A −→ B homomorfismo de ane´is. Vamos mostrar que Im(ϕ) e´
Noetheriano. Seja J ⊆ Im(ϕ) ideal. Pela proposic¸a˜o 1.3, ϕ(J)−1 e´ ideal de A⇒ ∃ a1, . . . , am ∈ A
tais que ϕ(J)−1 = (a1, . . . , am)⇒ ϕ(ϕ(J)−1) = J = (ϕ(a1), . . . , ϕ(am))⇒ J e´ finitamente gerado
⇒ Im(ϕ) e´ Noetheriano.
Proposic¸a˜o 1.16. Seja A anel. Sa˜o equivalentes:
i. A e´ Noetheriano.
ii. Toda cadeia ascendente de ideais de A
I1 ⊆ I2 ⊆ . . . ⊆ In ⊆ . . .
e´ estaciona´ria, isto e´, existe m ≥ 1 tal que Im = Im+i, ∀ i ∈ N.
iii. Qualquer famı´lia, na˜o-vazia, de ideais de A possui elemento maximal (com respeito a in-
clusa˜o).
Demonstrac¸a˜o.
i.⇒ ii. Considere uma cadeia de ideais como em ii., tome I =
∞⋃
n=1
In ideal de A. Como A e´
Noetheriano, existem a1, . . . , am ∈ A tais que I = (a1, . . . , am) ⇒ para n suficientemente grande
ai ∈ In, ∀ i = 1, . . . ,m⇒ In = In+1 = . . ..
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ii.⇒ iii. Suponha que exista L uma famı´lia, na˜o-vazia, de ideais de A que na˜o possua elemento
maximal (com respeito a` inclusa˜o). Segue que I1 ∈ L⇒ ∃ I2 ∈ L com I1 ( I2. Assim, e´ poss´ıvel
construir uma cadeia ascendente de ideais de A que e´ na˜o-estaciona´ria.
iii.⇒ ii. Considere a famı´lia, na˜o-vazia, de ideais que compo˜e a cadeia ascendente em ii.. Segue
que esta famı´lia possui elemento maximal, o qual satisfaz a condic¸a˜o requerida.
ii.⇒ i. Vamos supor que A e´ na˜o-Noetheriano e construir uma cadeia ascendente de ideais de A
que na˜o e´ estaciona´ria. De fato, suponha que exista um ideal I ⊆ A que na˜o e´ finitamente gerado.
Enta˜o, a1, . . . , am ∈ I ⇒ (a1, . . . , am) 6= I. Ale´m disso, am+1 ∈ I ⇒ am+1 6∈ (a1, . . . , am). Assim,
a seguinte cadeia ascendente de ideais de A:
(a1) ( (a1, a2) ( (a1, a2, a3) ( . . .
e´ na˜o-estaciona´ria.
Teorema da base de Hilbert. Seja A anel. Se A e´ Noetheriano enta˜o A[x1, . . . , xn] e´ Noethe-
riano.
Demonstrac¸a˜o. Note que A[x1, . . . , xn] = A[x1, . . . , xn−1][xn]. Assim, por induc¸a˜o, podemos supor
n = 1. Isto e´, provemos que A Noetheriano ⇒ A[x] Noetheriano. Mostraremos que A[x] na˜o-
Noetheriano ⇒ A na˜o-Noetheriano.
Tome I ⊆ A[x] ideal que na˜o e´ finitamente gerado. Escolha f1 ∈ I de grau menor poss´ıvel.
Tome f2 ∈ I \ (f1) de grau mı´nimo. Tome f3 ∈ I \ (f1, f2) de grau mı´nimo, e assim por diante:
fk ∈ I \ (f1, . . . , fk−1), k > 2 de grau mı´nimo.
Seja dk =grau de fk, e seja ak o coeficiente l´ıder de fk, ou seja: fk = akx
dk + (termos de grau
menor que dk). Pela escolha dos fk′s, temos d1 6 d2 6 . . . 6 dk 6 . . .
Afirmamos que a cadeia (a1) ⊆ (a1, a2) ⊆ . . . ⊆ (a1, . . . , ak) ⊆ . . . na˜o e´ estaciona´ria.
Suponha por absurdo que ela estacione, isto e´, ∃ k tal que (a1, . . . , ak) = (a1, . . . , ak, ak+1) ⇒
ak+1 ∈ (a1, . . . , ak)⇒ ak+1 =
∑k
i=1 biai com bi ∈ A. Defina
g =
k∑
i=1
bix
dk+1−difi,
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e note que g ∈ (f1, . . . , fk). Explicitamente:
g = b1x
dk+1−d1
1 (a1x
d1 + . . .) + b2x
dk+1−d2(a2xd2 + . . .) + . . .+ b
dk+1−dk
k (akx
dk + . . .)⇒
g = a1b1x
dk+1 + a2b2x
dk+1 + . . .+ akbkx
dk+1 + (termos de grau menor que dk+1)⇒
g = (a1b1 + . . .+akbk)x
dk+1 +(termos de grau menor que dk+1), denotando a1b1 + . . .+akbk = ak+1
temos que g = ak+1x
dk+1 + (termos de grau menor que dk+1).
Considere h = fk+1 − g = ak+1xdk+1 + (termos de grau menor que dk+1) − ak+1xdk+1 − (termos
de grau menor que dk+1)⇒ gr(h) < dk+1 ⇒ gr(h) < gr(fk+1), onde gr(-) denota grau.
Note que g ∈ (f1, . . . , fk) e fk+1 6∈ (f1, . . . , fk)⇒ h = fk+1 − g ∈ I \ (f1, . . . , fk) contradizendo a
minimalidade de dk+1.
Assim, conseguimos uma cadeia de ideais em A que na˜o estaciona. Portanto, A e´ na˜o-Noetheriano.
1.2 Mo´dulos
Definic¸a˜o 1.18. Seja A um anel. Um conjunto M e´ um A-mo´dulo (ou mo´dulo sobre A) se estiver
munido de duas operac¸o˜es:
+ : M ×M −→ M · : A×M −→ M
(m,n) 7−→ m+ n (a,m) 7−→ a ·m
satisfazendo, para todos m,n, p ∈M e a, b ∈ A:
i. (m+ n) + p = m+ (n+ p);
ii. ∃ 0M = 0 ∈M tal que 0 +m = m;
iii. Dado m ∈M, ∃ n ∈M tal que m+ n = 0; ( Notac¸a˜o: n = −m);
iv. m+ n = n+m;
v. (a+ b) ·m = a ·m+ b ·m;
vi. a · (m+ n) = a ·m+ a · n;
vii. (ab) ·m = a · (b ·m);
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viii. 1 ·m = m.
Observac¸a˜o 1.6. A operac¸a˜o a ·m tambe´m sera´ denotada por am, ∀ a ∈ A, m ∈M .
Exemplo 1.9.
i. I ⊆ A ideal ⇒ I e´ A-mo´dulo, atrave´s da lei de absorc¸a˜o. Em particular, A e´ um A-mo´dulo;
ii. A = K corpo. Um K-mo´dulo e´ um espac¸o vetorial sobre o corpo K.
Definic¸a˜o 1.19. Sejam M,N A-mo´dulos. Uma aplicac¸a˜o f : M −→ N e´ um homomorfismo (de
A-mo´dulos) ou aplicac¸a˜o A-linear se satisfaz para todos m,n ∈M, a ∈ A:
i. f(m+ n) = f(m) + f(n);
ii. f(am) = af(m).
Exemplo 1.10. A = K corpo. Neste caso, uma aplicac¸a˜o A-linear e´ uma transformac¸a˜o linear
entre espac¸os vetoriais sobre K.
Definic¸a˜o 1.20. Sejam M,N A-mo´dulos. Um homomorfismo (de A-mo´dulos) f : M −→ N e´ um
isomorfismo (de A-mo´dulos) se f e´ bijetivo. Equivalentemente, f : M −→ N e´ um isomorfismo
se existe g : N −→M A-linear tal que f ◦ g = IdN e g ◦ f = IdM . Note que g e´ u´nico, o qual sera´
denotado por g = f−1.
Sejam M,N A-mo´dulos. O conjunto HomA(M,N) = {f : M −→ N | f e´ A-linear} possui
estrutura natural de A-mo´dulo
A×HomA(M,N) −→ HomA(M,N)
(a, f) 7−→ af
onde af : M → N e´ definido por (af)(m) = af(m).
Note ainda que a composic¸a˜o de aplicac¸o˜es A-lineares e´ aplicac¸a˜o A-linear, ou seja, se f ∈
HomA(M,N) e g ∈ HomA(N,P ) enta˜o g ◦ f ∈ HomA(M,P ). De fato, sejam m,m′ ∈M, a ∈ A.
Enta˜o, (g ◦ f)(m+m′) = g(f(m+m′)) = g(f(m) + f(m′)) = g(f(m)) + g(f(m′)) = (g ◦ f)(m) +
(g ◦ f)(m′), assim como, (g ◦ f)(am) = g(f(am)) = g(af(m)) = ag(f(m)) = a(g ◦ f)(m).
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Definic¸a˜o 1.21. Seja M um A-mo´dulo. Um subconjunto N ⊆ M e´ dito A- submo´dulo (de M)
se N possui estrutura de A-mo´dulo; equivalentemente, se N e´ fechado com relac¸a˜o a`s operac¸o˜es
de M , ou seja, m,n ∈ N ⇒ m+ n ∈ N e a ∈ A⇒ am ∈ N .
Exemplo 1.11. Sejam M um A-mo´dulo, M1, . . . ,Mn ⊆M A-submo´dulos e I ⊆ A ideal.
i. O conjunto definido por M1 + . . .+Mn = {m1 + . . .+mn | mi ∈Mi, i = 1, . . . , n} e´ A-mo´dulo.
ii. O conjunto definido por IM = {
n∑
i=1
ximi | xi ∈ I, mi ∈M, n ∈ N} e´ A-submo´dulo de M .
Sejam M um A-mo´dulo e N ⊆ M A-submo´dulo. Podemos considerar o conjunto quociente
M/N = {m = m+N | m ∈M}, definido pela relac¸a˜o de equivaleˆncia m1 = m2 ⇔ m1−m2 ∈ N .
As operac¸o˜es + e · definidas a seguir fornecem a M/N estrutura de A-mo´dulo:
+ : M/N ×M/N −→ M/N · : A×M/N −→ M/N
(m,n) 7−→ m+ n = m+ n (a,m) 7−→ a ·m = am
Chamamos M/N de mo´dulo quociente de M por N .
Definic¸a˜o 1.22. Sejam M,N A-mo´dulos e f ∈ HomA(M,N). O nu´cleo de f e´ definido como
Ker(f) = {m ∈M | f(m) = 0}. A imagem de f e´ definida por Im(f) = {f(m) ∈ N | m ∈M}.
Observac¸a˜o 1.7. Note que Ker(f) ⊆ M e Im(f) ⊆ N sa˜o A-submo´dulos. De fato, sejam
m,n ∈ Ker(f) ⇒ 0 = f(m) + f(n) = f(m + n) ⇒ m + n ∈ Ker(f). Seja agora a ∈ A. Segue
que 0 = af(m) = f(am) ⇒ am ∈ Ker(f), logo Ker(f) e´ A-submo´dulo de M . Analogamente,
sejam f(m), f(n) ∈ Im(f)⇒ f(m) + f(n) = f(m+ n) ∈ Im(f). Por fim, seja a ∈ A. Segue que
af(m) = f(am) ∈ Im(f), logo Im(f) e´ A-submo´dulo de N .
Em particular, podemos considerar o mo´dulo quociente Coker(f) = N/Im(f), chamado conu´cleo
de f.
Proposic¸a˜o 1.17. Sejam M,N A-mo´dulos e f ∈ HomA(M,N). Enta˜o:
i. f e´ injetiva ⇐⇒ Ker(f) = {0};
ii. f e´ sobrejetor ⇐⇒ Coker(f) = {0}.
Demonstrac¸a˜o.
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i. Note que 0 + 0 = 0 ⇒ f(0 + 0) = f(0) ⇒ f(0) + f(0) = f(0) ⇒ f(0) = 0. Assim, se f e´
injetiva segue imediatamente que Ker(f) = {0}. Reciprocamente, suponha Ker(f) = {0} e sejam
m,n ∈M tais que f(m) = f(n). Enta˜o f(m− n) = 0⇒ m− n ∈ Ker(f) = {0} ⇒ m = n⇒ f e´
injetiva.
ii. Imediato.
Proposic¸a˜o 1.18. Sejam M,P A-mo´dulos. Cada f : M −→ P A-linear induz uma aplicac¸a˜o
A-linear fN : M/N −→ Im(f) ⊆ P , para cada A-submo´dulo N ⊆ Ker(f).
Demonstrac¸a˜o. Defina
fN : M/N −→ Im(f)
m 7−→ fN(m) = f(m),
fN esta´ bem definida pois m1 = m2 ⇒ m1−m2 ∈ N ⇒ m1−m2 ∈ Ker(f)⇒ f(m1−m2) = 0⇒
f(m1) = f(m2) ⇒ fN(m1) = fN(m2). Ale´m disso, fN e´ sobrejetor por construc¸a˜o e e´ A-linear,
pois f e´ A-linear.
Teorema do Isomorfismo. Sejam M,P A-mo´dulos e f ∈ HomA(M,P ). Enta˜o,
M/Ker(f) ' Im(f).
Demonstrac¸a˜o. Aplicando a proposic¸a˜o anterior com N = Ker(f) obtemos
fK : M/Ker(f) −→ Im(f)
m 7−→ fK(m) = f(m),
A-linear e sobrejetor. Resta mostrarmos que fK e´ injetiva. De fato, m ∈ Ker(fK) ⇒ fK(m) =
f(m) = 0 ⇒ m ∈ Ker(f) ⇒ m = 0 ∈ M/Ker(f) ⇒ fK e´ injetiva. Portanto, fK e´ isomorfismo.
Observac¸a˜o 1.8. Sejam M um A-mo´dulo e N ⊆ M A-submo´dulo. Em total analogia com o
caso de ideais, mostra-se que todo A-submo´dulo de M/N e´ da forma P/N , onde P ⊆ M e´ um
A-submo´dulo que conte´m N .
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Fato 1. Sejam M um A-mo´dulo e N,P ⊆M A-submo´dulos. Enta˜o,
N/(N ∩ P ) ' (N + P )/P
Demonstrac¸a˜o. Defina ϕ : N −→ (N + P )/P por ϕ(n) = n+ P = n. Note que ϕ e´ A-linear pois
ϕ = pi ◦ i, onde i e´ a inclusa˜o de N em N +P e pi e´ a sobrejec¸a˜o natural de N +P em (N +P )/P .
Ale´m disso, Ker(ϕ) = N ∩ P . Assim, o resultado segue do Teorema do Isomorfismo.
Sejam P,N ⊆ M A-submo´dulos de M A-mo´dulo. Defina: P :A N = {a ∈ A | aN ⊆ P} o
ideal condutor de N em P . O caso especial P = 0 nos fornece 0 :A N = {a ∈ A | an = 0, ∀ n ∈
N \ {0}} o anulador de N . Note ainda que para cada m ∈M e´ poss´ıvel definir o anulador de m,
0 :A m = {a ∈ A | am = 0}.
Dados A-mo´dulos M1, . . . ,Mn, o conjunto M1 ⊕ . . . ⊕ Mn = {(m1, . . . ,mn) | mi ∈ Mi,∀ i =
1, . . . , n} e´ um A-mo´dulo (chamado soma direta de M1, . . . ,Mn ) com as operac¸o˜es naturais:
(m1, . . . ,mn)+(m
′
1, . . . ,m
′
n) = (m1+m
′
1, . . . ,mn+m
′
n) e a(m1, . . . ,mn) = (am1, . . . , amn), a ∈ A.
Caso importante: Mi ' A, ∀ i = 1, . . . , n. Notac¸a˜o: A⊕ . . .⊕ A︸ ︷︷ ︸
n
= An.
Definic¸a˜o 1.23. Um A-mo´dulo M e´ dito finitamente gerado (sobre A) se existir um subconjunto
finito {m1, . . . ,mn} ⊆ M tal que M =
n∑
i=1
Ami, isto e´, qualquer m ∈ M se escreve como m =
a1m1 + . . . anmn para certos ai ∈ A, i = 1, . . . , n. Neste caso, {m1, . . . ,mn} e´ um conjunto de
geradores de M (sobre A). Tal conjunto e´ dito conjunto minimal de geradores se mi 6∈
∑
j 6=i
Amj.
Definic¸a˜o 1.24. SejaM umA-mo´dulo finitamente gerado. Um conjunto de geradores {m1, . . . ,mn} ⊆
M e´ dito uma base (de M) se for linearmente independente sobre A, ou seja,
n∑
i=1
aimi = 0 (com
a′is ∈ A) ⇒ ai = 0, ∀ i = 1, . . . , n. Um A-mo´dulo M e´ dito livre (sobre A) quando admite uma
base.
Exemplo 1.12.
i. Sejam A = K corpo e V K-espac¸o vetorial. Se dimKV e´ finita, enta˜o V e´ livre como K-mo´dulo.
ii. An e´ livre. De fato, {e1, . . . , en}, onde ei = (0, . . . , 0, 1, 0, . . . , 0), (1 na i-e´sima posic¸a˜o, para cada
i = 1, . . . , n), e´ uma base, chamada base canoˆnica (sobre A). Note ainda que, se M e´ finitamente
gerado sobre A enta˜o vale: M e´ livre ⇔M ' An para algum n > 0.
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Lema de Nakayama. Sejam M um A-mo´dulo finitamente gerado e I ⊆ A ideal tal que I ⊆ RA.
Se IM = M , enta˜o M = 0.
Demonstrac¸a˜o. Suponha por absurdo queM 6= 0. Enta˜o, existe conjunto de geradores {m1, . . . ,mn} ⊆
M que podemos tomar minimal. Como m1 ∈ {m1, . . . ,mn} ⊆M = IM ⇒
m1 =
n∑
j=1
xjmj, xj ∈ I ⇒ (1− x1)m1 =
n∑
j=2
xjmj (F1).
Pela proposic¸a˜o 1.14, RA = {x ∈ A | 1 − xy ∈ A∗, ∀ y ∈ A}. Em particular, x1 ∈ I ⊆ RA ⇒
1− x1 ∈ A∗. Seja u = (1− x1)−1, multiplicando (F1) por u, obtemos m1 =
n∑
j=2
(uxj)mj ⇒
m1 ∈
n∑
j=2
Amj, contradizendo a minimalidade de {m1, . . . ,mn}.
Corola´rio 1.19. Sejam M um A-mo´dulo e N ⊆ MA-submo´dulo tal que M/N e´ finitamente
gerado sobre A. Se M = IM +N , onde I ⊆ RA e´ ideal de A, enta˜o M = N .
Demonstrac¸a˜o. Pela pro´pria estrutura de M/N como A-mo´dulo, temos: I(M/N) = (IM+N)/N .
Por outro lado, M = IM +N ⇒ I(M/N) = M/N , pelo Lema de Nakayama temos M/N = 0⇒
M = N .
Definic¸a˜o 1.25. Uma sequeˆncia de A-mo´dulos e aplicac¸o˜es A-lineares
· · · →Mi+1 fi+1−→Mi fi−→Mi−1 → · · ·
e´ um complexo se Im(fi+1) ⊆ Ker(fi) ∀ i. Se Im(fi+1) = Ker(fi) para algum i, dizemos que a
sequeˆncia e´ exata em i. Se isto valer para todo i, temos uma sequeˆncia exata (ou complexo exato).
Observac¸a˜o 1.9. Sejam M,N,P A-mo´dulos e f, g aplicac¸o˜es A-lineares. Enta˜o,
i. 0→M f−→ N e´ exata ⇐⇒ f for injetiva.
De fato, a sequeˆncia em questa˜o e´ exata ⇔ Ker(f) = {0} ⇔ f e´ injetiva (pela proposic¸a˜o 1.17).
ii. N
g−→ P → 0 e´ exata ⇐⇒ g for sobrejetiva.
De fato, a sequeˆncia acima e´ exata ⇔ Im(g) = P ⇔ g e´ sobrejetiva.
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iii. 0→M f−→ N g−→ P → 0 e´ exata ⇐⇒ f e´ injetivo, g e´ sobrejetivo e Im(f) = Ker(g).
Este resultado segue dos itens i. e ii. e da definic¸a˜o de sequeˆncia exata. Neste caso, temos uma
sequeˆncia exata curta, e vale Coker(f) ' P . De fato, Coker(f) = N/Im(f) = N/Ker(g) '
Im(g) = P , pelo teorema do isomorfismo para mo´dulos.
Note que qualquer sequeˆncia exata · · · → Mi+1 fi+1−→ Mi fi−→ Mi−1 fi−1−→ · · · induz sequeˆncias
exatas curtas: 0 → Ker(fi) = Im(fi+1) → Mi → Im(fi) = Ker(fi−1) → 0. Em particular, cada
f ∈ HomA(M,N) induz a sequeˆncia exata curta 0→ Ker(f)→M → Im(f) −→ 0.
Exemplo 1.13. Sejam M um A-mo´dulo, N ⊆ M A-submo´dulo e pi : M −→ M/N a projec¸a˜o
A-linear. Enta˜o, pi induz 0→ N →M →M/N → 0 (sequeˆncia exata estrutural).
Sejam (A,M) anel local e K = A/M o corpo residual de A. Considere M 6= 0 A-mo´dulo
finitamente gerado e MM ⊆ M A-submo´dulo. Note que o A-mo´dulo M/MM e´ na˜o-nulo, ja´ que
M e´ ideal maximal. Ale´m disso, M = MM :A M = 0 :A M/MM , pois a ∈ M ⇒ ax = ax =
0, x ∈ M ⇒ a ∈ 0 :A M/MM , e se a ∈ 0 :A M/MM ⇒ am = 0, m ∈ M ⇒ am = 0 ⇒ am ∈
MM ⇒ aM ⊆ MM ⇒ a ∈ MM :A M . Logo, M/MM e´ A/M-mo´dulo, isto e´, M/MM e´ K-
espac¸o vetorial, e satisfaz dimK(M/MM) <∞, ja´ que M e´ finitamente gerado.
Proposic¸a˜o 1.20. Sejam (A,M) anel local eM umA-mo´dulo finitamente gerado. Sem1, . . . ,mn ∈
M sa˜o tais que {m1, . . . ,mn} e´ base para o K-espac¸o vetorial M/MM , enta˜o {m1, . . . ,mn} e´ con-
junto minimal de geradores de M .
Demonstrac¸a˜o. Afirmamos que M =
n∑
i=1
Ami +MM . De fato, seja m ∈ M temos que existem
λi ∈ A tais que m +MM =
n∑
i=1
(λi +M)(mi +MM) =
n∑
i=1
(λimi) +MM ⇒ m −
n∑
i=1
(λimi) ∈
MM ⇒ M =
n∑
i=1
Ami + MM. Pelo corola´rio 1.19, M =
n∑
i=1
Ami ⇒ {m1, . . . ,mn} gera M .
Para a minimalidade, suponha que por exemplo m1 ∈
n∑
j=2
Amj. Enta˜o m1 =
n∑
j=2
ajmj ∈ M ⇒
m1+MM =
n∑
j=2
(aj+M)(mj+MM) emM/MM , que e´ absurdo, pois (mi+MM)’s sa˜o linearmente
independentes sobre K.
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Definic¸a˜o 1.26. A proposic¸a˜o acima nos permite falar em nu´mero mı´nimo de geradores de um
mo´duloM finitamente gerado sobre (A,M), denotado por µ(M) e dado por µ(M) = dimA/M(M/MM).
Exemplo 1.14. Seja (A,M) anel local e denote K = A/M
i. Se M ' An e´ A-mo´dulo livre enta˜o, M/MM = An/MAn = (A/M)n = Kn ⇒ dimK(M/MM) =
dimK(K)
n = n⇒ µ(An) = n.
ii. Seja I = (x1, . . . , xn) ⊆ M ⊆ A ideal tal que xi 6∈ (x1, . . . , xi−1, xi+1, . . . , xn), ∀ i = 1, . . . , n,
sendo x0 = xn+1 = 0 pelo abuso de notac¸a˜o. Assim, n = µ(I) = dimK(I/MI). Se I = M, o
nu´mero µ(M) = dimK(M/M
2) e´ chamado de dimensa˜o de imersa˜o de A, denotado por edim(A)
ou embdim(A).
Definic¸a˜o 1.27. Seja A anel. Um A-mo´dulo M e´ dito Noetheriano se todo A-submo´dulo U ⊆M
e´ finitamente gerado.
Proposic¸a˜o 1.21. Se A e´ Noetheriano e M e´ um A-mo´dulo finitamente gerado enta˜o M e´ No-
etheriano.
Demonstrac¸a˜o. Seja {m1, . . . ,mn} um conjunto de geradores deM . Considere a aplicac¸a˜o A-linear
ϕ : An −→ M que associa a cada ei o elemento mi (i = 1, . . . , n) (claramente sobrejetiva). Com
isso, basta mostramos que qualquer A-submo´dulo U ⊆ An e´ finitamente gerado, ja´ que qualquer
A-submo´dulo de M e´ imagem por ϕ de algum A-submo´dulo de An. Vamos usar induc¸a˜o em n,
seja u = (u1, . . . , un) ∈ U , note que o conjunto formado pelas primeiras coordenadas de u e´ um
ideal de A, denote-o por I. Como por hipo´tese A e´ Noetheriano, temos que I = (u
(1)
1 , . . . , u
(k)
1 ), e
assim para n = 1, temos que o resultado e´ va´lido. No caso mais geral, seja u(i) ∈ U com a primeira
coordenada u
(i)
1 (i = 1, . . . , k). Para algum u ∈ U arbitra´rio, seja u1 =
k∑
i=1
aiu
(i)
1 com ai ∈ A.
Enta˜o u −
k∑
i=1
aiu
(i) e´ da forma (0, u∗2, . . . , u
∗
n) sendo assim pertence a U ∩ An−1, identificando
An−1 como o A-submo´dulo de An que tem 0 na primeira coordenada. Pela hipo´tese de induc¸a˜o,
U ∩ An−1 possui um nu´mero finito de geradores, {v1, . . . , vl}. Assim, {u(1), . . . , u(k), v1, . . . , vl} e´
um conjunto de geradores de U .
Observac¸a˜o 1.10. Analogamente ao caso de ane´is, um A-mo´dulo M e´ Noetheriano se, e somente
se, toda cadeia ascendente de A-submo´dulos e´ estaciona´ria.
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Definic¸a˜o 1.28. Sejam A anel Noetheriano e M um A-mo´dulo. Um ideal primo P ⊆ A e´ dito
primo associado (de M) se puder ser escrito como um ideal anulador P = 0 :A m = {a ∈ A | am =
0} para algum m ∈M \{0}. O conjunto dos ideais primos associados de M e´ denotado AssA(M).
Proposic¸a˜o 1.22. Sejam A anel Noetheriano e M um A-mo´dulo. Enta˜o, AssA(M) = {P ⊆ A
ideal primo | A/P ' N, para algum A-submo´dulo N de M }.
Demonstrac¸a˜o. Seja P ∈ AssA(M). Enta˜o P = 0 :A m para algum m ∈ M \ {0}. Considere o
homomorfismo
fm : A −→ M
A 7−→ am
Note que Ker(fm) = {a ∈ A | am = 0} = 0 :A m = P . Logo, pondo N = Im(fm), pelo teorema
do isomorfismo, obtemos A/P ' N . Inversamente, seja P ⊆ A ideal primo tal que A/P ' N com
N ⊆M A-submo´dulo. Assim, existe isomorfismo g : A/P −→ N .
Afirmac¸a˜o: P = 0 :A g(1).
Mostremos a primeira inclusa˜o, P ⊆ 0 :A g(1). De fato, x ∈ P ⇒ x = 0 ⇒ g(x) = g(0) = 0. Por
outro lado, 0 = g(x) = g(x 1) = xg(1)⇒ x ∈ 0 :A g(1). Agora a segunda inclusa˜o, 0 :A g(1) ⊆ P .
Tome y ∈ 0 :A g(1) ⇒ yg(1) = 0 ⇒ g(y1) = g(y) = 0 ⇒ y ∈ Ker(g) = {0} ⇒ y = 0 ⇒ y ∈ P .
Assim, P = 0 :A g(1)⇒ P ∈ AssA(M).
Proposic¸a˜o 1.23. Sejam A anel Noetheriano e M um A-mo´dulo. Enta˜o,
i. P ⊆ A e´ ideal primo =⇒ AssA(A/P ) = {P};
ii. AssA(M) = ∅ ⇐⇒M = 0.
Demonstrac¸a˜o.
i. A inclusa˜o {P} ⊆ AssA(A/P ) e´ clara, pois para qualquer x ∈ A \ P vale: P = P :A x = 0 :A
x ⇒ P ∈ AssA(A/P ). Seja agora Q ∈ AssA(A/P ), enta˜o ∃ x ∈ A \ P tal que Q = 0 :A x, logo
Q = P :A x = P .
ii. A implicac¸a˜o M = 0 ⇒ AssA(M) = ∅ segue imediatamente da definic¸a˜o. Suponha agora que
AssA(M) = ∅, e por absurdo que M 6= 0. Logo, a famı´lia de ideais anuladores A = {0 :A m | m ∈
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M \ {0}} e´ na˜o-vazia. Como A e´ Noetheriano, A possui um elemento maximal (com respeito a
inclusa˜o). Seja Q = 0 :A n o tal elemento, para algum n ∈ M \ {0}. Sejam x, y ∈ A tais que
xy ∈ Q e suponha que y 6∈ Q. Afirmamos que x ∈ Q. Note que xy ∈ Q = 0 :A n ⇒ xyn =
0 ⇒ x ∈ 0 :A (yn). Como yn 6= 0 (pois y 6∈ Q) tem-se 0 :A (yn) ∈ A. Pela maximalidade de Q,
vale 0 :A (yn) ⊆ Q = 0 :A n ⇒ x ∈ Q. Isso mostra que Q e´ primo, e sendo Q = 0 :A n, tem-se
Q ∈ AssA(M), absurdo ja´ que supomos AssA(M) = ∅.
Proposic¸a˜o 1.24. Seja 0→ N →M →M/N → 0 uma sequeˆncia exata curta de mo´dulos sobre
A anel Noetheriano. Enta˜o:
AssA(N) ⊆ AssA(M) ⊆ AssA(N) ∪ AssA(M/N).
Demonstrac¸a˜o. A inclusa˜o AssA(N) ⊆ AssA(M) e´ clara. Seja P ∈ AssA(M) \ AssA(N). Quere-
mos mostrar que P ∈ AssA(M/N). De fato, ∃ m ∈ M \ N tal que P = 0 :A m. Em particular,
P ⊆ N :A m⇒ P ⊆ N :A m = 0 :A m.
Afirmac¸a˜o: Am ∩N = 0.
Suponha por absurdo que Am∩N 6= 0. Enta˜o, pela proposic¸a˜o 1.23, ∃ Q ∈ AssA(Am∩N), logo:
Q ∈ AssA(Am ∩ N) ⊆ AssA(Am) = AssA(A/P ), atrave´s da aplicac¸a˜o A-linear f : A −→ M
definida por a 7−→ am, que possui Ker(f) = P e Im(f) = Am, pelo teorema do isomorfismo
A/P ' Am. Assim, Q = P , ja´ que AssA(A/P ) = {P}. Mas P ∈ AssA(Am ∩N) ⊆ AssA(N)⇒
P ∈ AssA(N), que e´ absurdo. Portanto, Am ∩ N = 0. T´ınhamos P ⊆ 0 :A m = N :A m.
Mostremos que N :A m ⊆ P . De fato, seja a ∈ N :A m ⇒ am ∈ N ∩ Am = 0 ⇒ am = 0 ⇒ a ∈
0 : Am = P . Assim, P = 0 :A m⇒ P ∈ AssA(M/N).
Proposic¸a˜o 1.25. Seja A anel Noetheriano. Enta˜o,
⋃
P∈AssA(M)
P = Z(M), onde Z(M) = {a ∈
A | am = 0, para algum m ∈M \ {0}}, ou seja, Z(M) e´ o conjunto dos divisores de zero de M .
Demonstrac¸a˜o. Os elementos de P ∈ AssA(M) claramente sa˜o divisores de zero de M , ja´ que
P = 0 :A m para algum m ∈ M na˜o-nulo. Inversamente, seja a ∈ A tal que am = 0 para algum
m ∈ M \ {0}, pela proposic¸a˜o anterior, temos que AssA(Am) 6= ∅ ⇒ ∃ P ⊆ A ideal primo e
a′ ∈ A \ {0} tal que P = 0 :A (a′m)⇒ a ∈ P ja´ que a(a′m) = a′(am) = 0.
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Proposic¸a˜o 1.26. Sejam A anel Noetheriano e M um A-mo´dulo finitamente gerado, M 6= 0.
Enta˜o, existe uma cadeia de A-submo´dulos de M ,
0 = M0 (M1 (M2 ( . . . (Mn = M,
tal que Mi/Mi−1 ' A/Pi, ∀ i = 1, . . . , n, onde Pi e´ ideal primo para todo i = 1, . . . , n.
Demonstrac¸a˜o. M 6= 0 ⇒ AssA(M) 6= ∅ ⇒ ∃ P1 ∈ AssA(M). Pela proposic¸a˜o 1.22, ∃ M1 ⊆ M
tal que A/P1 ' M1. Se M1 = M enta˜o, considere a cadeia 0 ( M , com M = M1 ' A/P1. Se
M1 ( M enta˜o M/M1 6= 0⇒ ∃ P2 ∈ AssA(M/M1)⇒ A/P2 ' M2/M1 para algum A-submo´dulo
M2 ⊆M tal que 0 (M1 (M2 ⊆M . Procedendo dessa forma, obtemos uma cadeia
0 = M0 (M1 (M2 ( . . . (F2)
sendo A Noetheriano e M A-mo´dulo finitamente gerado temos que M e´ Noetheriano, assim a
cadeia (F2) e´ estaciona´ria. Portanto, para algum natural n <∞, Mn = M .
Teorema 1.27. Sejam A anel Noetheriano e M um A-mo´dulo finitamente gerado, M 6= 0. Enta˜o,
AssA(M) e´ finito. Em particular, AssA(A) e´ finito.
Demonstrac¸a˜o. A proposic¸a˜o anterior fornece uma cadeia
0 = M0 (M1 (M2 ( . . . (Mn = M,
com Mi/Mi−1 ' A/Pi, e Pi ideal primo para i = 1, . . . , n. Tome a sequeˆncia exata curta
0→M1 →M2 →M2/M1 → 0
Logo, AssA(M1) ⊆ AssA(M2) ⊆ AssA(M1)
⋃
AssA(M2/M1). Note queM1 ' A/P1 ⇒ AssA(M1) =
{P1}, e M2/M1 ' A/P2 ⇒ AssA(M2/M1) = P2. Assim, AssA(M2) ⊆ {P1, P2}. Agora, tome
0→M2 →M3 →M3/M2 → 0
Logo, AssA(M3) ⊆ AssA(M2)
⋃
AssA(M3/M2), e como AssA(M3/M2) = {P3}, pois M3/M2 '
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A/P3, temos que AssA(M3) ⊆ {P1, P2, P3}. Procedendo analogamente, e denotando por n o ı´ndice
de estabilizac¸a˜o da cadeia (isto e´, Mn = M), obtemos AssA(M) = AssA(Mn) ⊆ {P1, . . . , Pn} ⇒
|AssA(M)| <∞.
Corola´rio 1.28. Sejam A anel Noetheriano e M um A-mo´dulo finitamente gerado. Se I ⊆ A e´
um ideal que conte´m apenas divisores de zero de M enta˜o existe m ∈M \ {0}, tal que Im = 0.
Demonstrac¸a˜o. Por hipo´tese temos que I ⊆
⋃
P∈AssA(M)
P ⇒ I ⊆
n⋃
i=1
Pi, ja´ que pelo teorema
anterior, AssA(M) = {P1, . . . , Pn}, assim, pelo Lema da esquiva, I ⊆ Pj ∈ AssA(M) para algum
j = 1, . . . , n⇒ ∃ m ∈M \ {0} tal que Im = 0.
Cap´ıtulo 2
Um pouco de teoria homolo´gica
2.1 Profundidade de um mo´dulo
Definic¸a˜o 2.1. Seja M A-mo´dulo. Um elemento a ∈ A e´ dito M-elemento regular (ou na˜o-divisor
de zero de M) se ax = 0 com x ∈ M implicar x = 0. Uma sequeˆncia {a1, . . . , am} de elementos
de A e´ chamada M-sequeˆncia regular se:
i. M 6= (a1, . . . , am)M ;
ii. ai+1 e´ na˜o-divisor de zero de M/(a1, . . . , ai)M , para i = 0, . . . ,m− 1.
Denotando Mi = M/(a1, . . . , ai)M , a condic¸a˜o ii. e´ equivalente a` aplicac¸a˜o A-linear
µai+1 : Mi −→ Mi
x 7−→ ai+1x
ser injetiva para cada i = 0, . . . ,m − 1. De fato, ai+1 e´ na˜o-divisor de M/(a1, . . . , ai)M ⇐⇒
ai+1x = 0, x ∈ M ⇒ x = 0 ⇐⇒ Ker(µai+1) = {0} ⇐⇒ µai+1 e´ injetiva. Em particular, a1 e´
na˜o-divisor de zero de M0 = M .
Sejam A anel Noetheriano, M A-mo´dulo finitamente gerado e I ⊆ A ideal tal que IM 6= M . Se
{a1, . . . , an} e´ M -sequeˆncia regular, a1, . . . , an ∈ I, enta˜o (a1, . . . , ai)M 6= (a1, . . . , ai+1)M, ∀ i =
1, . . . ,m − 1. De fato, suponha por absurdo que (a1, . . . , ai)M = (a1, . . . , ai+1)M ⇒ Mi =
M
(a1,...,ai)M
= M
(a1,...,ai,ai+1)M
= Mi+1, assim µai+1 na˜o seria injetiva, que e´ absurdo. Logo, (a1, . . . , ai)M 6=
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(a1, . . . , ai+1)M, ∀ i = 1, . . . ,m− 1.
SendoM A-mo´dulo sobreA anel Noetheriano, temos que qualquerM -sequeˆncia regular {a1, . . . , am}
com ai ∈ I, ∀ i = 1, . . . ,m, pode ser alongada a uma sequeˆncia regular maximal, isto e´, a uma
M -sequeˆncia regular {a1, . . . , an} ⊆ I (n ≥ m) tal que qualquer a ∈ I e´ divisor de zero de
M/(a1, . . . , an)M , o resultado segue do fato de que A e´ Noetheriano, logo todo ideal de A possui
um nu´mero finito de geradores.
Lema 2.1. Sejam A anel Noetheriano, M A-mo´dulo finitamente gerado. Sejam a, b ∈ A tais que
{a, b} e´ uma M -sequeˆncia regular e b na˜o e´ um divisor de zero de M , enta˜o {b, a} tambe´m e´ uma
M -sequeˆncia regular.
Demonstrac¸a˜o. De fato, a condic¸a˜o i. para {b, a} ser M -sequeˆncia regular e´ trivialmente satisfeita.
Resta-nos mostrar que a na˜o e´ divisor de zero de M/bM . Para isto, suponha por absurdo que a
seja divisor de zero de M/bM , enta˜o existiria m ∈ M tal que m 6∈ bM com am = bm′ (m′ ∈ M).
Sendo {a, b} M -sequeˆncia regular devemos ter m′ ∈ aM assim, m′ = am′′ para algum m′′ ∈ M .
Assim, am = bm′ = bam′′ ⇒ a(m − bm′′) = 0, como a e´ na˜o-divisor de zero de M temos que
m− bm′′ = 0⇒ m = bm′′, que e´ absurdo, ja´ que m 6∈ bM .
Proposic¸a˜o 2.2. Sejam A anel Noetheriano, M A-mo´dulo finitamente gerado e I ⊆ A ideal tal
que IM 6= M . Enta˜o, quaisquer duas M -sequeˆncias regulares maximais em I possuem o mesmo
nu´mero de elementos.
Demonstrac¸a˜o. Entre todas as M -sequeˆncias regulares maximais em I existe uma com o nu´mero
mı´nimo de elementos n. Vamos mostrar o resultado usando induc¸a˜o em n. Se n = 0, enta˜o I
consiste apenas de elementos divisores de zero de M , e na˜o a nada a ser mostrado. Por isso, sejam
n > 0, {a1, . . . , an} uma M -sequeˆncia regular maximal em I e {b1, . . . , bn} outra M -sequeˆncia
regular em I. Mostremos que I consiste apenas de divisores de zero de M/(b1, . . . , bn)M .
Se n = 1 enta˜o I consiste apenas de divisores de zero de M/a1M . Pelo corola´rio 1.28, existe m ∈M
com m 6∈ a1M tal que Im ⊆ a1M . Em particular, b1m = a1m′ para algum m′ ∈M . Se tive´ssemos
m′ ∈ b1M enta˜o ter´ıamos m′ = b1m′′ ⇒ b1m = a1b1m′′ ⇒ b1(m − a1m′′) = 0 ⇒ m = a1m′′ ja´
que para o caso n = 1 b1 e´ na˜o-divisor de zero de M , o que implica m ∈ a1M , absurdo, assim
m′ 6∈ b1M . Como a1Im′ = Ib1m ⊆ a1b1M temos que Im′ ⊆ b1M , ja´ que a1 tambe´m e´ na˜o-divisor
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de zero de M , e portanto I consiste apenas de divisores de zero de M/b1M .
Se n > 1, denote Mi = M/(a1, . . . , ai)M e M
′
i = M/(b1, . . . , bi)M, i = 0, . . . , n− 1, e tome c ∈ I
tal que c e´ na˜o-divisor de zero de Mi e M
′
i para todo i = 0, . . . , n− 1, note que tal c existe, pois
pela proposic¸a˜o 1.25 o conjunto dos divisores de zero de Mi e M
′
i e´ a unia˜o dos ideais primos
associados de Mi e de M
′
i , que pelo teorema 1.27 e´ uma unia˜o finita, e ale´m disso, que I na˜o esta´
contido em nenhum desses ideais primos associados, ja´ que se estive´sse, ter´ıamos que I consiste
apenas de divisores de zero de M .
Assim, aplicando o lema anterior repetidamente, obtemos que {c, a1, . . . , an−1} e {c, b1, . . . , bn−1}
sa˜o M -sequeˆncias regulares em I, onde {c, a1, . . . , an−1} e´ maximal, desde que {a1, . . . , an−1, c} e´
maximal com base no caso n = 1 (aplicado a Mn−1) tratado anteriormente. Enta˜o, {a1, . . . , an−1}
e {b1, . . . , bn−1} sa˜o M/cM -sequeˆncias regulares em I; a primeira e´ maximal, enta˜o por hipo´tese
de induc¸a˜o a segunda tambe´m e´. Mas, se {b1, . . . , bn−1, c} e´ M -sequeˆncia regular maximal, enta˜o
{b1, . . . , bn} tambe´m o e´, novamente pelo caso n = 1. O que prova a proposic¸a˜o.
Esta proposic¸a˜o nos permite esta´ bem posta a seguinte definic¸a˜o:
Definic¸a˜o 2.2. Sejam A anel Noetheriano, M A-mo´dulo finitamente gerado e I ⊆ A ideal tal
que IM 6= M . O nu´mero de elementos de uma M -sequeˆncia regular maximal em I e´ chamado de
profundidade de I em M , denotado por prof(I,M). Se (A,M) e´ anel Noetheriano local, enta˜o
chamamos prof(M,M) de profundidade de M e escrevemos prof(M). Em particular, definimos
prof(A), a profundidade de um anel A.
Note que prof(I,M) = 0⇐⇒ I consiste de apenas divisores de zero de M . Ale´m disso, se (A,M)
e´ anel Noetheriano local, enta˜o prof(M) = 0 e´ equivalente a M ∈ AssA(M).
Proposic¸a˜o 2.3. Sejam A anel Noetheriano, M A-mo´dulo finitamente gerado e I ⊆ A ideal tal
que IM 6= M . Se {a1, . . . , am} e´ uma M -sequeˆncia regular em I, enta˜o
prof(I,M/(a1, . . . , am)M) = prof(I,M)−m.
Demonstrac¸a˜o. Seja {a1, . . . , an} (n ≥ m) uma M -sequeˆncia regular maximal. Assim, temos que
prof(I,M) = n e como b = 0 ⇔ b ∈ (a1, . . . , am)M segue que prof(I,M/(a1, . . . , am)M) =
n−m.
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A proposic¸a˜o a seguir vai relacionar a profundidade com o nu´mero de geradores de um ideal.
Proposic¸a˜o 2.4. Sejam A anel Noetheriano, M A-mo´dulo finitamente gerado e I ⊆ A ideal tal
que IM 6= M . Considere n o nu´mero de geradores de I e prof(I,M) = m. Enta˜o, m ≤ n e existe
um conjunto de geradores {a1 . . . , an} de I para o qual {a1, . . . , am} e´ uma M -sequeˆncia regular.
Demonstrac¸a˜o. Seja {a1, . . . , an} um conjunto de geradores de I e seja (a1, . . . , ak) ⊆
⋃
P∈AssA
P,
(a1, . . . , ak+1) *
⋃
P∈AssA
P para k = 0, . . . , n. Se k = n, enta˜o I ⊆
⋃
P∈AssA
P ⇒ I consiste apenas
de divisores de M , o que implica prof(I,M) = 0, e o resultado e´ va´lido. Se k < n, mostremos
que existe b ∈ I na˜o-divisor de zero de M tal que (a1, . . . , ak+1) = (b, a1, . . . , ak). Passando para
M/bM e I/(b), o resultado segue por induc¸a˜o.
Seja {P1, . . . , Ps} o conjunto dos elementos maximais de AssA(M) (com respeito a inclusa˜o).
Por hipo´tese existe um elemento da forma a + rak+1 com a ∈ (a1, . . . , ak), r ∈ A, que na˜o
pertence a
s⋃
l=1
Pl. Se ak+1 ∈ Pi para i = 1, . . . , σ e ak+1 6∈ Pj j = σ + 1, . . . , s, enta˜o tome
t ∈
s⋂
j=σ+1
Pj, t 6∈
σ⋃
i=1
Pi e defina b = ta+ ak+1. Enta˜o, b 6∈ Pi (i = 1, . . . , s), ou seja, b e´ na˜o-divisor
de zero de M . Ale´m disso, (a1, . . . , ak+1) = (b, a1, . . . , ak).
2.2 Dimensa˜o homolo´gica de um mo´dulo
Sejam A anel Noetheriano e M A-mo´dulo finitamente gerado. Considere {x1, . . . , xm} um
conjunto de geradores de M , e defina a aplicac¸a˜o A-linear α0 : A
m −→ M por α0(a1, . . . , am) =
a1x1 + . . .+amxm (que e´ claramente sobrejetiva). Esta construc¸a˜o e´ equivalente a sequeˆncia exata
curta
0→ Ker(α0)→ Am α0−→M → 0.
Neste caso, Ker(α0) e´ denominado mo´dulo de relac¸o˜es dos geradores x1, . . . , xm e denotado por
Syz(M), mais precisamente, Syz(M) = {(b1, . . . , bm) ∈ Am | b1x1 + . . . + bmxm = 0}, cada
(b1, . . . , bm) ∈ Syz(M) e´ chamado sizigia de M (a rigor, de {x1, . . . , xm}). Sendo A Noetheriano,
temos que Syz(M) e´ finitamente gerado, assim podemos proceder da seguinte forma: suponha que
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Syz(M) seja gerado por m1 elementos, assim podemos considerar a sequeˆncia exata curta,
0→ Syz(Syz(M)) = Syz2(M)→ Am1 → Syz(M)→ 0,
que por composic¸a˜o obtemos
Am1 → Am →M → 0,
chamada de apresentac¸a˜o livre de M . Assim, podemos iterar este processo, o que sera´ indicado
por
· · · → Ami+1 αi+1−→ Ami → · · · → Am1 α1−→ Am α0−→M → 0, (F3)
onde entende-se que Ker(αi) = Im(αi+1), i = −1, 0, 1, 2, . . . , identificando α−1 pela aplicac¸a˜o
A-linear nula. Uma sequeˆncia como em (F3), isto e´, uma sequeˆncia exata de A-mo´dulos livres e´
chamada de resoluc¸a˜o livre de M
Uma tal sequeˆncia e´ infinita, em princ´ıpio. Mas podemos trunca´-la em qualquer etapa, tornando-a
finita:
0→ Syzmn(M)→ Amn−1 → · · · → Am1 → Am →M → 0.
Neste caso, na˜o estamos tratando mais de uma resoluc¸a˜o livre, ja´ que Syzmn(M) pode na˜o ser
livre. Se suceder que Syzmn(M) e´ livre, enta˜o temos uma resoluc¸a˜o livre finita, de comprimento
n = nu´mero de mo´dulos livres menos um. Isto motiva a seguinte definic¸a˜o:
Definic¸a˜o 2.3. Sejam A anel Noetheriano e M A-mo´dulo finitamente gerado. A dimensa˜o ho-
molo´gica de M e´ o comprimento de uma resoluc¸a˜o livre finita de M de menor comprimento
poss´ıvel, denotada por dhA(M). Quando estiver impl´ıcito o anel A em questa˜o, escrevemos
dhA(M) = dh(M). Se M na˜o admitir resoluc¸a˜o livre finita, enta˜o dh(M) =∞.
Lema de Schanuel. Sejam A Noetheriano e M A-mo´dulo finitamente gerado. Dadas duas
sequeˆncias exatas de A-mo´dulos
0→ Kn αn−1−→ Fn−1 αn−2−→ · · · α0−→ F0 α−→M → 0
0→ K ′n
α′n−1−→ F ′n−1
α′n−2−→ · · · α
′
0−→ F ′0 α
′−→M → 0
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onde n ≥ 1 e Fi, F ′i sa˜o A-mo´dulos livres para i = 0, . . . , n− 1. Enta˜o,
Kn ⊕ F ′n−1 ⊕ Fn−2 ⊕ · · · ' K ′n ⊕ Fn−1 ⊕ F ′n−2 ⊕ · · ·
Demonstrac¸a˜o. Mostremos por induc¸a˜o em n. Considere o caso n = 1:
0→ K1 α0−→ F0 α−→M → 0
0→ K ′1
α′0−→ F ′0 α
′−→M → 0 .
Vamos mostrar que
K1 ⊕ F ′0 ' K ′1 ⊕ F0 .
De fato, sendo F0, F
′
0 A-mo´dulos livres e α, α
′ aplicac¸o˜es A-lineares sobrejetivas, existem
aplicac¸o˜es A-lineares γ : F0 −→ F ′0 e γ′ : F ′0 −→ F0 tais que α = α′ ◦ γ e α′ = α ◦ γ′. Para
cada (x, y) ∈ F0 ⊕ F ′0 seja β(x, y) = (x, y − γ(x)) e β′(x, y) = (x − γ′(y), y), note que β, β′ sa˜o
isomorfismos de F0⊕F ′0 em F0⊕F ′0, com efeito, β e´ A-linear, pois se (x, y), (z, w) ∈ F0⊕F ′0 enta˜o
β((x, y) + (z, w)) = (x + z, y + w − γ(x + z)) = (x + z, y + w − γ(x) − γ(z)) = (x, y − γ(x)) +
(z, w − γ(z)) = β(x, y) + β(z, w); assim como, se a ∈ A enta˜o β(a(x, y)) = (ax, ay − γ(ax)) =
(ax, ay−aγ(x)) = a(x, y−γ(x)) = aβ(x, y). Mostremos agora que β e´ injetiva, se (x, y) ∈ Ker(β)
enta˜o β(x, y) = (x, y − γ(x)) = (0, 0) o que implica que x = y = 0, assim β e´ injetiva. Por
fim, se (c, d) ∈ F0 ⊕ F ′0 enta˜o, tome x = c e y = γ(c) + d (que faz sentido pois γ(c) ∈ F ′0) e
obtenha β(x, y) = β(c, γ(c) + d) = (c, γ(c) + d− γ(c)) = (c, d), mostrando a sobrejetividade de β,
analogamente mostra-se que β′ e´ isomorfismo. Ale´m disso, observe que β−1(x, y) = (x, y + γ(x)),
assim defina ψ = β−1 ◦ β′. Identificando K1 como Im(α0) ⊆ F0 e K ′1 como Im(α′0) ⊆ F ′0. Mos-
tremos agora que ψ : K1 ⊕ F ′0 −→ F0 ⊕K ′1 e´ isomorfismo, com isso o resultado e´ obtido, ja´ que
F0 ⊕K ′1 ' K ′1 ⊕ F0.
i. ψ esta´ bem definida. De fato, seja (x, y) ∈ K1 ⊕ F ′0 ⇒ ψ(x, y) = β−1(β′(x, y)) = β−1(x −
γ′(y), y) = (x − γ′(y), y + γ(x − γ′(y))) = (x − γ′(y), y + γ(x) − γ(γ′(y))). Basta mostrarmos
que y + γ(x) − γ(γ′(y)) ∈ K ′1 para ψ esta´ bem definida, mas como K ′1 = Im(α′0) = Ker(α′)
basta verificarmos que α′(y + γ(x) − γ(γ′(y))) = 0 ∈ M . De fato, α′(y + γ(x) − γ(γ′(y))) =
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α′(y) + α′(γ(x))− α′(γ(γ′(y))) = α′(y) + α(x)− α′(y) = α(x) = 0 pois x ∈ K1.
ii. ψ e´ aplicac¸a˜o A-linear. Se deve ao fato de β−1 e β′ serem aplicac¸o˜es A-lineares.
iii. ψ e´ injetiva. De fato, seja (x, y) ∈ Ker(ψ) ⇒ ψ(x, y) = (x − γ′(y), y + γ(x) − γ(γ′(y))) =
(0, 0)⇒ x = γ′(y) e y + γ(x)− γ(γ′(y)) = 0⇒ y + γ(x)− γ(x) = 0⇒ y = 0⇒ x = 0. Assim, ψ
e´ injetiva.
iv. ψ e´ sobrejetiva. De fato, seja (c, d) ∈ F0⊕K ′1, vamos mostrar que existe (x, y) ∈ K1⊕F ′0 tal que
ψ(x, y) = (c, d). Tome y = d−γ(c) e x = γ′(d)−γ′(γ(c))+c, perceba que isto e´ poss´ıvel pois K ′1 '
Im(α′0) ⊆ F ′0, logo podemos tomar y = d−γ(c) e para mostrarmos que x = γ′(d)−γ′(γ(c))+c esta´
bem posto, basta percebermos que α(x) = 0 ∈ M , ja´ que K1 ' Im(α0) = Ker(α). Com efeito,
α(x) = α(γ′(d)− γ′(γ(c)) + c) = α(γ′(d))− α(γ′(γ(c))) + α(c) = α′(d)− α(c) + α(c) = α′(d) = 0
pois d ∈ K ′1. Por fim, fac¸amos a verificac¸a˜o da sobrejetividade:
ψ(x, y) = ψ(γ′(d)−γ′(γ(c))+ c, d−γ(c)) = (γ′(d)−γ′(γ(c))+ c−γ′(d−γ(c)), d−γ(c)+γ(γ′(d)−
γ′(γ(c))+c)−γ(γ′(d−γ(c)))) = (c, d−γ(c)+γ(γ′(d))−γ(γ′(γ(c)))+γ(c)−γ(γ′(d))+γ(γ′(γ(c)))) =
(c, d).
Assim, finalizamos o caso n = 1. Suponha agora n > 1 e que o resultado seja va´lido para n − 1.
Sejam Kn−1 = Im(αn−2), K ′n−1 = Im(α
′
n−2). Enta˜o
K ′n−1 ⊕ Fn−2 ⊕ F ′n−3 ⊕ · · · ' Kn−1 ⊕ F ′n−2 ⊕ Fn−3 ⊕ · · · ,
com isso obtemos as seguintes sequeˆncias exatas (provenientes das sequeˆncias exatas 0 → Kn →
Fn−1 → Kn−1 → 0 e 0→ K ′n → F ′n−1 → K ′n−1 → 0)
0→ Kn → Fn−1 ⊕ F ′n−2 ⊕ Fn−3 ⊕ · · · → Kn−1 ⊕ F ′n−2 ⊕ Fn−3 ⊕ · · · → 0
0→ K ′n → F ′n−1 ⊕ Fn−2 ⊕ F ′n−3 ⊕ · · · → K ′n−1 ⊕ Fn−2 ⊕ F ′n−3 ⊕ · · · → 0
Aplicando o caso n = 1 nas sequeˆncias acima, obtemos o resultado.
CAPI´TULO 2. UM POUCO DE TEORIA HOMOLO´GICA 33
Lema da Serpente. Dado
0 0 0
↓ ↓ ↓
K1 K2 K3
↓ ↓ ↓
0 → M1 α1−→ M2 α2−→ M3 → 0
↓γ1 ↓γ2 ↓γ3
0 → N1 β1−→ N2 β2−→ N3 → 0
↓ ↓ ↓
C1 C2 C3
↓ ↓ ↓
0 0 0
um diagrama comutativo de A-mo´dulos e aplicac¸o˜es A-lineres exato, isto e´, as linhas e as colunas
do diagrama sa˜o sequeˆncias exatas e o diagrama comuta no sentido que γ2 ◦ α1 = β1 ◦ γ1 e
γ3 ◦ α2 = β2 ◦ γ2. Sejam α′i : Ki −→ Ki+1 e β′i : Ci −→ Ci+1 (i = 1, 2) aplicac¸o˜es A-lineares
induzidas por αi e βi. Enta˜o, existe aplicac¸a˜o A-linear δ : K3 −→ C1 tal que a sequeˆncia
0→ K1 α
′
1−→ K2 α
′
2−→ K3 δ−→ C1 β
′
1−→ C2 β
′
2−→ C3 → 0 (F4)
e´ exata.
Demonstrac¸a˜o. Consideremos as aplicac¸o˜es injetivas do diagrama como sendo incluso˜es.
i. Construc¸a˜o de δ. Para cada x ∈ K3 tome x′ ∈ M2 tal que α2(x′) = x, isto e´ poss´ıvel pois α2
e´ sobrejetiva, assim defina y′ = γ2(x′). Assim, β2(y′) = γ3(α2(x′)) = γ3(x) = 0, ja´ que x ∈ K3,
enta˜o y′ ∈ Ker(β2) = N1. Defina δ(x) como sendo a imagem de y′ em C1. Mostremos que δ
esta´ bem definida, ou seja, que na˜o depende da escolha do x′, de fato, sejam x′′ ∈ M2 tal que
α2(x
′′) = x e y′′ = γ2(x′′), enta˜o x′ − x′′ ∈ Ker(α2) = Im(α1) o que implica, ∃ m1 ∈ M1 tal que
α1(m1) = x
′ − x′′, e como o diagrama e´ comutativo γ2(α1(m1)) = γ2(x′ − x′′) = β1(γ1(m1)), e
como β1 e´ injetiva, temos que γ2(x
′ − x′′) = γ2(x′) − γ2(x′′) = y′ − y′′ ∈ Im(γ1). Assim, y′ e y′′
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tem a mesma imagem em C1 pois denotando a aplicac¸a˜o A-linear de N1 em C1 por f , temos que
Im(γ1) = Ker(f)⇒ f(y′ − y′′) = 0⇒ f(y′) = f(y′′). Portanto, δ esta´ bem definida. Ale´m disso,
segue de imediato que δ e´ uma aplicac¸a˜o A-linear, pois δ e´ a composic¸a˜o de aplicac¸o˜es A-lineares.
ii. Exatida˜o de (F4) em K3. Mostremos que Ker(δ) ⊆ Im(α′2), de fato se δ(x) = 0 enta˜o y′ ∈
Ker(f) = Im(γ1). Assim, seja y
′′ ∈ M1 tal que γ1(y′′) = y′ e defina x′′ = α1(y′′), enta˜o α2(x′ −
x′′) = α2(x′) − α2(x′′) = α2(x′) − α2(α1(y′′)) = x, ja´ que y′′ ∈ M1. Ale´m disso, γ2(x′ − x′′) =
γ2(x
′)− γ2(x′′) = y′ − γ2(α1(y′′)) = y′ − β1(γ1(y′′)), ja´ que o diagrama e´ comutativo, e por β1 ser
injetiva, temos que γ2(x
′−x′′) = y′− γ1(y′′) = y′− y′ = 0⇒ x′−x′′ ∈ K2. Portanto, x ∈ Im(α′2).
Mostremos agora a inclusa˜o Im(α′2) ⊆ Ker(δ), de fato se x ∈ Im(α′2) enta˜o existe a ∈ K2 tal que
x = α′2(a)⇒ γ2(a) = 0 pois a ∈ K2, portanto δ(x) = 0⇒ x ∈ Ker(δ).
iii. Exatida˜o de (F4) em C1. Mostremos que Ker(β′1) ⊆ Im(δ), de fato se z ∈ Ker(β′1) enta˜o
z ∈ C1, denote por y ∈ N1 o elemento que representa z em N1 e por g a aplicac¸a˜o A-linear de
N2 em C2, sendo assim, g(β1(y)) = 0 ⇒ β1(y) ∈ Ker(g) = Im(γ2). Logo, existe x′ ∈ M2 tal
que γ2(x
′) = β1(y). Tome x = α2(x′), pela definic¸a˜o de δ temos que δ(x) = z, o que mostra a
primeira inclusa˜o. Mostremos agora a inclusa˜o Im(δ) ⊆ Ker(β′1), seja b ∈ Im(δ) vamos verificar
que β′1(b) = 0, de fato β
′
1(b) = β
′
1(δ(x)) para algum x ∈ K3 ⇒ β′1(b) = g(y′), com y′ = γ2(x′), onde
y′ representa b em N1, para algum x′ ∈ M2 tal que α2(x′) = x ⇒ β′1(b) = 0, pois y′ ∈ Im(γ2) =
Ker(g).
iv. Exatida˜o de (F4) em K1, ou seja, a injetividade de α′1. Segue do fato de α ser injetiva.
v. Exatida˜o de (F4) emK2. Equivalentemente, Im(α′1) = Ker(α′2), segue de imediato de Im(α1) =
Ker(α2).
vi. Exatida˜o de (F4) em C2. Equivalentemente, Im(β′1) = Ker(β′2), segue de imediato de Im(β1) =
Ker(β2).
vii. Exatida˜o de (F4) em C3, ou seja, a sobrejetividade de β′2. Segue do fato de β2 ser sobrejetiva.
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Definic¸a˜o 2.4. Sejam (A,M) anel local Noetheriano e M A-mo´dulo finitamente gerado. Uma
resoluc¸a˜o livre de M
· · · αn−→ Fn αn−1−→ Fn−1 → · · · → F1 α0−→ F0 α−→M → 0
e´ chamada minimal se Im(αn) ⊆MFn, ∀ n ∈ N.
Denotando Kn = Im(αn−1) para n ≥ 1, segue que µ(F0) = µ(M) e µ(Fn) = µ(Kn) para
n > 0. De fato, Im(α0) ⊆ MF0 ⊆ F0 induz a sequeˆncia exata F0/Im(α0) → F0/MF0 → 0, o
que implica µ(F0/Im(α0)) ≥ µ(F0), mas como Im(α0) = Ker(α), pelo teorema do isomorfismo,
F0/Im(α0) 'M , logo µ(M) ≥ µ(F0). A desigualdade µ(M) ≤ µ(F0) e´ clara pois α e´ sobrejetiva.
Portanto, µ(M) = µ(F0). Analogamente para µ(Fn) = µ(Kn), n > 0.
Ale´m disso, note que qualquer A-mo´dulo M (nas condic¸o˜es da definic¸a˜o acima) possui resoluc¸a˜o
livre minimal, basta escolher F0 tal que µ(F0) = µ(M), assim K1 = Ker(α) ⊆MF0. Em seguida
escolha F1 tal que µ(F1) = µ(K1), e assim por diante.
Proposic¸a˜o 2.5. Sejam (A,M) anel local Noetheriano e M A-mo´dulo finitamente gerado. Dadas
duas resoluc¸o˜es livres minimais de M
· · · → Fn αn−1−→ Fn−1 → · · · α0−→ F0 α−→M → 0
· · · → F ′n
α′n−1−→ F ′n−1 → · · ·
α′0−→ F ′0 α
′−→M → 0
tem-se µ(Fn) = µ(F
′
n), ∀ n ∈ N.
Demonstrac¸a˜o. Procederemos por induc¸a˜o. Temos que µ(F0) = µ(F
′
0) = µ(M). Assim, defina
Kn = Im(αn−1), K ′n = Im(α
′
n−1) para n ≥ 1. Pelo Lema de Schanuel,
Kn ⊕ F ′n−1 ⊕ Fn−2 ⊕ · · · ' K ′n ⊕ Fn−1 ⊕ F ′n−2 ⊕ · · · .
Supondo que µ(Fi) = µ(F
′
i ) para i < n, segue do caso 1 que µ(Fn) = µ(Kn) e µ(K
′
n) = µ(F
′
n), e
pelo Lema de Schanuel que µ(Fn) = µ(Kn) = µ(K
′
n) = µ(F
′
n).
Os invariantes βi = µ(Fi) sa˜o chamados nu´meros de Betti do A-mo´dulo M . Por definic¸a˜o, os
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nu´meros de Betti de um anel A sa˜o os nu´meros de Betti do A-mo´dulo A/M.
Finalmente, o resultado principal deste trabalho:
A igualdade de Auslander-Buchsbaum. Sejam (A,M) anel local Noetheriano e M A-mo´dulo
finitamente gerado. Se dh(M) <∞, enta˜o
dh(M) + prof(M) = prof(A).
A demonstrac¸a˜o requer uma certa preparac¸a˜o.
Sejam 0→ K → F →M → 0 uma sequeˆncia exata com F A-mo´dulo livre e x ∈M. Considere o
seguinte diagrama comutativo com linhas e colunas exatas
0 0 0
↓ ↓ ↓
K ′ F ′ M ′
↓ ↓ ↓
0 → K → F → M → 0
↓µx ↓µx ↓µx
0 → K → F → M → 0
↓ ↓ ↓
K/xK F/xF M/xM
↓ ↓ ↓
0 0 0
onde µx : M −→ M e´ aplicac¸a˜o A-linear que associa a cada m ∈ M o elemento xm ∈ M
e M ′ = {m ∈ M | xm = 0} = Ker(µx), a mesma definic¸a˜o e´ va´lida para F ′ e K ′, ou seja,
F ′ = Ker(µx) em F e K ′ = Ker(µx) em K. Assim, pelo Lema da Serpente,
0→ K ′ → F ′ →M ′ → K/xK → F/xF →M/xM → 0 (F5)
e´ exata.
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Nesse contexto, considere os seguintes lemas:
Lema 2.6. Se x e´ na˜o-divisor de zero de M , enta˜o M e´ livre se, e somente se, M/xM e´ livre como
A/(x)-mo´dulo.
Demonstrac¸a˜o. Suponha que M seja livre, seja {m1, . . . ,mr} ⊆M uma base para M . Afirmamos
que {m1 + xM, . . . ,mr + xM} e´ base de M/xM como A/(x)-mo´dulo. De fato, claramente {m1 +
xM, . . . ,mr + xM} gera M/xM , assim se (a1 + (x))(m1 + xM) + . . . + (ar + (x))(mr + xM) =
(0 + xM) em M/xM , para ai + (x) ∈ A/(x), i = 1, . . . , r, enta˜o a1m1 + . . . + armr = xm, para
algum m ∈ M ⇒ a1m1 + . . . + armr = x(b1m1 + . . . brmr), para certos b′is ∈ A, o que implica
(a1 − b1x)m1 + . . . + (arbrx)mr = 0 ⇒ ai = bix, pois m1, . . . ,mr sa˜o linearmente independentes
sobre A. Sendo assim, ai ∈ (x)⇒ (ai + (x)) = (0 + (x)),∀ i = 1, . . . , r.
Reciprocamente, suponha que M/xM e´ A/(x)-mo´dulo livre. Podemos supor que µ(F ) = µ(M),
basta considermos um conjunto de geradores minimal de M , e associar F ao A-mo´dulo livre
Ar, onde r e´ o nu´mero de elementos do tal conjunto minimal. Assim, F/xF → M/xM e´ um
isomorfismo, pois µ(F ) = µ(M) e M/xM, F/xF sa˜o A-mo´dulos livres. Como x e´ na˜o-divisor
de zero de M , temos que M ′ = (0) o que implica K/xK = (0), pela exatida˜o de (F5), assim
K = xK, aplicando Lema de Nakayama a K e (x) ⊆M obtemos que K = 0 e portanto M ' F
que e´ livre.
Lema 2.7. Se x e´ na˜o-divisor de zero de A e M , enta˜o
dhA(M) = dhA/(x)(M/xM)
.
Demonstrac¸a˜o. Como x e´ na˜o-divisor de zero de M , M ′ = 0 e obtemos a seguinte sequeˆncia exata
0 → K/xK → F/xF → M/xM → 0. Note ainda que F ′ = 0, de fato sendo F livre, existe
m ∈ N tal que F ' Am, mostremos que F ′ = 0: seja f ∈ F ′ ⇒ ∃ (a1, . . . , am) ∈ Am elemento
correspondente a f , como xf = 0 temos que x(a1, . . . , am) = 0 ⇒ (a1, . . . , am) = 0 ja´ que x e´
na˜o-divisor de zero de A por hipo´tese, assim f = 0⇒ F ′ = 0. E sendo F ′ = 0 temos que K ′ = (0),
ou seja, x e´ na˜o-divisor de zero de K.
Se ambas as dimenso˜es homolo´gicas da igualdade em questa˜o sa˜o infinitas, nada a ser mostrado. Se
CAPI´TULO 2. UM POUCO DE TEORIA HOMOLO´GICA 38
dhA(M) = 0 enta˜oM e´ livre, logo pelo lema anteriorM/xM e´ livre, sendo assim dhA/(x)(M/xM) =
0, analogamente se dhA/(x)(M/xM) = 0. Agora suponha dhA(M) = m, com 0 < m < ∞. Logo,
dhA(K) = m − 1, procedendo por induc¸a˜o, podemos supor que dhA/(x)(K/xK) = dhA(K). E
como dhA/(x)(M/xM) 6= 0, segue que
dhA/(x)(M/xM)
∗
= dhA/(x)(K/xK) + 1 = dhA(K) + 1 = dhA(M).
A igualdade (
∗
=) e´ justificada pelo fato de x na˜o ser divisor de zero de K, provado anteriormente.
Um argumento similar se dhA/(x)(M/xM) = m com 0 < m <∞.
Lema 2.8. Se prof(A) > 0. E prof(M) = 0, enta˜o prof(K) = 1
Demonstrac¸a˜o. Como prof(A) > 0, existe x ∈ M tal que x e´ na˜o-divisor de zero de A. Neste
caso, (F5) produz a seguinte sequeˆncia exata
0→M ′ → K/xK → F/xF →M/xM → 0.
pois, sendo F livre, existe m ∈ N tal que F ' Am, mostremos que F ′ = 0, de fato, seja f ∈
F ′ ⇒ ∃ (a1, . . . , am) ∈ Am elemento correspondente a f , como xf = 0 temos que x(a1, . . . , am) =
0 ⇒ (a1, . . . , am) = 0 ja´ que x e´ na˜o-divisor de zero de A, assim f = 0 ⇒ F ′ = K ′ = 0. Sendo
prof(M) = 0, temos que M consiste apenas de divisores livres de M , com isso, pelo corola´rio
1.28, existe m ∈ M \ {0} com Mm = 0. Em particular xm = 0, assim, m ∈ M ′, o que implica
M ∈ Ass(M ′) pois M = 0 :A m, ja´ que Mm = 0 garante M ⊆ 0 :A m e a outra inclusa˜o e´
garantida pelo fato de A ser anel local, porque se am = 0, a ∈ A enta˜o a pertence a algum ideal
maximal de A, sendo M o u´nico ideal maximal de A, temos a ∈M. Portanto, M ∈ Ass(K/xK)
o que implica que M consiste apenas de divisores de zero de K/xK, ou seja, prof(K/xK) = 0.
Como x e´ na˜o-divisor de zero de K pois K ′ = (0), temos que prof(K) = 1.
Demonst. (Igualdade de Auslander-Buchsbaum).
Seja n = dh(M) e
0→ Fn αn−1−→ Fn−1 → · · · α0−→ F0 α−→M → 0 (F6)
uma resoluc¸a˜o livre minimal para M , Ki = Im(αi−1) (i = 1, . . . , n).
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Mostremos o resultado por induc¸a˜o em d = prof(A). Se d = 0 enta˜o existe x ∈ A \ {0} tal que
xM = 0. Se n > 0, enta˜o Fn ⊆ MFn−1 o que implica xFn ⊆ xMFn−1 = (0), assim Fn = 0,
que e´ um absurdo. Portanto, n = 0, M e´ livre, logo M ' Am para algum m ∈ N, o que implica
prof(M) = prof(A) = 0.
Agora seja d > 0 e suponha que o resultado e´ va´lido para ane´is com profundidade menor que d.
Se prof(M) > 0, enta˜o existe x ∈M tal que x e´ na˜o-divisor de zero de A ou M , ja´ que M * ⋃P
sendo P ∈ Ass(A) ∪ Ass(M). Assim, prof(A/(x)) = d − 1, prof(M/xM) = prof(M) − 1, pelo
lema 2.7, dhA/(x)(M/xM) = dh(M). Pela hipo´tese de induc¸a˜o, dhA/(x)(M/xM)+prof(M/xM) =
prof(A/(x))⇒ dh(M) + prof(M)− 1 = d− 1⇒ dh(M) + prof(M) = d = prof(A).
Se d > 0 e prof(M) = 0, a partir de (F6) considere a sequeˆncia exata curta
0→ K1 = Im(α0) = Ker(α)→ F0 α−→M → 0 ,
enta˜o, aplicando o lema 2.8, obtemos que prof(K1) = 1. Assim, utilizando o resultado do
para´grafo anterior para o A-mo´dulo K1 (poss´ıvel pois prof(K1) = 1 > 0) obtemos que
dh(K1) + prof(K1) = prof(A) ,
como dh(K1) = dh(M)−1, segue que dh(M)−1+1 = prof(A)⇒ dh(M) = prof(A). 
Vamos agora exibir o resultado no contexto de ane´is regulares.
Definic¸a˜o 2.5. Seja A 6= 0 anel qualquer. Dizemos que A e´ graduado (a rigor, N-graduado) se
existir uma famı´lia {An}n∈N de subgrupos aditivos An ⊆ A satisfazendo:
i. A =
⊕
n>0
An
ii. AiAj ⊆ Ai+j, ∀i, j ∈ N.
Dizemos que An e´ a componente homogeˆnea de grau n de A. Cada elemento de An e´ chamado
elemento homogeˆneo de grau n.
Definic¸a˜o 2.6. Seja A um anel graduado. Um ideal I ⊆ A e´ dito homogeˆneo (ou graduado) se for
gerado por elementos homogeˆneos. Note que A+ =
⊕
n>1
An e´ ideal homogeˆneo, chamado de ideal
irrelevante.
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Definic¸a˜o 2.7. Seja A anel. A dimensa˜o de Krull de A, ou simplesmente dimensa˜o de A e´ o
nu´mero
dim(A) = sup{n ∈ N | existe cadeia P0 ( P1 ( . . . ( Pn, com Pi ideais primos, i = 1, . . . , n}.
Exemplo 2.1. Seja A = k[x1, . . . , xn], anel dos polinoˆmios nas varia´veis x1, . . . , xn sobre k corpo.
Enta˜o, dim(A) = n. De fato, mostra-se que 0 ( (x1) ( (x1, x2) ( . . . ( (x1, . . . , xn) e´ ma´xima.
Definic¸a˜o 2.8. Se (A,M) e´ um anel Noetheriano local (ou N-graduado standard) enta˜o A e´ dito
regular se µ(M) = dim(A) (resp. µ(A+) = dim(A)).
Exemplo 2.2. k[x1, . . . , xn] e´ regular.
E´ um fato cla´ssico que, se A e´ regular, qualquer A-mo´dulo M finitamente gerado possui
dimensa˜o homolo´gica finita. Neste contexto, com demonstrac¸a˜o totalmente ana´loga, vale:
Teorema 2.9. Se A e´ regular e M e´ finitamente gerado sobre A enta˜o
dh(M) + prof(M) = prof(A)
Cap´ıtulo 3
Aplicac¸a˜o: Derivac¸o˜es logar´ıtmicas
Apresentaremos uma aplicac¸a˜o da igualdade de Auslander-Buchsbaum no contexto de de-
rivac¸o˜es polinomiais logar´ıtmicas e caracterizaremos, em termos de dimensa˜o homolo´gica, quando
um dado polinoˆmio e´ um divisor livre.
A partir de agora, salvo menc¸a˜o expl´ıcita do contra´rio, A = k[x1, . . . , xn] e´ o anel dos polinoˆmios
nas varia´veis x1, . . . , xn sobre um corpo k, que e´ Noetheriano, pelo teorema da base de Hilbert, e
local no sentido homogeˆneo (detalharemos esta afirmac¸a˜o a seguir).
Vamos graduar A com a graduac¸a˜o padra˜o: gr(xi) = 1 para i = 1, . . . , n, onde gr(−) denota
grau. Note que A = k⊕ (x1, . . . , xn)⇒ (x1, . . . , xn) e´ ideal maximal, ja´ que k ' k⊕(x1,...,xn)(x1,...,xn) . Nesse
sentido, A e´ local (homogeˆneo).
Definic¸a˜o 3.1. Uma derivac¸a˜o de A e´ uma aplicac¸a˜o d : A→ A satisfazendo:
i. d(f + g) = d(f) + d(g), ∀ f, g ∈ A (aditividade)
ii. d(fg) = fd(g) + gd(f), ∀ f, g ∈ A (regra de Leibniz)
O conjunto das derivac¸o˜es de A e´ denotado Der(A). Note que Der(A) possui estrutura natural
de A-mo´dulo:
A×Der(A) −→ Der(A)
(f, d) 7−→ fd
onde fd e´ definida por:
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fd : A −→ A
g 7−→ (fd)(g) = fd(g)
Desta maneira, podemos definir o conjunto das derivac¸o˜es de A que se anulam em k, explicita-
mente: Derk(A) = {d ∈ Der(A) | d|k = 0} ⊆ Der(A), que e´ claramente A-submo´dulo de Der(A).
Cada elemento de Derk(A) e´ chamado k-derivac¸a˜o de A.
Note que as derivac¸o˜es parciais usuais do ca´lculo diferencial sa˜o k-derivac¸o˜es de A, ale´m disso,
o conjunto formado por tais derivac¸o˜es e´ uma base para o A-mo´dulo Derk(A), isto e´, toda k-
derivac¸a˜o de A se escreve d =
n∑
i=1
gi
∂
∂xi
com cada gi ∈ A unicamente determinado. Portanto,
Derk(A) =
n⊕
i=1
A
∂
∂xi
' An.
Definic¸a˜o 3.2. Seja f ∈ A. O A-mo´dulo Tk(f) = {d ∈ Derk(A) | d(f) = gf, g ∈ A} (A-
submo´dulo de Derk(A)) e´ chamado idealizador tangencial de f (ou Mo´dulo de Saito de f).
O caso de nosso interesse e´ quando f ∈ A e´ um polinoˆmio homogeˆneo, isto e´, quando todo
monoˆmio de f possuir mesmo grau.
Observac¸a˜o 3.1. Tk(f) 6= 0. De fato, basta notar que f.Derk(A) ⊆ Tk(f). Ale´m disso, sendo f
homogeˆneo de grau d ≥ 0, e´ va´lida a identidade de Euler
x1
∂f
∂x1
+ . . .+ xn
∂f
∂xn
= fd
E assim obtemos a derivac¸a˜o de Euler (ou derivac¸a˜o radial)
 =
n∑
i=1
xi
∂
∂xi
que pertence a Tk(f) (devido a` relac¸a˜o de Euler).
Observac¸a˜o 3.2. Associado a f ∈ A de grau d ≥ 0, temos o ideal jacobiano de f
Jf = (
∂f
∂x1
, . . . ,
∂f
∂xn
, f)
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mas sendo f homogeˆneo tem-se pela identidade de Euler, x1
d
∂f
∂x1
+ . . . + xn
d
∂f
∂xn
= f , logo, f ∈
( ∂f
∂x1
, . . . , ∂f
∂xn
). Assim, no caso homogeˆneo,
Jf = (
∂f
∂x1
, . . . ,
∂f
∂xn
)
Proposic¸a˜o 3.1. Seja f ∈ A polinoˆmio homogeˆneo de grau d ≥ 0. Enta˜o, a sequeˆncia
0→ Syz(Jf )→ Tk(f)→ A→ 0 (F7)
e´ exata. Sendo Syz(Jf ) = {(f1, . . . , fn) ∈ An |
n∑
j=1
fj
∂f
∂xj
= 0}, que claramente pode ser expresso
como Syz(Jf ) = {d ∈ Derk(A) | d(f) = 0}.
Demonstrac¸a˜o. Mostremos primeiro que Tk(f)→ A→ 0 e´ exata. Defina
Tk(f)
ϕ−→ A
d 7−→ gd
sendo gd ∈ A tal que d(f) = gdf
i. ϕ esta´ bem definida.
De fato, se d(f) = gdf e d(f) = g
′f , gd, g′ ∈ A enta˜o gdf = g′f o que implica que gd = g′ e
portanto ϕ esta´ bem definida.
ii. ϕ e´ aplicac¸a˜o A-linear.
De fato, se d(f) = gf e d′(f) = g′f , g, g′ ∈ A enta˜o (d + d′)(f) = d(f) + d′(f) = gf + g′f =
(g + g′)f , assim ϕ(d + d′) = (g + g′) = g + g′ = ϕ(d) + ϕ(d′). Agora, seja h ∈ A enta˜o
(hd)(f) = hd(f) = hgdf assim ϕ(hd) = hgd = hϕ(d). Portanto, ϕ e´ aplicac¸a˜o A-linear.
iii. ϕ e´ sobrejetiva.
De fato, seja h ∈ A. Pela identidade de Euler,
f =
x1
d
∂f
∂x1
+ . . .+
xn
d
∂f
∂xn
.
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Assim,
hf =
x1h
d
∂f
∂x1
+ . . .+
xnh
d
∂f
∂xn
.
Enta˜o, defina:
dh =
x1h
d
∂
∂x1
+ . . .+
xnh
d
∂
∂xn
.
Logo, dh(f) = hf . Portanto, ϕ(dh) = h, o que mostra a exatida˜o de Tk → A→ 0.
Agora mostremos que Ker(ϕ) = Syz(Jf ). De fato, Ker(ϕ) = {d ∈ Tk(f) | ϕ(d) = 0}, mas
dado d ∈ Tk(f) existem h1, . . . , hn ∈ A tais que d = h1 ∂∂x1 + . . . + hn ∂∂xn . Assim, identifi-
cando d como sendo d = (h1, . . . , hn) temos que Ker(ϕ) = {d ∈ Tk(f) | d(f) = 0} = {d ∈
Tk(f) |
n∑
i=1
hi
∂f
∂xi
= 0}. Assim, (h1, . . . , hn) ∈ Syz(Jf ), logo Ker(ϕ) ⊆ Syz(Jf ). Mostremos agora a
inclusa˜o Syz(Jf ) ⊆ Ker(ϕ), de fato, dado (h′1, . . . , h′n) ∈ Syz(Jf ) temos que h′1 ∂f∂x1 +. . .+h′n
∂f
∂xn
= 0.
Logo, (h′1, . . . , h
′
n) ∈ Ker(ϕ). Assim, Ker(ϕ) = Syz(Jf ). Portanto,
0→ Syz(Jf )→ Tk(f)→ A→ 0
e´ exata.
Definic¸a˜o 3.3. Sejam A anel qualquer e N,M, T A-mo´dulos. Uma sequeˆncia exata 0 → N i−→
M
φ−→ T → 0 e´ dita cindida se existir ψ : T → M aplicac¸a˜o A-linear tal que φ ◦ ψ = IdT . Neste
caso, ψ e´ chamada cisa˜o.
Observac¸a˜o 3.3. Sejam A anel qualquer e M,N, T A-mo´dulos. Se T e´ livre enta˜o toda sequeˆncia
exata 0→ N i−→ M φ−→ T → 0 e´ cindida. De fato, basta definir a cisa˜o como sendo a aplicac¸a˜o
A-linear que associa cada elemento da base de T a sua imagem inversa.
Ale´m disso, se ψ : T →M e´ cisa˜o, enta˜o M = i(N)⊕ψ(T ). De fato (i(N)⊕ψ(T ))/i(N) ' ψ(T ),
por outro lado, pelo Fato 1, (i(N)⊕ψ(T ))/i(N) ' ψ(T )/i(N)∩ψ(T ), o que implica i(N)∩ψ(T ) =
{0}.
Como i(N) ' N e ψ(T ) ' T , pois ψ e´ injetiva, ja´ que se ψ(t) = 0⇒ φ ◦ ψ(t) = t⇒ φ(0) = t⇒
t = 0, segue que M ' N ⊕ T .
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Teorema 3.2. Seja f ∈ A polinoˆmio homogeˆneo. Enta˜o,
Tk(f) = Syz(Jf )⊕ A
Demonstrac¸a˜o. Como A e´ livre, temos que (F7) e´ cindida. Assim, Tk(f) = Syz(Jf) ⊕ ψ(A).
Exibindo a cisa˜o:
ψ : A −→ Tk(f)
h 7−→ dh
sendo dh =
n∑
i=1
xih
d
∂
∂xi
.
Claramente dh ∈ Tk(f), pois dh(f) = hf . Ale´m disso, ϕ◦ψ = IA, de fato, ϕ(ψ(h)) = ϕ(dh) = h.
Finalmente, Im(ψ) = ψ(A) = A. Portanto,
Tk(f) = Syz(Jf)⊕ A
Observac¸a˜o 3.4. Seja A = k[x1, . . . , xn] o anel de polinoˆmios sobre k (corpo). Enta˜o prof(A) =
n. De fato, {x1, . . . , xn} e´ uma sequeˆncia regular ma´xima. Ale´m disso, como A e´ regular segue
que dh(A) e´ finita.
Teorema 3.3.
prof(Tk(f)) = prof(A/Jf ) + 2
Demonstrac¸a˜o. A partir da sequeˆncia exata 0→ Syz(Jf )→ An → Jf → 0 obtemos que dh(Jf ) =
dh(Syz(Jf )) + 1. Analogamente, a sequeˆncia exata 0 → Jf → A → A/Jf → 0 nos fornece
dh(A/Jf ) = dh(Jf ) + 1. Logo, dh(A/Jf ) = dh(Syz(Jf )) + 2. Como A e´ livre, pelo teorema 3.2,
temos que dh(Tk(f)) = dh(Syz(Jf ))⇒ dh(Tk(f)) = dh(A/Jf )− 2. Pela igualdade de Auslander-
Buchsbaum, dh(Tk(f)) + prof(Tk(f)) = prof(A)⇒ prof(Tk(f)) = n− dh(A/Jf ) + 2. Mais uma
vez pela igualdade de Auslander-Buchsbaum, dh(A/Jf ) + prof(A/Jf ) = prof(A)⇒ dh(A/Jf ) =
prof(A)− prof(A/Jf )⇒ prof(Tk(f)) = n− prof(A) + prof(A/Jf ) + 2 = prof(A/Jf ) + 2.
A fim de caracterizar a liberdade do mo´dulo de Saito, enunciaremos o Teorema de Quillen-
Suslin (como resposta afirmativa a` famosa Conjectura de Serre).
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Definic¸a˜o 3.4. Sejam A um anel qualquer e M A-mo´dulo. M e´ dito projetivo se existe M ′ A-
mo´dulo tal que M ⊕M ′ e´ livre.
Teorema de Quillen-Suslin. Seja A = k[x1, . . . , xn] anel de polinoˆmios sobre k (corpo). Se M
e´ um A-mo´dulo projetivo, enta˜o M e´ livre.
Definic¸a˜o 3.5. Dizemos que f ∈ A e´ um divisor livre (alge´brico) se o A-mo´dulo Tk(f) e´ livre.
Teorema 3.4. Seja f ∈ A um polinoˆmio homogeˆneo. Enta˜o, f e´ um divisor livre se, e somente
se, dh(Jf ) ≤ 1.
Demonstrac¸a˜o. Pelo teorema 3.2, obtemos a sequeˆncia exata curta
0 −→ Syz(Jf ) −→ Tk(f) −→ A −→ 0
Suponha que f e´ um divisor livre. Logo, Tk(f) livre ⇒ Syz(Jf ) e´ um mo´dulo projetivo, assim
pelo Teorema de Quillen-Suslin, obtemos que Syz(Jf ) e´ livre. Assim,
0→ Syz(Jf )→ Tk(f)→ Jf → 0
e´ uma resoluc¸a˜o livre para Jf e portanto dh(Jf ) ≤ 1.
Reciprocamente, se dh(Jf ) ≤ 1 enta˜o, da sequeˆncia exata
0 −→ Syz(Jf ) −→ An −→ Jf −→ 0
segue que Syz(Jf ) e´ livre ⇒ Tk(f) e´ livre, ou seja, f e´ divisor livre.
Exemplo 3.1.
i. O polinoˆmio f = x3 + y3 + z3 − 3xyz ∈ C[x, y, z] e´ um divisor livre. De fato, neste caso tem-se
Jf = (3x
2 − 3yz, 3y2 − 3xz, 3z2 − 3xy),
e utilizando o programa de computac¸a˜o alge´brica Macaulay para o ca´lculo da dimensa˜o homolo´gica
do ideal jacobiano, obtemos que dh(Jf ) = 1.
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ii. O polinoˆmio f = 8xy3 + 9x2w2 − 18xyzw − 3y2z2 + 6z3w ∈ Q[x, y, z, w] e´ um divisor livre, por
ca´lculos similares aos do exemplo anterior.
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