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Chapter 1
Introduction
Over the last decade substantial progress has been made in developing au-
tonomous mobile robots, which can safely navigate in indoor environments
like offices and museums and also outdoors. This was to a great extent due
to the fact that efficient and robust solutions to such fundamental problems
of robotics, like self-localization and mapping have been found. Nowadays
robots can even mutually help each other to solve the mentioned problems
more efficiently. In this thesis we will try to develop these solutions further
and make them even more robust and efficient. This is motivated by the
increasing demands to the speed of robots - they should become faster and
should still be able to localize themselves and map their environment. This
problem can be solved partly by improving the existing single robot localiza-
tion and mapping algorithms and partly by developing efficient multi-robot
algorithms. In this thesis we explore both possibilities.
Before moving on to the concrete details of the thesis, lets consider hu-
man analogies to single and multi-robot localization and mapping.
Imagine yourself in an unknown city with a city-map in your hand trying
to find a particular place. You should plan your way to this place to be able
to reach it, but the first thing you should do is to localize yourself in the
map. How do you do that? Normally you would look around and check the
name of the street and then look at the map and search it exhaustively for
that street. Suppose you found the street on the map, but your position is
still ambiguous, because you do not know in which direction along the street
you are heading. In this case you should walk along the street and check for
the names of the streets crossing your way. At the same time you look at
the map and search these crossing streets, but this time less exhaustively,
because you have already found one street and know its location on the map.
Now imagine yourself arriving in an unknown city by train. Your con-
nection train is expected to come in an hour and you would like to walk
around in the proximity of the railway station for sight seeing purposes. If
you do not have a map, you should memorize the views of the locations you
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are passing by in order to use them as landmarks on your way back to the
railway station, because otherwise you may get lost. You normally do that
by building an imaginary map of that area in your mind, or you just draw
a plan on a piece of paper.
The human analogies presented above are instances of the global local-
ization and simultaneous localization and mapping (SLAM) processes. In-
terestingly enough modern robotic global localization and SLAM approaches
are very similar to these human analogies. Instead of eyes robots use dif-
ferent perception sensors, like cameras and laser range-finders. We can also
extend the mentioned analogies to situations when several persons are in-
volved in the global localization or SLAM. Two extensions come to mind.
The first one is the case when, for example, two persons see each other and
one of them asks the other one how to go to a particular place. If the other
person knows where he/she is (is globally localized), he/she can tell the first
person how to go to that place. It is important to note that this is possible
only because the other (localized) person can see the asking person and,
therefore, knows where this person is with respect to him/her. In robotics
this idea is used in the multi-robot localization and mapping approaches,
where the robots detect each other by cameras or proximity sensors. The
detection enables them to determine the relative positions with respect to
each other and if necessary exchange or fuse the information they have al-
ready processed. This can lead to the improvement of the localization and
mapping efficiency. The other extension that would be intuitive, is the case
when for example two persons can not see each other directly, but they
communicate by mobile phones. In this case one person could ask the other
person the way to a particular place by providing the other one with informa-
tion such as, “I’m standing in front of building A and there is a supermarket
B on my right hand side and a hotel C on my left hand side”. The other
person, who knows the city, or perhaps has already visited that part of the
city earlier can approximately determine the location of the asking person
and guide him/her to the desirable place. This second extension is more
flexible than the first one, because it does not require the persons involved
to meet in order to see each other. It requires however communication be-
tween the persons. This is an idea of matching the perception sensor data
of different robots in order to estimate the position of one robot with re-
spect to the other one. While approaches based on the first “multi-person”
analogy are relatively widely presented in the literature, works based on the
second analogy are scarce. In this thesis we will use the second analogy in
our multi-robot localization and mapping approaches.
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1.1 Goals and Contributions
The goal of this thesis is to develop efficient, robust and light-weight on-line
algorithms for global localization and mapping in single and multi-robot
systems, which would safely work for large environments and fast robots.
We will deal with probabilistic approaches to localization and mapping such
as particle filters [15, 70, 67, 30, 84, 31] and Rao-Blackwellized particle fil-
ters [32, 31], which represent Monte-Carlo techniques and share the same
probabilistic framework based on hidden Markov models. This probabilistic
framework is the core of most modern successful localization and mapping
techniques, thus having stipulated our choice. On the other hand, the cur-
rent state-of-the-art approaches presented in the literature leave much room
for improvement and development, and this thesis takes further steps in this
direction.
In particular, this thesis makes the following contributions:
A new single robot localization algorithm In our approach to single
robot localization, as in the most well-known works on the subject we use the
technique called Monte-Carlo localization [48, 25, 26, 40, 101, 64, 103, 107,
39, 74, 75, 106], which is a realization of the particle filtering [15, 70, 67, 30,
84, 31] in the context of self-localization of mobile autonomous robots. In our
method however, we represent the perception sensor information, gathered
by a robot, in a hierarchical way, which makes it possible to dramatically
reduce the dimensionality of the data and make the computations much more
efficient and robust. Indeed, as our experiments have shown, this approach
can reduce the localization time by an order of magnitude in comparison to
the existing techniques.
A new single robot on-line simultaneous localization and mapping
algorithm We developed a new implementation of the Rao-Blackwellized
particle filtering algorithm [32, 31] in the context of robotic SLAM. This
technique is known to be theoretically the best solution to the SLAM prob-
lem. The only implementation of the Rao-Blackwellized particle filtering
known from the literature is the FastSLAM algorithm [76], which however
makes some restrictive assumptions about the used probability distributions,
which in turn makes the approach fail in some complex environments. In our
approach we do not impose any limitations and directly implement the Rao-
Blackwellized particle filters as an efficient, robust and quite light-weight
algorithm, capable of mapping any kind of environment. The experimental
results showed also a clear superiority of our method with respect to the
existing ones.
A new approach to the extension of the single-robot localization
and SLAM to the multi-robot case We developed a new approach to
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multi-robot localization and mapping. This approach is based on extending
single-robot global localization and SLAM algorithms to the multi-robot case
by estimating the relative positions of robots with respect to each other. In
our approach we use a method of matching the perception data of one robot
with those of another one to estimate the relative positions. This method
requires only the communication capability from the robots and is more
flexible and efficient than the one in which the robots detect each other by
cameras in order to estimate the relative positions. The experiments showed
very encouraging results.
1.2 Robots and Software
In our experiments we used the robots and software of the “AllemaniaCS” - a
“RoboCup” team of the RWTH-Aachen [38]. The robots have a size of 39cm
× 39cm × 40cm and total weight of 50 kg (Fig. 1.1). 12 V lead-gel on-board
accumulators with 15 Ah each, feed the motors with total power 2.4 kW.
The robots have a differential drive. The maximum translational velocity
of the robots is 3 m/s, while the maximum rotational velocity amounts to
1000/s.
Figure 1.1: An “AllemaniaCS”robot.
On-board there are two Pentium III PC’s with 933 MHz running Linux.
The robots are equipped with a Sony EVI-D100P camera mounted on a
pan/tilt unit, a 360-deg. laser range-finder with a resolution of 0.75 deg. at
a frequency 20Hz and a WLAN adapter based on IEEE 802.11b standard.
The robot control software of the team “AllemaniaCS” is called “RC-
Soft” and its complete architecture is presented in Fig. 1.2 ([38]).
The software is based on a component model, where components repre-
sent programs which run and communicate via a distribution platform based
on the blackboard paradigm. The components need not run on the same
computer, the blackboard manages the communication with other comput-
ers automatically and makes it transparent to the user. The modules in
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Figure 1.2: Architecture of the RCSoft.
Fig. 1.2, which are of interest to this thesis are motor, laser and colli. The
first two provide the control over the motor and laser sensor, while the colli
module is responsible for the collision avoidance while a robot drives. This
module itself uses the data provided by motor and laser to build local oc-
cupancy grid-maps [34, 35, 77] and plan safe robot paths by the A* search
algorithm.
1.3 Outline of the Thesis
This thesis is organized as follows.
• In Chapter 2 we discuss the existing literature in fields of single and
multi-robot localization and mapping.
• In Chapter 3 we present the mathematical background of the proba-
bilistic approaches to robotic localization and mapping problems, such
as dynamic Bayesian networks and Monte-Carlo techniques used for
inference in such networks.
• In Chapter 4 we present our approach to single-robot localization. We
review the main aspects of Monte-Carlo localization and introduce a
new hierarchical sensor model, which will be at heart of our single-
robot localization algorithm.
• In Chapter 5 we move on to our approach to single-robot mapping. We
present our implementation of the Rao-Blackwellized particle filters in
the context of on-line robotic mapping.
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• In Chapter 6 we extend the single-robot localization and mapping
algorithms to the multi-robot case. Our approach is based on the
estimation of relative poses between robots, which then allows refining
the hypotheses about the global pose of one robot with those of another
one in the case of the multi-robot localization and fusing maps of
different robots in the case of the multi-robot mapping.
• Finally, in Chapter 7 we conclude the thesis and give an outlook for
further research.
Chapter 2
Related Work
In this chapter we briefly summarize literature closely related to the work
presented in the thesis. In particular, in the first section we overview the
single-robot localization techniques. In the second section we summarize
literature on multi-robot localization methods. The third and fourth sections
will comprise the existing work on robotic mapping for single-robot and
multi-robot systems respectively.
2.1 Single-Robot Localization
Self-localization of robots in known environments has been recognized as one
of the key problems in autonomous mobile robotics [22, 9]. Self-localization
of mobile autonomous robots in a known environment is the problem of
finding a robot’s pose (two dimensional Cartesian coordinates and orien-
tation angle) relative to its environment (map), given the data the robot
gathers while moving. The robotic localization problems can be subdivided
into three big categories according to their complexity: Position tracking,
global localization and kidnapped robot problem. In the first case the initial
pose of the robot is assumed to be known and the objective of a localiza-
tion algorithm is to correct this pose for odometry errors the robot commits
while moving. In other words the robot tracks its pose. In the case of the
global localization problem the initial pose of the robot is unknown and
should be estimated by a localization algorithm. Finally, the kidnapped
robot problem assumes that an already localized robot is externally trans-
ported (kidnapped) to some other location and a localization algorithm is
expected be able to recover from this situation.
Position tracking Historically most of the localization literature was ded-
icated to the position tracking problem. In the approach of [108] the position
tracking of a robot is achieved by comparing the actual laser sensor informa-
tion of the robot with the precomputed information about the environment.
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This is done by storing the angle histograms obtained from laser range scans
recorded at various locations in the environment. By using the odometry
data of the robot and maximizing the correlation between the stored his-
tograms and the laser range scans recorded by the robot while moving, the
position and orientation of the robot can be estimated. A similar method
is used in [111, 92], where hill-climbing is applied to match local maps con-
structed out of the sonar information with the global occupancy grid map.
The position representing the best match is considered to be the actual
robot position. The mentioned techniques have in common that they do not
incorporate uncertainty in the position of the robot and therefore are likely
to fail to deal with global localization ambiguities.
In contrast to the mentioned approaches, a widely used probabilistic
framework for the position tracking, based on the so called Kalman filters
[58], does incorporate uncertainty [73, 97]. This is achieved by represent-
ing the belief (posterior distribution) of the robot’s position by a unimodal
Gaussian distribution over the three-dimensional space of the robot poses.
The mean vector of this distribution represents the current pose of the robot,
while the covariance matrix represents the robot’s uncertainty. The param-
eters of the distribution are updated according to linear motion and per-
ception models. While practically all position tracking approaches based
on Kalman filtering use the same kind of motion model they differ in their
choice of the sensor model. In [66], for example, beacons consisting of planes,
corners and cylinders are extracted from sonar scans and matched with sim-
ilar beacons obtained from a geometric map of the environment. In [22]
ranges measured by an infrared sensor are compared with line segments
which represent the environment. In [90] the sensory information from the
sonar measurements is matched with the global occupancy grid map. The
authors show that in the case of matching of local occupancy grid maps
obtained from the sonar scans with a global occupancy grid map is similar
to the performance in the case of matching features from both maps. [93]
compares the feature-based to the map-matching approach and suggests a
combination of the both methods to benefit from the advantages of both.
In [69, 70, 49] scan-matching techniques are used in order to estimate the
precise position of the robot from the laser range scans and models of the
environment. In [4] a similar method is used to estimate a robot’s position
with high accuracy.
Global localization Although Kalman filters have shown themselves to
be very accurate and efficient in solving the position tracking problem, they
cannot be used for global localization. The reason is the underlying assump-
tion about a unimodal Gaussian distribution of the initial pose of the robot.
Without knowledge of the starting position of the robot Kalman filter based
techniques will fail. In addition, these techniques typically can not recover
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from localization failures. The mentioned limitations of Kalman filters are
overcome by three types of related techniques: multi-hypothesis Kalman fil-
ters, Markov localization and Monte-Carlo localization.
Multi-hypothesis Kalman filters [5, 6, 23, 55, 86, 88] represent a robot’s
belief by mixtures of Gaussian distributions. Like conventional Kalman
filters, multi-hypothesis Kalman filters assume the motion and perception
models to be linear with Gaussian errors in order to calculate the parameters
of the individual Gaussians in the mixture. Usually measurements made by
a robot’s sensors do not have Gaussian noise, so multi-hypothesis Kalman
filters rather use low-dimensional features with (assumed) Gaussian noise
extracted from the raw sensor data [23, 55, 86, 88]. In practice extracting
such features often means a considerable loss of the sensor information, be-
cause the features rarely represent sufficient statistics of the raw data. In
spite of this, multi-hypothesis Kalman filters have been very successfully
used for solving a number of localization problems, including position track-
ing and global localization [55, 86, 88].
In contrast to multi-hypothesis Kalman filters Markov localization algo-
rithms [12, 13, 42, 52, 57, 60, 79, 80, 96, 104] can handle sensory information
with non-Gaussian noise. They represent a robot’s belief by piecewise con-
stant functions over the whole space of possible robot poses. The latter,
just like Gaussian mixtures, enables representing complex, multi-modal dis-
tributions. Some of the mentioned algorithms also make use of features
[57, 60, 79, 96, 104] and therefore are subject to the same limitations as
multi-hypothesis Kalman filters. Another problem with Markov localization
approaches is that in order to accommodate raw sensor data, they require
very fine-resolution representations of the state space, which has a negative
influence on their computational efficiency. This limitation is overcome by
techniques such as selective update algorithms [42] and tree-based represen-
tations of the state space, which can change their resolution dynamically
[12].
Monte-Carlo localization (MCL) algorithms [48, 25, 26, 40, 101, 64,
103, 107, 39, 74, 75, 106] overcome the difficulties associated with multi-
hypothesis Kalman filters and Markov localization approaches. MCL can
accommodate sensor data with arbitrary noise distributions on one hand
and concentrate the computational resources on areas of the state space that
are most relevant in the current situation on the other. MCL is based on a
more general algorithm, known in the statistical literature as particle filters
[15, 70, 67, 30, 84, 31]. The idea behind MCL is to represent a robot’s belief
by a set of weighted samples (also called particles). The weights are related
to the probabilities of drawing the corresponding samples from the robot’s
belief. The sample weights are updated at each time step by a particle filter
algorithm. Sampling from sample sets naturally provides a mechanism for
keeping “good” hypotheses and discarding “bad” ones. Although particle
filter techniques have the same algorithmic basis they differ significantly in
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different applications of the mobile robotics. These differences are stipu-
lated, for example, by different perception sensor information used (camera,
laser range finder, sonar, etc.) or by the need to optimize the basic parti-
cle filter algorithm to ensure an efficient real-time implementation of MCL.
Some of the first applications of the particle filter algorithm to the mobile
robot localization problem were presented in [25, 26, 40]. The authors used
laser range finders and cameras as perception sensors. The experiments
showed a clear advantage of the MCL approach in comparison with other
techniques. [101] presents extensive experimental results on MCL used for
the navigation of a museum-guide robot. An optimization of the MCL algo-
rithm was introduced in [64]. By the so called sensor-resetting technique the
sample set representing a robot’s belief contains not only “good” samples
“survived” from previous time steps, but also samples drawn directly from
the perception model. Adding samples drawn from the perception model
makes the MCL algorithm concentrate on hypotheses corresponding to the
actual perception data, which makes it possible to reduce the number of
samples and increase the robustness of the algorithm. The idea of sampling
from the perception model is more fundamentally treated in [103]. Here a
so called dual MCL algorithm is presented first, which uses sampling from
the perception model. The dual MCL algorithm is then combined with the
conventional MCL algorithm resulting in a mixture MCL algorithm, which
utilizes the advantages of both dual and conventional MCL algorithms. Sam-
pling from the perception model is used in [107] in a somewhat different con-
text. The authors use the auxiliary particle filtering [84] for mobile robot
localization and by “inverting” the perception model they manage to get a
computationally feasible solution. [39] used another kind of optimization of
the MCL algorithm called KLD-sampling. The idea of this approach is to
adapt the number of samples needed by the algorithm by bounding the error
introduced by a sample set representation of the true posterior distribution
of a robot’s poses. The bound is derived by computing the Kullback-Leibler
distance between the true posterior distribution and its approximation by
a sample set representation. The experiments showed that this technique
requires only about 6% of samples in comparison to conventional particle fil-
tering to show the same performance. Yet another optimization of the MCL
was presented in [106]. A so called expansion resetting avoids the need for
a uniform resetting of samples in situations when a robot delocalizes itself.
Recently an MCL technique was reported to have been used for image-based
localization [74, 75]. The approach used omnidirectional images of the en-
vironment as perception data. The authors represented these images by
lower-dimensional Fourier signatures based on the Fourier transform, which
made it possible to efficiently compute the perception model. The method
also does not require a metric map usually used by MCL approaches based
on the proximity sensor (laser range finder, sonar, etc.) information.
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Kidnapped robot problem As was already mentioned the most diffi-
cult localization problem in the context of the autonomous mobile robotics
is the kidnapped robot problem. The kidnapped robot problem assumes
manually transporting a robot to a different location so that it has no odo-
metric feedback on its motion. This aims to test the robustness of the
localization algorithm against fatal errors in the odometry or the ability
of a robot to recover from incorrect localization. In [40] the problem is
solved just by replacing some samples with ones randomly drawn from the
whole environment with the hope that some of these randomly drawn sam-
ples will be close enough to the true location of the robot and survive in
subsequent iterations of the algorithm. The same approach was used in
[110] in the context of the image-based MCL. In [45] a somewhat different
approach was used: instead of generating samples representing random po-
sitions in the environment a certain number of samples is generated at fixed
important locations. A similar method was used also in [75], where ran-
dom samples were generated around the reference images, which were used
for localization. Somewhat more fundamental approaches to the kidnapped
robot problems are presented in [103, 56, 107, 64]. These approaches assume
first detecting a kidnap by comparing the current belief and the observation
likelihood and then generating random samples directly from the perception
model. In such a way it is ensured that new samples correspond to the ac-
tual perceptual information and there is a bigger chance of recovering from
the kidnapped state.
2.2 Multi-Robot Localization
Multi-robot localization is an important field of study in autonomous mo-
bile robotics. In fact this term refers to the ability of robots to cooperate
in solving the localization problem. There is not so much literature on the
multi-robot localization available as in the case of single-robot localization.
One of the seminal papers in this relation is [41], where the authors extend
the single-robot MCL algorithm to the multi-robot case. Robots are sup-
posed to be able to detect each other by cameras, which in turn enables to
determine relative positions of the robots. As long as the relative positions
are known robots can refine their own belief by the belief of other better
localized robots. The experimental results showed a considerable reduction
of the localization time in comparison to single-robot localization. In [87]
quite a different approach was used. A single Kalman filter is stipulated on a
group of M robots to estimate the position and orientation of all the members
of the group. In order to allow for distributed processing, the centralized
Kalman filter was decomposed into M modified Kalman filters each running
on a separate robot. Experiments with 3 robots showed an improvement in
localization accuracy. Yet another method was presented in [63]. Here a so
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called cooperative positioning system was introduced. The system divides
the robots in two groups A and B. Group A remains stationary while group
B is moving thereby using the robots of group A as landmarks. After that
group B stops and acts as landmarks for group A, which is now moving. This
bootstrapping process is repeated until the target position is reached. It is
interesting that the method does not need any metric map or landmarks for
the localization. The authors report experimental results showing that after
the robots had traveled a distance of 21.5 meters, the accuracy of position
and orientation estimation was 0.12% and 0.32 degrees, respectively. The
idea of using robots as landmarks for other robots is also explored in [53].
Robots are supposed to be able to measure relative poses of other robots
with respect to themselves. The global localization problem is solved by first
formulating a likelihood function over relative poses of robots with respect
to each other. Then a certain coordinate transformation between global and
local coordinates is assumed and the likelihood function is maximized over
global poses of the robots using standard numerical optimization techniques.
This method, just as the one described in [63], does not need any external
landmarks, but in contrast to the latter does not require the robots to be
stationary and robots can use transitive relationships to infer the poses of
robots unseen so far. The authors present also experimental results showing
a good performance of the method.
2.3 Single-Robot Mapping
Robotic mapping aims to learn a spatial model of a physical environment via
mobile robots. Together with the robotic localization problem mapping is re-
garded as one of the most important problems for building truly autonomous
robots [100]. As in the case of the localization problem, most of successful
mapping algorithms are probabilistic. There are roughly two dimensions in
which one can classify existing mapping approaches: the representation of
maps and algorithmic techniques. Historically there have been three main
map representation approaches - metric, topological and object maps. Met-
ric maps represent the geometric properties of the environment, topological
maps describe the connectivity of different locations, while object maps rep-
resent an environment via basic geometric shapes, such as lines walls and
so on. Probably the most important metric representation is a so called
occupancy grid-map. It was introduced in [34, 35, 77] and represents a map
by a fine-grained grid, each cell of which represents a certain location in the
environment and stores the “occupancy” of this location - the probability
that the location is occupied. Occupancy grid-maps have been widely used
in a large number of mapping approaches [10, 11, 14, 50, 91, 102, 112, 113].
In [19] an alternative metric representation was proposed. The geometry of
environments was described by sets of polyhedrons. In the topological map-
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ping approaches physical environments are represented by graphs, whose
nodes correspond to some important locations in an environment and edges
represent a connectivity relation, which indicates how to navigate from one
location to another.
Like occupancy grid-maps, topological maps have also been used in many
applications [72, 62, 20, 21, 36, 61, 83, 94, 95, 114, 115]. Since practically
all topological mapping approaches rely on geometric information, it is not
possible to make a clear distinction between metric and topological maps. It
should be noted also here that in practice metric maps usually have a higher
degree of granularity than topological ones. This requires more computa-
tional resources of course, but also provides for more accurate and precise
mapping algorithms.
Object maps were exploited, for example, in [8, 68, 71]. They can be
more compact than occupancy grid-maps, particularly for structured envi-
ronments. Another advantage of object maps is that they can be used for
mapping of dynamic environments, where objects can change their locations
over time. However object maps can be useful only for environments which
can be modeled by simple geometric shapes and objects.
As mentioned above robotic mapping approaches can also be classified
by the underlying algorithmic techniques. There are two main algorithmic
approaches which are used to solve the mapping problem: Kalman filters [58]
and Expectation maximization algorithm [27]. Robotic mapping approaches
based on Kalman filters are referred to as simultaneous localization and
mapping or SLAM. We also consider some hybrid approaches of these two.
SLAM Strictly speaking SLAM is a problem and not a solution, the term
is just related in the literature to mapping approaches based on Kalman
filtering. SLAM techniques go back to the seminal papers [98, 97] whose
mathematical formulation of the approach is in widespread use in the litera-
ture. The approach was further developed by [17, 18, 28, 29, 33, 65, 78]. In
these approaches a robot builds its map and estimates its pose in this map
simultaneously. This is achieved by presenting the current robot pose and
the coordinates of the landmarks to be mapped as one high dimensional ran-
dom variable, which should be estimated by Kalman filtering. This variable
is assumed to have a normal distribution. As in the case of position tracking
the motion and perception models of a robot are assumed to be linear and
to have Gaussian noise. The number of landmarks, which can be handled
by Kalman filters is limited and amounts usually to several hundreds in
practice due to the necessity to update a covariance matrix, whose size is
quadratic in the number of landmarks. There exist improvements in which
by breaking the problem into smaller subproblems it is possible to increase
the number of landmarks [46, 65] that can be processed. By means of so
called Rao-Blackwellized particle filtering [32, 31] it is possible to reduce the
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complexity to be logarithmic in the number of landmarks [76]. Kalman filter
approaches have the advantage that they estimate a full posterior over maps
in an on line fashion. The most important limitation of the Kalman filter
approach is the fact that it can not cope with the so called correspondence
problem - the problem of associating individual sensor measurements with
particular landmarks. There are fixes to this, such as [70], where the cor-
respondences are obtained by maximum likelihood (ML) data association.
This algorithm however does not maintain a full posterior, which in prac-
tice poses significant limitations, such as the inability to accommodate large
cyclic environments, for example. The algorithm is also not real-time.
Expectation maximization algorithm In the context of robotic map-
ping the expectation maximization algorithm (EM) has quite orthogonal
properties with respect to the SLAM approaches [14, 105]. In contrast to
SLAM approaches, EM algorithms can solve the correspondence problem
even for large-scale cyclic environments and perceptually indistinguishable
features. On the other hand, EM algorithms do not compute a full posterior
over maps as SLAM approaches do. Instead they perform hill-climbing in
the space of all maps in order to find the most likely map. Each iteration
of EM has two steps - an expectation step, or E-step and maximization step
or M-step. The E-step computes a posterior over a robot’s paths given all
the observed data and the map computed from the previous iteration of the
algorithm (initially there is no map). In the M-step the algorithm computes
by hill-climbing techniques the most likely map given the expected path of
a robot. In spite of the clear advantage to be able to cope with the cor-
respondence problem, EM has also a disadvantage with respect to SLAM
approaches: it is not on-line and cannot build maps incrementally. This
fact is due to the nature of EM, which requires processing the data multiple
times.
Hybrid approaches Hybrid approaches try to overcome the limitations
of SLAM and EM algorithms on one hand and to utilize the advantages of
both on the other. In [47, 99, 102] the authors use the incremental maxi-
mum likelihood approach, which corresponds to EM without the E-step. In
addition they also maintain a posterior distribution over robot poses, which
is calculated using a particle filter algorithm [26, 31, 67, 84]. The posterior
over robot poses helps to localize a robot with respect to the previously
built map in situations when the robot should close a large cycle, for exam-
ple. After the robot was localized the resulting error can be used to correct
the map. This approach maintains just one map and still can correct it
backwards in time. However the method has disadvantages too. The map
correction does not have a permanent character and occurs only in certain
situations, which might lead to incorrect maps. The algorithm cannot cope
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with complex ambiguities, such as nested cycles. It is also not purely on line
because of the map correction, which depends on the size of the previously
built map.
2.4 Multi-Robot Mapping
Multi-robot mapping problem assumes that multiple robots gather sensor
data concurrently in order to construct a single unified map of the envi-
ronment. The multi-robot mapping is important in cases when the speed
of the map-building is a significant factor. Some multi-robot mapping ap-
proaches represent extensions of certain single-robot mapping algorithms.
For example, in [99] a single-robot mapping algorithm based on a combina-
tion of the maximum likelihood and Monte-Carlo localization approaches is
straightforwardly extended to the multi-robot case. This method makes two
important restrictions however: firstly the robots must start their operation
in nearby locations, such that their perception sensor data show substantial
overlap and secondly approximate relative poses between robots must be ini-
tially known. The robots then just maintain their specific estimates of their
poses in the same map. Generally, however, merging multiple partial maps
requires the determination of relative poses of robots with respect to each
other. So in [24] relative poses are estimated by matching landmarks like
doors, corners etc. from partial maps of different robots. In [37] a direct
estimation of relative poses is avoided. Instead the multi-robot mapping
problem is formulated as a Kalman filter where state vectors are extended
to include the poses of all robots. The idea to use a common Kalman filter
for all robots is also exploited in [109]. Here however, rather than con-
stantly building the same map, robots construct their own local submaps
and fuse them at certain time intervals. Relative poses of the robots are
determined by a technique similar to scan-matching [69]. Another approach
to the multi-robot mapping was used in [59]. The authors estimate relative
poses of robots by localizing them in partial maps of each other. This is
done by extending the particle filter algorithm to accommodate the partial
map localization. An interesting approach to the solution of the multi-robot
mapping problem was proposed in [43]. Here the so called revisiting problem
is solved, which assumes deciding whether a robot is perceiving a part of the
previously built map or is exploring new territory. Solving this problem re-
quires the probability of being outside the current known map. To estimate
this probability, the structure of a “typical” environment is modeled as a
hidden Markov model that generates sequences of “views” a robot perceives
while driving through this environment. A Dirichlet prior for the hidden
Markov model is learned from previously observed environments. Solving
the revisiting problem enables then to determine relative poses of robots
with respect to each other, which makes it possible to merge the partial
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maps into a global one.
Chapter 3
Mathematical Background
In this chapter we introduce the mathematical framework, which will be
used in the thesis. We assume that the reader is familiar with the basics of
the probability theory and statistics. The chapter is organized as follows.
In Section 1 we very briefly introduce general Bayesian networks. In Section
2 we touch upon dynamic Bayesian networks and explain the related infer-
ence techniques such as Kalman filters and Monte-Carlo techniques. Finally
in Section 3 we show how to model the robotic localization and mapping
problems by dynamic Bayesian networks.
3.1 Bayesian Networks
Bayesian networks, also known as graphical models and belief networks,
represent a mixture of graph theory and probability theory, in which (sta-
tistical) dependencies between random variables are expressed as graphs.
Consider, for example, four random variables A, B, C and D and suppose
they have a joint probability distribution p(A,B,C,D). According to the
chain rule we can factor this joint as:
p(A,B,C,D) = p(A)p(B|A)p(C|A,B)p(D|A,B,C) (3.1)
Note that without any additional information about the conditional inde-
pendence between the variables we can rewrite 3.1 for any permutation of A,
B, C and D, which means that any variable can be statistically dependent
on any other, which furthermore means that the factorization 3.1 is not
very informative about the joint distribution p(A,B,C,D). But consider
the following factorization:
p(A,B,C,D) = p(A)p(B|A)p(C|A)p(D|B) (3.2)
The factorization 3.2 implies a set of conditional independencies in the
model. Recall that a variable X is conditionally independent from vari-
able Y given variable Z, if p(X|Y, Z) = p(X|Z). It is then easy to infer
17
18 CHAPTER 3. MATHEMATICAL BACKGROUND
that in our model B and C are statistically independent given A, and D
is statistically independent from A and C given B. A Bayesian network is
a directed acyclic graph (DAG) representing a particular factorization of a
joint distribution. Each variable is represented by a node in the graph and
a directed edge is drawn from node X to node Y if X is conditioned on Y
in the factorization. For example the factorization 3.2 is presented in Fig.
3.1
Figure 3.1: Bayesian network for the factorization 3.2.
The most common problem arising with Bayesian networks is inference.
For example, consider that we know the conditional probabilities in Fig. 3.1
and we also know the value of the variable C to be c. What is the most likely
value of variable B? That is, we are looking for argmax
b
{p(B = b|C = c)},
which implies computing p(B|C = c). We call variables, whose values we
know observable variables or evidence, while variables with unknown values
are called hidden variables. In this case C is evidence and A, B and D are
hidden variables. It is easy to compute p(B|C = c) just by marginalizing
out variables A and D in the joint of 3.2:
p(B|C = c) =
∑
a∈ΩA
∑
d∈ΩD
p(A = a,B,C = c,D = d)
=
∑
d∈ΩD
p(D = d|B) ·
∑
a∈ΩA
p(B|A = a)p(C = c|A = a)p(A = a)
(3.3)
where ΩX is the set of values of a variable X
1. Equation 3.3 shows the
1We assume that ΩX is finite for X=A,B,C and D.
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power of Bayesian networks. The use of conditional independencies made
the computations more efficient than it would be the case with the general
factorization 3.1. To see this note that we marginalized out the variables
A and D in 3.3 by splitting the summation by variables A and D into two
independent summations by A and D respectively, which made it possible
to perform the whole summation in time O(|ΩA|+ |ΩD|), while in the gen-
eral case of the factorization 3.1 this splitting would not be possible and we
would have a nested summation with time O(|ΩA| · |ΩD|).
Equation 3.3 is a special case of a more general algorithm called belief
propagation for singly connected Bayesian networks, in which the underlying
DAG has no loops when the edges are considered as undirected [81]. Unfor-
tunately, the worst case time complexity of the belief propagation algorithm
is still exponential in the number of nodes in a Bayesian network.
In general, the conditional independence relationships in a Bayesian net-
work can be explained by the so called Bayes ball algorithm [82], based on
the notion of d-separation of nodes. The algorithm works as follows. Two
sets of nodes X and Y are conditionally independent (or d-separated) given
a set of nodes Z, if and only if there is no way for a ball to get from set X to
set Y through any of the nodes in set Z in the graph, where the allowable
movements of the ball are shown in Fig. 3.2.
Figure 3.2: Allowable movements of a Bayes ball.
Hidden nodes are presented as unshaded circles in the upper row in Fig. 3.2,
while observable nodes are shown in the lower row as shaded circles. The
solid arrows represent edges in the Bayesian network. The dashed arrows
indicate the direction of the movement of the ball - the straight arrows
mean that the ball can pass through, while the arcs mean that the ball can
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not pass through the node. As we can see, the two rows for hidden and
observable nodes have orthogonal semantics. Consider, for example, the
first column. Here we have two arrows converging on a node. If the node
is hidden its parents are marginally independent and the ball does not pass
through, while if the node is observable the parents become dependent (this
phenomenon is called explaining away [81]) and the ball can pass through.
Now consider the second column. Here we have two diverging arrows from
a node and hence the node is a “root”. If the node is hidden then its
children have a hidden common cause and are therefore dependent, hence
the ball passes through, while if the node is observable, the children become
conditionally independent and the ball does not pass through. Finally in
the two last cases, where we have one incoming and one outgoing arrow at a
node. If the node is hidden then the downstream nodes become dependent
on the upstream nodes and the ball passes through, while if the node is
observable it explains the downstream nodes itself and the downstream and
upstream nodes become conditionally independent, hence the ball does not
pass through. In Fig. 3.1 nodes B and C are, for example, conditionally
independent if node A is observable (i.e. if the value of random variable A
is known) and become statistically dependent if A is hidden because in this
case they will have a common cause, which we do not know.
For a more thorough introduction to the Bayesian networks see [44].
3.2 Dynamic Bayesian Networks
Dynamic Bayesian networks are Bayesian networks, where the causality re-
lationship of events is compatible with their temporal order: an event can
cause another event in the future, but not vice versa. In general this sim-
plifies the design of Bayesian networks. Consider for example a first-order
Markov model, one of the simplest dynamic Bayesian networks, presented in
Fig. 3.3.
In this model X1,...,XT are hidden nodes (and are also called states)
and Y1,...,YT are observable nodes (or observations). The semantics of this
first-order Markov model is that a state Xt at time step t only depends on
the previous state Xt−1 at time step t−1 and does not depend on any other
past state. At the same time an observation Yt only depends on (or is gen-
erated by) the corresponding state Xt at the same time step and does not
depend on any other state or observable. First-order Markov models can
be classified according to the type of state and observation variables. One
important model is the state-space model. In state-space models a sequence
of D-dimensional real-valued observation vectors {Y1, ..., YT } is modelled as-
suming that at each time step t vector Yt was generated by a K-dimensional
real-valued hidden state variable Xt [44]
2. Using a notation X1:T for se-
2If the state variable is discrete and distributed according to a multinomial distribution,
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Figure 3.3: First-order Markov model.
quences of variables like X1, X2,...,XT and taking into account that if the
value of XT is known, node XT d-separates node YT from the set of nodes
{X1:T−1, Y1:T−1} and if the value of XT−1 is known, node XT−1 d-separates
the set of nodes {XT , YT } from the set of nodes {X1:T−1, Y1:T−1} (see Fig.
3.3) we can compute the joint probability distribution of all states and ob-
servations in a state-space model by the following recursive formula:
p(X1:T , Y1:T ) = p(YT |XT )p(XT |XT−1)p(X1:T−1, Y1:T−1) (3.4)
where we assume that p(X1:1, Y1:1) = p(Y1|X1)p(X1).
3.2.1 Inference in dynamic Bayesian networks
The general inference problem in dynamic Bayesian networks is to compute
p(Xt|Y1:T ), where Xt represents a hidden variable at some time point t and
Y1:T represents all the available evidence in time interval 1 : T . There are
several special cases depending on the value of t. If t < T the inference is
called fixed lagged smoothing, if t > T it is called prediction and if t = T the
inference is called filtering. We are mainly interested in the last category.
According to the definition, the problem of filtering is to find p(XT |Y1:T ).
The latter can be computed using the joint probability distribution 3.4:
p(XT |Y1:T ) =
∫
Ω1:T−1
p(X1:T , Y1:T )dX1:T−1
p(Y1:T )
(3.5)
the model is called a hidden Markov model, or HMM
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where we first marginalized out the variables X1:T−1 to get p(XT , Y1:T ) by
integration over the sets Ω1:T−1 they are defined on and then divided the
result by p(Y1:T ) - the prior over all the evidence. Now if we substitute the
expression 3.4 for the joint in the integral in 3.5 we get:
p(XT |Y1:T ) =
∫
Ω1:T−1
p(YT |XT )p(XT |XT−1)p(X1:T−1, Y1:T−1)dX1:T−1
p(Y1:T )
=
p(YT |XT )
∫
ΩT−1
p(XT |XT−1)dXT−1
∫
Ω1:T−2
p(X1:T−1, Y1:T−1)dX1:T−2
p(Y1:T )
=
p(YT |XT )
∫
ΩT−1
p(XT |XT−1)p(XT−1|Y1:T−1)p(Y1:T−1)dXT−1
p(Y1:T )
=
p(Y1:T−1)
p(Y1:T )
p(YT |XT )
∫
ΩT−1
p(XT |XT−1)p(XT−1|Y1:T−1)dXT−1
(3.6)
The equation 3.6 expresses p(XT |Y1:T ) recursively in terms of
p(XT−1|Y1:T−1). Because the values of the variables Y1:T are known,
the expression p(Y1:T−1)/p(Y1:T ) represents a constant αT depending only
on time. Thus, the general equation for filtering in state-space models
becomes:
p(XT |Y1:T ) = αT p(YT |XT )
∫
ΩT−1
p(XT |XT−1)p(XT−1|Y1:T−1)dXT−1 (3.7)
Although the recursive equation 3.7 looks pretty simple, in general it
is impossible to compute it exactly. Below we will touch upon an inter-
esting special case known as Kalman filters, in which exact computations
are possible and two related approximative techniques - particle filters and
Rao-Blackwellized particle filters based on Monte-Carlo methods.
Kalman filters
Kalman filters represent linear-Gaussian state-space models. To be more
specific, both state transition probability p(Xt|Xt−1) and conditional ob-
servation probability p(Yt|Xt) can be decomposed into deterministic linear
components and Gaussian noise components:
Xt = AXt−1 + vt
Yt = CXt + wt
(3.8)
where A and C are time-invariant matrices of dimensions K×K and D×K,
respectively. vt and wt are normally distributed zero-mean random vectors
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of dimensions K and D with covariance matrices Σvt and Σwt , respectively.
We also assume that the initial variable X1 is distributed normally with
the mean µX1 and covariance matrix ΣX1 . Because of the linear transition
model and Gaussian noise, all the variables Xt will be also distributed nor-
mally with (and completely determined by) some means µXt and covariance
matrices ΣXt . Using this information in equation 3.7 one can analytically
compute µXt and ΣXt in terms of µXt−1 , ΣXt−1 , Yt, A, C, Σvt and Σwt [44]:
µ′Xt = AµXt−1
Σ′Xt = AΣXt−1A
T +Σvt
Kt = Σ
′
XtC
T (CΣ′XtC
T +Σwt)
−1
µXt = µ
′
Xt +Kt(Yt − Cµ′Xt)
ΣXt = Σ
′
Xt −KtCΣ′Xt
(3.9)
where AT denotes the transpose of A. Equations 3.9 immediately give us
the computational complexity of one step of Kalman filters: the complexity
will be bound by the time needed to compute the covariance matrix ΣXt ,
which implies O(K2) time, where K is the dimensionality of Xt.
Particle filters
Particle filters [30] represent an efficient Monte-Carlo technique for approx-
imate solution of equation (3.7) and is an instance of the Markov chain
Monte Carlo technique. Note that solving the recursion (3.7) is equivalent
to solving the following recursive equation which also easily follows from the
equation (3.4):
p(X1:T |Y1:T ) = αT p(YT |XT )p(XT |XT−1)p(X1:T−1|Y1:T−1) (3.10)
Suppose now that we want to compute the expected value E[X1:T ] with
respect to the distribution p(X1:T |Y1:T ) given by (3.10). We can draw N
independent identically distributed (i.i.d.) samples x
(i)
1:T from p(X1:T |Y1:T )
in which case the Monte Carlo estimate of E[X1:T ] will be
Ê[X1:T ] =
1
N
N∑
i=1
x
(i)
1:T . (3.11)
The problem with (3.11) is that sampling directly from (3.10) is difficult.
Therefore, we introduce a function q(X1:T ) from which it is easy to get
samples and such that p(X1:T |Y1:T ) > 0 implies q(X1:T ) > 0. Then we can
write
E[X1:T ] =
Eq[X1:T · w]
Eq[w]
, (3.12)
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where Eq[·] denotes an expectation with respect to q(X1:T ) and the impor-
tance weight w = p(X1:T |Y1:T )/q(X1:T ). Now if we draw N i.i.d. samples
x
(i)
1:T from q(X1:T ), we can rewrite the Monte Carlo estimate (3.11) as
Ê[X1:T ] =
N∑
i=1
x
(i)
1:T · w(i)
N∑
i=1
w(i)
=
N∑
i=1
w˜(i) · x(i)1:T , (3.13)
where w˜(i) = w(i)/
N∑
i=1
w(i) are weights. The function q(X1:T ) can be chosen
arbitrarily as long as it satisfies the mentioned assumptions. The simplest
and most common choice is
q(X1:T ) = p(XT |XT−1)p(X1:T−1|Y1:T−1) (3.14)
in which case the importance weight equals to the value of the observation
probability w = p(YT |XT ). The expression (3.14) is called the proposal
distribution, while (3.10) is the target distribution.
It can be proved that if the variance V ar[X1:T ] of X1:T with respect to
(3.10) is finite and w(i) < +∞ then the estimate (3.13) satisfies the central
limit theorem [32]:
Ê[X1:T ] ∼ N (E[X1:T ], σ1√
N
) (3.15)
where by N (µ, σ) we denote the normal distribution with the mean µ and
standard deviation σ and σ21 = Eq[((X1:T − E[X1:T ])w)2]. Equation (3.15)
means that the Monte-Carlo estimate (3.13) is distributed normally with the
mean E[X1:T ] - the true expectation of X1:T given the data Y1:T , and the
variance σ21/N , which decreases linearly with the number of samples N , that
is the more samples we choose, the more accurate the Monte-Carlo estimate
(3.13) will be.
The particle filter algorithm uses the above ideas to estimate p(X1:T |Y1:T )
sequentially. It represents p(X1:t|Y1:t) for any time step t as a set St ofN ∈ N
weighted samples of X1:t or particles. Each particle is a tuple of the form
〈w, x1:t〉, where 0 ≤ w ≤ 1 is the weight of the particle and x1:t is a certain
value (sample) of the variable X1:t. Algorithm 3.1 below summarizes this.
In lines 1 − 3 we declare the input sample set St−1, the value of the
observation variable yt and initialize the output sample set St to the empty
set. In line 4 we start a loop, which will repeat N times as follows. First in
line 5 a random sample x1:t−1 is drawn (with replacement) from the current
sample set St−1. This sample represents concrete values of the variables
X1:t−1 and is drawn according to the importance weights w
(j), 1 ≤ j ≤ N
in St−1. This step is called the resampling. In line 6 we sample a value xt of
the variable Xt from the state-transition distribution p(Xt|xt−1) assuming
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Algorithm 3.1 Particle Filter Algorithm
1: St−1 , {〈w(j), x(j)1:t−1〉|1 ≤ j ≤ N} {Input sample set}
2: yt {Value of current observation Yt}
3: St = ∅ {Output sample set}
4: for i = 1 to N do
5: sample x1:t−1 ∼ St−1 according to w(j), 1 ≤ j ≤ N
6: sample xt ∼ p(Xt|xt−1)
7: w = p(yt|xt)
8: St = St ∪ {〈w, {x1:t−1, xt}〉}
9: end for
10: normalize w(j), 1 ≤ j ≤ N , s.t.
N∑
j=1
w(j) = 1
11: return St
that the variable Xt−1 has a value xt−1. This step is called sampling. In
contrast to the resampling step, which is based on drawing random samples
from a sample set and is the same for any distribution, the sampling step
depends on a concrete form of the state-transition distribution. We return
to this issue in Chapter 4, where we consider concrete implementation of
the particle filter algorithm. In line 7 we compute the current new weight w
just by assigning to it the value of the observation probability distribution
p(yt|xt) for the value yt of the current observation variable Yt and the current
sample xt. In line 8 we update the output sample set St by adding to it
a new particle 〈w, x1:t〉. Finally in lines 10 and 11 we normalize the new
weights to sum up to 1 and return the output sample set.
The time complexity of the algorithm depends on the computations in
lines 5, 6 and 7. Resampling in line 5 can be done in time O(1), as we
will see in Chapter 4. The sampling step and computing an importance
weight in lines 6 and 7 depend on concrete distributions and also on the
dimensionality D of the observation variable Yt. In Chapter 4 we present
a concrete implementation of the algorithm, which runs in time O(N ·D).
Note that if we want to estimate p(X1:T |Y1:T ) by the above algorithm we
should run it T − 1 times, which increases the complexity by an additional
factor of T .
Rao-Blackwellized particle filters
If the variable Xt has a very high dimensionality the number of samples
N needed for the particle filter algorithm to work accurately can become
intractably high. There are situations however, when the underlying state-
space model has a tractable “substructure”, which can be marginalized out
conditional on certain other nodes. Marginalizing out certain variables is an
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example of the technique called Rao-Blackwellization, because it is related
to the Rao-Blackwell theorem [32, 16].
Consider again the state-space model presented in Fig. 3.3 and the corre-
sponding expression for filtering (3.10). The model assumes that there is no
“structure” in a hidden variableXt. But suppose now thatXt can be divided
into two groupsWt and Zt such that p(Xt|Xt−1) = p(Wt|Wt−1, Zt)p(Zt|Zt−1)
and that the dimensionality of Zt is much less than that of Xt. The new
model can be represented by the following dynamic Bayesian network: The
Figure 3.4: Dynamic Bayesian network for two hidden variables.
“structure” in Xt here is represented by the causal dependency of Wt on
Zt (but not vice versa) within Xt. Our objective is then to determine
p(X1:T |Y1:T ) = p(Z1:T ,W1:T |Y1:T ). Using the chain rule we can write:
p(Z1:T ,W1:T |Y1:T ) = p(W1:T |Z1:T , Y1:T )p(Z1:T |Y1:T ) (3.16)
If the distribution p(W1:T |Z1:T , Y1:T ) in equation (3.16) (the “structure”) is
analytically tractable, we can easily marginalize W1:T out and focus on esti-
mating p(Z1:T |Y1:T ) [32]. First let us get a recursive expression representing
p(Z1:T |Y1:T ) in terms of p(Z1:T−1|Y1:T−1). We can do it by examining the
joint p(Z1:T , Y1:T ) and conditional independencies in Fig. 3.4: if the value of
ZT−1 is known the corresponding node d-separates node ZT from the set of
nodes {Z1:T−1, Y1:T−1}, however if the value of ZT is known the correspond-
ing node does not d-separate node YT from the set of nodes {Z1:T−1, Y1:T−1},
because of the hidden nodesW1:T : a Bayes ball can pass through these nodes
from any node in {Z1:T−1, Y1:T−1} to node YT . Therefore given ZT , YT will
not be conditionally independent of the set {Z1:T−1, Y1:T−1}:
p(Z1:T , Y1:T ) = p(YT |Z1:T , Y1:T−1)p(ZT |ZT−1)p(Z1:T−1, Y1:T−1) (3.17)
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Equation (3.17) is similar to (3.4) up to the fact that in the latter case the
observational probability p(YT |ZT ) is conditionally independent from the
rest of the nodes, given the known state ZT , while in the former case it
depends on all previous states and observations through the hidden nodes
W1:T . It is easy to derive p(Z1:T |Y1:T ) from (3.17). In analogy to (3.10) we
have:
p(Z1:T |Y1:T ) = αT p(YT |Z1:T , Y1:T−1)p(ZT |ZT−1)p(Z1:T−1|Y1:T−1) (3.18)
where αT = p(Y1:T−1)/p(Y1:T ) is a constant.
Now, as in the case of general particle filters, suppose we want to compute
the expected value E[X1:T ] = E[W1:T , Z1:T ] with respect to the distribution
p(X1:T |Y1:T ) = p(Z1:T ,W1:T |Y1:T ) given by (3.16). By marginalizing out
W1:T and drawing N independent identically distributed (i.i.d.) samples
z
(i)
1:T from p(Z1:T |Y1:T ) we can express the Monte Carlo estimate of E[X1:T ]
as:
Ê[X1:T ] = Ê[W1:T , Z1:T ] =
1
N
N∑
i=1
(E
p(W1:T |z
(i)
1:T ,Y1:T )
[W1:T ], z
(i)
1:T ) (3.19)
where E
p(W1:T |z
(i)
1:T ,Y1:T )
[·] is the expectation with respect to
p(W1:T |z(i)1:T , Y1:T ), which by our assumption above can be evaluated
analytically. Now if we proceed in the same way as in the case of general
particle filters presented above, we can write a Monte-Carlo estimate of
E[X1:T ] = E[W1:T , Z1:T ] analogous to the estimate (3.13) as:
Ê[W1:T , Z1:T ] =
N∑
i=1
w˜(i) · (E
p(W1:T |z
(i)
1:T ,Y1:T )
[W1:T ], z
(i)
1:T ) (3.20)
where w˜(i) = w(i)/
N∑
i=1
w(i) are weights, w(i) = p(z
(i)
1:T |Y1:T )/q(z(i)1:T ) and as
the above q is some function of Z1:T from which it is easy to get sam-
ples. As mentioned, the most common choice for q is the proposal distri-
bution p(ZT |ZT−1)p(Z1:T−1, Y1:T−1), in which case an importance weight
w is simply the value of the observational probability distribution: w(i) =
p(YT |z(i)1:T , Y1:T−1). It can also be proved that if the variance V ar[W1:T , Z1:T ]
of (W1:T , Z1:T ) with respect to (3.16) is finite and w
(i) < +∞ then the esti-
mate (3.20) satisfies the central limit theorem [32]:
Ê[W1:T , Z1:T ] ∼ N (E[W1:T , Z1:T ], σ2√
N
) (3.21)
where by N (µ, σ) we denote the normal distribution with the mean µ
and standard deviation σ and σ2 = Eq[(((Ep(W1:T |Z1:T ,Y1:T )[W1:T ], Z1:T ) −
E[W1:T , Z1:T ])w)
2] [32].
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Intuitively, Rao-Blackwellized particle filters allow us to dramatically re-
duce the dimensionality of the model. This is not possible in general, but
there are practical cases where the underlying model semantics allows such
a reduction.
The Rao-Blackwellized particle filter algorithm is practically the same
as the Algorithm 3.1 with the differences that the variable X and its val-
ues should substituted by variable Z and in line 7 the expression w =
p(yt|xt) should be changed by the expression w = p(yt|z1:t, y1:t−1), where
z1:t and y1:t−1 are the values of the variables Z1:t and Y1:t−1 respectively.
The time complexity of the Rao-Blackwellized particle filter algorithm will
in general be higher than that of the Algorithm 3.1 because computing
w = p(yt|z1:t, y1:t−1) in line 7 is generally more difficult than computing
w = p(yt|xt). In Chapter 5 we will present a concrete implementation of the
Rao-Blackwellized particle filter algorithm, which runs in time O(N+log(t)),
where N is the number of samples and t is the current estimation time step.
Again an inference up to time T requires T −1 runs of the algorithm, which
adds an additional factor of T to the overall complexity.
3.3 Modelling Robotic Localization and Mapping
Problems by Dynamic Bayesian Networks
Having introduced the theoretical background, we can now move on to its
application to the robotic localization and mapping problems. The first
question which arises is why do we want to apply dynamic Bayesian net-
works to the localization and mapping at all? The answer to this question
is that both the localization and mapping processes depend on the data,
which a robot acquires by its sensors. These data contain errors due to vari-
ous factors, such as measurement noise of the sensor devices themselves (for
example, laser range finders and wheel encoders), errors due to unmodelled
features (for example, the surface of an obstacle can have a low reflectivity
for a laser beam causing a corrupted measurement of the distance to this
obstacle, or the robot wheels might slip on a smooth surface causing an in-
correct measurement of the traveled distance), errors caused by limitations
of the robot’s environment model (for example, two-dimensional maps of the
environment cannot contain all the features of the environment, in addition
they do not usually take into account dynamic changes, such as persons
walking around or doors being opened and closed). Of course we could try
to model all these factors, but taking them all into account would render
our model intractable very soon. A much more cleaver way is to introduce
uncertainty to the parameters of interest by defining their probabilistic mod-
els, which would subsume sufficiently many error-causing factors described
above, in order to model the robotic localization and mapping realistically
for real-world environments. In the following subsections we will introduce
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the probabilistic models of the robotic localization and mapping problems.
3.3.1 Localization
In the robotic localization problem we would like to estimate a robot’s loca-
tion and orientation (together called pose in the literature) relative to the
coordinate frame of some known environment. This means that the robot
has a model (map) of the environment and tries to determine its pose within
this map. Let us now introduce the parameters of interest for the localization
problem. Let l 3 be a robot’s pose and m a map of the robot’s environment.
Apart from these parameters we should also consider the sensor data the
robot can measure. We suppose that our robot can record two kinds of
sensor data - motion control data a (for example, odometry data from the
motor controller) and perception data s (for example, laser-range data or
images from a camera). In later chapters we will consider concrete types of
l, m, a and s, but for now it is enough to have them in this abstract form.
The mentioned parameters vary with time (for example a robot’s pose varies
as the robot drives), therefore, assuming that estimation of the robot’s pose
is done at discrete time steps, instead of single random variables l, m, a
and s we will have at time step t sets of random variables l0:t, m0:1, a0:t
and s0:t, respectively, where, as mentioned, the notation x0:t means the set
{x0, x1, ..., xt}. It is also clear that any causality relationship between any
of these parameters will be compatible with their time order and therefore
dynamic Bayesian networks will be good candidates to choose for modelling
these parameters.
Considering all of the above, our objective will be to estimate the robot’s
pose lt at time t given all the data the robot recorded or computed up to
time t. There are odometry data a0:t−1, perception data s1:t and previously
computed poses l0:t−1. In addition the robot has a known map m, which we
assume to be static and independent of time. The problem is therefore to
find
p(lt|l0:t−1, a0:t−1, s1:t,m) (3.22)
the posterior probability distribution of lt given all the mentioned data. To
specify p as a dynamic Bayesian network we should inspect the causality
relationships among the random variables in the model.
Firstly, we assume that the robot motion is arbitrary, i.e. the path
the robot drives does not depend on any other model variables, 4 which
furthermore means that the variable at in our dynamic Bayesian network will
3From now on, to simplify notation, we will designate both random variables and their
values by lower-case Latin letters.
4The robotic localization, in which the robot motion is arbitrary is sometimes called
passive localization
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not have any parent. Secondly, the map m is constant and does not depend
on any other variable either. So m will also have no parents. Now let’s take
a look at the variable lt. We should choose the parents of lt from the set of
variables {l0:t−1, a0:t−1, s1:t,m} that is all the measured and computed data
available at time t. Because we assumed that the robot motion is arbitrary,
there will be no causal dependency of lt on either s1:t or m, i.e. the pose
of the robot, which drives arbitrary paths is not determined by what the
robot “sees” or by the form of the environment. On the other hand, the
current pose does depend on previous poses l0:t−1 and motion commands
a0:t−1. In order to specify this dependency we make the so called Markov
assumption, which states that lt is completely determined by lt−1 and at−1,
that is, given we know the previous pose of the robot lt−1 and motion data
at−1, the current pose of the robot is independent of any past poses l0:t−2
and motion data a0:t−2. By this assumption variable lt will have only two
parents in the network - lt−1 and at−1. This dependency is illustrated in
Fig. 3.5.
Figure 3.5: Causal dependence of the robot’ pose.
Finally let’s examine the current perception data st. Here we make an-
other assumption, which specifies the causality relationship of st with other
variables {l0:t, a0:t−1, s1:t−1,m}. This assumption is sometimes called the
static-world assumption and states that the current perception data st de-
pends only on the current robot pose lt and map m. Note that this assump-
tion will not hold in dynamic environments such as offices or lobbies with
people walking around. For example, a robot equipped with a laser-range
finder may measure a distance to the next person walking by instead of the
next wall, which means that the robot’s perception data will be determined
not only by where the robot is and how the environment looks like, but also
by other dynamic factors. Putting everything together, we get the following
dynamic Bayesian network presented in Fig. 3.6.
As we can see, the diagram represents a state-space model, a little bit
more complex than the one presented in Fig. 3.3 due to the robot motion
data a0:t−1 and map m. The inference in this model is done by the recursive
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Figure 3.6: Dynamic Bayesian network for the robotic localization problem.
equation (3.7) slightly modified to take account for a0:t−1 and m:
p(lt|l0:t−1, a0:t−1, s1:t,m) =
αtp(st|lt,m)
∫
p(lt|lt−1, at−1)p(lt−1|l0:t−2, a0:t−2, s1:t−1,m)dlt−1
(3.23)
Monte-Carlo localization
As we have already mentioned above, it is impossible to exactly compute
equations like equation (3.23) in general. Therefore, we should resort to ap-
proximative techniques. Here we introduce the basics of a technique known
as Monte-Carlo localization (MCL) [25, 26, 40, 101, 64, 103, 107, 39]. MCL
is based on the particle filter algorithm introduced above (algorithm 3.1).
For the further discussion we assume that robots have odometry and per-
ception sensors (wheel encoders and laser range finders in our case), which
give us the information about the motion of the robot and the environment,
respectively. Following the probabilistic nature of our approach our goal is
to estimate the conditional probability distribution (belief) over all possible
paths of the robot given all the sensor data that the robot gathers up to the
time of the estimation. To be more specific, let l = (x, y, θ) denote a robot
pose, where x, y and θ are the Cartesian coordinates in the global coordinate
system and the orientation (with respect to the x-axis of this system) of a
robot, respectively. We seek to estimate
bel(l0:t) , p(lt|l0:t−1, a0:t−1, s1:t,m) (3.24)
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where p(lt|l0:t−1, a0:t−1, s1:t,m) is defined by equation (3.23). bel(l0:t) is the
belief that at time t the robot has made the path l0:t and its current pose is lt,
while a0:t−1 and s1:t are the sets of all odometry measurements and percep-
tions of the environment up to time t, respectively. Expressions p(st|lt,m)
and p(lt|lt−1, at−1) in equation (3.23) are called perception model and motion
model, respectively.
MCL is just a specialization of algorithm 3.1 by concrete parameters of
the localization problem and their probabilistic models. We summarize the
MCL-algorithm below.
Algorithm 3.2 MCL-Algorithm
1: S0:t−1 , {〈w(j), l(j)0:t−1〉|1 ≤ j ≤ N} {Input sample set}
2: at−1 {Current odometry data}
3: st {Current perception data}
4: S0:t = ∅ {Output sample set}
5: for i = 1 to N do
6: sample l0:t−1 ∼ S0:t−1 according to w(j), 1 ≤ j ≤ N
7: sample lt ∼ p(lt|lt−1, at−1)
8: w(i) = p(st|lt,m)
9: S0:t = S0:t ∪ {〈w(i), {l0:t−1, lt}〉}
10: end for
11: normalize w(j), 1 ≤ j ≤ N , s.t.
N∑
j=1
w(j) = 1
12: return S0:t
The main steps of the algorithm are exactly the same as of algorithm
3.1: resampling - line 6, which assumes drawing (with replacement) samples
from a set of particles, sampling - line 7, which includes getting samples
from the motion model and updating importance weights - line 8, in which
the perception model is used to compute the new weights of the samples.
In Chapter 4 we elaborate on the implementation of these steps and, in
particular, present a new approach to computing the importance weights by
introducing a hierarchical perception model.
3.3.2 Mapping
In contrast to localization, in the mapping problem a robot does not possess
any model of the environment and should construct it by itself using the
perception sensor data it records (i.e. the robot should map the environment
by e.g. laser-range data it records while driving). To map the environment
the robot should also keep track of its poses, 5 in order to superimpose its
5This is not necessary if the robot can “see” the whole environment at once. In this
case it can use this “view” as a map. This trivial situation occurs rarely in practice,
however.
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local “views” of the environment in a correct manner. Therefore, when we
talk about (on-line) mapping, we actually mean simultaneous localization
and mapping or SLAM.
Let us now, as in the localization problem, define the problem more
formally. Following the idea and notation of the previous subsection, we
would like to estimate the following posterior probability distribution:
p(lt,mt|l0:t−1,m0:t−1, a0:t−1, s1:t) (3.25)
Note the difference to the equation (3.22): the map mt is now unknown
together with lt and has a time index indicating that it changes over time
in contrast to the localization problem, where it is known. Here it should
be mentioned that such a dynamic map has nothing to do with a dynamic
environment. Indeed, as in the case of the robotic localization we make
the static-world assumption, which implies static environments. As in the
previous subsection, we should try to find causality relationships between
the random variables in order to specify p. By stipulating the Markov as-
sumption and assuming arbitrary robot motion mentioned above, we get the
same causality relationships for the variables lt and at as in the case of the
robotic localization problem. As mentioned, we make also the static-world
assumption, which specifies the causal dependency of variable st: given the
current robot pose lt and the current map mt the current perception sensor
data will be statistically independent of any other variable in the model,
that is st will have two parents - lt and mt, as shown in Fig. 3.7.
Figure 3.7: Causal dependence of the perception sensor data.
Finally, we should specify the causal dependency of the current map
mt. In order to do this, we first apply the Markov assumption to the set of
random variables {lt,mt} (considering this set as one hidden variable to be
estimated). We get that, given we know the set {lt−1,mt−1} and the value
of at−1, the set {lt,mt} is statistically independent of all the other model
variables. Now the variable lt does not have a causal dependency on either
mt−1 or mt due to our assumption that the robot motion is arbitrary and,
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in addition, lt d-separates at−1 and lt−1 from the other variables (Fig. 3.6),
which means that if lt and mt−1 are known, mt is statistically independent
from any other model variables, that is, mt has two parents - mt−1 and lt
as shown in Fig. 3.8:
Figure 3.8: Causal dependency of the current map.
By combining all the mentioned causal relationships we get the following
dynamic Bayesian network for the robotic mapping problem:
Figure 3.9: Dynamic Bayesian network for the robotic mapping problem.
This is actually an even more complex state-space model than that pre-
sented in Fig. 3.6 due to the fact that we have here two hidden variables -
lt and mt.
Analogous to the localization problem we can easily derive the recursive
inference expression for robotic mapping.
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p(lt,mt|l0:t−1,m0:t−1, a0:t−1, s1:t) = αtp(st|lt,mt)∫
p(lt|lt−1, at−1)p(mt|mt−1, lt−1)
p(lt−1,mt−1|l0:t−2,m0:t−2, a0:t−2, s1:t−1)dlt−1dmt−1
(3.26)
Efficient inference for the robotic mapping problems by Rao-
Blackwellized particle filters
As we saw above, Rao-Blackwellized particle filters represent an estimation
technique based on marginalizing out high-dimensional hidden variables.
Here we consider it in more detail in the context of the SLAM problem.
In analogy to the formulation of the robotic localization problem, our
goal is to estimate the posterior probability distribution (belief) over all
possible paths and maps of the robot given all the sensor data that the
robot gathers up to the time of the estimation:
bel(l0:t,m0:t) , p(lt,mt|l0:t−1,m0:t−1, a0:t−1, s1:t) (3.27)
where p(lt,mt|l0:t−1,m0:t−1, a0:t−1, s1:t) is the belief that at time t the robot
has traversed a path l0:t and the current map ism0:t. Here, as in (3.25), a0:t−1
and s1:t are the sets of all odometry measurements and perceptions of the
environment, respectively. The difference between (3.25) and (3.27) lies in
the fact that in the former case the map m was exactly known and constant,
while in the latter case it represents a hidden variable m0:t, which should be
estimated along with the robot path l0:t. Recall that in Rao-Blackwellized
particle filters we make use of some internal “structure” of hidden variables,
which sometimes exists in probabilistic models. The model of Fig. 3.9 also
has such a “structure”, which is expressed in the following decomposition of
(3.27):
p(lt,mt|l0:t−1,m0:t−1, a0:t−1, s1:t) =
p(m0:t|l0:t, s1:t) · p(l0:t|a0:t−1, s1:t)
(3.28)
This decomposition says that the hidden variable m0:t has a causal de-
pendency on the other hidden variable l0:t but not vice-versa. As we saw
above, this is one of the assumptions for Rao-Blackwellized particle filters
to work. The other assumption was the possibility to efficiently compute
p(m0:t|l0:t, s1:t) - the “structure”. Unfortunately, we do not know anything
about the latter conditional distribution and, therefore, can not compute
it, but we do not need it for mapping, as we shall see shortly. Notice that
the expression p(l0:t|a0:t−1, s1:t) in equation (3.28) is actually bel(l0:t) - be-
lief that the robot at time t has made the path l0:t given the odometry and
perception sensor-data a0:t−1 and s1:t up to time t. This belief can not be
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computed by equation (3.23), however, because we have marginalized out
the map m. Instead, we should use equation (3.13), which we can rewrite
as follows:
bel(l0:t) = αtp(st|l0:t, s1:t−1)p(lt|lt−1, at−1)bel(l0:t−1) (3.29)
Note the difference between equations (3.23) and (3.29). In the former
case perception sensor-data st at time t is conditionally dependent only on
the robot pose lt at time t and a known map m, while in the latter case st
conditionally depends on all robot poses and perception sensor-data up to
time t. This is a consequence of marginalizing out mapm: st is not any more
d-separated from s1:t−1 and l0:t−1 (Fig. 3.9). We can rewrite the perception
model p(st|l0:t, s1:t−1) as p(st|lt, m̂(l0:t−1, s1:t−1)), where m̂ is a (determinis-
tic) function representing a current map. In our case the perceptions s1:t−1
are laser range-scans acquired by a robot at times 1 up to t− 1. Therefore,
function m̂(l0:t−1, s1:t−1) just places scans si at their corresponding locations
li, 1 ≤ i ≤ t. Thus, solving (3.29) gives us both the pose of a robot and
its map. That is why this method is called simultaneous localization and
mapping.
Taking all the above-mentioned into account, we can get the Rao-
Blackwellized particle filter algorithm for the SLAM problem just by replac-
ing the expression in line 8 of the MCL-algorithm (3.2) by the expression
w(i) = p(st|lt, m̂(l0:t−1, s1:t−1)). All the other steps of the Rao-Blackwellized
SLAM algorithm are exactly the same as those of the MCL-algorithm. In
Chapter 5 we provide our approach to efficient computation of the percep-
tion model p(st|lt, m̂(l0:t−1, s1:t−1)), which is one of the contributions of this
thesis.
Chapter 4
Single Robot Localization
In this chapter we present our implementation of the Monte-Carlo local-
ization algorithm, introduced in Chapter 3, for the single robot case. We
also present our approach to the solution of the kidnapped robot problem.
The chapter is organized as follows. We first introduce in Section 1 our
robust and efficient implementation of the Monte-Carlo localization algo-
rithm. Section 2 presents our solution to the kidnapped robot problem.
Section 3 concludes the chapter with some results of experimental testing of
the algorithm with real robots.
4.1 Implementation of the Monte-Carlo Localiza-
tion Algorithm
In this section we present some details of the implementation of the main
steps of the MCL-algorithm from Chapter 3 (algorithm 3.2). In particu-
lar we present existing methods of implementation of the resampling and
sampling steps of MCL, used in our experiments, and introduce our method
for computing importance weights, which is one of the contributions of this
thesis.
4.1.1 Drawing samples from a set of weighted samples
In order to implement the resampling step of the algorithm 3.2 we need
a technique to sample from a particle set. Drawing one sample can be
done in O(1) time by the so called proportional stratification algorithm [15].
Suppose we have to draw with replacement N samples from a sample set
S , {(wi, si)|0 ≤ i < N}, where wi are weights of the corresponding samples
si and
∑
i<N
wi = 1. The algorithm is presented below.
This algorithm has the property that the expected number of times a
sample sk, 0 ≤ k < N is drawn from the sample set equals to wkN , while
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Algorithm 4.1 Proportional stratification
1: generate a random t ∈ [0, 1]
2: t = t/N ; q = 0; i = 0; j = 0
3: while t < 1 do
4: if q > t then
5: t = t+ 1/N
6: print si
7: else
8: generate random i ∈ {j, ..., N − 1}
9: q = q + wi
10: swap (wi, si) with (wj , sj)
11: j = j + 1
12: end if
13: end while
the actual number of times will differ from the expected one by no more
than 1 [15].
4.1.2 Robot motion model
The implementation of the sampling step of the algorithm 3.1 requires the
computation of the so called motion model p(lt|lt−1, at−1), which represents
a posterior distribution over robot poses at time t given a robot pose lt−1 at
time t−1 and the odometry sensor information at−1 at time t−1. This kind
of an incremental position estimation scheme is referred to as dead reckoning
and is widely used in autonomous mobile robotics [25, 40, 101, 103, 39]. The
odometry sensor information of a mobile robot at−1 is usually represented
by two parameters, which are assumed to be statistically independent of
each other - the robot translation ∆R and rotation ∆Θ. We first assume
that ∆R and ∆Θ are small values and that the robot motion can be broken
down into small successive translations and rotations. Fig. 4.1 explains this
simplified robot motion geometry.
Here a robot represented by a black circle first makes a small translation
∆R from the coordinates xt−1,yt−1 in the direction Θt−1 and then makes
a rotation ∆Θ to the right. It is easy to compute now the new robot pose
(xt,yt,Θt):
xt = xt−1 +∆Rcos(Θt−1)
yt = yt−1 +∆Rsin(Θt−1)
Θt = Θt−1 +∆Θ
(4.1)
The estimation of the robot position by (4.1) is also called position inte-
gration. In order to address the propagation of errors during position inte-
gration, we should consider the types of error the odometry sensors made.
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Figure 4.1: Simple robot motion geometry.
Measurement of the odometry parameters ∆R and ∆Θ is subject to many
different kinds of error. For example, a robot might slip on the surface
without moving forward, and because the wheel encoders will still count
the number of rotations the wheels have made, the robot will “think” it
has moved forward. The noisy nature of the odometry sensor data requires
introduction of some probabilistic error models for the mentioned param-
eters. The uncertainty in the translation and rotation is usually modeled
by a Gaussian distribution. Each of the parameters is thus modeled as a
random variable with the following distribution:
p(z) =
1√
2piσa
e
−
(z−µa)
2
2σa2 (4.2)
where µa is the middle value of a parameter (translation or rotation mea-
sured by the odometry sensors), σa is the standard deviation and the index
a ∈ {R,Θ}. The parameter σa is not constant because the longer the trans-
lation or rotation of the robot the higher the uncertainty. In the context of
mobile robotics three types of errors are usually considered:
• Range error. When a robot travels in a given direction the distance
estimated by dead reckoning will differ from the true distance. This
error grows with the distance traveled.
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• Turn error. This type of error is similar to the range error - when a
robot turns, the estimated angle will differ from the true one.
• Drift error. When a robot moves in a given direction it might drift
(change its direction while moving) due to possible differences in the
errors of the robot wheels.
As we can see, the range error contributes to the uncertainty in the trans-
lation parameter, and turn and drift error contribute to the rotation uncer-
tainty. Thus we have that σR depends on µR, and σΘ depends on µΘ and
µR. On the other hand, if we assume that the errors of individual odometric
measurements are stochastically independent (which is a good approxima-
tion), we get that the variances V arR = σ
2
R and V arΘ = σ
2
Θ depend linearly
on µR and µΘ:
V arR = cr · µR
V arΘ = ct · µΘ + cd · µR
(4.3)
where cr, ct and cd are variance coefficients of range, turn and drift errors re-
spectively and their values can be measured experimentally. The coefficients
are constant (for a given setting) and can be interpreted as the mean-square
error caused by a unity of translation or rotation (for example 1m or 1 deg.).
The three types of errors are explained in Fig. 4.2.
a) b)
Figure 4.2: Illustration of the types of errors of the robot motion. 300
samples of the robot pose (0, 0, 0) were generated. In a) the range and
drift errors are shown. The samples were translated by the range R ≈
10m. The translation caused range uncertainty ∆R ≈ 1m and orientation
uncertainty ∆Θ ≈ 25deg. In b) the turn error is presented. The samples
were rotated by the angle Θ ≈ 45deg, which caused uncertainty in the
orientation ∆Θ ≈ 40deg. The following values of the variance coefficients
were used: cr = 0.002, ct = 1.0, cd = 1.8.
Thus, as we can see, the posterior p((xt, yt,Θt)|∆Rt−1,∆Θt−1,
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(xt−1, yt−1,Θt−1)) depends on the distributions p(∆Rt−1) and p(∆Θt−1),
given by (4.2) and (4.3) and can be computed by (4.1). For the position
integration it is enough to assume that the estimation occurs at small
intervals, which makes it possible to make an assumption that a robot is
translated from coordinates (xt−1, yt−1) to coordinates (xt, yt) in its original
direction Θt−1 (Fig. 4.1). But usually we will want to update the robot
pose more occasionally at longer intervals of the robot motion. In this case
we can not any more assume that the robot moves in its original direction.
Fig. 4.3 explains this situation.
Figure 4.3: Geometry of extended robot motion. The robot moves from
(xt−1, yt−1) to (xt, yt) along the path shown as a thick dashed curve. The
translation ∆R is not any more in the direction Θt−1, but in the direction
Θt−1 + α.
The angle α in Fig. 4.3 can be computed from the coordinates
((xt−1, yt−1)), (xt, yt) and the original orientation Θt−1 returned by the po-
sition integration as α = arccos(∆x/∆R) − Θt−1, where ∆x = xt − xt−1,
∆y = yt− yt−1 and ∆R =
√
∆x2 +∆y2. Thus we can rewrite the equations
(4.1) for estimating the robot pose as:
xt = xt−1 +∆Rcos(α+Θt−1)
yt = yt−1 +∆Rsin(α+Θt−1)
Θt = Θt−1 +∆Θ
(4.4)
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In order to account for the uncertainty of α in (4.4) we need to know the
distribution of this parameter. Instead of seeking the exact distribution of α,
which is complicated due to the complex relationship to the translation and
rotation, we can model it just like ∆R and ∆Θ by a Gaussian distribution
and constant variance coefficient.
Finally, we note that the MCL-algorithm assumes drawing samples from
the motion model p(lt|at−1, lt−1). We can do it by drawing samples of ∆R,
∆Θ and α independently from their corresponding distributions, which are
all univariate Gaussians and then computing samples of lt by (4.4). Drawing
samples from a univariate Gaussian distribution is easy and can be done by
the following simple algorithm:
Algorithm 4.2 Drawing a random sample from a Gaussian distribution
1: µ, σ {Mean and STD of the Gaussian}
2: generate a random u1 ∈ [0, 1]
3: generate a random u2 ∈ [0, 2pi]
4: x =
√
2ln(1− u1)cos(u2)
5: return σx+ µ
4.1.3 Perception model
The computation of the importance weights in line 8 of the MCL-algorithm
requires knowledge of the perception model p(s|l,m), which represents a
conditional probability distribution of possible observations s given a robot
pose hypothesis l and a model m of the environment. The perception model
describes the errors in measurements a perception sensor makes. Rather
than conditioning on l and m, we can condition on s′ - a hypothetical obser-
vation the robot would make if its pose were exactly l. Usually models of the
environment are chosen so that s′ can be computed from l and m. Gener-
ally the distribution p(s|s′) will depend on how accurately a sensor can make
measurements. More accurate sensors will have more “peaked” perception
models, while the models of crude sensors will be “flat”. In the extreme cases
the perception model of an absolutely non-informative sensor will be just a
uniform distribution, while the perception model of an absolutely error-free
sensor will be Dirac’s delta-function. Given that the actual observation s is
known, the intuitive meaning of assigning values of the perception model to
the importance weights in the update step of the MCL-algorithm becomes
clear. The value of p(s|s′) for s and s′ represents a measure of discrepancy
between s and s′. Under this scheme we assign greater weights to samples
(hypotheses about robot poses) whose corresponding hypothetical observa-
tions s′ computed using the environment model have smaller discrepancy
with the actual observation s and vice versa, which enables samples with
hypothetical observations more compatible with the actual observation to
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“survive” during the next importance resampling step of the algorithm.
A concrete perception model depends of course on the kind of the percep-
tual sensors a robot has and a model of the environment we use. As was al-
ready mentioned above, we deal with laser range-finders in this thesis. Laser
range-finders are proximity sensors, which can measure the distance from a
robot to the closest obstacle in a given direction using laser beams. Rotat-
ing laser range-finders can usually scan the environment around a robot and
return distances to the closest obstacles for the whole range of the robot
orientations from 0 to 2pi with a certain angular resolution. For example,
the robots used in our experiments can produce laser range-scans with a
resolution of up to 1 deg. We choose occupancy grid-maps to model envi-
ronments [34, 35, 77]. Recall that an occupancy grid-map is a fine-grained
grid, each cell of which represents a certain location in the environment and
stores the “occupancy” of this location - the probability that the location is
occupied. Fig. 4.4 shows an example of a laser range-scan in a 2-dimensional
occupancy grid-map of an environment.1
Figure 4.4: Example of a laser range-scan in an occupancy grid-map of the
Department of CS V at the RWTH Aachen University. The robot is shown
as a bright red circle in the middle.
In what follows we first briefly consider the existing widely used per-
ception model for the proximity sensors and then give our approach to
computing the perception model using a hierarchical representation of laser
range-scans.
1Note that there are four gaps in the laser range-scan. These “blind spots” are caused
by four rods which support the robot’s upper cover and block the ray of the robot’s laser
sensor. These “blind spots” are caused only by the construction of particular robots and
are not of general nature.
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Existing perception model for proximity sensors
The model is described in detail in [42]. It represents a conditional proba-
bility distribution p(d|d′) of a distance d measured by a laser range-finder
given a hypothetical distance d′. A hypothetical distance d′ can be com-
puted from a robot pose l and an occupancy grid-map m by ray-tracing.
The model represents a mixture of a Gaussian distribution, which models
errors in measurements of distances by the reflection of a laser beam from
known obstacles (those which are presented in the map), and a geometric
distribution, which models the reflection from unknown obstacles (not pre-
sented in the map, for example people). The model for a given hypothetical
distance is presented in Fig. 4.5
Figure 4.5: The perception sensor model for the laser range-finder. The
model is presented for hypothetical distance d′ = 10m. Maximum sensor
range is 25m.
Note that the curve in Fig. 4.5 is strongly peaked at d = 10m and there
is a non-vanishing probability that a laser sensor will measure a distance
shorter than the hypothetical one. The increase of the probability at the
maximum range (25m) models the possibility that a sensor measures a dis-
tance longer or equal to the maximum sensor range. It also ensures that
the probability distribution p(d|d′) sums up to 1 over all d from 0 to the
maximum sensor range.
The mentioned model can be easily extended to laser range-scans. Sup-
pose we measuredN distances (d0, ..., dN−1) atN different orientations, then
if we assume that the individual measurements of distances in the scan were
conditionally independent given a robot pose l (this assumption will only
hold in static environments) and that the hypothetical distances computed
by ray-tracing for corresponding orientations from l are (d′0, ..., d
′
N−1) we can
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integrate the individual density values p(di|d′i), 0 ≤ i < N multiplicatively:
p((d0, ..., dN−1)|(d′0, ..., d′N−1)) =
N−1∏
i=0
p(di|d′i) (4.5)
where we used an N -tuple notation (d0, ..., dN−1) to represent laser range-
scans. This notation will be used further on.
Hierarchical perception model for proximity sensors
The product model presented in (4.5) can cause a poor performance of the
MCL-algorithm. In general the algorithm will perform poorly if in the sam-
pling step (line 7) it does not generate samples near the real pose of the
robot. This means that at least initially the total number of samples should
be high enough in order some of them get into such an area around the real
robot pose, in which these samples get reasonably high importance weights.
Otherwise the algorithm will converge to an incorrect pose. Now the number
of samples we need in order to hit such an area around the real pose with
high probability depends on the size of the area itself. Unfortunately, with
the model of (4.5) the size of an area with not vanishing importance weights
decreases exponentially with the number N of the range measurements in
laser range-scans, which makes the number of samples increase exponen-
tially with this number. In practice N may be several hundreds and the
product sensor model becomes extremely “peaked”, which renders a suc-
cessful pose estimation infeasible due to a very large number of samples.
This problem is illustrated in Fig. 4.9 a). We return to this point below.
We can try to solve the problem by discarding some measurements from
a laser range-scan, but this will lead to a considerable loss of the valuable
perceptual information, which in turn will increase the time needed for the
algorithm to converge. Another solution would be to make the sensor model
for individual measurements rougher by choosing “flatter” Gaussians, but
considering the exponential dependence of the “peakedness” of the product
model on N , we will need to choose distributions, which are exponentially
“flatter” than for example that of Fig. 4.5. This will also lead to a great
loss of the perceptual information and make the algorithm converge much
slower.
There is another deeper problem with very “peaked” sensor models. As
was indicated in [103], the more “peaked” the sensor model is, the slower the
convergence speed of the particle filter algorithm is. The most systematic
and mathematically well-founded solution to the above problems is given in
[103], where the so calledMixture-MCL is presented. The idea here is to mix
the so called Dual-MCL and the basic MCL-algorithm. The Mixture-MCL
algorithm was reported to be much more robust and efficient than either
the Dual-MCL or basic MCL, capable, in addition, of solving the kidnapped
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robot problem. Still the major disadvantage of the Mixture-MCL is high
space requirements due to the dual sampling from the sensor model which
also requires extensive precomputations [103].
Our approach to the solution of the mentioned importance weighting
problem in the basic MCL-algorithm is based on a hierarchical representa-
tion of laser range-scans and computing a sensor model over that representa-
tion [1]. If we consider normal laser range-scan as an N dimensional vector
of real values as is the case in the basic MCL and compute importance fac-
tors according to the mentioned product model (4.5), we will not take into
account the structural information carried in that scan. As a consequence,
the computed importance weights will greatly depend on unimportant vari-
ations of single laser range readings, whose amplitude, given the mentioned
product representation, will increase exponentially with the number of the
readings. On the other hand, if we can represent a scan hierarchically accord-
ing to the degree of detail, we can avoid considering unimportant details and
their variations. We use multi-resolution analysis for the hierarchical rep-
resentation of laser range-scans. More precisely we apply the Haar wavelet
transform [54] to scans to get their hierarchical representation. Below a
short overview of the Haar wavelet transform is given.
Haar Wavelet Transform The Haar wavelet transform [54] is a powerful
tool from signal processing. The Haar wavelet transform is basically a linear
transform of a real valued vector. Let v be a real valued vector with the
elements vj , 0 ≤ j < 2M and M ∈ N. We call the Haar wavelet transform
of the vector v a 2M dimensional vector h(M), which is computed by the
following recursion:
h(0) = v,
h
(k)
j = (h
(k−1)
2j + h
(k−1)
2j+1 )/2,
h
(k)
2M−k+j
= (h
(k−1)
2j − h(k−1)2j+1 )/2,
0 ≤ j < 2M−k, 0 < k ≤M
(4.6)
The Haar wavelet transform for a 4 dimensional vector is presented schemat-
ically in Fig. 4.6. We note that the first element of h(M) is the sample mean
of all elements in v, the second element represents a half-difference of the
sample means of the first and second halves of v, the third and fourth ele-
ments are half-differences of the sample means of the first and second and
third and fourth quarters of v respectively, and so on. Fig. 4.7 gives an
example of the application of the Haar transform to laser range-scans. It is
interesting that the similarity of the transformed scans is much higher than
that of the “raw” scans. It can also be seen that even a small change in the
robot’s pose may cause high variations in “raw” laser range-scans.
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Figure 4.6: Haar wavelet transform of a 4 dimensional vector. The plus and
minus signs mean half-sums and half-differences respectively.
Now with this hierarchical representation at hand, we can proceed to the
derivation of the corresponding sensor model.
Computing the Sensor Model Basically what we need to know is how
each Haar coefficient is distributed, given that we know the distribution of
the elements of the initial vector h(0). As we apply the Haar transform to
laser range-scans, the elements of h(0) will just be ranges at different angles
with respect to the robot orientation returned by a laser range finder. We
make an assumption that a single laser range is distributed normally, with
some mean µR and standard deviation σR. The latter parameters can be in
principle determined experimentally, but we will not need them as we show
below. Although we cannot prove this assumption, some empiric evidence
can be provided to support it. We took occupancy grid maps of two real
environments and randomly generated 100000 samples of robot poses in each
of them. By means of ray tracing we determined the ranges to the nearest
obstacles from those poses. We then computed histograms of these ranges
and approximated them by a normal distribution up to a constant factor.
Fig. 4.8 presents maps of the two environments and the corresponding
histograms with their normal approximations.
As we mentioned above, the elements of the vector of Haar coefficients
are the sample mean of all elements of the initial vector and half-differences
of partial sample means. This means that the Haar coefficients h
(M)
j are also
distributed normally with the means µR for j = 0 and for 0 < j < 2
M and
standard deviations σR/
√
2M for j = 0 and σR/
√
2M−k for 2k ≤ j < 2k+1,
0 ≤ k < M . In addition, from our assumption about normal distribution of
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a) b)
c)
Figure 4.7: Two laser range-scans (represented by black and gray curves)
recorded in a map. “Raw” scans are represented in a) and the transformed
scans in b). The gray scan was recorded at a relative pose -0.54 m, -0.03 m, -6
deg. with respect to the black one. The black and gray curves in c) represent
the differences between the “raw” and transformed scans respectively.
a single laser range it follows that (2M − 1)VarR/σR2 has the χ22M−1 dis-
tribution, where VarR is the sample variance of all laser range readings in a
scan. Now if we have two vectors of Haar coefficients h(M) and h′(M) com-
puted from two laser range-scans with sample variances VarR and Var
′
R, the
differences of corresponding coefficients dj = h
(M)
j −h′(M)j will be distributed
normally with the means 0 and standard deviations
√
2σR/
√
2M for j = 0
and
√
2σR/
√
2M−k for 2k ≤ j < 2k+1, 0 ≤ k < M , whereas the parameter
2(2M − 1)(VarR + Var ′R)/σR2 will have χ22(2M−1) distribution. It follows
that the parameters tj defined by tj =
√
2Mdj/
√
VarR +Var
′
R for j = 0
and tj =
√
2M−kdj/
√
VarR +Var
′
R for 2
k ≤ j < 2k+1, 0 ≤ k < M have all
Student’s t-distributions with 2(2M − 1) degrees of freedom, which does not
depend on µR or σR. If 2
M is high enough, which is the case in our current
implementation,2 the Student’s t-distribution is with a very high precision
2Our software implementation works with 128 laser range readings in a scan. Although
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a) b)
c) d)
Figure 4.8: Occupancy grid maps of a) - Department of Computer Science V
at the RWTH Aachen and b) - the entrance hall of the CS building. Figures
c) and d) represent the corresponding histograms (black curves) and their
least square approximations by a normal distribution (gray curves) of the
form f(x) = a · (1/√2piσ) · e−x
2
2σ2 . The values of the parameters are a = 0.37
and σ = 2.2 for the case of c) and a = 0.49 and σ = 7.19 for d).
approximated by the normal distribution with the mean 0 and standard
deviation 1. We conclude that the parameters tj , which are proportional
to the differences between the corresponding Haar coefficients computed by
the Haar wavelet transform of two laser range-scans, are in a very good ap-
proximation N(0, 1) distributed. Now we have everything at our disposal to
compute the sensor model based on our hierarchical representation of laser
range-scans. First we can choose a degree of detail 0 < N ≤ 2M to which
we would like to compare two scans. This is just the number of first Haar
coefficients we would like to consider. Given we have N and the parameters
tj , 0 ≤ j < N computed by the Haar wavelet transform of the current laser
range-scan s of the robot and the scan s′ acquired by ray tracing from the
it is implicitly assumed that the scan size should be a power of 2 in order to make the
Haar wavelet transform possible, it is not necessary as vectors can be padded to a size of
power of 2.
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location l in the map m, we can write
p(s|l,m) =
N−1∏
j=0
(1.0− PN(0,1)(X ≤ |tj |)) (4.7)
So each degree of detail j will contribute the value equal to the probability
of the interval ] − ∞,−|tj |) ∪ (|tj |,∞[ to the product. This probability is
1 if tj = 0 and goes to 0 as the absolute value of tj grows. It is actually
equivalent to the probability that the Haar coefficients from which tj was
computed are equal. Finally we mention that the Haar wavelet transform
can be computed in O(N) time, where N is the number of elements in the
initial vector. This means that the weights of samples can be computed in
time linear with respect to the size of laser range-scans.
Fig. 4.9 presents the product sensor model of (4.5) and hierarchical
sensor model for different degrees of detail. As we can see, the product sensor
model is very brittle and assigns non-vanishing weights only to samples in
a very close vicinity of the robot pose. Other samples get practically zero-
weights. On the other hand, the hierarchical sensor model assigns non-
vanishing weights practically to all samples located in a considerable area
around the robot pose. Also the value of the model decreases with the
distance and angle deviation not so abruptly as that of the product model.
In addition, by choosing different degrees of detail of the hierarchical sensor
model, it is possible to smoothly control the trade off between the accuracy
and robustness of the MCL-algorithm.
a)
b)
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c)
d)
e)
Figure 4.9: Illustration of the sensor models. 1000 samples of robot poses
were generated in an occupancy grid-map of the environment shown in Fig.
4.4 within a circle of 1m radius from the position of the robot and within
±15deg. from its orientation. For each sample a hypothetical laser range-
scan s′ was computed by ray-tracing and using the actual laser range-scan
s of the robot, the value of a sensor model p(s|s′) was determined. The left
figures show the variation of the average value of p(s|s′) vs. the distance
(range) from the position of the robot, while the right figures present the
variation of the average value of p(s|s′) vs. the angular deviation from the
robot orientation. Figure a) - the product model of (4.5). Figures b), c), d)
and e) present the hierarchical sensor model for the degree of detail 15, 10,
5 and 1 respectively.
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4.1.4 Discussion
After presenting all the details of the MCL-algorithm, we can easily analyse
its time complexity. One iteration of MCL involves resampling and sampling
N times and computing the perception model for each of the N samples,
which is O(N ·D) time complexity per iteration, where D is the dimension-
ality of laser range scans. Making T iterations adds an additional factor of
T to the complexity. So the complexity of our version of the MCL-algorithm
is the same as in the classical approaches. Our approach can be expected,
at least theoretically, to use less iterations of the MCL-algorithm than the
known MCL-approaches. As was mentioned above, the authors in [103] in-
dicate the direct dependence of the convergence speed of the particle filter
algorithm on the “peakedness” of the perception sensor model - the “flat-
ter” the model is, the less iterations the algorithm needs to converge. So
most approaches use some kind of filtering of the perception data or artifi-
cially introduce noisier error models of the perception data to get “flatter”
perception models, which results, however, in a loss of valuable information
and consequently in an increase of the number of iterations needed for the
algorithm to converge to the correct pose. As was mentioned, in [103] the
so called Mixture-MCL algorithm was presented. The idea was to mix the
Dual-MCL and the basic MCL-algorithm. The Dual-MCL uses so called
Dual-sampling, which implies getting samples not from a sample set, but
from the perception sensor model. This makes it possible to concentrate
samples at relevant poses, which correspond to the current perception sen-
sor data. The problem with this approach is a technical one - it is not so
easy to get samples from the perception model. In order to do this, quite a
complex indexing data structure was introduced, which used an empiric low-
dimensional representation of the perception sensor data as indices and also
required extensive precomputations. In contrast to the mentioned method
our approach does not use any complex indexing data structures and is just
an instance of the “direct” MCL-algorithm, however due to the fact that it
uses a more robust (less “peaky”) perception model and at the same time
preserves the most important perception information, it converges faster
than the Mixture-MCL, as we shall see later.
4.2 Kidnapped Robot Problem
As mentioned earlier, the kidnapped robot problem represents the most
challenging of the localization problems. The importance of this problem
is that the ability to solve it means the ability to detect incorrect localiza-
tion. The standard approach in the literature [64, 106] is to compare the
average sample weight of the posterior to some threshold. If the average
weight becomes less than the threshold, then new samples are generated
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from the sensor model and added to the sample set. This approach however
requires empirical determination of the corresponding threshold. Based on
the above approach to computing the importance weights of samples, we
propose a simple method that solves the kidnapped robot problem very well
in practice. In contrast to the sensor resetting the method is based on com-
paring the unnormalized average per sample weight of the posterior belief
with the current worst expected unnormalized average per sample weight
rather than with a constant threshold. This has advantages because the
rate of false positive resettings will be reduced. If the mentioned average
weight of the posterior is for some small (predefined) number of iterations
less than the worst expected weight, the robot resets its belief to be uni-
form. The unnormalized average per sample weight of the posterior belief
can be computed without a problem at each iteration. The worst expected
unnormalized average per sample weight is computed with reference to the
robot’s coordinate system, rather than the global coordinate system as fol-
lows. First we set a radius of convergence of samples and robot orientation
angle tolerance ranges. Then we generate a few samples in the robot coor-
dinate system such that their Cartesian coordinates are points on a circle
with the convergence radius centered at the robot coordinate system and
their orientations fall within the tolerance ranges. Fig. 4.10 illustrates this.
Figure 4.10: A robot (gray circle) and its convergence radius r and toler-
ance angle range ϕ. Samples generated on the convergence circle are shown
as black arrows. These samples are used to compute the worst expected
unnormalized average per sample weight.
For each of these samples we generate scans using the current laser range-
scan of the robot as a reference scan. This can be done in time linear
with respect to the scan size by means of interpolating the end points in
the reference scan. After that for each sample an importance weight is
computed using the sensor model (4.7), the reference scan and the scan
generated for that sample. The sum of the weights is finally averaged per
sample. This average weight will be the worst expected weight with respect
to the convergence radius because if the unnormalized average per sample
weight of some sample set is less than the worst expected one the samples
of this sample set lie very likely outside the convergence circle and therefore
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do not correctly represent the real robot pose.
4.3 Experimental Results
We carried out a number of experiments with a real robot and simulations
to see how well the algorithm works in practice. We used a robot and the
simulation software of the Aachen RoboCup team “AllemaniACs” [38], pre-
sented in Fig. 1.1.
In Fig. 4.11 an example run of the MCL is presented. The robot starts
with samples uniformly distributed over the whole environment. Then it
turns right, runs one iteration of the MCL-algorithm and specifies its hy-
potheses to be now in the area of the lobby. After moving a little bit and
making a few more iterations the robot is completely localized.
a)
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b)
c)
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d)
Figure 4.11: Localization of a robot (red circle) in an occupancy grid-map
of the Department CS V at the RWTH Aachen. Samples of robot poses are
shown as red points. a) represents the initial situation, in which the robot’s
hypotheses about its pose are distributed uniformly across the environment;
b) shows the sample set after the robot turned to the left and made one
iteration of the MCL-algorithm; c) - the sample set after the robot moved
slightly forward and made 1 further iteration; d) - the sample set after 5
iterations.
In order to objectively test the performance of the algorithm with the
hierarchical sensor model, besides the experiments with a real robot, we also
carried out a number of simulations for three different degrees of detail - 5,
10 and 15 - of the sensor model. The simulations were carried out for the
environments presented in Fig. 4.8 a) and b). For each environment and
each degree of detail 10 experiments were performed. The size of sample
sets were kept fixed at 3000 samples. In both experiments and simulations
we let the robots run with the maximum possible speed - about 3 m/s. The
simulations allowed us to compute the error of the estimated robot pose
with respect to the ground truth pose. The results of these simulations are
presented in Fig. 4.12, which shows the dynamics of the average absolute
distance between the estimated and ground truth robot poses together with
confidence intervals.
As it can be seen from Fig. 4.12, generally, the algorithm allows a very
fast localization - within 5-6 seconds. This time varies a little with the
degree of detail - for the degree of detail 5 the localization is slower than for
the degrees of detail 10 and 15, whereas it is interesting to note that there
is practically no difference in choosing between the degrees of detail 10 and
15, which might indicate that there is a certain “saturation” in degrees of
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a) b) c)
d) e) f)
Figure 4.12: The dynamics of the average absolute distance between the
estimated and ground truth robot poses. Figures a), b) and c) represent the
localization results for the environment shown in Fig. 4.8 a) for the degrees
of detail 5, 10 and 15 respectively, while d), e) and f) - for the environment
shown in Fig. 4.8 b) for the same set of degrees of detail.
detail - the most important information about scans can be represented by
the first few degrees of detail (compare this to the dimensionality of scans,
which is 128 in our implementation!). The localization is also a little bit
faster for the environment shown in Fig. 4.8 b), which can be explained by
a smaller degree of symmetry in comparison to the other environment. In
[1] it was also shown that the hierarchical sensor model is very robust and
can work for sample sets of sizes as small as 250 and high robot speeds.
We also performed experiments and simulations in order to test the
heuristic for the kidnapped robot problem presented in Section 3.3. Fig.
4.13 shows the dynamics of the localization error in a simulation of a robot
kidnap. The robot was kidnapped first time after 15 seconds. It could
recover from that situation in about 10 seconds. The second kidnap was
performed after yet other 20 seconds and again in about 10 seconds the
robot was recovered from the severe position error.
Discussion Unfortunately due to a significant differences in the experi-
mental settings and presented results, it is not always possible to objectively
compare our results with those available from the literature. For example in
[64, 106] the environments of interest are much more smaller than that in our
experiments, on the other hand the temporary variations of the estimation
error are often represented as a function of the number of estimation steps,
rather than real time [103, 64, 106, 74], which also makes an objective com-
parison difficult. Even less information is available about how localization
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a)
Figure 4.13: The dynamics of the average absolute distance between the
estimated and ground truth robot poses for the localization in the environ-
ment shown in Fig. 4.8 a). The degree of detail of the perception model
and the size of the sample set were 15 and 3000 respectively.
approaches perform for high velocities of the robot. Still we compared our
results to analogous ones presented in [103] for camera-based localization
using Mixture-MCL algorithm. Our algorithm turns out to be an order of
magnitude faster than the Mixture-MCL.
Chapter 5
Single Robot Mapping
This chapter presents a real-time robotic mapping algorithm for the single
robot case. The algorithm is based on so-called Rao-Blackwellized particle
filters [32, 31], which is a new technique for the SLAM problem. The chap-
ter is organized as follows. We first introduce in Section 4.1 our robust and
efficient implementation of the Rao-Blackwellized particle filter algorithm,
presented in Chapter 3 and compare it to the FastSLAM algorithm, which
is a well-known implementation of the Rao-Blackwellized particle filter tech-
nique in the context of the robotic mapping [76]. Section 4.2 concludes the
chapter with results of experiments with a real robot and simulations and
comparison of our mapping method with others known from the literature.
5.1 Implementation of Rao-Blackwellized Particle
Filter Algorithm
In this section we describe our method for efficiently computing the per-
ception model p(st|lt, m̂(l0:t−1, s1:t−1)). But first we touch upon the existing
implementation of the Rao-Blackwellized particle filter algorithm in the con-
text of robotic mapping, called FastSLAM.
FastSLAM algorithm The best-known implementation of the Rao-
Blackwellized particle filter algorithm in the context of robotic mapping
is the so called FastSLAM algorithm [76]. The algorithm maintains a full
posterior over robot paths and maps in the form of a set of N samples. Each
sample consists of a robot pose and K Gaussian distribution parameters (2-
element mean vectors and 2 by 2 covariance matrices) that describe the
distributions of the K landmark locations conditioned on the corresponding
robot path. Thus, the posterior over robot paths is maintained explicitly
via the sample set itself, while the posterior over maps is also represented
explicitly by the Gaussian parameters. These parameters are estimated by
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K different Kalman filters. Technically the algorithm represents a mix-
ture of the MCL and Kalman filter algorithms: the proposal distribution
is computed just as in the case of MCL, while the weights for each sample
are computed using the extended Kalman filter approach, which assumes
a linear perception model with Gaussian noise. Because of the need of a
resampling step in the MCL, the complexity of the FastSLAM algorithm
might seem to be high due to the fact that N samples of size O(K) need
to be drawn, but as it was shown in [76], it is possible to reduce the com-
plexity of the resampling step to O(NlogK) by an efficient representation
of samples. This is a clear advantage over the classical Kalman filter ap-
proaches to the SLAM problem [17, 18, 28, 29, 33, 65, 78], where the time
complexity is O(K2) due to the need to update a covariance matrix of the
landmarks. Indeed FastSLAM is able to accommodate tens of thousands of
landmarks, which is unimaginable for the classical extended Kalman filters.
FastSLAM has also its drawbacks however. Firstly, the algorithm assumes a
Gaussian distribution of the landmark positions just as in the Kalman filter
approaches. This requires us to know the exact data associations in order
to apply the algorithm (that is, a robot should be able to unambiguously
identify a landmark, when it detects it). This is a serious limitation. In
the FastSLAM approach it is solved by the maximum likelihood method,
which assumes searching for a data association, which maximizes the pos-
terior distribution of the perception sensor data given a robot path and a
data association. The maximum likelihood approach can be very brittle,
however, and may result in an incorrect data association, which in turn can
cause the FastSLAM algorithm to fail. Secondly, the space complexity of
the algorithm is O(N · K) due to the explicit representation of the map
parameters in samples. This can become an issue for larger environments
with a high density of landmarks or when the FastSLAM is applied to the
mapping of 3-d environments.
Efficient computation of the perception model In our approach
we try to overcome the limitations of the FastSLAM algorithm presented
above. We actually refrain from presenting map parameters explicitly in
each sample. Instead, our method is based on directly computing an ex-
pected map Ep(m|l0:t,d0:t)[m] = m̂(l0:t, s1:t) for a given path l0:t and the per-
ception data s1:t acquired by the robot each time the weight of a particle
should be updated by computing the perception model p(st|lt, m̂(l0:t, s1:t))
in the Rao-Blackwellized particle filter algorithm. Computing the expected
map m̂(l0:t, s1:t) is straight-forward in our case. For example we can use
the occupancy grid-map algorithm [34, 35, 77] to compute the occupancy
values of an occupancy grid-map by superimposing the laser range-scans
s1:t, such that each scan si is placed at the position xi, yi and oriented at
the angle Θi in the plain, where li = (xi, yi,Θi) and 1 ≤ i ≤ t. Comput-
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ing an expected map directly from a robot path and perception data has
advantages over keeping explicit hypotheses about landmark positions, as
was the case in the FastSLAM algorithm. This is because we neither need
to make any assumptions about the distribution of the landmark positions,
nor should we care about the data association problem. Given that we com-
puted an expected map m̂(l0:t, s1:t), the perception model can be computed
exactly in the same way as in Section 3.2, where we introduced a hierar-
chical perception model. There is a problem with this approach however:
computing a complete map for each sample at each time step is very expen-
sive and it renders the time complexity of the algorithm to be O(N · t) at
the current time step t, where N is the number of samples in the sample set.
This makes the algorithm not incremental and can become intractable for
real-time execution. We approach this problem as follows. Instead of com-
puting a complete expected map m̂(l0:t, s1:t), we actually compute a small
submap m̂(lt1:tk , st1:tk) for k ≥ 1 consisting of k laser range-scans, such that
p(st|lt, m̂(l0:t, s1:t)) = p(st|lt, m̂(lt1:tk , st1:tk)). In other words we compute a
“relevant” submap of a complete map, which carries enough information in
order to compute a hypothetic laser range-scan from it (see Section 3.2).
The number of scans k constituting such a submap is assumed to be con-
stant and independent of the number of time steps t. But how can we find
such a submap? That is, how can we find a subset st1:tk of perception sensor
information s1:t, which constitute such a submap satisfying (at least approx-
imately) the above-mentioned conditions? In our approach we do this by
matching the current perception sensor data st with the data s1:t−1 regis-
tered up to the time t. A set st1:tk will contain k perception sensor data,
which are mostly “similar” to st. The human intuition behind this is that a
robot will associate to its current local view of the environment a few other
local views “seen” earlier in the same region of the environment. The prob-
lem of matching perception data is known in the literature as the so called
revisiting problem [43]. A robot should decide, whether it is at a location
previously visited or not.
In order to express all the above-mentioned more formally, we introduce
a function F : S −→ P(S), where S is the set of all possible perception
data and P denotes the power set. F is a kind of global repository where
a robot can store and retrieve information on its own perception data. Ini-
tially, F (s) = ∅ for all s ∈ S. The computation of the perception model for
a particular path sample l0:t then proceeds as follows. At time t the robot
first registers the laser range-scan st and retrieves previously registered scans
(along with the corresponding indices of time steps) F (st) = st1:tk , k ≥ 0,
which match st. After that a submap m̂(lt1:tk , st1:tk) is constructed for the
path sample by positioning the laser range-scans st1:tk at the poses lt1:tk .
From that submap and the robot pose hypothesis lt we then compute the
value of the perception model p(st|lt, m̂(lt1:tk , st1:tk)) by (4.7). The com-
puted value of the perception model is set as a weight of the path sample
62 CHAPTER 5. SINGLE ROBOT MAPPING
l0:t. Note that k can be 0, in which case we have an empty map and assign
uniform weights 1/N to the path samples in the sample set. Finally the
function F is updated as F (st) = F (st) ∪ st.
Our Rao-Blackwellized particle filter algorithm for the robotic mapping
is summarized below.
Algorithm 5.1 Rao-Blacwellized Particle Filters
1: S0:t−1 , {〈w(j), l(j)0:t−1〉|1 ≤ j ≤ N} {Input sample set}
2: at−1 {Current odometry data}
3: st {Current perception data}
4: S0:t = ∅ {Output sample set}
5: F {Function F}
6: N ∈ N {Number of samples}
7: st1:tk = F (st)
8: for i = 1 to N do
9: sample l0:t−1 ∼ S0:t−1 according to w(j), 1 ≤ j ≤ N
10: sample lt ∼ p(lt|lt−1, at−1)
11: m = m̂(lt1:tk , st1:tk)
12: w(i) = p(st|lt,m)
13: S0:t = S0:t ∪ {〈w(i), {l0:t−1, lt}〉}
14: end for
15: F (st) = F (st) ∪ st
16: normalize w(j), 1 ≤ j ≤ N , s.t.
N∑
j=1
w(j) = 1
17: return S0:t
In the above algorithm we implicitly assumed that the function F can
be (efficiently) computed. But how can we implement this function? We use
kd-trees [7, 85] to implement F . Kd-trees are binary trees and they actually
represent piecewise constant approximations of sets of real valued vectors.
An example kd-tree built over a set of 2-d points representing those cells of
an occupancy grid-map in Fig. 4.8 a), which have occupancy values > 0.7,
is shown in Fig. 5.1.
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Figure 5.1: Kd-tree built over a set of points representing those cells of an
occupancy grid-map in Fig. 4.8 a), which have occupancy values > 0.7.
Kd-trees can be updated and searched very efficiently in time O(logN),
where N is the number of points the tree was built on.
We build a kd-tree over laser range-scans and store the scans themselves
and their corresponding indices of registration times at the leaves of the tree.
The data structure is schematically presented in Fig. 5.2.
Figure 5.2: A schematic representation of the kd-tree used for the imple-
mentation of the function F . The leaves of the tree contain references on
laser range-scans and their corresponding registration times.
Although we can in principle use laser range-scans themselves to build kd-
trees upon, this will make the search for “similar” scans very brittle due to
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a very high dimensionality of scans (128 in our case). Besides, as was al-
ready mentioned in Section 3.2, “raw” scans are unstructured. Indeed they
represent local views of the environment by a set of uncorrelated values.
Therefore it makes sense to build kd-trees not on “raw” scans but on their
low-dimensional representations, which would carry an explicit structural
information. We use the hierarchical representation of laser range-scans by
Haar wavelets introduced in Section 3.2. Besides carrying structural infor-
mation, we would like such modified scans to represent a reasonably large
area in the environment and to be invariant with respect to robot orien-
tations. This means that the modified versions of two laser range-scans
registered at a reasonable distance from each other (for example 1m) and at
different robot orientations, should “look similar”. Therefore, before apply-
ing the Haar wavelet transform we need some kind of scan normalization.
One way to normalize a laser-range scan is to compute the coordinates of
the center of gravity and transform the scan points into the center of gravity
coordinate system. To be more specific, suppose we have a laser range-scan
s , {(ri,Θi)|1 ≤ i ≤ N} of dimensionality N , where ri represents a distance
to the nearest obstacle in direction Θi. We can compute the Cartesian co-
ordinates of the center of gravity by xg =
N∑
i=1
xi/N and yg =
N∑
i=1
yi/N , where
xi = ri · cosΘi and yi = ri · sinΘi. Now we first translate the set of points
{(xi, yi)|1 ≤ i ≤ N} by −xg and −yg and transform them back into the polar
coordinates to get a transformed scan s′ , {(r′i,Θi)|1 ≤ i ≤ N}. To make s′
rotationally invariant we chose the following heuristic method, which seem
to work very well in practice. First we find the angle Θm corresponding to
the maximum reading r′m in the transformed scan s
′ and rotate the s′ by
−Θm (this operation just sets the maximum reading to be the first in the
scan). Call this scan s′′. We then compute a set h of N/2 values from s′′
as h = {r′′i + r′′(i+N/2)modN |1 ≤ i ≤ N/2}. The set h will be rotationally
invariant. After that we apply the Haar wavelet transform to h (see Section
3.2) to get a normalized scan. Note that computing set h implies that scans
span an angle of 360 degrees. In case of laser range-scans with a smaller
angular range, we can just skip the computation of set h and apply the Haar
wavelet transform directly to s′′. Because of the robust nature of the Haar
wavelet transform, the method is also robust against small gaps in the range
measurements within a scan. Finally we can choose a degree of detail M
and pick the first M values from the normalized scan in order to use them
for constructing kd-trees. The number M is usually much less then N (we
use M = 10 in our current implementation), which allows to dramatically
reduce the dimensionality of scans without loosing the most important in-
formation about the structure of the environment, as it was indicated in
Section 3.2. Finally we note that the mentioned scan normalization can be
done in time O(N), where N is the number of readings in a scan.
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As an illustration consider two scans registered within a certain distance
and angle from each other and their corresponding normalized scans in Fig.
5.3.
a)
b)
Figure 5.3: Two scans (red and green) registered in the environment pre-
sented in Fig. 4.8 a). The green scan was registered at a relative pose
x = −0.4m, y = 0.9m, Θ = 106.3 deg. with respect to the pose of the red
one. a) - initial “raw” scans, b) - normalized scans.
As can be seen from Fig. 5.3, the normalized scans are rotationally
invariant and structurally very similar to each other. This property is crucial
for the mentioned implementation of the function F as kd-trees in that it
allows a robust and efficient search for scans, which are structurally similar
to a given scan.
Finally, we mention that it is possible to construct kd-trees in such a way
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that their leaves do not cover more than a specified number of normalized
scans. Because a leaf of a kd-tree contains similar scans, these scans most
probably correspond to the same area in the map and, thus, the number of
these scans corresponds to the number k of scans constituting a “relevant”
submap (by experiments, k = 10 is a good lower bound for this number).
Discussion Before moving on to the experimental results showing how our
Rao-Blackwellized mapping algorithm works in practice, it is a good place
to show some advantages of our algorithm with respect to the FastSLAM.
In comparison to FastSLAM our algorithm has the following advantages:
Firstly, it does not keep a posterior over maps explicitly as the FastSLAM
does. Hence, our implementation will use much less memory for the same
number of features in a map. Secondly, our algorithm does not use Kalman
filtering for the computation of the importance weights of samples, which ob-
viates, in contrast to the FastSLAM, the solution of the data correspondence
problem. Thirdly, the complexity of a t-th iteration step of our algorithm
amounts to O(N + log(t)), where N is the number of samples. The term
log(t) is due to the fact that the kd-tree representing the function F grows
at each iteration by 1 point (representing a current normalized scan) and
searching and updating a kd-tree can be done in time logarithmic with re-
spect to the number of points the kd-tree was built on. On the other hand,
after a fixed number of “relevant” scans representing a current local submap
was found at some leaf of the tree, the number of computations is determined
only by the number of samples and is linear with respect to the latter. This
is better than O(N · logK) time complexity of the FastSLAM algorithm.
The reason of a better complexity of our algorithm lies in representing the
uncertainty over the robot paths independently from the uncertainty over
maps (which is actually not represented explicitly).
We return to the comparison of our algorithm to the FastSLAM and
other mapping techniques in the next section, where we present some ex-
perimental results.
5.2 Experimental Results
We performed a number of experiments with a real robot and simulations to
test the performance of our algorithm. We used the following settings of the
parameters. The number of samples in sample sets was 100, the number of
dimensions of normalized scans was 10 and the maximum number of scans
allowed at a leaf of the kd-tree was set to be 10 (if this number exceeded the
specified maximum, the leaf was split). Fig. 5.4 a)-d) shows an example of
mapping of the environment presented in Fig. 4.8 a)1.
1We did not actually use the occupancy grid-map algorithm to construct our maps.
Rather we just superimposed the scans at average robot poses determined from the sample
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a)
b)
In Fig. 5.4 a) the robot has just started moving and after driving about
2m distance constructed the first part of the map. In Fig. 5.4 b) the robot
moved into an office and mapped the environment there.
set representing the robot paths.
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c)
d)
Figure 5.4: Rao-Blackwellized mapping of the environment presented in Fig.
4.8 a). The samples representing the robot paths are drawn in red.
In Fig. 5.4 c) the robot had mapped half of the environment and in Fig. 5.4
d) it had completely finished the mapping process. In this case the robot
traveled about 130 meters with average speed about 1m/sec. The resulting
map, while showing some geometrical deviations from the original one (see
Fig. 4.8 a)), is still topologically correct and does not contain any artifacts.
Another example is shown in Fig. 5.5 a)-d), where the robot is mapping
the environment presented in Fig. 4.8 b). This environment although larger
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than the previous one, is much easier to map, because, in contrast to the
previous case, the robot has an almost complete view of the whole environ-
ment. Therefore aligning local views to a global one is less problematic than
in the first case.
a)
b)
Again the robot starts moving in Fig. 5.5 a) and by looping through the
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environment in Fig. 5.5 b)-d) constructs a map, which is geometrically and
topologically equivalent to the original one.
c)
d)
Figure 5.5: Rao-Blackwellized mapping of the environment presented in Fig.
4.8 b). The samples representing the robot paths are drawn in red.
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The robot traveled about 80m in this case with average speed being again
1 m/sec.
We also performed simulations to test the quality of the robot path
estimation by our algorithm. Fig. 5.6 presents a typical picture of the
dynamics of the average absolute error (the Euclidean distance between
the ground truth robot pose and the pose represented by the sample with
the highest weight in the sample set) vs. the number of iterations of the
algorithm.
Figure 5.6: The dynamics of the average absolute error of the robot path
estimation with respect to the ground truth information in the process of
mapping the environment presented in Fig. 4.8 a).
According to Fig. 5.6 the average absolute error does not exceed 40 cm
distance, which is a good result considering that the linear sizes of the en-
vironments in our experiments were two orders of magnitudes higher.
Discussion We also compared our mapping results with those of other
methods presented in the literature. The reference [51] presents an interest-
ing and efficient extension of the FastSLAM algorithm. The authors used
a modified robot motion model, which included a scan-matching technique
to reduce the uncertainty of motion. This way it was possible to generate
much more exact proposal distributions in the sampling step of the algo-
rithm. The experimental results presented in [51] showed a clear advantage
of the Rao-Blackwellized mapping over the existing techniques, such as for
example off-line mapping techniques based on the EM-algorithm [14, 105]
and on-line hybrid approaches, such as [99, 102]. The algorithm even out-
performed the standard FastSLAM algorithm [76]. For example the latter
was not able with 1000 samples to consistently learn maps, which were
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learned on-line by the extended FastSLAM algorithm with 100 samples [51].
Generally the results and the experimental settings presented in [51] are
very similar to ours and confirm the robustness and efficiency of the Rao-
Blackwellized mapping. Our method, however allowed a robot to perform
mapping at an average speed of 1m/sec, which is more than 5 times faster
than the average speed reported in [51] - 0.19m/sec. We also believe that
our algorithm, in contrast to the FastSLAM, allows a relatively easy and
tractable generalization to 3d mapping and mapping using other perception
sensor information, e.g. camera images. On the other hand, there is still
room for optimization of the algorithm itself. For example one possible op-
timization would be to allow the algorithm to use larger map patches rather
than only range scans for constructing current submaps. This would make
the algorithm even more robust and accurate.
Chapter 6
Multi-Robot Localization
and Mapping
This chapter addresses the problem of the extension of the single robot
localization and mapping algorithms presented in the previous chapters to
the multi-robot case. This extension will be based on the possibility to
determine the relative poses of robots with respect to each other. If the
relative poses are known, it is possible to merge the information of interest
from different robots - sample sets of global poses in case of the multi-robot
localization and occupancy grid-maps in case of the multi-robot mapping.
The chapter is organized as follows. In Section 6.1 we present a method
for estimating the relative poses of robots with respect to each other. The
method is based on matching the perception data of different robots and
uses a similar approach as in Chapter 5 for the single robot mapping. The
Sections 6.2 and 6.3 give the details of the extension of the single robot
localization and mapping algorithms to the multi-robot case. Finally in
Section 6.4 we discuss some of the issues raised by the approach.
6.1 Estimating Relative Poses of Robots
In this section we present a method for determining the relative poses of
robots with respect to each other. As already mentioned, our approach is
based on matching the perception data of different robots with each other.
To be more precise in our method we are localizing a robot in a partial map
of another robot using a kind of pattern matching, called “path matching”
[3, 2], between the perception data of the robots. This principle is not new
and is used in a number of works, such as [24, 59, 43], for example. This
approach is different from other common approaches in the literature, where
the relative robot poses are estimated by detecting the robots themselves
by cameras or proximity sensors [41]. In contrast to the former, the latter
approach has a disadvantage that the relative poses can be determined only
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when the robots are sufficiently close to (about 3 m in the case of cam-
eras) and have a direct view of each other to be able to reliably detect and
identify each other. In addition, the robot detection requires a robot vision
techniques, while localizing a robot in a map of another robot requires only
communication.
6.1.1 Path matching
Our path matching technique is actually based on our implementation of
the Rao-Blackwellized particle filter algorithm in the context of single robot
mapping presented in Chapter 5. Recall that the suggested method implied
simultaneous localization and mapping, where the localization was done in
submaps of the map constructed by the robot. These submaps were com-
puted by matching the current perception sensor data (laser scans) with the
perception data registered at earlier stages of the estimation and retrieving
the corresponding robot poses. We introduced a data structure based on kd-
trees, which played a role of an indexing structure in which the perception
data gathered by the robot and its corresponding poses were stored. But if
a robot can retrieve its own poses estimated earlier by means of matching its
current perception sensor data with those stored in such a structure, it can
also retrieve a pose of another robot by matching its perception data with
those stored by the other robot. In this way one robot can estimate its own
(global) pose in a map being constructed by another robot. Now if, in ad-
dition, the first robot is tracking its current pose, it is possible to determine
the relative pose between the robots. This is the basic idea of our method
for estimating the relative poses. As was already mentioned in Chapter 4,
the problem of matching perception data is known in the literature as a so
called revisiting problem [43]. In the context of multi-robot systems, robot
should decide whether it is at a location previously visited and “seen” by
another robot or not.
We follow the notation of Chapter 5 in order to express all the above-
mentioned formally. Similar to Chapter 5 we introduce a function F : S −→
P(S × L × N), where S is the set of all possible perception data, L is the
set of all possible robot poses and N is the set of natural numbers and P
denotes the power set. F is a kind of global repository where robots can
store and retrieve information on their own perception data. In contrast
to the function F introduced in Chapter 5, this function stores also the in-
formation on a robot’s pose and its id. Initially, F (s) = ∅ for all s ∈ S.
The function is then updated as follows. If robot i at time t registers a
laser scan s
(t)
i and estimates its pose by the Rao-Blackwellized particle fil-
ter algorithm to be l
(t)
i it adds the triple (s
(t)
i , l
(t)
i , i) to the repository F :
F (s
(t)
i ) = F (s
(t)
i ) ∪ {(s(t)i , l(t)i , i)}. On the other hand, the robots can not
only update the function F , but also use it to retrieve their own scans and
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poses stored earlier as well as scans and poses of other robots. The former
can be used for the individual mapping described in detail in Chapter 5,
while the latter - for the estimation of the relative poses. In order to explain
the above-mentioned, suppose we want to localize a robot j in the current
map of a robot i. The robot j just retrieves the set of scans which “look
similar” to the scan of j and the corresponding robot poses of i from the
function F : F (s
(t′)
j ) = {(s(t1)i , l(t1)i , i), ..., (s(tk)i , l(tk)i , i)}, where we assumed
that the robot j registered its scan s
(t′)
j at time t
′, and k > 0 is the number
of triples stored in F by the robot i. After that the robot j constructs a
submap m of the current map of the robot i using the function m̂ from
Chapter 5 as follows m = m̂(l
(t1)
i , s
(t1)
i , .., l
(tk)
i , s
(tk)
i ) and finally localizes it-
self in this map globally using the MCL-algorithm of Chapter 4. Of course,
this method can have false positives in the sense that although the observed
perceptions of the robot might be similar, they do not necessarily need to
represent the same location in the environment. In [2] we give a more so-
phisticated method for diminishing the effect of false positive estimation.
Finally, to get the relative pose of robot j with respect to robot i we need
to perform the coordinate transformation of the global pose of j in the map
of i to the coordinate system centered at the current pose of i - li. To be
more formal, suppose the current posterior of the poses of i is pi(li) and
the posterior representing the pose of j in i’s map is pj(lj). We seek the
posterior of lj|i = lj − li - relative poses of j with respect to i. Then the
posterior p(lj|i) of relative poses of j is the following convolution:
p(lj|i) =
∫
L
pj(lj|i + li) · pi(li)dli (6.1)
where L is the space of all possible robot poses. So, we can get samples
of lj|i by independently drawing samples of li and lj from pi(li) and pj(lj),
respectively and then computing the difference lj|i = lj − li. The transfor-
mation of j’s pose in the map of i to the relative pose of j with respect to i
is schematically explained in Fig. 6.1
We implement the function F in practice in the same way as in Chapter
5 - using kd-trees and the normalization of “raw” scans by means of the
Haar wavelet transform. The only difference is that this time we store also
robot id-s at the leaves of the tree in order to be able to distinguish between
the data of different robots. The data structure is schematically presented
in Fig. 6.2.
Finally, we summarize the algorithm for the estimation of the relative
poses below.
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Figure 6.1: An explanation of the determination of the relative pose.
(xi, yi,Θi) represent the coordinates of robot i w.r.t. the coordinate sys-
tem centered at its initial pose (dashed circle) after it has driven a certain
path (dashed curve). (xj , yj ,Θj) represent the coordinates of robot j in the
same coordinate system. (xj|i, yj|i,Θj|i) is relative pose of j w.r.t. i. This
relative pose can be computed by translating and rotating the pose of j by
pose of i.
Algorithm 6.1 Estimation of relative poses
1: i, j {Robot id-s}
2: Si {Samples of local poses of i}
3: Sj {Samples of poses of j in i’ map}
4: sj {Current perception data of robot j}
5: F {Function F}
6: Sj|i = ∅ {Samples of relative poses of j w.r.t. i}
7: estimate Si by algorithm 5.1
8: {(s(t1)i , l(t1)i , i), ..., (s(tk)i , l(tk)i , i)} = F (sj) {Retrieve scans of i}
9: m = m̂(l
(t1)
i , s
(t1)
i , .., l
(tk)
i , s
(tk)
i ) {Compute submap}
10: estimate Sj by algorithm 5.1 using m as a map
11: N = |Sj | {Number of samples in Sj}
12: for i = 1 to N do
13: sample 〈wj , lj〉 ∼ Sj {Sample a pose of j}
14: sample 〈wi, li〉 ∼ Si {Sample a pose of i}
15: lj|i = lj − li
16: wj|i = wj
17: Sj|i = Sj|i ∪ {〈wj|i, lj|i〉}
18: end for
19: normalize Sj|i
20: return Sj|i
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Figure 6.2: A schematic representation of the kd-tree used for the imple-
mentation of the function F . The leaves of the tree contain references on
laser range-scans, robot poses and robot id-s. The robots can store their
information in the kd-tree (represented by an arrow) and also retrieve the
information stored earlier by other robots (represented by a dashed arrow).
Lines 1−11 are clear enough. In line 13 and 14 we sample N times from
the sample set representing the poses of the robot j in the map of i and
from the sample set representing i’s current pose. In line 15 we transform
the samples of j to the coordinate system centered at i’s current pose. In
subsequent lines we update the sample set representing the relative poses
of j with respect to i and finally normalize this set, such that the weights
sum up to 1. Because this algorithm uses the algorithm 3.2 for the global
localization and algorithm 5.1 for position tracking, its complexity will be
bounded by the complexity of the mentioned algorithms.
6.1.2 Experimental results
We performed a number of simulations to test the performance of our algo-
rithm. We used the following experimental setting. The number of samples
in the Rao-Blackwellized particle filters was 100, the number of dimensions
of normalized scans was 10 and the maximum number of scans allowed at
a leaf of the kd-tree was set to be 10 (if this number exceeded the specified
maximum, the leaf was split). Fig. 6.2 a)-c) shows an example of estimat-
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ing relative poses of one robot in the map of another in the environment
presented in Fig. 4.8 a).
a)
b)
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c)
Figure 6.3: Two robots in the environment - the first one is represented by
the upper left simulator window and the second one is represented by the
lower left simulator window. The right window shows the partial map of the
first robot and its path samples (red lines). a) - The first robot has started
moving along the lobby. The other robot is located in the first office on the
left side of the moving direction of the first robot. b) - The first robot has
driven into an office, while the second robot is about to start driving. c) -
The second robot has followed the path of the first robot and detected its
path in a couple of meters. After that it localized itself in the current partial
submap of the first robot (blue dots represent the samples of the poses of
the second robot).
We carried out many experiments to see how effective this method of de-
termining the relative poses of the robots is. According to our observations,
in an environment such as presented in Fig. 6.2 there are about 30% of false
positive estimations of the relative poses. This however depends on the size
of the partial maps of one robot in which another robot tries to localize
itself. The larger the partial maps are, the less false positives occur. On the
other hand we would like of course to keep the size of partial maps as small
as possible to ensure efficiency. Another factor influencing the number of
false positives is the symmetry of the environment itself, which is coupled
with still another factor - the expressive power of 2-dimensional laser range
finders. The method is very efficient, as it uses very fast kd-tree queries and
a couple of hundred of samples to localize a robot.
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Although the ratio of false positives is quite high, it can still be reduced
to about 10% by using certain heuristics, like the one we introduced in
Chapter 4 for the “kidnapped robot problem”. This heuristic will be used
directly in the multi-robot localization and mapping algorithms, as we shall
see.
6.2 Multi-Robot Localization
With the method for determining the relative poses of robots at hand, it
is actually quite easy to extend the single robot localization algorithm pre-
sented in Chapter 3 to the multi-robot case. All we need is the mechanism
for fusing the hypotheses of robots involved. To be more precise, we need a
method to refine the sample set of robot poses of one robot by the informa-
tion from the sample set of another robot, given that we know the relative
pose of the robots with respect to each other. In what follows we present
this method and illustrate it by the results of simulations.
6.2.1 Extension of the MCL-algorithm to the multi-robot
case
In order to refine one sample set by another we use the method of [41],
where the so called density trees (special kd-trees) are built over sample sets
in order to fuse them. Before explaining this technique, let us present the
problem in a more formal way. Suppose we have two robots A and B with
the corresponding posterior distributions of their global poses pA(lA) and
pB(lB). In addition, suppose we know the posterior distribution pA|B(lA|B)
of the relative poses of A with respect to B. Then in order to get the refined
posterior p′A of the posterior of pA by the posterior pB (which might be a
more accurate representation than pA), we can use the following expression:
p′A(lA) = pA(lA) ·
∫
L
pA|B(lA|B + lB) · pB(lB)dlB (6.2)
where L is the space of all possible robot poses. The equation 6.2 means
intuitively that we “translate” the hypotheses of the robot B to the location
of the robot A and “fuse” them with the hypotheses of A. If then B was
localized better, the posterior of A will be refined. The equation 6.2 cannot
be used however in the case of the sample set representation of the posteriors.
This is because samples represent discrete approximations of posteriors and
the probability that, say, any two samples one from each two sample sets
represent the same pose is zero. Therefore we need another representation of
at least one sample set, which will cover the whole space of the robot poses.
We use density trees (piecewise constant approximations of sample sets) for
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this [41]. The algorithm implementing the equation 6.2 is then summarized
below:
Algorithm 6.2 Fusing two sample sets
1: SA {Sample set of robot A}
2: SB {Sample set of robot B}
3: SA|B {Sample set of relative poses of A w.r.t. B}
4: S′A = ∅ {Refined sample set of A}
5: compute density tree TA of SA
6: N = |SB| {Cardinality of SB}
7: for i = 1 to N do
8: sample 〈wB, lB〉 ∼ SB {Sample a pose of B}
9: sample 〈wA|B, lA|B〉 ∼ SA|B {Sample a relative pose of A w.r.t. B}
10: l′A = lB + lA|B
11: w′A = TA(l
′
A)
12: S′A = S
′
A ∪ {〈w′A, l′A〉}
13: end for
14: normalize S′A
15: return S′A
The lines 1 to 6 of the algorithm 6.2 are self-explanatory. In line 7 we
iterate a loop N times, where N is the number of samples in the sample set
of robot B. In line 8 we first sample with replacement a pose lB with the
weight wB from the sample set SB (remember that the sample sets represent
finite sets of particles, or tuples of robot poses and their weights). In line 9
we sample a relative pose lA|B of A with respect to B. In line 10 we then
transform lB by lA|B to get l
′
A - a pose hypothesis of robot B if it physically
were at the location of robot A. This transformation involves rotation and
translation in 2 dimensional Cartesian coordinates. In line 11 we perform
actual fusion of sample sets in that we compute a new weight w′A for l
′
A
using the density tree TA, which is a piecewise constant approximation of
the sample set SA of robot A. In line 12 we update the refined sample set
S′A of robot A by a new particle 〈w′A, l′A〉. Finally, in line 14 we normalize
the sample set S′A such that all weights of the samples sum up to 1 and in
line 15 we return the set. The complexity of this algorithm is determined
actually by the operation in line 5, where we compute a density tree out
of a sample set. This procedure requires time O(n · log(n)), where n is the
number of samples in the set.
At this stage we have all the necessary tools to design a multi-robot
localization algorithm. We present it in simple form reflecting only the
most important ideas and leaving out the details, which are more important
for a concrete implementation.
The algorithm is very simple and assumes each robot i first estimates its
global poses individually by the MCL-algorithm in line 6 and then checks for
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Algorithm 6.3 Multi-robot localization
1: N {Number of robots}
2: S1, ..., SN {Sample sets of robots}
3: S1|2, ..., SN |N−1 {Sample set of relative poses of robots w.r.t. each other}
4: for i = 1 to N do
5: estimate Si by algorithm 5.1
6: for j = 1 to N , j 6= i do
7: estimate Si|j by algorithm 6.1
8: if Si|j 6= ∅ then
9: refine Si by algorithm 6.2 using Si|j and Sj
10: end if
11: end for
12: end for
each other robot j whether it can estimate its relative pose to that robot in
line 8. If this is the case in line 9, i refines its global pose estimate by that of
j. In practice, of course, the robots do not refine their hypotheses by means
of every other robot - this would be too inefficient in terms of computation
and communication. Rather, the number of refining robots is limited (1-2 in
our experiments). In the worst case, when no robot can estimate its relative
pose to another robot, the robots are localizing themselves individually and
there is no improvement over the single robot localization algorithm 3.2.
In the best case, we can imagine the scenario, in which only one robot is
localizing itself, while all other robots only estimate their relative poses to
that reference robot and are using its sample set to localize themselves. In
this case the overall reduction in the computation time in comparison to the
single robot algorithm is linear in the number of robots. There is one more
thing to note here. As we mentioned above, the estimation of relative poses
may have false positives. If this is the case, the refinement of sample sets is
done incorrectly of course. Although not presented in the algorithm in order
not to violate the readability, it is possible to avoid this effect considerably
by using the technique of detecting robot “kidnapping” we presented in
Chapter 4. This can be done as an additional check in line 9 before refining
the sample sets.
6.2.2 Experimental results
In order to illustrate our multi-robot localization algorithm in operation, we
present below a scenario with two robots, in which one robot serves as a
reference robot to help another robot to localize itself without performing
the individual localization, i.e. the second robot needs only to determine
the relative pose of itself with respect to the first robot and then just copy
the sample set of the first robot. Fig. 6.3 a)-d) illustrates this.
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c)
d)
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Figure 6.4: Two robots in the environment presented in Fig. 4.8 b) - the
first one is represented by the upper left simulator window and the second
one is represented by the lower left simulator window. The right window
shows an occupancy grid-map. a) - Initial disposition of the robots. The
sample set of the first robot is uniform. b) - The first robot has made a
curve in the environment and localized itself globally (red dots concentrated
at the robots position), while the second robot is about to start driving.
This figure also shows the local paths of the first robot (red lines), which are
presented in the robot’s local coordinate system. c) - The second robot has
followed the path of the first robot, detected its path, computed the relative
pose (blue dots) and translated the sample set of the first robot. d) - In a
couple of meters the second robot finishes localizing itself globally.
6.3 Multi-Robot Mapping
Using the same method for determining the relative poses of the robots it
is possible also to extend the single robot mapping approach presented in
Chapter 5 to the multi-robot case. In contrast to the multi-robot localization
however, we do not refine sample sets representing the posteriors over the
global poses of a robot by those of other robots, but rather fuse the current
maps of the robots. This is an even easier problem than refining sample
sets, as we shall see.
6.3.1 Extension of the Rao-Blackwellized particle filters to
the multi-robot case
Recall that our Rao-Blackwellized particle filtering algorithm 5.1 for single
robot mapping operates with sample sets of robot paths. These path esti-
mates are then used to superimpose the corresponding laser range-scans to
produce occupancy grid-maps. Now suppose that robot A has started to
map the environment individually and after a while robot B could localize
itself in the map of A. This estimate of B’s pose in A’s map is then all B
needs to continue mapping of the environment in parallel to A. In order to
localize one robot in the map of another one we can use a simplified version
of Algorithm 6.1 for estimating relative poses. The simplification means here
just ignoring everything after line 10. This way we only compute B’s pose
in A’s map and ignore the computation of B’s relative pose with respect to
A. To construct maps we use the function m̂ from Chapter 5. One more
thing to note is that we need to choose one robot whose map is the reference
map of all other robots. Without loss of generality we assume that this is
the first robot. Our multi-robot mapping algorithm is presented below.
In line 2 of the algorithm we initialize all sample sets, representing the
robot paths to empty sets. In line 3 we iterate for all robots. If in line 4 the
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Algorithm 6.4 Multi-robot mapping
1: N {Number of robots}
2: S1 = ∅, ..., SN = ∅ {Sample sets of robots}
3: for i = 1 to N do
4: if i = 1 OR Si 6= ∅ then
5: estimate Si by algorithm 5.1
6: else
7: for j = 1 to N , j 6= i do
8: estimate Sj by the simplified algorithm 6.1
9: if Sj 6= ∅ then
10: break
11: end if
12: end for
13: end if
14: end for
robot is the reference robot or the robot has already localized itself in the
reference map we just apply the single robot mapping algorithm 5.1 from
Chapter 5. If this not the case, then in line 7 we iterate over all robots again
and in line 8 check whether the robot i can localize itself in the map of robot
j (which corresponds to the reference map). If this is the case we break the
loop in line 10 and the robot continues mapping the common reference map
by the single robot mapping algorithm. As in the multi-robot localization
algorithm 6.3, in the worst case scenario the robots are not able to localize
themselves in partial maps of each other and there is no improvement over
the single robot mapping algorithm 5.1. In the best case, when all the
robots can localize themselves in the reference map, the reduction in the
computation time is linear in the number of robots.
6.3.2 Experimental results
As above, to illustrate our multi-robot mapping algorithm in operation, we
present below a scenario with two robots, in which one robot serves as a
reference robot and the other one tries to localize itself in the map of the
reference robot to continue mapping the environment together with the first
robot. The scenario is illustrated in Fig. 6.3 a)-d).
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b)
c)
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Figure 6.5: Two robots in the environment presented in Fig. 4.8 a) - the
first one is represented by the upper left simulator window and the second
one is represented by the lower left simulator window. The right window
shows the emerging map of the environment. a) - The first robot has started
moving along the lobby. The other robot is located in the first office on the
right side in the moving direction of the first robot. The path samples of
the first robot are shown as red lines. b) - The first robot has driven into
an office, while the second robot is about to start driving. c) - The second
robot has followed the path of the first robot and detected its path in a
couple of meters. The path samples of the second robot are shown as green
lines. d) - The second robot continued mapping the environment.
6.4 Discussion
In the previous sections we presented our approaches to the multi-robot
localization and mapping. As we have already mentioned above, the ap-
proaches require only the communication capability from the robots. In
this section we briefly touch upon the details of using the communication in
these algorithms and discuss the issues of the approaches.
Fig. 6.6 gives a schematic representation of robots involved in a multi-
robot localization or mapping process. In the case of the multi-robot lo-
calization the robots should basically communicate their perception sensor
information (laser range-scans) along with sample sets representing the be-
liefs about global poses. So what is the communication overhead here? Our
robots are equipped with the WLAN 802.11a with 54 mbps, so it is easy
to estimate that laser range-scans representing in our case a couple of hun-
dreds of floating point values and sample sets representing at most 50000
floating point values can be transfered within fractions of a second, which is
no obstacle for the real-time execution of our multi-robot localization and
mapping algorithms.
It is interesting to compare our approaches with the similar techniques
from the literature. For example, comparing our results to the results of
[41], where the robot detection by cameras was used to estimate the relative
poses of the robots, shows that our algorithm localizes robots about an order
of magnitude faster. This is partly because our single robot algorithm used
in the multi-robot one is faster and partly because the detection of robots
requires the robots to be close to each other and in view contact, which
diminishes the ability of robots to explore different parts of the environment
in parallel. On the other hand the paper reports quite a low ratio of false
positive robot detection - about 3%, while in our case there are about 10%
of false positive estimations of relative poses. As it was already disscussed,
this high value comes partly from the symmetry of some environments and
partly because of the low expressive power of 2-dimensional laser range-
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Figure 6.6: Schematic representation of the communication via wireless net-
work among robots.
scans. As regards the multi-robot mapping, there is relatively little material
in the literature. Approaches close to ours are presented in [59, 43]. The
multi-robot mapping here is also based on localizing one robot in the map
of another one. However the approaches have about a twice as high ratio of
false positive estimations of relative poses.
Chapter 7
Conclusions
In this chapter we summarize the thesis by discussing the main contributions
of our approaches and provide and outlook for the further possible research.
7.1 Summary
This thesis addresses several aspects of the mobile autonomous navigation in
the single and multi-robot systems. We presented novel solutions to the sin-
gle robot localization and simultaneous localization and mapping (SLAM)
problems for both the single and multi-robot cases.
Our global localization algorithm is an instance of the known Monte-
Carlo localization technique, which represents the hypotheses about the real
robot pose as a set of weighted samples, which are then refined during the
localization process. The weights of the samples are the probabilities that a
given sample represents the real robot pose. The computation of the sample
weights depends heavily on the perception sensor model used in the local-
ization method. Our approach was to represent the data acquired by the
perception sensor of a robot in a hierarchical way using the multi-resolution
analysis, which made it possible to dramatically (by an order of magnitude)
reduce the dimensionality of the data without loosing their expressive power.
The computation of this hierarchical representation is not expensive and is
linear in the dimensionality of the data. We also introduced a probabilis-
tic model for this hierarchical representation of the perception sensor data.
This model, in contrast to the models known from the literature, uses the
most important information of the data without artificially discarding much
of the valuable information and thus, allows scaling of the perception data,
which makes it possible to choose a good trade-off between the robustness
and accuracy of the localization process. This led to an order of magnitude
reduction in the overall localization time of a robot in comparison to the
existing techniques known from the literature.
Based on the mentioned hierarchical perception sensor model, we devel-
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oped a heuristics for solving one of the most challenging problems in mobile
robotics - the “kidnapped” robot problem. This problem implies manually
transporting a mobile robot from one place to another without any odomet-
ric feedback about its current pose. The idea is that the robot should recover
from incorrect localization. This aims to test the robustness of the localiza-
tion algorithm against fatal errors in the odometry. A standard method of
the solution of the “kidnapped” robot problem implies a comparison of the
unnormalized sum of the weights of samples to some predefined threshold. If
the sum is less than the threshold the sample set is reset by generating new
samples. Our approach, in contrast, does not use a predefined threshold,
but a more objective measure - the worst expected unnormalized sum. The
latter can be easily computed using our hierarchical perception model. The
method performed very well in practice letting a robot detect a kidnap in
about 5-10 seconds.
We presented a new approach to the solution of the robotic SLAM prob-
lem. The approach is based on the so called Rao-Blackwellized particle fil-
ters, which is a new technique in the context of the robotic SLAM problem.
In the best known implementation of the Rao-Blackwellized particle filters -
FastSLAM algorithm the hypotheses about the real robot pose and map are
represented as a set of weighted samples (particles). Each sample contains a
hypothetical robot pose and the coordinates of all landmarks constituting a
hypothetical map, corresponding to the mentioned robot pose. The weights
of samples are then refined during the simultaneous localization and map-
ping process. This approach reduces the time complexity of another known
SLAM approach - Kalman filters and allows processing of orders of magni-
tude more landmarks. Still, because of the explicit representation of each
map hypotheses in samples it has high spatial complexity, especially for large
environments. Another limitation is the prior assumption of Gaussian dis-
tributions of robot poses and landmark positions. In contrast to FastSLAM,
our approach neither represents hypotheses about maps explicitly, nor priory
assumes any distribution of robot poses or maps. Instead, the approach the
approach is based on localizing a robot in its own local sub-maps, which can
be computed by retrieving the previously stored perception data the robot
has registered at earlier stages. The storage and retrieval is done using an
efficient data structure based on kd-trees and by matching the current and
previous perception data. This way we avoid an explicit representation of
map hypotheses in our approach and generate them on demand from the
stored perception sensor data. As mentioned our implementation does not
make the restrictive assumptions about the used probability models, such
as linearity in the perception and control data and Gaussian distribution
and, therefore, can be used to map any complex environment in contrast
to the existing algorithms. The results of the experiments have shown that
our algorithm is capable of mapping an environment at robot speeds up to
1m/s, which is several times faster than in the existing approaches.
7.2. OUTLOOK 93
We also extended our single robot localization and mapping algorithms
to the multi-robot case. The main idea was to determine the relative poses
of robots by localizing them in sub-maps of each other. This was done in
the same way as in the case of the single robot SLAM by matching the
perception data, but in this case of one robot with those of another. After
the estimation of the relative poses of the robots with respect to each other
it is possible to refine a sample set representing the set of hypotheses about
the global pose of one robot by better estimated sample sets of other robots.
In the case of mapping the simple fusion of the occupancy grid-maps of the
robots can be done. The estimation of the relative poses has shown itself
to be robust and quite precise, however there was a relatively high ratio of
false positives, which can be explained by the symmetry of environments
and inherently low expressive power of 2-dimensional laser range-scans used
as perception information. Still, the number of false positives could be
considerably reduced by detecting them by an efficient heuristics for the
“kidnapped robot problem”, which we presented in the context of the single
robot localization. The experimental results have shown that the method
performs satisfactorily well.
7.2 Outlook
The algorithms presented in this thesis are an important step towards pro-
viding teams of fast mobile robots with robust navigation capabilities, such
as global self-localization and simultaneous localization and mapping. The
concrete implementations used in the experiments, however, were limited
to the static world model and 2-dimensional proximity sensor information.
It would be very interesting to extend our approaches to work in highly
dynamic environments and with more expressive perception data like 3-
dimensional proximity sensors and cameras. The hierarchical representation
of the data and perception model promises here a great advantage over the
existing techniques. In the case of 3-dimensional proximity sensors (laser
range finders) our approach can be practically used without changes. In the
case of cameras one can use the same idea, but a different implementation
of the probabilistic perception sensor model. But this is relatively straight-
forward to do, since multi-resolution analysis can be performed on camera
images as well.
Another interesting area of study would be to extend the approaches
presented in the thesis to outdoor situations. Outdoors 2-dimensional prox-
imity sensors are less practical because of the less structured and much larger
environments. So here 3-dimensional proximity sensors or cameras are used.
In addition, the static world assumption will not hold here due to signifi-
cantly more dynamic events occurring normally outdoors than indoors. On
the other hand, outdoors we can make use of GPS to determine a global
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position (not orientation) of a robot, which would be very helpful, since we
only need probabilistic methods to determine the robot orientation. This
in conjunction with our methods promises good results for outdoor robotic
localization and mapping.
It would also be interesting to test the approaches with a high number of
robots (indoors and outdoors) to see how the localization and mapping time
and also the robustness of the algorithms scales in this situation. Again, the
use of GPS can dramatically improve multi-robot localization and mapping
outdoors providing global (and therefore relative) positions of robots.
There is also much room for the reduction of the false positive estima-
tions of the relative poses of robots. This aspect is closely related to the
extension of the expressive power of the perception sensors, but also to de-
veloping good heuristics for detection of false positives.
Finally, it would be interesting to combine our method for the estima-
tion of the relative poses with the method, where robots should detect each
others by cameras or proximity sensors. As the methods are substantially
orthogonal to each other, the combination promises to improve both ap-
proaches.
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