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ON AN INEQUALITY OF ANDREWS, DE LELLIS
AND TOPPING
KWOK-KUN KWONG
Abstract. Using the method of De Lellis-Topping [7], we prove
some almost Schur type results. For example, one of our results
gives a quantitative measure of how close the higher mean cur-
vature of a submanifold is to its average value. We also derive
another sharp Andrews-De Lellis-Topping type inequality involv-
ing the Riemannian curvature tensor and discuss its equality case.
1. Introduction
It is a classical result of Schur that if the Ricci curvature satisfies
Ric = R
n
g on a Riemannian manifold (Mn, g), then the scalar curvature
R must be constant for n ≥ 3. This is a simple consequence of the
twice-contracted Bianchi identity div(Ric − R
2
g) = 0. It is interesting
to see how R differs from a constant if Ric − R
n
g is close to zero. In
this direction De Lellis and Topping proved in [7] (and independently
by Andrews, cf. [5] Corollary B.20) that
Theorem 1.1. If (Mn, g) is a closed oriented Riemannian manifold
(n ≥ 3) with nonnegative Ricci curvature, then∫
M
(R− R)2 ≤ 4n(n− 1)
(n− 2)2
∫
M
|Ric− R
n
g|2.
Here R is the average of R on M . The equality holds if and only if
(M, g) is Einstein.
These types of stability and rigidity results have attracted a lot of
attention in the last decade. In particular the work of De Lellis-Mu¨ller
[6] started this new research field within the field of geometric analysis
(we would like to thank the reviewer for pointing out this reference).
In this paper, we will show an analogous result for the higher r-th
mean curvature for closed submanifolds in space forms (Theorem 2.2).
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2In particular we will show that our result implies Theorem 1.1 and
some other results in [4] and [2]. We will also show another version
of this type of result which involves the Riemannian curvature tensor.
More precisely, we prove the following Andrews-De Lellis-Topping type
inequality:
Theorem 1.2. (Theorem 2.2) Let Σn (n ≥ 2) be a closed immersed
oriented submanifold in a space form Nm, m > n. Let r ∈ {1, · · · , n−
1}. Assume that either
(1) r is even, or
(2) r is odd and N = Rm, or
(3) Σ is of codimension one, i.e. a hypersurface.
Let Hr =
1
Area(Σ)
∫
Σ
Hr be the average of Hr and
◦
T r= T r− (n−r)
n
HrI be
the traceless part of T r. Let λ be the first eigenvalue for the Laplacian
on Σ and suppose the Ricci curvature of Σ is bounded from below by
−(n− 1)K, K ≥ 0, then for r = 1, · · · , n− 1, we have∫
Σ
|Hr −Hr|2 ≤ n(n− 1)
(n− r)2 (1 +
nK
λ
)
∫
Σ
|
◦
T r |2.
Here Hr is the r-th mean curvature and T
r is the r-th Newton trans-
formation of the second fundamental form and will be defined in Section
2. In particular, if r = 1, then −
◦
T 1=
◦
A, the traceless second funda-
mental form. In particular, this recovers the classical result that if Σ
is a closed embedded totally umbilic hypersurface in Rn+1, Hn+1 or the
hemisphere Sn+1+ , then H is constant and thus is a distance sphere by
[12].
In Section 5, we will also prove:
Theorem 1.3. (Theorem 5.1) Suppose (Mn, g) (n ≥ 3) is a closed
oriented Riemannian manifold such that its Ricci curvature is bounded
from below by −K, K ≥ 0, then we have∫
M
(R− R)2
(i)
≤ 4n(n− 1)
(n− 2)2 (1 +
nK
λ
)
∫
M
|Ric− R
n
g|2
(ii)
≤ n(n− 1)
n− 2 (1 +
nK
λ
)
∫
M
|Rm− R
n(n− 1)B|
2,
where R is the average of its scalar curvature R, λ is the first eigenvalue
for the Laplacian onM and Bijkl = gikgjl−gilgjk is the curvature tensor
with curvature 1. The equality sign in (i) holds if and only if (M, g)
is Einstein. If n ≥ 4, then the equality sign in (ii) holds if and only if
3(M, g) is locally conformally flat. Both (i) and (ii) become equalities if
and only if (M, g) has constant curvature.
This result gives a quantitative version of another result of Schur:
if (Mn, g) (n ≥ 3) has sectional curvature which depends on its base
point only, then its curvature is constant.
The rest of this paper is organized as follows. In Section 2, we de-
rive Theorem 1.2 for closed oriented submanifolds (not necessarily of
codimension one) in space forms. In Section 3, we discuss the relation
between Theorem 1.2 and a corresponding result in [8], and show that
indeed our result implies Theorem 1.1 and a result in [8]. In Section 4
we discuss the equality case of Theorem 2.2. Finally in Section 5 we
will prove Theorem 1.3 and show that the constants in the inequalities
are optimal.
Acknowledgments: The author would like to thank Gilbert We-
instein for stimulating discussions and useful comments.
2. Higher mean curvatures of submanifolds in space forms
Let Σn be an immersed submanifold in a Riemannian manifold (Nm, h),
n < m. The second fundamental form of Σ inN is defined by A(X, Y ) =
−(∇XY )⊥ and is normal-valued. Here ∇ is the connection on N . We
denote A(ei, ej) by Aij, where {ei}ni=1 is a local orthonormal frame on
Σ.
We define the r-th mean curvature as follows. If r is even,
Hr =
1
r!
∑
i1,··· ,ir
j1,··· ,jr
ǫi1···irj1···jrh(Ai1j1, Ai2j2) · · ·h(Air−1jr−1, Airjr).
If r is odd, the r-th mean curvature is a normal vector field defined
by
Hr =
1
r!
∑
i1,··· ,ir
j1,··· ,jr
ǫi1···irj1···jrh(Ai1j1, Ai2j2) · · ·h(Air−2jr−2, Air−1jr−1)Airjr .
Here ǫj1···jri1···ir is zero if ik = il or jk = jl for some k 6= l , or if {i1, · · · , ir} 6={j1, · · · , jr} as sets, otherwise it is defined as the sign of the permuta-
tion (i1, · · · , ir) 7→ (j1, · · · , jr).
In the codimension one case, i.e. Σ is a hypersurface, by taking the
inner product with a unit normal if necessary, we can assume Hr is
4scalar-valued. In this case the value of Hr is given by
Hr =
∑
i1<···<ir
ki1 · · · kir (2.1)
where {ki}ni=1 are the principal curvatures. This definition of Hr will
be used whenever Σ is a hypersurface.
Following [9] and [15], we define the (generalized) r-th Newton trans-
formation T r of A (as a (1, 1) tensor, possibly vector-valued) as follows.
If r is even,
(T r) ij =
1
r!
∑
i1,··· ,ir
j1,··· ,jr
ǫii1...irjj1...jrh(Ai1j1, Ai2j2) · · ·h(Air−1jr−1, Airjr).
If r is odd,
(T r) ij =
1
r!
∑
i1,··· ,ir
j1,··· ,jr
ǫii1...irjj1...jrh(Ai1j1, Ai2j2) · · ·h(Air−2jr−2, Air−1jr−1)Airjr .
Again, in the codimension one case, we can assume T r is an ordinary
(1, 1) tensor and if {ei}ni=1 are the eigenvectors of A, then
T r(ei) =
1(
n
r
) ∑
i1<···<ir
i 6=il
ki1 · · · kirei.
This definition of T r will be used whenever Σ is a hypersurface.
Lemma 2.1. If Σn is an immersed submanifold in a space form Nm,
let div and tr denotes the divergence and the trace on Σ respectively,
then
div(T r) = 0 and tr(T r) = (n− r)Hr.
Proof. The first assertion follows from the proof of [9] Lemma 2.1. But
since it has only been shown in the case where r is even in that paper,
let us assume the odd case, and for the sake of demonstration let r = 3.
Using local orthonormal frame, the first assertion follows from
r!∇i(T r)ji
=ǫj j1j2j3i i1i1i3 (h(∇iAi1j1, Ai2j2)Ai3j3 + h(Ai1j1 ,∇iAi2j2)Ai3j3 + h(Ai1j1, Ai2j2)∇iAi3j3)
=ǫj j1j2j3i i1i1i3 (h(∇i1Aij1 , Ai2j2)Ai3j3 + h(Ai1j1 ,∇i1Aij2)Ai3j3 + h(Ai1j1, Ai2j2)∇i3Aij3)
=− ǫj j1j2j3i i1i1i3 (h(∇iAi1j1 , Ai2j2)Ai3j3 + h(Ai1j1 ,∇iAi2j2)Ai3j3 + h(Ai1j1 , Ai2j2)∇iAi3j3)
=− r!∇i(T r)ji
5where we have used the Codazzi equation ∇iAjk = ∇jAik (as N has
constant curvature). The second assertion is straightforward. 
By Lemma 2.1 we immediately have the following Schur-type theorem
which is perhaps well-known to experts (we write V s instead of V ⊗ s
for a vector-valued function V and a (1, 1) tensor s):
Theorem 2.1. Let Σn be a closed (compact without boundary) im-
mersed submanifold in a space form Nm and r ∈ {1, · · · , n− 1}. If the
traceless part
◦
T r of T r vanishes, i.e. T r = n−r
n
HrI, then Hr is parallel.
(In particular it is constant whenever it can be defined as a scalar. )
Proof. By Lemma 2.1, as
◦
T r= T r − (n−r)
n
HrI, we have 0 = div(
◦
T r) =
−n−r
n
∇Hr. i.e. Hr is parallel. 
Theorem 2.2. Let Σn (n ≥ 2) be a closed immersed oriented subman-
ifold in a space form Nm, m > n. Let r ∈ {1, · · · , n−1}. Assume that
either
(1) r is even, or
(2) r is odd and N = Rm, or
(3) Σ is of codimension one, i.e. a hypersurface.
Let Hr =
1
Area(Σ)
∫
Σ
Hr be the average of Hr (which is a vector when r
is odd and is defined by (2.1) in the codimension one case) and
◦
T r=
T r − (n−r)
n
HrI be the traceless part of T
r. Let λ be the first eigenvalue
for the Laplacian on Σ and suppose the Ricci curvature of Σ is bounded
from below by −(n− 1)K, K ≥ 0, then for r = 1, · · · , n− 1, we have∫
Σ
|Hr −Hr|2 ≤ n(n− 1)
(n− r)2 (1 +
nK
λ
)
∫
Σ
|
◦
T r |2, (2.2)
or equivalently,∫
Σ
|T r − n− r
n
HrI|2 ≤ n(1 + (n− 1)K
λ
)
∫
Σ
|T r − n− r
n
HrI|2.
Proof. We follow the ideas in [7] and [4]. We do the case where r is
odd (and thus N = Rm) first. We can assume Hr−Hr is not vanishing
everywhere, otherwise there is nothing to prove. Let F = (F 1, · · · , Fm)
be the solution to {
∆F = Hr −Hr∫
Σ
F = 0.
(2.3)
6The solution exists because
∫
Σ
Hr − Hr = 0. As
◦
T r= T r − (n−r)
n
HrI
and div(T r) = 0 by Lemma 2.1, (as a vector-valued 1-form) we have
div(
◦
T r) = −n− r
n
∇Hr.
Let us denote the dot product in Rm by · and the intrinsic inner product
on Σ by 〈·, ·〉. Then∫
Σ
|∆F |2 =
∫
Σ
(Hr −Hr) ·∆F = −
∫
Σ
〈∇Hr,∇F 〉
=
n
n− r
∫
Σ
〈div(
◦
T r),∇F 〉
=
n
n− r
∫
Σ
〈−
◦
T r,∇2F 〉
=
n
n− r
∫
Σ
〈−
◦
T r,∇2F − ∆F
n
I〉
≤ n
n− r‖
◦
T r ‖L2‖∇2F − ∆F
n
I‖L2 .
(2.4)
We have
‖∇2F − ∆F
n
I‖2L2 =
∫
Σ
|∇2F |2 + 1
n
∫
Σ
|∆F |2 − 2
n
∫
Σ
|∆F |2
=
∫
Σ
|∇2F |2 − 1
n
∫
Σ
|∆F |2.
(2.5)
By Bochner formula, we have∫
Σ
|∇2F |2 =
∫
M
|∆F |2 −
∫
Σ
Ric(∇F,∇F )
≤
∫
Σ
|∆F |2 + (n− 1)K
∫
Σ
|∇F |2.
(2.6)
Here Ric(∇F,∇F ) =
∑
1≤i,j≤n
1≤l≤m
Rij∇iF l∇jF l. Consider
∫
Σ
|∇F |2 = −
∫
Σ
F ·∆F ≤ (
∫
Σ
|F |2) 12
(∫
Σ
|∆F |2
) 1
2
≤
(∫
Σ
|∇F |2
λ
) 1
2
(∫
Σ
|∆F |2
) 1
2
.
7Thus ∫
Σ
|∇F |2 ≤ 1
λ
∫
Σ
|∆F |2. (2.7)
Here we have used the fact that the first eigenvalue λ = min{
∫
Σ
|∇φ|2
∫
Σ
φ2
:∫
Σ
φ = 0, φ 6= 0}. In view of (2.6) and (2.7), (2.5) becomes
‖∇2F − ∆F
n
I‖2L2 ≤ (
n− 1
n
)(1 +
nK
λ
)
∫
Σ
|∆F |2. (2.8)
Substitute this into (2.4), we obtain (2.2):∫
Σ
|Hr −Hr|2 ≤ n(n− 1)
(n− r)2 (1 +
nK
λ
)
∫
Σ
|
◦
T r |2.
As T r− n−r
n
HrI =
◦
T r +n−r
n
(Hr−Hr)I, by Pythagoras theorem we have
|T r − n− r
n
HrI|2 = |
◦
T r |2 + (n− r)
2
n
|Hr −Hr|2.
Therefore (2.2) can be rephrased as∫
Σ
|T r − n− r
n
HrI|2 ≤ n(1 + (n− 1)K
λ
)
∫
Σ
|T r − n− r
n
HrI|2.
For the remaining cases where r is even or Σ is a hypersurface, as Hr
is scalar valued, just replace F in (2.3) by a scalar valued function f
and apply the same argument, we can get the result. 
Remark 1. When r = 1 and Σ is a hypersurface, as T 1 = H1I −A, it
is easy to see that
◦
T 1= − ◦A where
◦
A is the traceless part of the second
fundamental form A. This generalizes [14] Theorem 3.1 (see also [4]).
In the codimension one case, this recovers [2] Theorem 1.10.
Remark 2. For an embedded hypersurface in Euclidean space, having
nonnegative Ricci curvature is equivalent to A ≥ 0 (i.e. convex), see
[14, p. 48]. So when K = 0, the curvature assumptions in Theorem 2.2
can be replaced by Σ being convex when it is an embedded hypersurface.
3. Relations with Lovelock curvatures
In this section, we investigate the relation between Theorem 2.2 and
an analogous result of Ge-Wang-Xia [8]. Following [8], we define the
Lovelock curvatures (or the so called 2k-dimensional Euler density in
Physics) of a Riemannian manifold (Mn, g), k < n
2
, by
R(k) =
1
2k
ǫ
j1...j2k
i1...i2k
Rj1j2
i1i2 · · ·Rj2k−1j2k i2k−1i2k . (3.1)
8We use the convention that Rijij is the sectional curvature. It can
be easily seen that R(1) is the scalar curvature. We also define the
generalized Einstein 2-tensor by defining
E(k)
j
i =
1
2k+1
ǫ
jj1...j2k
ii1...i2k
Rj1j2
i1i2 · · ·Rj2k−1j2k i2k−1i2k .
We have the following analogue of Lemma 2.1 for E(k):
Lemma 3.1. We have
tr(E(k)) =
n− 2k
2
R(k) and ∇iE(k)ji = 0.
Proof. The first assertion is a straightforward calculation. For the sec-
ond assertion, for the sake of demonstration let k = 1. Then this
follows from
2k+1∇iE(k)ji = ǫjj1j2ii1i2 ∇iRj1j2 i1i2
= −ǫjj1j2ii1i2 (∇i1Rj1j2 i2i +∇i2Rj1j2 ii1)
= −ǫjj1j2i2ii1 ∇iRj1j2 i1i2 − ǫjj1j2i1i2i∇iRj1j2 i1i2
= −2ǫjj1j2ii1i2 ∇iRj1j2 i1i2 .
Here we have used the Bianchi identity in the second line. 
We see that E(k) is divergence free and indeed E(1) is the Einstein
tensor. By Lemma 3.1, it is clear that we can prove the analogue of
Theorem 2.2 in this setting. Indeed, by using the same method, Ge,
Wang and Xia [8] proved that (they have assumed Ric ≥ 0, but their
result can be easily extended to the version below):
Theorem 3.1 ([8] Theorem 4). Let (M, g) be a closed oriented Rie-
mannian manifold with Ric ≥ −(n − 1)K, K ≥ 0 and 1 ≤ k < n
2
,
then ∫
M
|R(k) − R(k)|2 ≤ 4n(n− 1)
(n− 2k)2 (1 +
nK
λ
)
∫
M
|
◦
E(k) |2.
Here R
(k)
is the average of R(k).
We will show that Theorem 2.2 is equivalent to Theorem 3.1 in the
case where r is even.
Proposition 3.1. For an immersed submanifold Σ ⊂ Rn+1, for k =
1, · · · , ⌊n
2
⌋, we have
E(k) =
(2k)!
2
T 2k.
9Proof. We denote the dot product in Rm by ·. Using a local orthonor-
mal frame, by Gauss equation, we have
Rij
kl = Aik ·Ajl − Ail · Ajk.
Thus
ǫ
jj1...j2k
ii1...i2k
Rj1j2
i1i2 · · ·Rj2k−1j2k i2k−1i2k
=ǫjj1...j2kii1...i2k (Ai1j1 ·Ai2j2 − Ai2j1 · Ai1j2) · · · (Ai2k−1j2k−1 · Ai2kj2k − Ai2kj2k−1 · Ai2k−1j2k)
=2kǫjj1...j2kii1...i2k (Ai1j1 · Ai2j2) · · · (Ai2k−1j2k−1 · Ai2kj2k)
=2k(2k)!(T 2k)
j
i
.
This implies the result. 
Proposition 3.2. Theorem 2.2 is equivalent to Theorem 3.1 when r =
2k and N = Rm.
Proof. To see that Theorem 2.2 is equivalent to Theorem 3.1 when r
is even, we just observe that by Proposition 3.1, clearly Theorem 3.1
implies our result in the even case and when N is Euclidean. On the
other hand, since any manifold can be isometrically embedded into
some Rm for m large enough [13], we see that our result also implies
Theorem 3.1. 
4. Equality case of Theorem 2.2
It is easy to see from the proof that if the Ricci curvature assumption
in Theorem 2.2 is strengthened to Ric > −(n − 1)Kg, then Hr = Hr
(as F is constant). On the other hand, it is more subtle if we omit this
assumption and so far we have only got some partial results.
The equality case for r = 1 and when Σ is an immersed hypersurface
in the Euclidean space Rm, the hyperbolic space Hm or the hemisphere
S
m
+ , has been considered in [4], in which they prove that Σ is a distance
sphere. It seems that their proof cannot be modified directly for our
case because in their proof it is essential that Σ contains a point whose
Ricci curvature is positive, which is not true for submanifold in higher
codimension in general. However it is easy to modify their proof with
an additional assumption:
The case for r = 1 and Ric > −(n− 1)Kg at one point.
Suppose the equality case holds, then from (2.4), (2.6) and (2.8) we
know that T 1 − n−1
n
H1I and ∇2F − ∆Fn I are linearly dependent and
Ric(∇F,∇F ) + (n− 1)K|∇F |2 = 0.
10
Suppose ∇2F − ∆F
n
I = 0, then from (2.4) we have H1 = H1. Other-
wise there exists a constant µ such that
T 1 − n− 1
n
HrI = µ(∇2F − ∆F
n
I). (4.1)
Since Ric + (n − 1)Kg > 0 at p, F is constant in a neighborhood of
p. By (4.1), T r − n−1
n
H1I = 0 and thus H1 = H1 is constant in a
neighborhood of p. Suppose F is not constant on Σ, then there is a
smooth curve γ : R → Σ with γ(0) = p such that 0 < t0 = inf{t > 0 :
F ◦ γ is constant on [0, t]} < ∞. Let q = γ(t0). In view of (4.1) and
by continuity, at q, we have
T 1 =
n− 1
n
H1I =
n− 1
n
H1I. (4.2)
On the other hand, it is not hard to see that T 1 = H1I − A (i.e.
(T 1)ji = H1δ
j
i − Aij) and so by Gauss equation (c is the curvature of
N),
R
j
i = (n− 1)cδji + h(H1, Aij)−
∑
k
h(Aik, Akj)
= (n− 1)cδji +
∑
k
h((T 1)ki , Akj)
= (n− 1)cδji +
∑
k
h((T 1)ki , H1δ
j
k − (T 1)jk).
So by (4.2), we have Rji (q) + (n − 1)Kδji = Rji (p) + (n − 1)Kδji and
in particular it is positive definite at q. This implies F ◦ γ is constant
near t = t0, a contradiction. We conclude that H1 is constant. In the
particular case where Σ is an embedded hypersurface in N = Rm, Hm
or Sm+ , as T
1 = H1I − A, it is easy to see that A = H1n g = H1n g, i.e. Σ
is totally umbilic and so is a geodesic hypersphere in N .
The case for r = 2.
Suppose Σn is immersed in a space form Nm of curvature c, using the
same computations as in the proof of Proposition 3.1, we can get
E(1) = T 2 +
(
n− 2
2
)
cI. (4.3)
Here
(
l
k
)
= 0 if k > l. On the other hand, it is not hard to see that
E(1) = Ric− R
2
g is the Einstein tensor (one way of seeing that without
computing is to observe that E(1) is a 2-tensor which contains only
linear term involving the curvature and is divergence free, thus, up to
11
constant, it must be the Einstein tensor). Thus
◦
T 2=
◦
Ric= Ric− R
n
I.
Note also that R(1) = R and is equal to H2 up to an additive constant
which only depends on c and n. Thus our result in this case is reduced
to Theorem 1.2 of [3] or the k = 1 case of Theorem 3.1. By the rigidity
case of [3] Theorem 1.2, we deduce that the equality holds in Theorem
2.2 in the r = 2 case if and only if Σ is Einstein. Therefore R is constant
and so is H2 by Gauss equation. In particular, if Σ is an embedded
hypersurface in Rm, Hm or the hemisphere Sm+ , then by [12, Theorems
4,7 and 10] it is a geodesic hypersphere.
Let us summarize the known results:
Theorem 4.1. With the assumption as in Theorem 2.2, suppose the
inequality in (2.2) becomes an equality. Assume either
(1) r = 1 and Σ is an immersed hypersurface in Rn+1, Hn+1 or
S
n+1
+ , or
(2) r = 1 and Ric > −(n− 1)Kg at one point, or
(3) r = 2, or
(4) 1 ≤ r ≤ n− 1 and Ric > −(n− 1)Kg.
Then Hr = Hr is constant. In the case where Σ is an embedded hy-
persurface in Rm, Hm or Sm+ (the hemisphere), then Σ is a geodesic
hypersphere.
5. Another form of almost-Schur type theorem
In this section, we derive another form of Schur-type theorem, which
gives a quantitative version of the following classical result of Schur:
if (Mn, g) (n ≥ 3) has sectional curvature which depends on its base
point only, then its curvature is constant.
5.1. Main result. We first set up some notations. Let T r(M) denote
the space of covariant r-tensor on M (e.g. g ∈ T 2(M)). The Kulkarni-
Nomizu product ⊙ : T 2(M)×T 2(M)→ T 4(M) is defined by (see e.g.
[1, p.47])
(α⊙ β)(X, Y, Z,W ) =α(X,Z)β(Y,W ) + α(Y,W )β(X,Z)
− α(X,W )β(Y, Z)− α(Y, Z)β(X,W ).
We define B = 1
2
g⊙g. It is easy to see that B is the Riemann curvature
tensor of a space form with curvature 1 (we use the convention that
12
Rijij is the sectional curvature). In local coordinates, it is given by
Bijkl = gikgjl − gilgjk.
Theorem 5.1. Suppose (Mn, g) (n ≥ 3) is a closed oriented Riemann-
ian manifold such that its Ricci curvature is bounded from below by
−(n− 1)K, K ≥ 0, then we have∫
M
(R− R)2
(i)
≤ 4n(n− 1)
(n− 2)2 (1 +
nK
λ
)
∫
M
|Ric− R
n
g|2
(ii)
≤ n(n− 1)
n− 2 (1 +
nK
λ
)
∫
M
|Rm− R
n(n− 1)B|
2,
(5.1)
where R is the average of its scalar curvature R and λ is the first
eigenvalue for the Laplacian on M . The equality sign in (i) holds if
and only if (M, g) is Einstein. If n ≥ 4, then the equality sign in (ii)
holds if and only if (M, g) is locally conformally flat. Both (i) and (ii)
become equalities if and only if (M, g) has constant curvature.
Proof. The Riemannian curvature tensor has the following orthogonal
decomposition (e.g. [5, p.26]):
Rm =
R
2n(n− 1)g ⊙ g +
1
n− 2g⊙
◦
Ric +W (5.2)
where W is the Weyl tensor (which vanishes when n = 3). As the
decomposition is orthogonal, we have
1
n− 2 |g⊙
◦
Ric |2 = 〈Rm− R
2n(n− 1)g ⊙ g, g⊙
◦
Ric〉.
It is easy to compute that |g⊙
◦
Ric |2 = 4(n− 2)|
◦
Ric |2. Thus
|
◦
Ric |2 = 1
4
〈Rm− R
n(n− 1)B, g⊙
◦
Ric〉
≤ 1
4
|Rm− R
n(n− 1)B||g⊙
◦
Ric |
=
√
n− 2
2
|Rm− R
n(n− 1)B||
◦
Ric |.
(5.3)
We conclude that
|
◦
Ric |2 ≤ n− 2
4
|Rm− R
n(n− 1)B|
2.
On the other hand, from [3], we have∫
M
(R− R)2 ≤ 4n(n− 1)
(n− 2)2 (1 +
nK
λ
)
∫
M
|
◦
Ric |2.
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Combining these two inequalities, we can get the result. If the inequal-
ity in (i) becomes an equality, then by [3], (M, g) is Einstein. The
equality in (i) clearly holds if (M, g) is Einstein.
Now suppose the equality in (ii) holds. Then from (5.3), we deduce
that Rm − R
2n(n−1)
g ⊙ g = g⊙
◦
Ric +W and g⊙
◦
Ric must be linearly
dependent. We deduce that W = 0 and thus (M, g) must be locally
conformally flat if n ≥ 4 (see e.g. [5] Proposition 1.62). If (M, g) is
locally conformally flat, then from (5.3) we can also deduce that (ii) is
an equality.
Finally if both (i) and (ii) become equalities, then R = R is constant
by [3] and thus Rm is also constant by (5.1). The converse is clear. 
Corollary 5.1. With the same assumptions as in Theorem 5.1, we
have∫
M
|Rm− R
n(n− 1)B|
2 ≤ n
n− 2(1 +
2K
λ
)
∫
M
|Rm− R
n(n− 1)B|
2.
(5.4)
The equality holds if and only if (M, g) has constant curvature R
n(n−1)
.
Proof. As Rm has the orthogonal decomposition (5.2), we have
〈Rm− R
n(n− 1)B,B〉 = 0.
Since
Rm− R
n(n− 1)B = (Rm−
R
n(n− 1)B) +
1
n(n− 1)(R− R)B,
by Pythagoras theorem we have
|Rm− R
n(n− 1)B|
2 = |Rm− R
n(n− 1)B|
2 +
2
n(n− 1)(R− R)
2.
Combining this with (5.1), we can get the result. 
In a forthcoming paper [10], we will show that indeed an analogous
result similar to Theorem 5.1 holds for the so called (p, q)-curvature
(cf. [11]) on a Riemannian manifold (M, g).
5.2. Optimality of the constants. We remark that the constants in
(5.1) and (5.4) are optimal, which follows directly from the argument
of De Lellis and Topping [7].
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Let M = (Sn, g0) be the sphere with standard metric. In this case,
Ric = (n− 1)g0 and thus we can choose K in Theorem 5.1 to be zero.
Then (5.1) (i) becomes∫
M
(R−R)2 ≤ C1
∫
M
|Ric− R
n
g|2
where C1 =
4n(n−1)
(n−2)2
. Using a second variation argument, De Lellis and
Topping [7] showed that the constant C1 is optimal in the following
sense: for any 0 < α < 1, there exists a sufficiently small t > 0 and a
function f on M so that gt = (1 + tf)g0 is a Riemannian metric with∫
M
(R(gt)− R(gt))2dvgt > αC1
∫
M
|Ric(gt)− R(gt)
n
gt|2dvgt .
Note that gt is conformal with g0 and in particular is conformally flat.
From this we see that the Weyl tensorW (gt) vanishes and in particular
(5.3) implies that
αC1
∫
M
|Ric(gt)− R(gt)
n
gt|2dvgt = αC2
∫
M
|Rm(gt)− R(gt)
n(n− 1)B|
2dvgt,
where C2 =
n(n−1)
n−2
. From this we see that the constants in (5.1) are
optimal.
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