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ABSTRACT 
This study examines the relationship between knowledge of academic vocabulary 
relevant to an American university setting and academic success as measured by grade point 
average (GPA) of undergraduates who were non-native speakers of English at an university 
in the United States. To study this relationship, this study addresses issues in developing a 
list of vocabulary items relevant to undergraduate study in the United States; developing, 
" 
administering and scoring an appropriate test of vocabulary size; and interpreting the results 
of the test. 
The study also addresses the reliability of a checkbox test, the usefulness of common 
word families is estimating vocabulary size, the usefulness of nonwords as indicators of 
overestimation of knowledge by test takers, and the rate at which nonwords may be included 
in a checkbox test of vocabulary. 
The results do not show a clear relationship between knowledge of academic 
vocabulary and academic success as measured by GPA; however, the results do tend to 
indicate that the lower limit ofa successful student's vocabulary size may be as low or even 
lower than 2700 word families. The results also indicate that the checkbox test can be 
reliable, that common word families are not very useful in estimating vocabulary size for 
non-native speakers of English enrolled as undergraduates, that nonwords are significant 
indicators of overestimation of knowledge, and that nonwords may be included at a low rate 
(e.g. 10%) on a checkbox test of vocabulary provided there are a sufficient number of 
nonwords. 
CHAPTER 1 
INTRODUCTION 
It is hard to imagine language without vocabulary. 
--Stephen Templin, 1995 
It is indeed difficult to imagine language without vocabulary. Whether the language 
is spoken or written, seen or signed, read or heard, words are an integral part of the 
communication process. Perhaps this is why language teachers often fmd that the primary 
concern of many language learners is that their vocabulary is too limited. These learners 
know that vocabulary is critically important in the tasks they face, whether they are tasks in 
the classroom or outside it. As a result of this perceived need, Nation (1990, p. 2) states that 
"both learners and researchers see vocabulary as being a very important, if not the most 
important, element in language learning. Learners feel that many of their difficulties in both 
receptive and productive language use result from an inadequate vocabulary." 
In part this feeling of inadequacy is because vocabulary is a necessary factor in all 
language skills; that is, it is impossible to read, write, speak, or listen without knowing 
words. One may be able to guess at meaning without knowing syntax, discourse 
conventions, or registers, but one must know some vocabulary in order to communicate. So 
while language learners may be able to compensate for imperfect grammar, for example, they 
often fmd themselves extremely frustrated trying to fmd the right words to communicate a 
specific idea or trying to communicate in a certain situation or register. 
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One setting in which many non-native speakers of English struggle to communicate is 
at an American university. Since vocabulary is a critical component of effective 
communication in any situation, it is important to know what level of vocabulary is critical in 
that setting in order for a non-native speaker of English to function adequately. Furthermore, 
since study at an American university is the primary motivation for many ESL students to 
learn English, it is important to them and to the programs to which they apply for these 
students to know better what level of vocabulary is required in their studies. Thus, the 
primary purpose of this study is to determine a minimum level of vocabulary knowledge for 
performing adequately academically in a university setting. Many previous studies have 
examined vocabulary size; however, this study is important because of several key 
differences. 
Importance of this Study 
This study is important because it focuses on a specific setting and on the vocabulary 
which is most relevant to that specific setting. In addition, this study focuses on vocabulary 
knowledge for study at the university level, which has often been considered but rarely as the 
primary focus of a study. This study is also important because of the potential impact on 
international students who desire to study at a university in the United States. 
Focus on a specific setting 
This first reason this study is important to the field is because few studies have 
researched the importance of vocabulary knowledge for a specific setting. Two notable 
exceptions are a study by Hazenberg and Hulstijn (1996), which focused on vocabulary 
knowledge necessary for non-native speakers of Dutch to enter a Dutch university, and a 
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study on the level of vocabulary knowledge needed to read unsimplified novels for pleasure 
(Hirsh and Nation, 1992). Several other studies have looked at the importance of vocabulary 
knowledge for a type of task, such as reading (Laufer, 1989, 1992) or writing (Dordick, 
1996), rather than for a specific setting. Even though a few studies do look at how 
vocabulary knowledge correlates with other language skills, none look at how English 
vocabulary knowledge is related to academic success at a university in the United States. 
Focus on vocabulary from the same specific setting 
In determining vocabulary knowledge, few studies directly address the issue of which 
words are actually of greatest use for the setting under consideration. In their study of the 
relationship between vocabulary size and ability to enter a Dutch university, Hazenberg and 
Hulstijn (1996) obtained a word list from a dictionary rather than from actual language use. 
And although Hirsh and Nation (1992) used actual texts, they used a very small number of 
texts, which creates doubt as to the reliability and validity of their results. In contrast, this 
study uses 4.73 million words of academic writing in 245 texts from which to draw 
vocabulary. Thus, while other studies have focused on the number of words from the 
language as a whole or on words taken from a few texts which are assumed to be 
representative oftexts in a specific setting, this study focuses on the vocabulary actually 
present in a large number of texts which are relevant to the specific setting. 
Importance to international stUdents 
While a number of studies have addressed the issue of vocabulary size, and one study 
has examined the level of vocabulary knowledge a non-native speaker of Dutch needs to 
enter a university in The Netherlands (Hazenberg and Hulstijn, 1996), no study has attempted 
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to detennine the level of vocabulary knowledge a non-native speaker of English needs to 
know in order to perfonn adequately academically in undergraduate classes in the United 
States. Having an appropriate level of vocabulary knowledge is important to international 
students who come to the United States to study at the university level because of the 
significant amount of time and money these students spend. These same students invest a 
significant portion of their lives preparing for study and actually studying in the United 
States, but many still feel that their vocabulary knowledge is inadequate. Because this study 
focuses on the specific setting which is of greatest concern to most international students and 
because it focuses on vocabulary which is actually used in that setting, this study provides 
infonnation which may help such students invest their time and other resources wisely. 
Research Questions 
This study has one primary focus, relating vocabulary knowledge to academic success 
at a university in the United States; however, the study also addresses issues related to 
vocabulary knowledge assessment. 
Primary research question 
The primary purpose of this study is to look at the relationship between vocabulary 
knowledge and academic success. While academic success may be measured in many ways, 
this study uses a standard measure of academic success which is readily available, grade 
point average (GPA). While the results of the test may be generalized to some extent to all 
language skills, the results are most relevant to reading vocabulary for two reasons. First, the 
word list developed for this study was based on written texts. Second, the test and the test 
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directions were written (and thus had to be read by the subjects). Thus, the primary research 
question of this study is the following: 
What is the relationship between size of academic reading vocabulary relevant 
to an American university setting and academic success at an American 
university as measured by grade point average (GPA)? 
Secondary research questions 
The secondary research questions of this study relate to the assessment methods used 
to determine vocabulary knowledge. The secondary research questions are the following: 
• What is the internal consistency reliability of the checkbox tests used to assess 
vocabulary knowledge? 
• How useful is the infonnation gained by testing subjects on words of greater or 
lesser frequency of occurrence in the setting of interest? 
• What rate and number of nonwords should be included in a checkbox test of 
vocabulary? 
• Is it an indicator of overestimation of vocabulary knowledge if a subject indicates 
that he or she knows nonwords? If so, what is the significance of that 
relationship? 
Preview of the Study 
In order to answer the primary and secondary research questions, I present 
background infonnation and examine previous studies in Chapter 2, Literature Review, and 
then explain how I built a list oftest items, designed a test, and interpreted the results of the 
test in Chapter 3, Methods. In Chapter 4, Results, I answer the research questions by 
presenting the data, explaining my analysis of that data, and discussing the implications of 
my fmdings. Finally, in Chapter 5, Conclusion, I summarize the fmdings of this study and 
present observations about the methods I used in addition to making suggestions for further 
research. 
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CHAPTER 2 
LITERATURE REVIEW 
Before determining the relationship between size of academic vocabulary relevant to 
an American university setting and academic success at an American university as measured 
by GPA, several areas need to be understood, including the importance of vocabulary, the 
issues surrounding estimating vocabulary size, the principles of developing a word list, and 
the principles of developing an appropriate test. 
The Importance of Vocabulary 
A significant amount of scholarship supports the idea that vocabulary is indeed 
critical in language skills in general (Hughes, 1989; Meara, 1992; Anderson and Freebody, 
1981), in communication (Allen, 1983), in writing (Dordick, 1996), and in reading 
comprehension (Lomangino, 1986; Laufer, 1989). This scholarship may be divided into two 
types, scholarship which investigates or uses vocabulary because it is important and research 
which investigates the importance of vocabulary. 
The fact that various tests of vocabulary for university admissions and placement 
decisions shows that vocabulary is viewed not just as an important facet of language ability 
but as an indicator of overall language ability. This link is clearly stated by Meara (1992, p. 
4) in explaining some experimental vocabulary tests he developed. He stated that "generally 
speaking, people with big vocabularies are better at listening comprehension, better at 
reading comprehension and have better developed grammatical sense than people with very 
small vocabularies." Similarly, Schmitt (1994) shows a perceived link between vocabulary 
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assessment and overall language proficiency in his review of vocabulary testing when he 
notes the use of tests of vocabulary size by commercial proficiency tests such as TOEFL to 
give some indication of overall language proficiency. 
The belief that vocabulary size does give some indication of overall language 
proficiency seems to have some validity. Meara and Jones (1987, p. 80), in discussing using 
vocabulary size as a placement indicator, refer to Anderson and Freebody's (1981, p. 77) 
review of "the role of vocabulary knowledge in reading comprehension" and state that "there 
is a large body of evidence (for English as an Ll) that vocabulary knowledge is heavily 
implicated in all practical language skills, and that in general, speakers with a large 
vocabulary perform better on a wide range of linguistic indicators than speakers with a more 
limited vocabulary." Goulden, Nation and Read (1990, p. 342), in establishing the 
importance of their study of vocabulary size, state that in academic contexts, "measures of 
vocabulary size-particularly the size of academic vocabulary-are important indicators of 
the ability of second language learners to achieve academic success." 
While it is clear that vocabulary is viewed as important by many people, including 
language learners, teachers and researchers, it is also necessary to look at empirical studies 
which investigate the importance of vocabulary rather than studies which investigate 
vocabulary because it is important. One critical area to examine is the importance of 
vocabulary in reading comprehension. 
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Vocabulary and reading comprehension 
Research linking vocabulary size to reading comprehension has been particularly 
strong, indicating that vocabulary is not just a factor in reading comprehension but that it is 
the most important factor. 
In her study on the correlations between vocabulary size and reading comprehension 
and between general academic ability and reading comprehension, Laufer (1992) notes that 
knowing fewer than 3000 word families, which are groups of semantically- and 
morphologically-related words, prevents second language (L2) learners of English from 
reading English well regardless of their overall academic ability. Furthermore, she notes that 
learners with a vocabulary size of over 5000 word families are able to read satisfactorily in 
their L2 regardless of their overall academic ability. But because Laufer was unable to draw 
specific conclusions about how the general academic ability of learners whose vocabulary 
size is between 3000 and 5000 word families relates to reading comprehension, it seems clear 
that other factors such as cognitive ability and reading skills play some role in reading 
comprehension. In Laufer's study, we see that an L2 vocabulary below 3000 word families 
is a limiting factor in reading comprehension, but that vocabulary is not necessarily a limiting 
factor for L2 learners with a vocabulary of over 3000 word families. 
In another study-this one focused on the relationship between vocabulary and the 
ability to read for pleasure-Hirsh and Nation (1992) conclude that a vocabulary of 5000 
word families is necessary to read unsimplified texts for pleasure. This higher figure is based 
on readers being able to understand 97-98% of the words so the reader can enjoy a text rather 
than the more commonly mentioned 95% coverage rate which is sufficient for readers to 
comprehend a text (Laufer, 1989; Liu and Nation, 1985). 
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Lomangino (1986) and Anderson and Freebody (1981) both found that vocabulary is 
the most important factor in reading competence and that other factors (knowledge of the 
subject matter, discourse markers, and syntactic structure) are significant but much less 
important that vocabulary. Lomangino (1986, p. 9) summarizes the importance of 
vocabulary in reading comprehension when she says that "research strongly suggests that 
knowledge of vocabulary and reading comprehension are positively correlated and that the 
systematic development of word identification skills will improve reading."} 
Since vocabulary knowledge and reading comprehension are positively correlated and 
since reading is such an integral part of university studies, it is clear that vocabulary size (or 
vocabulary breadth) is potentially an indicator of academic success. 
Vocabulary Size 
The critical importance of vocabulary knowledge in reading comprehension and 
language activities in general has led to several studies on the number of words or word 
families which one needs to know and also on the average vocabulary size of various groups 
of people. (See Anderson and Freebody, 1981, and Goulden, Nation and Read, 1990, for 
summaries of these studies). Two key fmdings on vocabulary size seem to emerge: 
1) L2leamers of English need to know about 2800-3000 word families to 
comprehend academic texts (Nation, 1990; Laufer, 1992; Nation and Waring, 
1998), and 
2) Based on several studies, the English vocabulary size of a university 
undergraduate is in the range of 14,000-17,000 word families (Zechmeister, 
D'Anna, Hall, Paus, and Smith, 1993: 203). 
1 Note that although word identification skills are not a direct concern of this study, such skills are strongly 
implicated in the fact that the test items are word families. This means that readers are expected either to know 
the other members of the word family or to be able to recognize them as part of the word family and then 
deduce the meaning. 
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These [mdings seem to show a huge disparity between the vocabulary a non-native 
speaker needs to know to comprehend texts and the vocabulary native speakers of English 
know, but this is true only when looking at the raw number of word families known. It is 
important to keep in mind that common words make up a very large percentage of the words 
in a typical text and thus do more work. For example, the 3000 most common word families 
in academic English make up approximately 87.8% of the words in a typical academic text. 
The next 1000 most common words make up only about 1.2% of the words in a typical 
academic text. A large portion of the remaining words are likely to be proper nouns. So 
even though non-native speakers know far fewer words off a list than a native speaker, they 
know nearly as many words off a page. 
Since the [mdings above are based on research of subjects in an academic context, 
they give some idea what vocabulary size might be appropriate for L2 learners of English 
who desire to study at a university in the United States; however, the type of language use 
situation can be examined more carefully with an explicit look at the registers, or varieties of 
a language which are defined by their situations of use, such as purpose, topic, setting, etc. 
(Biber, Conrad, and Reppen, 1998), and specifically the register used in academic English at 
the university level. 
Register 
Although the consensus seems to be that learners of English as a second or other 
language need to know about 2800-3000 word families, this neglects a critical question: For 
what purpose and in what situation do the learners need to know this many words? Hirsh and 
Nation (1992) indicate that a vocabulary of 5000 word families can be considered necessary 
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to read unsimplified novels for pleasure, but this is a different purpose than the studies which 
indicated that 2800-3000 words is the necessary vocabulary level (Nation, 1990; Laufer, 
1992; Nation and Waring, 1998). These three studies all worked to detennine how many 
word families should be known to comprehend a text rather than to enjoy a text. 
Furthennore, Biber, Conrad and Reppen (1994) note that it is very difficult to 
detennine the properties and patterns of English in general; rather, various registers (casual 
conversation, academic, newspaper, fiction, medical, etc.) differ in significant ways. 
Because each register exhibits its own traits, a register should be researched on its own rather 
than drawing conclusions from some supposed "general English." For example, a register of 
academic writing at the university level would have very different vocabulary (and 
organization, sentence structure, etc.) than a register of personal letters. So rather than asking 
how many word families learners ofEngIish as an L2 need to know, we should ask questions 
such as, "How many word families do L2 learners need to do their banking?" or "How many 
word families do L2 learners need in order to graduate from high school?" Some studies do 
focus on a specific register or situation. Hirsh and Nation (1992) focus on pleasure reading 
in English, and Hazenberg and Hulstijn (1996) focus on undergraduate university studies in 
Dutch. Unfortunately, detennining how many words a language learner needs to know for 
one situation often has little relation with how many words a language learner needs to know 
for a different situation. Because of the tenable relationship from one situation to another, it 
is difficult to generalize fmdings; however, some studies can be very infonnative. 
The Hazenberg and Hulstijn (1996) study of the number of word families non-native 
speakers of Dutch need to know to be admitted to a Dutch university is one example of a 
study which attempts to address the issue of relying on language actually used in the register 
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which they consider. Although they rely on a dictionary to develop a word list, they do 
check their word list against two corpora, a 42-million word corpus of contemporary written 
Dutch and a smaller corpus of first-year university reading materials. Checking the word list 
against relevant corpora-and especially against the corpus of first-year university reading 
materials, the corpus which one would expect to provide very relevant data about which 
words are needed for this situation-gives Hazenberg and Hulstijn good validity in 
estimating how many words a non-native speaker of Dutch needs to know in order to begin 
undergraduate university study in Dutch. 
Unfortunately, there seems to be no similar study in English. While some recent 
research has addressed the issue of how many word families native English-speaking 
university students know (Goulden, et at., 1990), little has been done to detennine the 
relationship between size of academic vocabulary relevant to an American university setting 
and academic success at an American university as measured by GPA. 
Taking the lead from Hazenberg and Hulstijn's study, this study's purpose is to 
determine the relationship between size of academic vocabulary relevant to an American 
university setting and academic success at an American university as measured by GP A. In 
order to assess vocabulary size ofNNSs of English, I completed three tasks: developing a 
word list from which to obtain a sample of words to test, creating an appropriate test, and 
administering that test. The remainder of this chapter explains principles by which these 
tasks may be accomplished satisfactorily. 
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Principles of Developing a Word List 
Problems with using a word list developed from a dictionary 
The most commonly used method of developing a word list for testing or research is 
to select words from a readily available word list, a dictionary. Typically a word list is 
developed from a dictionary by selecting, for example, the 3rd word in the left column on 
every 11 th page. This method of using a dictionary to develop a word list has significant 
problems. Schmitt (1994), in his review of vocabulary testing, points out three such 
problems: the estimates of vocabulary size vary widely, using dictionaries of different sizes 
leads to different results, and the sample rate of words from a dictionary tends to be very low. 
(Also see Anderson and Freebody, 1981, for a review of these studies.) Goulden, Nation, 
and Read (1990) also point out the widely varying estimates of vocabulary size of adult 
native speakers, who are scored as knowing anywhere from 3,000 words to 216,000 words. 
Furthermore, Anderson and Freebody (1981) point out that high frequency words often have 
multiple entries, called homographs, so it is easy to bias the test toward high frequency words 
which are, in general, more likely to be known. 
Goulden, et al. (1990) seem to have solved many of these problems. For example, 
they very carefully controlled the definition of what a word is by using word families; they 
made clear decisions about abbreviations, affixes, compound words and proper names; they 
carefully examined homographs of one word form to determine if they belong in the same 
word family or in separate word families; and they sampled carefully to avoid using too 
many high frequency words. Their carefulness in derming words and in selecting words to 
test from Webster's Third New International Dictionary made their study much more reliable 
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than many other studies which relied on dictionaries to develop word lists and have 
established a methodology which should be useful in similar studies. 
One issue Goulden, et al. (1990) did not address is how often words selected from a 
dictionary are actually used in a specific register, in this case, in written academic English. 
Few existing dictionaries address the problem of how often words are used in a specific 
context; instead, most common dictionaries seem to report some kind of "general English." 
In contrast, examining a specific register allows one to determine how often individual words 
are used in that register. This in turn means that the researcher can develop a word list which 
reflects the language that the testee will actually need to use for the purpose under 
consideration, in this case, study at the undergraduate level in an American university. 
Although Hazenberg and Hulstijn (1996) used a dictionary to develop a word list, 
(henceforth referred to as the H&H list) they addressed the relevance of their word list to the 
language use tasks typically demanded of first-year undergraduate students by determining 
the coverage rate of their dictionary-generated word list over two corpora: the INL corpus, a 
42-million word corpus of contemporary written Dutch, and a smaller corpus of readings 
from first-year university courses. Furthermore, although Hazenberg and Hulstijn (1996) 
initially developed their word list from a dictionary, they added ninety word families from 
the INL corpus which were not in the dictionary they used. So even though their word list 
was developed from a dictionary, the H&H list does reflect actual language as represented in 
the two corpora. Hazenberg and Hulstijn (1996) reported that the 23,550 word families on 
their list resulted in 89.84% coverage of the INL corpus and 89.7% coverage of the 25,777 
token corpus of first-year university reading materials. 
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Their report of coverage rates also shows one shortcoming in their study, the fact that 
their list of word families mayor may not actually represent the appropriate register beyond 
the most frequent word families. This shortcoming is apparent by looking at the coverage 
rate of very frequent word families and rather infrequent word families. Hazenberg and 
Hulstijn (1996) reported that the 2154 most common word families in Dutch covered 80.1 % 
of the INL corpus. If their list of word families also covered 80.1 % of the corpus of first-
year university reading materials, then approximately 20,647 words (out of25,777 tokens, 
which are strings of characters bounded on each side by a space) in this corpus are members 
of the most common 2154 word families in Dutch. This leaves approximately 5130 tokens in 
the corpus; however, 21,396 word families from the H&H list have not been used. This 
means that even if each token remaining in the corpus is a word from a different word family 
on the H&H list, that 16,266 word families from the H&H list are not used at all in the 
corpus which is made of first-year university reading materials. 
The coverage rate of the most frequent 2154 word families in Dutch may actually be 
slightly lower for the corpus of first-year university reading materials than for the larger 
corpus of written Dutch. However, without a very large difference in the coverage rates, the 
relevance ofa very large percentage of word families (16,266 -7- 23,550 = 69.1 %) for the 
purpose of determining a minimal receptive vocabulary for undergraduate university students 
is supported only by their appearance in a dictionary and in a corpus which mayor may not 
be highly relevant to this situation. 
Although a significant portion of the unused words would more than likely appear in 
a larger corpus of first-year university reading materials, these figures do illustrate two 
potential problems to consider: 1) using a dictionary to develop a list of word families can 
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introduce a very large source of potential error when looking at the words actually used in a 
specific language use situation, and 2) using a small corpus is often able to establish the 
relevance of very frequent word families but not often able to establish the relevance of less 
frequently used word families. 
Using corpus linguistics to develop an authentic word list 
Although comparing a dictionary-generated word list to corpora is a step in the right 
direction, it is not as direct as developing the word list from a corpus (or corpora) which is 
(are) suitable for the purpose being studied (Nagy and Anderson, 1984; Flowerdew, 1996; 
Read and Nation, 1986) and which is sufficiently large (Flowerdew, 1996). The directness 
that corpus linguistics can give is a result of using a body of naturally occurring texts (Biber, 
Conrad, and Reppen, 1997) of actual language use. Therefore, in order to study the 
relationship between size of academic vocabulary relevant to an American university setting 
and academic success at an American university as measured by GP A, it is preferable to use 
a corpus of texts typical of those which undergraduates would be required to comprehend and 
which is large enough to accurately show the lexical characteristics of undergraduate 
academic language. 
It is difficult to determine exactly how large a corpus needs to be in order to be useful 
for a certain purpose; however, it needs to be large enough to provide a representative sample 
of the language used in a specific register. In principle, a larger corpus is more useful than a 
smaller corpus (Flowerdew, 1996). As demonstrated by examining the corpus of first-year 
university reading materials used by Hazenberg and Hulstijn (1996), a corpus of a few tens of 
thousands of words is not very useful in looking at word families which are not among the 
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most common word families in the language. Unfortunately, it is difficult to determine 
precisely how large a corpus may be considered the minimum size necessary for generating a 
list of word families which is representative of the word families which appear in academic 
English. This difficulty, combined with limited computing resources and limited availability 
of a corpus, produces a modified principle to use in determining which corpus or corpora to 
use: use the largest available corpus which is representative of the register being studied. 
In addition to considering the size of a corpus, it is also important to consider how 
representative the corpus is of the register being studied. A study of academic vocabulary 
such as this will fmd that a corpus of any size which covers only one discipline does not 
produce a list of word families which is representative of academic vocabulary across 
disciplines. Similarly, a corpus which is built upon relatively few texts will show less variety 
than is likely to be encountered in actual language use situations. Such a corpus is likely to 
provide words and word families which are useful in only a limited range of texts, and, as 
Nation and Waring (1998) and Read and Nation (1986) have pointed out, it is desirable to 
know words which occur in a broad range of texts and not just those which occur frequently. 
Words which occur many times in one or two texts are generally worth looking up for those 
texts but are not worth learning effort since they are not likely to be encountered outside 
those texts. Furthermore, words which occur in only a few texts are likely to be technical 
terms which are not useful outside a specific field. Such terms are worth learning for 
students within the field which uses those terms; however, they are not worth learning for 
most students. Thus, a study such as this should use a corpus which includes multiple texts 
from many disciplines which are potential areas of study for the intended language learners. 
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Even after deciding upon a suitable corpus and having the computer make a list of 
tokens-that is, strings of characters bounded on each side by a space or by punctuation-
many decisions must be made. Nation and Waring (1998, p. 9) warn that even with good 
materials to begin with, "the making of a frequency list ... is not simply a mechanical task, 
and judgements based on well established criteria need to be made." Nation and Waring's 
criteria expressed as questions which a researcher should answer include the following: 
1. Is the list representative of the register being studied? 
2. What are the frequency and range for each word? 
3. How do you handle word families? 
4. What do you do with idioms and set expressions? 
5. What range of information does the frequency list provide? Forms? Parts of 
speech included in a word family? Frequency? Underlying meaning of the word? 
Variations of meaning? 
6. What other criteria are considered? 
Answers to these questions provide a good starting point for developing a frequency list of 
words. Once the first question has been answered, the one question which has the most 
significant implications for this study is the third one, how to handle word families, which is 
one way of defining what a word is. 
Determining what a word is 
Although using a corpus eliminates some of the problems of using a dictionary, such 
as sampling problems and particularly lack of relevance for the language use situation under 
consideration, one significant problem is the same: how to determine what a word is 
(Goulden, et at., 1990; Nagy and Anderson, 1984; Hazenberg and Hulstijn, 1996; Hirsh and 
Nation, 1992; Nation and Waring, 1998; Read and Nation, 1986). Several studies use word 
families (Goulden, et al., 1990; Hazenberg and Hulstijn, 1996; Hirsh and Nation, 1992). 
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A word/amity is a group of semantically- and morphologically-related words which 
are grouped together and represented by one word from the family. For example, while 
sleep, sleeps, sleeping, and slept are each words, they are only one word family, represented 
by the least inflected fonn, sleep. 
The primary reason for using word families has been that this enables researchers and 
scholars to compare studies of vocabulary size in a meaningful way. Since relying on word 
families, studies seem to have very similar fmdings (Zechmeister, D' Anna, Hall, Paus, and 
Smith, 1993), unlike earlier studies of vocabulary size, which had widely varied results 
(Anderson and Freebody, 1981). 
The switch from a variety of ideas about what to include in a vocabulary test as a 
word to including only word families seems to have come from Nagy and Anderson's study 
(1984, p. 305), in which they indicated that "estimates of people's vocabulary size hinge 
critically on assumptions about the number of words in the language." Since previous studies 
had widely varied assumptions about the number of words in the language, they also had 
widely varying estimates. In order to relate to other studies and to avoid possibilities for 
introducing error into this study, it is imperative to use word families rather than some other 
defmition of what a word is. 
While a word family has been defmed as a group of words which are semantically-
and morphologically-related, Hirsh and Nation (1992, p. 692) offer a very precise defmition: 
The base form of a word plus its inflected forms (third person -s, -ed, -ing, plural-s, possessive -s, 
comparative -er and superlative -est) plus derived forms made from certain uses of the following 
affixes (-able, -er, -ish, -less, -!Y, -ness, -tho -y, non-, un-, -aI, -alion, -ess, -jul, -ism, -ist, -ity, -ize, 
-menl, in-). 
They go on to say that ''the idea behind a word family is that inflected and regularly derived' 
fonns of a known base word can also be considered as known words if the learners are 
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familiar with the affixes" (1992, p. 692), a position also supported by Read and Nation 
(1986). 
One key principle in Hirsh and Nation's defmition is that of morphological 
relatedness, but two other key principles are also useful in determining what a word family 
is: semantic relatedness (Nagy and Anderson, 1984; Read and Nation, 1986), and ease of 
learning (Read and Nation, 1986). 
Nagy and Anderson (1984) found that grouping words into word families based on 
their etymologies can be confusing because the average language learner does not have 
access to historical data on the use of words. For example, using etymology to group words 
into word families could result in putting millenium and annual in the same word family 
based on the common Latin base word annus, year; however, this morphological relationship 
would not necessarily be clear to a typical language learner (Nagy and Anderson, 1984). If 
the learner knows both words, he or she will see the semantic relationship but not necessarily 
the morphological one (Nagy and Anderson, 1984). 
Nagy and Anderson (1984, p. 307) analyze the relatedness of words based on "the 
similarity of their current meanings." In looking at concrete examples such as the 
relationship of business to busy or darkness to dark they looked at the "relative ease or 
difficulty with which an individual who knew the meaning of only one of the words could 
guess or infer the meaning of the other when encountering it in context while reading" (Nagy 
and Anderson, 1984, p. 307). 
Read and Nation (1986) also espouse the idea that in order for a word form to be 
considered part of a word family, a specific word form should be easy to learn. One example 
Read and Nation (1986) give is that it shouldn't be hard to learn misgovern if you know the 
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prefix mis- and the word govern. In contrast, row can be a nolUl or a verb (as in "a row of 
chairs" or "to row a boat"), so it would be two base fonns because it would take significant 
effort to learn one meaning even if the other is known (Read and Nation, 1986). 
UnfortlUlately, it is not always easy to determine which word fonns are in one word 
family and which should be considered as part of another word family because different 
derivative words have different relationships with the base word (Nagy and Anderson, 1984). 
This is a difficult problem to approach in assigning word fonns to word families because the 
decision has only two outcomes: either the word fonn is part of the word family or it is not 
part of the word family. Read and Nation (1986) apparently realize the difficulty of using 
binary decisions to express relationships which are better expressed in degrees when they 
note that using word families requires a careful defmition of criteria for grouping words into 
families and that even then there are difficult problems of classification to deal with. 
Unfortilllately, because of the difficulty in detennining the ease of learning and in 
assessing the degree of relatedness, principles are extremely difficult to translate into a set of 
actions or a process by which to create word families. The effect of this is that assigning 
words to word families remains a very subjective process which relies on the researchers 
judgment without a great deal of research about the learners involved? Still, the following 
factors should be considered in making sound judgments rather than capricious ones: 
• The relationship between word fonns 
• The relationship between word meanings 
• The amolUlt of additional learning it takes to learn the meaning associated with 
the derived fOnTIS 
2 Another study could focus on the relationships between base words and their derived words to more accurately 
determine which words belong in the same word family. Unfortunately, these relationships vary significantly 
for groups of different ages, language backgrounds, etc. Therefore, for each group oflearners, another study 
would have to be done to be able to accurately express how the learners perceive relatedness of words and how 
difficult it is for those learners to learn new words which are related to known words. 
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By considering these factors, the list of word families should have good external reliability, 
(that is, the word families should be reasonably consistent with those used in previous 
studies), should have good internal reliability (that is, each base word should represent 
derived forms with similar degrees of relatedness), and should allow the researcher to 
develop a test which can provide information which is useful to compare to previous studies. 
Principles of Creating an Appropriate Test 
After developing a word list which is representative of academic English and 
combining those words into word families, it was necessary to create a test to measure 
knowledge of those word families. Developing an appropriate te~t is a matter of balancing 
principles of test design so that the test is useful for the purpose for which it is intended 
(Bachman and Palmer, 1996). Three principles of testing guided my decisions in 
determining how best to test overall vocabulary size: reliability, validity, and practicality. 
After considering various traditional tests (multiple choice, cloze, matching) in light 
of these principles, none seemed to satisfactorily meet all three. Another type of test, 
however, did: the checkbox test. The checkbox test is a self-reporting test in which the test 
taker indicates only whether he or she knows the item or does not know the item. The name 
comes from the fact that the classic checkbox test presents an item in isolation and asks the 
student to check a box to indicate whether he or she knows the item. The checkbox test 
seemed most useful because it can be reliable and valid and especially because it is extremely 
practical to develop, administer, and score. 
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Reliability 
Although it seems unorthodox and unreliable to merely ask subjects to check a box to 
indicate their knowledge level of a word family, this test has become more widely talked 
about and used (Meara, 1992; Schmitt, 1994; Zimmennan, 1998). Meara (1992) points out 
some of the problems that have kept people away from this test: If all the testees were 
strictly honest and reliable, we could simply present a list of words in this way, and ask the 
testee to tell us whether he knew them or not. Unfortunately, people are neither 100% 
reliable nor 100% honest. Some people will claim they know a word when they really mean 
they have seen it. Others will claim to know a word only if they use it at least five times a 
week, a problem also noted by Anderson and Freebody (1981). Because of these problems, it 
is unwise to give people a list of words and accept their replies at face value. 
This is indeed a problem, and was verified as such by early research which found the 
checkbox test to be unreliable (Sims, 1929). It is important to note, however, that this 
fmding was based on research conducted with a checkbox test which did not control for 
overestimation of knowledge. 
The unreliability which may be inherent with self-reporting may be controlled for in 
two ways (on a vocabulary test). One way is to include nonwords, which are strings of 
letters which resemble actual words in a specific language in phonology, morphology, 
number of syllables, and length (Meara and Jones, 1987; Meara, 1992; Schmitt, 1994; 
Zimmennan, 1998). Meara does this by making words that seem like words from a Latin or 
Greek origin and includes twenty imaginary words for each test with sixty items (Meara, 
1992). Zimmennan stated only that the imaginary words were "English-like nonwords." 
She included only five English nonwords in a fifty item test (Zimmennan, 1998). 
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Including nonwords makes a checkbox test more reliable because if a test taker 
indicates knowledge of nonwords, the researcher can adjust the score downward (Meara and 
Jones, 1987; Meara, 1992; Schmitt, 1994; Anderson and Freebody, 1981) or eliminate 
unreliable scores (Zimmerman, 1998; Meara, 1992). After using nonwords in a checkbox 
test and eliminating scores which indicated knowledge of more than two (out of five) 
nonwords, Zimmerman (1998, p. 127) checked the internal consistency reliability and 
reported "good reliability; Cronbach's alpha was .90 for the pretest and .94 for the posttest." 
Adjusting scores downward for nonwords indicated as known is more complex than 
setting a cut point for number of nonwords indicated as known and eliminating those test 
which exceed that cut point. Meara and Jones (1987) and Anderson and Freebody (1981) 
recommend using signal detection theory, which was originally developed for use in 
psychological experiments. Subjects in these experiments would be asked to detect a specific 
sound in a short burst of background noise. Researchers then used signal detection theory to 
correct the score for any tendency to report hearing the sound when it was not present 
(Anderson and Freebody, 1981). Meara and Buxton (1987) give the formula for signal 
detection theory as follows: 
P(k) = P(h) - P(fa) 
I-P(ja) 
The probability of recognizing an actual word, P(k), is the probability of making a hit, P(h), 
minus the probability of a false alarm, P(ja), divided by the quantity one minus the 
probability of making a false alarm, P(ja). 
The second way to control for unreliability is to have the test takers complete a few 
more traditional items (mUltiple choice, cloze, fill in the blank, etc.) which actually require 
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the test taker to use knowledge that he or she reports having (Goulden, et aI, 1990). This 
method requires developing items to be used to check the accuracy of the self-report and 
requires significantly more development than a checkbox test which includes nonwords 
because a more traditional item must be developed for each checkbox item. In effect, this 
increases development effort beyond that of a more traditional type of test. 
Validity 
The idea behind validity is that the uses which are made of the test scores are 
justifiable. One argument in favor of the checkbox test is that it measures only vocabulary 
and not something else. While it is commonly accepted that it is preferable to present 
vocabulary items in a context similar to natural language use (Henning, 1989), it is this 
context that enables test takers to employ guessing strategies and that can confuse test takers 
by using grammar which is unfamiliar. Even though the checkbox test may be considered 
somewhat inauthentic because it does not present items in context, this also means that the 
test does not measure ability to guess in context, knowledge of the vocabulary in the prompt, 
or knowledge of sentence structure. So, even though it seems strange at fust, a checkbox test 
provides a clear way to measure vocabulary because it does not present test items in context. 
One problem the checkbox test is unable to avoid is that of words which have 
multiple meanings (Anderson and Freebody, 1981). Without presenting words in context, it 
is impossible for a test taker to tell which meaning is being tested, and presumably he or she 
will indicate knowing the word ifhe or she knows any meaning of that word. For this test, 
however, this is merely a duplication of a problem created by having a computer count words 
from a corpus. Computers are very good at counting different word forms, but determining 
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what a word might mean if very difficult to program. So although the checkbox test may be 
less useful for testing different meanings of a word form, this does not introduce any 
additional error into this study. 
Furthermore, whether the test is a checkbox test, a multiple choice test, or some other 
kind of test, using a relevant corpus gives a great deal of validity to items being tested since 
these items are likely to be items that a non-native speaker of English will need in actual 
class situations. Although this point does not apply exclusively to checkbox tests, using a 
corpus to obtain relevant test items does help make a checkbox test valid. 
Practicality 
The checkbox test is very practical for many reasons, one of which is that it takes 
only a few seconds to answer an item (Meara, 1992; Meara and Jones, 1987). Because of 
this ease of answering, the checkbox test also allows a higher sampling rate for a limited time 
period that any other type of test. Furthermore, the checkbox test is relatively easy to 
develop, administer, and score (Schmitt, 1994; Meara, 1992; Meara and Jones, 1987). 
Development is easy because there is no need to construct prompts or distractors. Similarly, 
it is easy to score because the test can be computer scored. Furthermore, because it is similar 
in format to other formats such as true/false and multiple choice, it is easy to explain and 
easy to show test takers how to mark answers. 
Summary 
This chapter has explained the importance of vocabulary knowledge, particularly for 
reading comprehension, and has discussed previous studies of vocabulary size. While many 
previous studies used dictionary sampling methods in order to obtain test items, it is possible 
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to obtain a more authentic and thus a more relevant and useful list of word families to test by 
using corpus linguistics and by carefully applying principles to create word families. Once a 
useful list of word families is developed from which to draw test items, it is possible to create 
a useful test by focusing on reliability, validity, and practicality. Particularly because of its 
high practicality, a checkbox type of test which uses nonwords is very useful in determining 
the number of English word families that a non-native speaker of English needs knows so 
that this can be compared to GPA. The next chapter, Methods, explains how the word list 
was created, how the test was developed, and how the test was administered and scored. 
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CHAPTER 3 
METHODS 
To detennine the relationship between knowledge of academic vocabulary relevant to 
an American university setting and academic success as measured by GP A, I developed, 
administered, and scored a vocabulary test. The test development phase required two parts, 
resulting in four major tasks completed for the study. The remainder of this chapter explains 
those four tasks. Those tasks and their purposes included the following: 
1) Developing a list of word families from which to draw test items, 
2) Creating an appropriate vocabulary test from that list of word families to be able 
to assess vocabulary knowledge, 
3) Administering the test to assess vocabulary knowledge and collecting information 
about students' grade point average to be able to determine the relationship 
between vocabulary knowledge and GPA, and 
4) Scoring the tests, estimating vocabulary size based on the test results and 
comparing vocabulary size to GPA to determine the relationship. 
Developing a Word List 
The first matter was to develop a word list from which to select possible test items. 
Although many researchers have used some type of dictionary sampling to obtain test items, 
these methods have significant problems associated with them, as mentioned in the previous 
chapter. In order to make the list of word families (and hence the test items) relevant to the 
task, I used a frequency count of the academic English portion of the Longman Spoken and 
Written English Corpus (Biber, Johanssen, Leech, Conrad & Finegan, in press). There were 
two characteristics of this section of the Longman Spoken and Written English Corpus which 
made it attractive for this study: 1) the topics were appropriate and of sufficient variety, 2) 
the size of the corpus was sufficient, both in number of words and number of texts. 
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The first characteristic which made the academic portion of the Longman corpus 
attractive was that it includes both British and American English in 333 texts from a wide 
range of academic disciplines, including agriculture, biology, chemistry and physics, 
computing, geology, math, medicine, sociology, and eight other areas. Although this variety 
of academic English was mostly appropriate, one problem with using the corpus to obtain a 
word list relevant for university study was that it had a large number of medical texts with a 
great number of words in them (Biber, et al., in press). Undergraduate students may study 
classes which lead to the study of medicine, but they do not study medicine as a separate 
discipline; therefore, many, but not all, these medical texts were eliminated in order to make 
the corpus reflect the academic language which would likely be encountered in 
undergraduate study. A second problem was that many book extracts were intended for a 
technical audience rather than for students. In order to keep the corpus which I used as 
focused on academic language as possible, I also eliminated these book extracts. 
The second attractive characteristic of the academic section of the Longman corpus is 
that it is of sufficient size. Even after eliminating the extracts from technical books and 
many of the medical texts, the corpus consisted of 4,734,428 word forms and other tokens in 
145 texts. While this may not be sufficient to publish a comprehensive dictionary of 
academic English, it is suitable to generate a word frequency list which is meant to focus on 
words which are frequently useful in a number of academic disciplines. 
Since the corpus was suitable in the types of texts, the range of topics, the number of 
texts, and the number of words, the academic section of the Longman Spoken and Written 
English Corpus was an obvious choice. Once I made that decision, I generated a frequency 
list of the words in the corpus and then created word families from the words on that list. 
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Generating a word list 
In generating a frequency list of the words in the academic section of the Longman 
Spoken and Written English Corpus, it was important to generate a list that would be useful. 
In order to fmd the word families that would be most useful to international students, I 
reduced the number of items in the frequency list by eliminating very rare words and words 
which occur in a small range of texts as well as tokens that were not words. Before doing 
this however, I had to generate the word frequency list. 
A computer generated a frequency list by listing every token, or string of characters 
bounded by a space or a punctuation mark on each side. In generating the list, the computer 
was programmed to leave out word forms and other tokens which occurred fewer than 1.0 
times per million words, in this case, fewer than five times in the corpus. Tokens which are 
so infrequent account for a very small portion of the corpus (see Hazenberg's and Hulstijn's 
coverage figures, 1996). Unfortunately, since a frequency list gives a word only once and 
also provides information about the number of times it occurred, words which appear only 
once in a corpus take as much space on the frequency list as words which occur thousands of 
times. So while relatively few words make up the majority of the tokens in the corpus, the 
majority of the words on the list occur very rarely in the corpus. Because words of such low 
frequency are likely to be of little interest to non-native speakers of English desiring to study 
at the university level in the United States, these words were left off the list to focus on 
words which would be of greater interest and to make the list more manageable. 
The second means of reducing the frequency list to a useful list of words meant 
leaving out many tokens which were technical terms useful in an extremely limited range. 
Although such terms can occur very frequently in the texts in which they occur and may be 
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of interest to someone in that discipline, they are not useful outside that range. For example, 
echinodorus occurred 92 times in one text and transfected occurred 88 times in another. 
Although these words were not uncommon in the corpus, they occurred in a very limited 
range of texts, indicating their limited usefulness. In order to eliminate tokens with such a 
limited range and to focus on words which would be most useful to students-that is, words 
which occur in a broad range of texts (Nation and Waring, 1998; Read and Nation, 1986}-I 
eliminated tokens which occurred in fewer than five texts. 
A third way of reducing the frequency list to a useful list of words was to eliminate 
tokens which were not words. These tokens appear on the list because the computer counts 
everything with a space or a punctuation mark on each side as a word fonn, even tokens such 
as f(x, which is obviously part of a fonnula. As a result, tokens without vowels-such as 
d.c-tokens which were single letters other than a and I, and tokens which were part of a 
fonnula-such as f(x-were removed from the list. 
Problems with generating a frequency list by computer 
Although using a computer allowed me to develop a word frequency list for a very 
large corpus in a short amount of time, using a computer did have some problems. One 
problem was that the computer was programmed to count anything as a word if it had a space 
or a punctuation mark on each side. The problem arose in words such as ice cream and slow 
down, which were treated as two separate tokens rather than one. As a result, the frequency 
counts for some words (such as ice, cream, slow, and down) were slightly inflated and 
compound words with spaces (ice cream) and phrasal verbs (slow down) did not appear on 
the frequency list at all. It would have been a good idea to include phrasal verbs and similar 
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occurrences as single items; however, the error was limited primarily to leaving some items 
off the list and to artificially increasing the frequency of some items. Including phrasal verbs 
and set phrases as units would alleviate this problem. 
A second problem with using a computer to generate a frequency count was that it 
differentiated only between different forms, not between different uses. For example, 
general may be used to mean "related to the whole" or it may refer to an army officer 
(among other things). The computer did not distinguish between the different uses which 
would, under other conditions, result in two or more word families being created for a single 
form rather than just one. The result was that the list of word families ultimately generated 
underrepresented the number of word families actually used in the corpus. Therefore, if a 
testee indicated that he or she knew general, it appeared as though that testee knew all 
meanings of general when, in fact, the testee may know only one use. However, since the 
student may know multiple meanings and since the student is likely to know the more 
frequently used meanings, the amount of error introduced through this problem should be 
smaller rather than larger. Again, the only solutions for this problem were to use an 
interactive program or to go through the corpus manually, both of which were not practicable 
for this study. 
Although using a computer so extensively did produce some error, it also allowed me 
to focus on word forms and other tokens which would be of greatest concern to students and 
to do so quickly. These were acceptable benefits for the minimal errors that using the 
computer causes. 
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Creating word families 
After generating a frequency list of word forms, I had to put the word forms into 
word families, a technique used by other significant studies (Goulden, Nation, and Read, 
1990; Hazenberg & Hulstijn, 1996). To put word forms into word families, I referred to 
principles used by other researchers, as discussed in the literature review. The principles 
which guided my work in putting word forms into word families were the following: 
• All word forms must be semantically related 
• All word forms must be clearly morphologically related 
• All word forms in a word family must require relatively little extra learning if the 
base form (that is, the least inflected form) is known 
Unfortunately, making a list of word families is not so easy. The researcher must 
decide what to do with proper names, compound words, abbreviations, obsolete words, and 
slang (Read and Nation, 1986). I removed proper names other than months, continents, and 
countries and I also removed abbreviations. Many proper names are often discussed or 
referred to in writing with enough context to at least get an idea about who or what is being 
referred to. However, other proper nouns such as months, continents, and countries can be 
just as confusing if they are not known as nouns which are not proper. Abbreviations are 
similarly likely to appear with significant context-for example, occurring in tables or charts, 
which are often explained in the text, or in parenthetical references-and are often not 
critical for understanding. I left in compound words, archaic words, and slang, provided they 
met the frequency and range criteria. While someone might argue that these items should be 
taken out, the primary concern in this study was to build a list based on the actual use of the 
items, not on what someone's previous conceptions about these items might be. 
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Although the resulting list of word families would be useful for most purposes, it 
would have provided problematic test items because function words-words which are 
primarily structural or grammatical in nature and tend not to carry much meaning, including 
pronouns, numbers, articles, etc.-are difficult to explain. Because of this, and because of 
the example of Hazenberg and Hulstijn, I tested content words; that is, those word which 
carry meaning and are not present primarily to fulfill structural requirements. In order to do 
this, I removed the function words based on a list (see Appendix A) by John Higgins (1998). 
I also eliminated the following words which were similar to the words listed by Higgins but 
which did not appear on his list: e.g., etc., i.e., thereafter, thereby, therein, thereof, 
throughout, whoever, whenever, whereas, whereby, wherein, wherever, whilst, and 
whichever. 
All this work on the frequency list reduced it from over 27,000 tokens (word fonus 
and other tokens) to 5174 word families. These word families were the potential test items. 
Creating an Appropriate Test 
After obtaining a list of word families, I constructed two fOnTIS of a checkbox test 
with each fonu having 200 test items. Constructing two fonus of the test was intended to 
provide an opportunity to explore the ease of building parallel fonus of a vocabulary test 
when the item pool is ordered on frequency. Since the items selected were of the same or 
nearly the same frequency, the items are likely to be of similar difficulty and thus the two 
fonus of the test were expected to be equivalent. Putting 200 items on the test allowed me to 
have a relatively high sampling rate of every 25th word (compare to Hazenberg' s and 
Hulstijn's sample rate of every 132nd word, 1996). Although it may have been possible to 
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include more test items and to increase the sampling rate, one reason for limiting the test to 
200 items was that the answer sheets had room for 200 items. To use more items than this 
could have made the test more confusing for the test takers because they may have marked 
answers in the wrong place, a problem which could have introduced significant error. 
I created each form of the test, as shown by Figure 3.1, by arranging the list of word 
families from most frequent to least frequent, selecting a starting word family from the list of 
word families, and then selecting every 25th word family (5174 word families + 200 items = 
25.87 word families per test item). This gave me 206 or 207 possible test items for a form. 
With answers sheets which help 200 items, the last few items were omitted in order to make 
test administration and scoring less complicated. 
27,000 
+ 
Number of tokens 
5,174 Reduced to word families 
+ 
206 Initial number of items by selecting 
or every 25th word family 
207 
+ 200 Rounded to 200 items for ease of 
+ test administration 
180 Reduce by 10% to make room for 
+ nonwords 
200 Add in 20 nonwords, 10% of the 
total number of items 
Figure 3.1: Flowchart from list of tokens to items on the test 
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The sequence of items on the test was from most frequent to least frequent, with the 
last few items not appearing on the test. Although it may have been desira~le to have half 
the students take the second 100 items first so that the effects of fatigue would be minimized, 
I felt this was unnecessary because each item was easy to answer and took a short time to 
answer. The fastest student took about 3 seconds per item to complete the test and the 
slowest student took about 11 seconds per item. 
In order to get test forms which would be parallel and which would provide items of 
median frequency (and thus median difficulty) for each group of25 word families, I choose 
to select starting items near the middle of the first group of25 word families. For Form A, I 
began with the 13th word on the list, and for Form B, I began with the 14th word on the list. 
Since I wanted to test as many English words as possible to obtain the greatest 
sampling rate and only control for guessing and unreliability of subjects with the English 
non-words, I used a 10% rate for English non-words like Zimmerman (1998) rather than a 
33% rate like Meara (1987). Furthermore, since the test is significantly longer than 
Zimmerman'S, (Zimmerman used only 50 items), it may be possible to have an even lower 
rate for English non-words while still having an adequate number of non-words on the test. 
To place the nonwords in the test, I divided the test into 20 groups often words each. 
The first group consisted of the 10 items of the greatest frequency on the list of word 
families, the second group consisted of the next most frequent 10 items, and so on. I 
randomly removed one word from each group to get down to 180 test items, and then 
inserted 20 English nonwords at random into the total list to bring the number oftest items 
up to 200 again. 
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Also, rather than using two choices (known/unknown) or three choices 
(knowniunknownlWlsure) for each item, 1 used five levels of vocabulary knowledge (adapted 
from Zimmennan, 1998) as shown in Table 3.1. 1 expected that using multiple levels of 
knowledge would provide greater reliability in the answers the testees gave since they had 
more precise defmitions than "1 know the word" and "1 don't know the word." This helped 
control for the varying interpretations of "knowing a word" that have been noted by 
Anderson and Freebody (1981), and Read and Nation (1986) as a potential source of 
problems for the checklist test. 
Table 3.1: Five Levels of Vocabulary Knowledge 
Answers 
1 can explain this word 
1 can use this word 
1 can understand this 
word in a sentence 
1 have seen this word but 
1 don't know it 
1 don't know this word 
Format of the test 
Explanations 
You can explain the word in English to someone who is not 
familiar with it. You must know the definition and be able 
to explain situations in which one might use the word 
You know how to use this word and can use it in the right 
situations. You are NOT able to explain the meaning. 
Although you can't use the word yourself, you understand it 
when you read it. 
Although you don't know the meaning of the word, you 
think you have seen it. You might be able to guess the 
meaning. 
You have not seen this word and are unfamiliar with what it 
means. You might be able to guess the meaning. 
Since the purpose of the test (not the purpose of the study as a whole) was to 
determine the number of English word families· that a non-native speaker understands when 
reading, the students were required to read each test item and mark the appropriate answer. 
This kept them from using writing, speaking and listening skills so that the test could better 
measure vocabulary in reading. Furthermore, the directions were presented in written form 
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on an overhead projector both before and during the test so the students were not required to 
use another mode of communication to understand the directions. In addition, the directions 
were given orally so that students who had difficulty comprehending the written directions 
also had another means by which to receive and understand the directions. 
The test takers marked answers on bubble sheets, which were then machine scored. 
Although marking answers on the bubble sheets rather than directly on the test can be a 
source of error, all students at the university level in the United States should be familiar with 
this testing format. 
To make the test more reliable, the test resembled the answer sheet in that the test had 
two pages, each divided in to two sections with 50 words. Each section had five columns of 
ten words each. The answer sheet had four sections, each with 50 items. Also, each section 
of 50 items on the answer sheets was divided into 5 columns of 10 items each. The test used 
the same format, 5 columns with 10 words each. For examples of both forms of the test and 
the answer sheet, refer to Appendices B, C, and F. 
Non words 
Since the checkbox test is a kind of self-report and since people are not always 
reliable, I included nonwords to control for overestimation of word knowledge. If a test taker 
indicates knowing nonwords, then he or she is likely to also be marking real words which he 
or she does not actually know. Thus, nonwords provide a means by which a researcher can 
control for this overestimation. In order to simplify the test construction process, English 
nonwords such as "gummer" and "renigrade" were taken from the EFL Vocabulary Tests by 
Meara (1992). One word from each group often was removed and replaced with a nonword 
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so as not to change the number of high- or low-frequency items on the test. The nonwords 
were then placed in the test randomly so there would be no pattern. The nonwords included 
in each form of the test are listed in Appendix D. 
Administering the Test 
Students 
After obtaining permission from the Human Subjects Committee at Iowa State 
University, as shown in Appendix K, I gave the test to 50 students in three groups early in the 
spring semester of 1999. Two groups of students (n= 18 and n= 14) took Form A of the test 
and one group (n=18) took Form B. Each group was made up of one section of English 
101 C at Iowa State University, an academic writing class which prepares non-native speakers 
of English to go into first-year composition classes with native speakers. The courses 
consisted primarily of students who had completed two or fewer semesters of college in the 
United States. Each testing session took place in the group's regular classroom during one 
class period. Although 50 students took the test, nine test scores were later eliminated 
because they were incomplete or because they indicated knowing a large percentage of 
nonwords and were thus considered unreliable. 
Test Administration 
Before beginning the test, I explained that the test was completely voluntary, gave the 
students reasons they might want to participate, reminded them that the test would not be part 
of their grade, and asked them all to sign the consent form (see Appendix G) if they were 
willing to participate. All students chose to sign the consent form. After collecting the 
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consent fonns, I asked the students to indicate infonnation about themselves on the answer 
sheets, including their name, their GP A in the previous semester of college, and their sex. In 
addition, I explained the five levels of vocabulary knowledge (see Table 3.1) which they 
would use for the test and showed them some sample items. 
I presented the directions both in written fonn and in oral fonn to help ensure 
comprehension by the test takers. Furthennore, I left the five levels of vocabulary 
knowledge on an overhead projector during the test so the students could refer to them at any 
time. In addition, students were given an opportunity to ask questions before the test and 
were encouraged to ask questions during the test. For the directions to the test, refer to 
AppendixE. 
Timing 
There was no set time limit other than the fact that each of the test taking sessions 
was a regular class which was scheduled for 50 minutes; however, all test takers took the test 
in 36 minutes or less, with several fmishing in less than 15 minutes and one in less than 10 
minutes. 
Scoring 
After administering the test, I scored it and estimated vocabulary size. Scoring the 
test involved examining the tests for irregularities, eliminating tests which were unreliable, 
estimating vocabulary size, and comparing vocabulary size to GP A. 
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Examining tests for irregularities 
The tests were scored by machine and then examined for irregularities. Several tests 
had a few answers blank; these answers were asswned to be level E, "I do not know this 
word." Since it is likely that the test takers would have marked a higher of level of 
knowledge if they had been more familiar with the word, assuming that they do not know the 
word is appropriate for a small number of answers left blank for several reasons. While it is 
possible that a student may have left an answer blank intending to return to that item, the lack 
of a quick response shows that the student is likely to be unsure whether he or she knows the 
word or that the student is unsure how well he or she knows the word. The first possibility 
leads one to conclude that the student really did not know the word, and the second leads one 
to conclude that the student should have marked a lower rather than a higher level of 
knowledge. Furthennore, being able to explain a word or use a word would make marking 
an answer easy. The lower levels of knowledge, particularly recognizing a word as one seen 
before but which is unknown, may be more difficult to decide upon. This also supports the 
idea that items left blank are likely to be unknown, though perhaps the students would feel 
more confident about guessing the meaning. Finally, for nonword items it is an advantage 
for the student to asswne that he or she did not know the word if he or she left the item blank. 
Eliminating unreliable tests 
After the tests were scored and examined for irregularities, I eliminated two types of 
answer sets: those which were only half complete and those which indicated knowledge of 
more than 30% of the nonwords. First, three answer sets which had left the last 100 or more 
answers blank were eliminated. All other test takers had completed the test. After this, I 
eliminated answer sets which indicated knowledge of more than 30% of the nonwords on the 
42 
test (7 or more out of20) at the A, B or C level (explain, use, and recognize, respectively). I 
used 30% for three reasons. First, although Zimmerman (1998) removed scores which 
indicated they knew more than 40% of the nonwords, she had only five nonwords. Given 
that students may sometimes think they know a nonword because the nonwords resemble real 
words, Zimmerman had to allow some margin of error, and she chose to allow the student to 
make a mistake twice (2/5 = 40%). Instead of using 40% as a guideline, I used 30% because 
this still allowed a student to indicate he or she knew six nonwords (out of 20). Second, 
since at least two students indicated knowing every level of nonwords at or below 30%, 
keeping answer sets at the 30% level allowed me to keep the number of participants as high 
as possible while also eliminating the most persistent cases of reporting nonwords as known. 
Third, this is the level which is indicated by adding one standard deviation (3.49) to the mean 
number of non words indicated as known (3.23). Given that the standard deviation is high 
and that using two standard deviations only serves to include test scores which indicated 
knowledge of more nonwords and not those which indicated knowledge of fewer nonwords, 
using one standard deviation seemed like a fitting breaking point. 
After eliminating unreliable answer sets, the total number of answer sets available for 
analysis was 41. For each of these answer sets, I estimated the vocabulary size. 
Estimating vocabulary size 
Estimating the number of word families which were known was simple in one sense; 
however, adjusting the estimates for overestimation of word knowledge was more complex. 
The basic method for estimating the number of word faniilies which were known was to 
multiply the number of answers marked at the A, B, or C levels (explain, use, and recognize) 
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by the sample rate. Before this could be accepted as a reliable estimate, though, I had to use 
stimulus detection theory (Anderson and Freebody, 1981; Meara and Jones, 1987; Meara 
and Buxton, 1987) to adjust the estimates of vocabulary size downward for overestimation of 
knowledge. The process of adjusting the estimates forced me to consider two problems, one 
of which was a problem with the directions and one of which allowed for greater 
discrimination in adjusting the scores downward. 
Although I intended that any item marked A (explain), B (use), or C (Wlderstand) 
would be treated as known and any item marked D (have seen) or E (don't know) would be 
treated as unknown, after giving the test, I realized I had not stated in the directions that if 
you could explain a word you should also be able to use the word. This may have confused 
some students for words which they could both explain and use because they could have 
decided to mark either A (explain) or B (use) and followed the directions. This potential 
confusion seems confirmed by examining the standard deviations of the number of answers 
at each level of knowledge, as shown in Table 3.2. The A (explain) and B (use) levels had 
relatively high standard deviations (31.4 and 24.9, respectively) when ~ompared with other 
levels (16.6, 10.1, and 15.5). As a result, I combined the results for items marked A (explain) 
and items marked B (use) for each individual, producing a combined standard deviation of 
19.9. 
Table 3.2: Standard deviations at each level of vocabulary knowledge 
ABC D E 
Mean number 
of answers 
Standard 
deviation 
69.9 36.6 25.9 22.2 28.0 
31.4 24.9 16.7 10.1 15.6 
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A second problem which I noticed after the test is that merely counting items right or 
wrong does not adequately reflect the depth of knowledge or the amount of overestimation of 
knowledge (if nonwords were indicated as known). It is clearly a more serious problem if a 
test taker indicates that she knows a nonword well enough to explain it or use it than it is if 
she indicates that she thinks she has seen the word before and might be able to guess the 
meaning. As a result, I counted the number of items indicated as known, but I also calculated 
depth of knowledge for nonwords, albeit crudely, by awarding three points for each item 
marked A (explain) or B (use), two points for each item marked C (understand), and one 
point for each item marked D (have seen), a technique adapted from one used by Zimmerman 
(1998). I then used this measure of depth of knowledge to adjust for overestimation of 
knowledge, thus controlling not only for how often a testee overestimates his or her 
knowledge, but also to what degree. 
After making these two adjustments, I determined the number of items which each 
test taker indicated knowing at each level for both actual word families and for nonwords. I 
also calculated totals for my depth of knowledge measure for the nonwords to use in 
applying stimulus detection theory. I needed totals only for nonwords because this measure 
was useful only to adjust for overestimation of word knowledge. For example, as Table 3.3 
shows, one student indicated knowing 59 word families at the A level (explain), 31 at the 
Table 3.3: Example of word families indicated as known 
Level Number 
A (Explain) 59 
B (Use) 31 
C (Understand) 21 
D (Have seen) 32 
E (Don't know) 37 
Total Known (Levels A, B, C) 111 
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B level (use), 21 at the C level (understand), 32 at the D level (have seen), and 37 at the E 
level (don't know), a total of 111 word families at the A, B, and C levels. 
As shown in Table 3.4, the same student indicated knowing 1 nonword at the A level, 
o at the B, C, and D levels, and 19 at the E level. Thus, this student indicated knowing 1 
nonword; however, this student had a score of3 for depth of knowledge indicated for 
nonwords. 
Table 3.4: Example of non words indicated as known 
Level Number Multiplier Points 
A (Explain) 1 3 3 
B (Use) 0 3 0 
C (Understand) 0 2 0 
D (Have seen) 0 1 0 
E (Don't know) 19 0 0 
Total Known (Levels A, B, C) 1 3 
After calculating the number of word families indicated as known and the depth of 
knowledge score for the nonwords for each set of scores, I put them into the formula for 
stimulus detection theory, which is stated in its general case as follows: 
P(k) = P(h) - P(fa) 
I-P(fa) 
The adjustment to the probability of knowing a word is P(k), given by the probability of 
making a 'hit,' P(h), or, in this case, recognizing an actual word, minus the probability of a 
'false alarm,' P(fa), divided by one minus the probability of making a 'false alarm.' Using 
this formula for the example student from above, who indicated knowing 111 word families 
at the A (explain), B (use) and C (understand) levels and knowing one nonword at the 
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A (explain) level, gives the following probability ofa 'hit,' which in this case of this study is 
the probability of actually knowing a word family on the list. 
P(k) = 1111180 - 3/60 = .596 
1- 3/60 
Once I had calculated the probability of knowing each word from the list, I multiplied 
by the number of test items (180) and the sampling rate (25) to obtain an estimate of the 
number of word families known. I also divided by 0.9 because only 90% of the items 
initially included (180 out of200) were actually tested. Without dividing by 0.9, the formula 
would give a vocabulary estimate based on a list of 4500 word families (180 *25) rather than 
the 5000 word families the test actually drew items from. For the sample discussed above, 
we get the following: 
0.596 x 180 x 25 = 3090 word families known 
.9 
By applying this method to all test results, I estimated vocabulary size for each test 
taker and was prepared to compare vocabulary size to GPA. 
Comparing vocabulary size to GPA 
I expected to fmd at least a moderate correlation between vocabulary size and GP A, 
hopefully a significant correlation; however, of the 41 answer sets which were complete and 
reliable, only 24 had also had a GP A reported. When I checked with the instructors of the 
students who took the test, they indicated that many of the students were indeed in their first 
semester of university study and thus would not have a GPA to report from the previous 
semester. Still, though the sample was very small, I made histograms of vocabulary size and 
GPA (see Appendix I) and a scatterplot to compare the two (see Appendix J). Both 
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histograms approach a nonnal distribution, particularly considering the small sample size, 
and the scatterplot, although not showing a clear linear relationship, was also not showing a 
defmite nonlinear pattern. Since both GPA and vocabulary size appeared to be linear, they 
both approached a nonnal distribution, and they were not related in a nonlinear way, I 
calculated the Pearson product moment correlation coefficient to detennine the strength of 
the correlation between GP A and vocabulary size. 
Summary 
This chapter explains how I developed a list of word families from a relevant corpus, 
created a vocabulary test based on that list, and administered and scored the test. The results 
of the test, including the descriptive statistics and the estimates of vocabulary size, are 
presented in the next chapter, Results and Discussion. 
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CHAPTER 4 
RESULTS AND DISCUSSION 
The primary research question of this study focuses on determining the minimum 
number of English word families a non-native speaker of English needs to understand when 
reading in order to pass undergraduate courses at Iowa State University as measured by GP A. 
To examine this issue, this chapter consists of three main parts: results of the vocabulary 
test, estimates of vocabulary size, and discussion and further exploration of the results. The 
results are compared to some findings reported in the literature. Following the discussion of 
the relationship between vocabulary size and GP A is a section discussing the usefulness of 
nonwords in a checkbox test of vocabulary. However, before discussing any of these issues, 
this chapter addresses the reliability of this test, a key factor which colors the other results. 
Reliability of the Test 
This section reports reliability scores for the test in two ways. The first scores are 
based on the estimates of vocabulary size obtained through the test. These scores take into 
account the number of words indicated as known, the number of non words indicated as 
known, and the level at which those nonwords were indicated as known. Internal consistency 
reliability scores are also reported for the answers at each level of word knowledge. 
After giving the test to three groups (nl=18, n2=14, n3=18) and obtaining raw scores, 
the results for three tests were removed from the data set because the test takers completed 
only half the test. This left 47 participants (nl=17, n2=14, n3=16). Six more scores were 
removed because the percentage of non words indicated as known was greater than 30%. This 
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reduced the total number oftestees to 41 (nl=16, n2=12, n3=13). Note the different number 
of subjects for the different sections ofthis chapter. All 41 test scores were used in reporting 
reliability scores, but only 24 test scores were used in comparing vocabulary size to GPA. 
Since it had no impact on the reliability of the test whether a subject reported a GP A or not, 
it is acceptable to calculate the reliability of the test based on 41 test scores and then to limit 
the discussion of the relationship between vocabulary size and GP A to those test scores 
which also had a reported GP A. In addition, some of the discussion about the use of 
nonwords includes analysis of test scores which were eliminated because of strong 
overestimation of vocabulary knowledge. 
Reliability of vocabulary estimates 
Although the checkbox test can seem unreliable because it is a self-reporting method, 
the estimates of vocabulary size for this test show moderate to very high internal consistency 
reliability (how consistently a test measures the same thing from question to question) as 
shown by split half reliability scores and Cronbach alpha scores. The first administration of 
Form A had a split half reliability of 0.89 and a Cronbach alpha of 0.78, and the second 
administration of Form A had a split half reliability ofO.9} and a Cronbach alpha of 0.92. 
Form B did not show such high reliability, with a split half reliability of 0.54 and a Cronbach 
alpha of 0.58. Table 4.1 summarizes these reliability scores. 
Table 4.1: Internal Reliability Scores of Vocabulary Estimates 
Subjects 
Split Half 
Cronbach Alpha 
Form A, #1 Form A, #2 Form B 
n=16 n=12 n=13 
0.89 0.91 0.54 
0.78 0.92 0.58 
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The reliability of the first administration ofFonn A may be lower than the second 
administration because the subjects in the first administration reported knowing nonwords to 
a higher degree (median of 11.8 points) than did the subjects in the second administration 
(10.3 points). This seems unlikely, however, since the reliability scores are significantly 
lower for Fonn B even though the subjects who took Fonn B reported knowing nonwords at 
a lower rate (9.3 points). The most likely explanation for the relatively small differences in 
reliability scores for the two administrations ofFonn A is that the number of subjects is low. 
FonnB may have lower reliability scores than either administration ofFonn A 
because four students who took Fonn B perfonned significantly differently on the odd 
questions and the even questions. Since the only variation in testing environment from the 
second administration ofFonn A and the only administration ofFonn B were the time and 
day the subjects took the test, environment does not seem likely to be the source of the low 
reliability score. Similarly, since the administration procedures, scoring procedures, and test 
fonnat were the same, these factors do not seems likely to have been the source of the low 
reliability scores for Fonn B. The only factors which may have contributed to the low 
reliability scores, other than the low number of subjects, are the variance in the subjects 
(health, concentration, guessing, comprehension of the directions, etc.) or the variance in the 
items. It is possible that a disproportionate number of odd or even items are extremely 
difficult or extremely easy; however, this seems unlikely since relatively few subjects 
showed strong differences in how they perfonned on the odd items and the even items. 
Further research into item difficulty might provide insight into the low scores for Fonn B. 
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The reliability scores show that Fonn A is measuring with a high degree of reliability 
but that Fonn B is not perfonning as well. While it is surprising that the difference in the 
reliability scores is so marked, this is probably a result of the small number of subjects. 
Because ofthe small number of subjects, it is certainly unwise to draw strong 
conclusions about the significance of the reliability scores; however, the relatively large 
differences between the scores for Fonns A and B may indicate that it is not necessarily 
possible to create equivalent fonns of a vocabulary test simply by selecting adjacent word 
families from a list. More research needs to be done to detennine how to best create 
equivalent fonns based on a frequency list. 
Reliability at each level of word knowledge 
As pointed out in the literature review chapter, one problem with a checkbox test 
which asks only if the item is known or not is that subjects may respond to the items in 
different ways depending on their interpretation of knowing the item. The high internal 
consistency reliability estimates for each level of word knowledge obtained in this study 
support the idea that using multiple levels of knowledge is useful in helping subjects respond 
accurately. Thirteen of the fifteen split half reliability scores are very high (0.90 or higher) 
and the remaining two are moderately high (0.74 and 0.76) as shown in Table 4.2. 
Table 4.2: Reliability of different levels of word knowledge 
Level of Knowledge 
Explain 
Use 
Understand 
Have Seen 
Don't Know 
Form A, #1 
0.98 
0.98 
0.94 
0.76 
0.94 
Form A, #2 
0.99 
0.96 
0.74 
0.91 
0.90 
FormB 
0.99 
0.97 
0.97 
0.91 
0.92 
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These reliability scores for each level of knowledge tend to indicate that subjects did 
answer consistently throughout the test. Because subjects answered consistently throughout 
the test, it seems that allowing subjects to indicate their level of knowledge helps students 
more accurately assess their knowledge than a traditional checkbox format, a format which 
allows a subject to indicate only if he or she knows or does not know an item. 
Note that even though the split half reliability score for Form B was relatively low 
(0.54), the split-half scores at each level of knowledge for Form B are all 0.91 or greater. 
One important difference between these scores is that the reliability scores at each level of 
knowledge do not account for how students responded to nonwords. While this makes it 
difficult to say that the vocabulary estimates from Form B are reliable, the high reliability 
scores at each level of knowledge provide show that subjects indicated their level of 
knowledge consistently throughout the test. 
Results of the Vocabulary Test 
This section reports the central tendencies and the dispersion of the scores for Forms 
A and B combined (the results for each group which took the test are in Appendix H). The 
first two levels of knowledge (the ability to explain the word and the ability to use the word) 
have been combined as mentioned in the methods section. 
The "Total Known" column in Table 4.3 (on the following page) indicates the 
number of word families indicated as known at the top three levels-I can explain the word 
(A), I can use the word (B), and I understand the word when I read it (C). 
Note that for each column, the mean and the median tend to be very similar and that 
the standard deviation tends to be high. These things indicate that the data are relatively 
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Table 4.3: Results of the Vocabulary Test, N=41 
Word Families, k=180 Total Nonwords, k=20 Total 
A+B C D E Known A+B C D E Known 
Mean 106.4 24.0 22.3 27.0 131.3 2.2 1.3 4.9 12.3 2.2 
Median 108.0 24.0 20.0 24.0 130.0 2.0 1.0 4.0 14.0 2.0 
Mode 126.0 24.0 13.0 11.0 130.0 0.0 0.0 3.0 14.0 2.0 
S 19.9 16.6 10.1 15.6 14.3 1.8 1.4 3.3 4.4 1.8 
Min 24.0 1.0 0.0 4.0 99.0 0.0 0.0 0.0 4.0 0.0 
Max 135.0 100.0 47.0 67.0 159.0 6.0 4.0 13.0 20.0 6.0 
Range 111.0 99.0 47.0 63.0 60.0 6.0 4.0 13.0 16.0 6.0 
normally distributed, but these data are not useful unless we make vocabulary estimates. 
While it is possible to estimate vocabulary size for all 41 test takers, it is possible to correlate 
GP A and vocabulary size only for those test takers who reported a GP A. As a result, 
vocabulary estimates are presented only for the 24 test takers who reported a GP A from their 
previous semester at a university in the United States. 
Estimates of Vocabulary Size 
The primary goal of this study was to determine the minimum number of English 
word families that a non-native speaker of English needs to understand when reading in order 
to pass undergraduate courses at a university in the United States as measured by GPA. To 
attempt to answer this question, I estimated the size of each test taker's vocabulary by using 
stimulus detection theory to adjust for potential overestimation. The estimates of vocabulary 
size which appear in Table 4.4 on the following page were obtained by following the 
methods explained in the previous chapter. 
Note that although the mean and the median of both the reported GPAs (2.97 and 
3.00) and the vocabulary estimates (3323.7 and 3351.7) are very similar, the standard 
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Table 4.4: Estimates of Vocabulary Size by GPA, N=24 
ID GPA Word Families Points for Adjustment Estimate of 
Indicated as Known Nonwords Factor Vocabulary Size 
028 1.56 111 3 0.596 2982.5 
031 2.41 116 7 0.597 2987.4 
026 2.45 140 18 0.683 3412.7 
033 2.45 128 5 0.685 3424.2 
021 2.67 158 19 0.821 4105.7 
102 2.67 125 11 0.626 3129.3 
024 2.70 130 18 . 0.603 3015.9 
116 2.78 116 8 0.590 2948.7 
029 2.91 146 3 0.801 4005.8 
012 2.99 142 6 0.765 3827.2 
117 2.99 124 11 0.619 3095.2 
020 3.00 129 15 0.622 3111.1 
110 3.00 125 12 0.618 3090.3 
114 3.09 99 2 0.534 2672.4 
005 3.18 147 12 0.771 3854.2 
030 3.19 134 5 0.721 3606.1 
034 3.19 153 12 0.813 4062.5 
104 3.20 129 18 0.595 2976.2 
111 3.20 140 17 0.690 3449.6 
000 3.30 148 11 0.782 3911.6 
100 3.33 130 4 0.702 3511.9 
002 3.60 130 6 0.691 3456.8 
112 3.67 119 0 0.661 3305.6 
109 3.78 110 4 0.583 2916.7 
Mean 2.97 3369.1 
Median 3.00 3359.1 
S .48 416.3 
Max 3.78 4105.7 
Min 1.56 2672.4 
Range 2.22 1433.3 
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deviation (0.47 for GPA and 433.8 for vocabulary size) and the range (2.22 for GPA and 
1834.4 for vocabulary size) are relatively high. These values show a large range of abilities 
as measured by vocabulary size and by GPA for even a small number of sUbjects. 
Comparing vocabulary size to GPA 
In order to compare vocabulary size and GPA by using the Pearson product-moment 
correlation, the data points must be independent of each other, the data must be normally 
distributed, and the relationship between two sets of scores can not be nonlinear. Since the 
data points are not connected to each other by any means, the first condition is satisfied. 
To show a normal distribution, we must look at the histograms for both GPA and vocabulary 
size (Appendix 1). These histograms show that the data are somewhat nonnally distributed; 
however, the curves are relatively flat. While the flatness of the curves may decrease the 
correlation of GP A and vocabulary size, it is possible that these curves would approximate a 
normal curve with a greater number of subjects; therefore, it is still possible to use a Pearson 
product-moment correlation to assess the relatedness ofGPA and vocabulary size. 
To show that the data points are in a linear relationship, or at least that they are not in 
a nonlinear relationship, the data must be compared in a scatterplot. The scatterplot of grade 
point average and vocabulary size (Appendix J) shows no clear relationship between the 
vocabulary size and GPA; however, the relationship does not show any sign of being 
nonlinear. 
The scatterplot also gives some idea of how large the correlation would be. Since the 
data in the scatterplot are not tightly clustered around one line, the correlation must be 
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relatively low. ill fact, the Pearson Product moment correlation between grade point average 
(GPA) and vocabulary size is very low (0.09) and is not statistically significant (at the 
p < 0.05 level). 
One reason for the lack of a strong correlation may be that the number of subjects is 
very low (N=24). Because of the low number of subjects, a few subjects who perform in a 
manner that is atypical of the population may skew the results. 
A second factor which may have skewed the results is that students self-reported their 
GP A. Although the fact that most students reported knowing a very low number of 
nonwords shows that these students are relatively reliable self-reporters, the fact that each 
student reported his or her own GPA introduced a possible source of error. 
A third reason that vocabulary size and GP A may not correlate highly in this study is 
that factors other than vocabulary were not controlled for, factors like study habits, major, 
course load, test anxiety, and personal factors like gender, restedness, and first language. 
While controlling for such factors may not be as critical for a study with a very large number 
of subjects, anyone of these factors could have skewed the results for this study since the 
number of subjects is low. Perhaps the most notable factors which may have skewed the 
results are those which would have had a large impact on certain subject's tests (test anxiety, 
restedness, or comprehension of the directions) or those which would have had a large 
impact on certain subject's GPAs (study habits, course load, difficulty of courses taken, and 
other abilities which affect GPA such as writing or mathematical skills). 
It is not surprising if factors other than vocabulary playa significant role. ill fact, the 
fmdings of this study correspond closely with those by Laufer (1992), who found that 
students who know fewer than 3000 word families do not have satisfactory reading 
57 
comprehension, that those who know more than 5000 word families do have satisfactory 
reading comprehension, but that it wasn't possible to predict reading comprehension scores 
based on vocabulary size for those who knew between 3000 and 5000 word families. 
Similarly, in this study, all test takers were estimated to have a vocabulary between 2672 and 
4105 word families, and, like the lack of correlation between reading comprehension and 
vocabulary size in the range of 3000 to 5000 word families in the Laufer study, this study 
fmds no defmite correlation between vocabulary size and overall academic ability as 
measured by GPA. While this study tends to support Laufer's fmding, the number of 
subjects is certainly too small to offer conclusive evidence of any correlation between 
vocabulary size and academic success as measured by GP A. 
Therefore, to answer the primary research question, the relationship between 
academic vocabulary size and GPA is unclear in the range of vocabulary size the subjects of 
this study tested in. Perhaps the relationship between vocabulary size and GPA is more clear 
at smaller and larger vocabulary sizes, like the relationship Laufer (1992) reports between 
vocabulary size and reading comprehension. The lowest level, which corresponds to the 
3000 word families or fewer level in the Laufer study, would be a low level of vocabulary 
that would indicate great difficulty in passing undergraduate classes as measured by GP A. 
The second level, which corresponds to the level of 3000-5000 word families in the Laufer 
study, would indicate a level at which students are able to pass undergraduate classes but at 
which other factors playa significant role. However, unlike reading comprehension, where 
Laufer found that subjects with a vocabulary size of 5000 word families or great were 
adequate readers regardless of other factors, it seems that vocabulary size is potentially a 
limiting factor in academic success but that it is not such an important factor that it can 
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account for ability to pass undergraduate classes regardless of other factors. For example, a 
vocabulary size of 6000 word families is not likely to help a student pass his or her classes if 
he or she does not attend regularly or does not do the homework. 
It seems that the limiting level of vocabulary for passing classes is less than 2700 and 
that the range for the level which enables a student to pass undergraduate classes contains the 
range of 2700-4100 word families. This range is a minimum and may be far larger. 
These results seem to indicate that, at least for those students who know 2700-4100 of 
the most common 5000 word families in academic English, that vocabulary is not a strong 
indicator of the ability to pass courses as measured by GPA. However, since the subjects all 
have vocabulary estimates of2700-4100 word families, it is impossible to generalize these 
results outside that range. It is certain that there is some minimal level of academic English 
vocabulary which is required in order to pass university classes in the United States; 
however, it seems likely that the subjects in this study all had vocabularies which surpassed 
that level. Further study in this area is needed in order to determine what that level is and 
what word families are included in that level of knowledge. 
Usefulness of common word families in estimating vocabulary size 
Although the results of this study do not demonstrate that vocabulary size is enough 
to predict or account for academic success of undergraduates who are non-native speakers of 
English, the results do show that the primary source of variation in the knowledge of the test 
takers is in word families which are not among the 2000 or so most frequent word families in 
academic English, as shown in Table 4.5 on the following page. This trend can be clearly 
seen by dividing the word families tested into three groups of 60, with the first third being the 
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Table 4.5: Results on each third of the word list 
Frequency Number Min Max Standard Correlation of GPA to 
Known Deviation Vocabulary Size 
First Third 54.6 48 59 3.16 0.243 
Second Third 40.6 27 51 5.70 0.095 
Third Third 35.3 24 48 7.39 0.126 
most frequent words in academic English and the succeeding thirds being progressively less 
frequent. 
The results from the first 60 items on the test show that all subjects reported knowing 
nearly all the test items, items which came from a sample of about 1730 word families. On 
these test items, all items (excluding nonwords ) from the first third of the word family list, 
the mean was 54.6 and the standard deviation 3.16. This shows that the subjects knew a 
large percentage of these words and that there was little variation between subjects. The test 
results show that non-native speakers of English enrolled as undergraduates reported 
knowing approximately 91 % of these word families (about 1575 word families, unadjusted 
for nonwords). Because the students know these words at such a high rate, they are not very 
useful in determining the vocabulary level ofNNSs who are enrolled as undergraduates. 
On the second third of the test, the subjects reported knowing a lower number of word 
families (40.6) and the standard deviation was larger (5.70). The trend continued in the third 
third; the subjects reported knowing 35.3 word families with a standard deviation of7.29. 
Unfortunately, the second third and third third, although they show more variation 
and a larger range, do not correlate well with GP A. The correlation of the estimates of 
vocabulary size from the first third of the test to GPA is 0.243, which is not significant (at the 
p < 0.05 level). For the second third and the third third, the correlations are 0.095 and 0.126, 
neither of which is statistically significant (at the p < 0.05 level). Although the second third 
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and the third third of the test show greater variation among students, this greater variation 
does not seem to have any greater correlation with GP A than the scores from the first third of 
the test. 
It seems clear that it would be easier to distinguish between students by constructing a 
test from the last two-thirds of the word list because of the low variation in the first third. 
While such a test may not show any greater relationship between GP A and vocabulary size, 
particularly if vocabulary size is a limiting factor and the subjects are beyond the minimum 
threshold for adequate academic performance, this test would provide more useful 
information than a test which is likely to show little variation among SUbjects. In order to 
maximize the usefulness of such a test, the test should be given a large number of subj ects 
with diverse abilities and should control for language background, test anxiety, study habits, 
course load, and other potentially significant factors. 
Importance of knowing common word families 
One interesting issue is raised in comparing the vocabulary size of non-native 
speakers of English studying as undergraduates (2672.4 to 4105.7 word families) to the 
vocabulary size of native speakers of English studying as undergraduates (14,000-17,000 
word families; Zechmeister, D'Anna, Hall, Paus, and Smith, 1993, p. 203). It would seem 
that non-native speakers would face a large disadvantage in the classroom; however, many 
non-native speakers are competing successfully with native speakers in undergraduate 
classrooms, as shown by the reported GPAs in this study, all but one of which are over 2.00, 
the minimum required for good academic standing and, ultimately, graduation. 
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The key to Wlderstanding how non-native speakers can compete with native speakers 
is to look not at the significantly lower nwnber of word families that non-native speakers 
know; rather, it is important to look at the percentage of word families in typical texts which 
non-native speakers know compared with the percentage of word families that native 
speakers know. The fact that non-native speakers know very common word families at a very 
high rate means that while non-native speakers are likely to know 10,000 fewer word 
families, these 10,000 word families consist mostly of words which are relatively 
Wlcommon. So although non-native speakers are likely to know far fewer word families, 
they are likely to know the word families which are most common. Because of this, they 
may know nearly as many words in a text as a native speaker. For example, if a non-native 
speakers knows the 2000 most frequent word families in academic English, then he or she is 
likely to know approximately 85.0% of the words in an academic text. A non-native 
speakers who knows the 4000 most frequent word families in academic English is likely to 
know approximately 89.0% of the words in an academic text. Note that while these figures 
are lower than what is commonly accepted as sufficient to enable adequate reading 
comprehension, these percentages do not include many technical tenns or proper names 
which are likely to be explained in a specific text. The addition of such tenns and names is 
likely to push the percent of coverage to a level which does enable adequate reading 
comprehension. 
Table 4.6 shows the percentage of the tokens in the corpus which would be known at 
various levels of word knowledge. Note that the nwnbers in Table 4.6 are based on a list of 
word families which includes function words such as articles, pronoWls, and numbers. The 
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Table 4.6: Percent coverage at various levels of word knowledge 
If the student knows the most Then, he or she knows ... 
frequent ... 
10 word families 26.5% of words in the corpus. 
100 word families 47.5% of words in the corpus. 
500 word families 67.8% of words in,the corpus. 
1000 word families 77.4% of words in the corpus. 
2000 word families 85.0% of words in the corpus. 
3000 word families 87.8% of words in the corpus. 
4000 word families 89.0% of words in the corpus. 
5383 word families 89.5% of words in the corpus. 
fmal entry, 5383 word families, includes all word families used in this study but does not 
include word families which occurred in 5 or fewer texts. 
While this study is unable to provide specific figures, based on the coverage figures 
for the entire corpus and assuming that non-native speakers know mainly word families 
which are common, it seems that non-native speakers know 5% or perhaps 10% fewer words 
in typical texts even though they may known only 20-30% as many word families as a native 
speaker. While 5-10% is a significant obstacle in comprehension, it is apparently an obstacle 
which is surmountable by the majority of international students. 
Using Nonwords in a Checkbox Test of Vocabulary 
Using nonwords in a checkbox test of vocabulary knowledge to control for 
overestimation of self-reported knowledge is an idea which is unconventional (compared to 
non-checkbox tests) and which bears looking at. To d~ this, scores for all completed tests are 
considered, even those which were considered as unreliable to answer the primary research 
question of this study. While some scores were excluded for that purpose, they should not 
necessarily be excluded in this discussion of how the number of non words indicated as 
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known correlated with the number of actual word families indicated as known, what level of 
overestimation using nonwords indicated, and whether making 10% of the items nonwords is 
a useful rate. 
Correlation between nonwords and real words indicated as known 
An interesting point about nonwords is that the number of real words indicated as 
known increases as the number of nonwords indicated as known goes up. The correlation 
between the number of nonwords indicated as known and the number of real words indicated 
as known is fairly strong at .56 and is statistically significant (at the p < 0.05 level). This 
shows that the tendency to indicate nonwords as known also shows a tendency to indicate a 
large number of real words as known. This supports the idea that scores should be reduced 
for those tests which indicated nonwords as known (Meara and Jones, 1987; Meara, 1992; 
Schmitt, 1994; Anderson and Freebody, 1981; Read and Nation, 1986). 
Nonwords and knowledge overestimation 
A second point about nonwords is that the vast majority of students do not mark 
nonwords as known more than occasionally, although all but one indicated that they thought 
they had at least seen a nonword. Out of 940 possible positive responses to nonwords (20 
nonwords times 47 testees), the total number of positive responses was 152 (16.2%), even 
including the scores of students who indicated nonwords as known at an incredibly high rate. 
Excluding those who indicated they knew more than 30% of the nonwords, there were only 
88 positive responses out of possible total of820 (10.7%) (20 nonwords times 41 testees). 
This demonstrates that most students probably assess their own knowledge relatively 
accurately but not completely accurately. Although it is normal for students to occasionally 
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think they know a nonword which resembles a real word, these numbers also indicate that 
there should be some kind of adjustment. 
Rate of nonwords used on a test 
The last point about nonwords is that it may not be necessary to include them in a test 
as 33-40% of the total number of items as proposed ,by Meara and Jones (1987) and Meara 
(1992); rather, it may be possible to include them at a lower rate such as 10% (Zimmerman, 
1998). 
It is good to keep the rate of nonwords as low as possible so you can test as many 
actual items as possible; however, it must also be noted that having a low number of 
nonwords could also be problematic, as it seemed to be for Zimme{IIlan (1998), who used 
only 5 nonwords. In the test in this study, there were 200 items, 10% of which were 
nonwords. This provided both a low rate of nonwords (10% of all items) and a relatively 
large number of nonwords (20). While it is not possible to set minimums either for the rate 
of nonwords or for the number of nonwords, it does seem wise to keep the rate as low as 
possible while still having a significant number of nonwords present. Balancing these two 
factors enables the tester to have a high sample rate while also controlling for problems from 
potential overestimation. Thus, using nonwords at a lower rate allows more room for actual 
test items and increases the advantages of the checkbox test while not necessarily lowering 
its reliability. 
Summary of Findings 
This chapter presented three major areas offmdings. First, the checkbox test format 
is potentially a reliable test, particularly when the format is changed from a yes/no format to 
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one which allows the subjects to respond to each item in clearly defined levels of knowledge. 
Second, there seems to be no strong correlation between vocabulary and the ability to pass 
undergraduate classes as measured by GP A for those students who have a vocabulary size 
between 2700 and 4100 word families. It seems that within this range of vocabulary size, 
that students are able to earn an acceptable GP A but that other factors playa significant role. 
Because of the apparent significance of other factors, vocabulary size and GP A do not 
correlate highly within this range. Third, the number of nonwords indicated as known is a 
good indicator of the relative amount of overestimation by a test taker, that relatively few test 
takers grossly overestimate their vocabulary knowledge, and that a low rate of nonwords (e.g. 
10%) may be used to control for this overestimation provided there are a sufficient number of 
nonwords. 
66 
CHAPTERS 
CONCLUSION 
While this study did not detennine a clear minimum threshold of vocabulary which is 
necessary in order for students to pass undergraduate courses as measured by GP A, the 
fmdings do give an indication of the range of vocabulary size in which international students 
are likely to be able to succeed academically. This study's results are also infonnative for 
future research. In addition, some methodological insights may make future studies easier to 
undertake and more successful in accomplishing their goals. The chapter reviews the major 
fmdings of this study, presents methodological observations related to the methods used in 
this study and points out some implications for future research, for university admissions, 
and for current EFL and ESL instruction. 
Major Findings 
The primary research question of this study, what is the minimum number of English 
word families non-native speakers of English need to understand when reading in order to be 
able to pass undergraduate courses at a university in the United States as measured by GP A, 
has not been directly answered; however, this study has come closer to answering this 
question than previous research. All subjects in this study had a vocabulary of2672-4105 
word families and all but one reported a GPA of2.00 or above. Notably, the one who 
reported a GPA ofless than 2.00 had an estimated vocabulary size larger than the person who 
reported the highest GPA, 3.78. It seems that a vocabulary size in the range of about 2700 
word families to about 4100 word families is not a detennining factor in ability to pass 
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undergraduate classes as measured by GP A. Certainly no one would argue that there is no 
minimum level of vocabulary necessary to pass undergraduate classes, but this study does not 
provide an estimate of that minimum threshold except that it seems to be lower than 2700 
word families. 
One of the secondary research questions was what level of reliability the checkbox 
test would have. The reported internal consistency reliability scores for the vocabulary 
estimates from both Form A and Form B help establish the relative reliability of the 
checkbox test. Most of the reliability scores for the test were high, with the two 
administrations of Form A having split half reliability scores of 0.89 and 0.91 and Cronbach 
alpha scores of 0.78 and 0.92. Unfortunately, Form B had a split half score of 0.54 and a 
Cronbach alpha of 0.58. The small sample size may have affected these reliability scores, 
but the scores are sufficiently high to show that the checkbox test can be reliable provided 
there is some way to control for overestimation of knowledge. 
The reliability of the checkbox test is also confirmed by the split half reliability scores 
for each level of knowledge for each administration of the test. These scores do indicate that 
subjects report their own knowledge in a consistent manner over the entire test. Of the 15 
scores, all were 0.74 or higher and 13 were 0.90 or higher. 
Another secondary research question deals with how useful nonwords are in a 
checkbox test of vocabulary knowledge. The correlation between the number of nonwords 
indicated as known and the number of word families indicated as known is fairly strong 
(0.56) and is statistically significant (at the p < 0.05 level). Because subjects who indicate 
that they know a nonword also tend to indicate that they know a large number of nonwords, 
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this shows that nonwords do provide a good indication of the need to reduce scores based on 
the number of nonwords indicated as known. 
While some subjects tend to vastly overreport their knowledge, as indicated by their 
strong willingness to report nonwords as known, most subjects report relatively few 
nonwords as known. In fact, excluding those who reported 35% or more of the nonwords (7 
or more out of20), the subjects reported knowing only 10.7% of the nonwords, or just over 2 
nonwords per subject. It is normal to expect that subjects might think they recognize a 
nonword which resembles a word they do actually know, but the fact that virtually all 
students reported knowing some nonwords indicates that even those students who are good 
self-reporters are likely to need their scores adjusted. 
Using an appropriate number and rate of non words has not been researched; however, 
this study seems to indicate that a low rate of nonwords of the total items is appropriate as 
long as the number of nonwords is large enough. This study used nonwords as 10% of all 
items, or 20 nonwords out of 200 total items. This seemed to provide an adequate basis for 
reducing scores for overreporting of knowledge while keeping the number of actual items as 
high as possible. 
Methodological Observations 
The key problem in conducting this study was in finding a suitable population to test. 
The problem manifested itself in two ways. First, the population was small, which made it 
difficult to obtain statistical significance. Second, the population was relatively 
homogeneous in ability because the students had in effect been screened by the TOEFL, 
required before admission into Iowa State University, and had been further screened for 
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language ability by their placement into ESL writing classes, required before they begin 
classes. A better research situation would be to test a large number of subjects at 
approximately the same time the subjects took the TOEFL and then compare vocabulary 
knowledge to TOEFL scores. Such a study, if it were longitudinal, could also compare the 
results to academic success. While the purpose of such a study would shift to include 
researching the relationship between TOEFL scores and vocabulary knowledge, using such a 
population would have subjects with greater variation in their abilities. This would make the 
study more likely to have high reliability scores and more likely to provide information about 
a minimal level of vocabulary knowledge for entrance into North American universities. 
A second area which could be improved is in dealing with the methodological 
problems associated with using computers to count words. The computer defmed a word 
(actually a token) as any string of characters bounded by spaces and/or punctuation. Because 
of this, the computer split phrasal verbs and set phrases into their components. A program 
which would check tokens and their immediate context against a comprehensive list of 
phrasal verbs and set phrases would minimize, though not completely eliminate, this 
problem. 
Furthermore, the computer distinguished between forms and did not distinguish 
between different uses of those forms. As a result, some words which have multiple uses and 
even different parts of speech were collapsed into one word family when it would have been 
more accurate to have two or more word families. For example, row can be used as a noun 
(a row o/chairs) or as a verb (to row a boat), and may well have been worthy of two (or 
more) entries on the list of word families. More sophisticated programs can distinguish 
different uses and different parts of speech with some degree of accuracy, and it is possible to 
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use such programs to develop a more sophisticated list of words and word families, one 
which includes phrasal verbs and set expressions as well as multiple listings for similar word 
forms, from which to develop a test. Such a list would more accurately represent the 
language used in the context under consideration. The checkbox test could present phrasal 
verbs and set expressions as single items, but would have difficulty adapting to fonns which 
have multiple word families, particularly because some word families include words with 
more than one part of speech. Such items would need to be dealt with individually. 
While this study did have some problems associated with using a computer to count 
words, the capabilities of computers exceed those used in this study. Programs can look for 
set phrases and phrasal verbs and can differentiate between different parts of speech. 
Differentiating based on part of speech would be a significant step toward differentiating 
between words based on their uses rather than based solely on their fonns. Using a program 
which sorts words based on part of speech and which does not split up set phrases and 
phrasal verbs would give greater accuracy to any list of words or word families developed 
from a corpus. 
Even with the problems encountered in using a computer to develop a word list, the 
strengths of using a corpus to develop the word list remain. The primary advantage was that 
the corpus of academic texts was relevant to the setting under consideration, undergraduate 
study in the United States. A secondary advantage was that the corpus is made of many 
texts, thus minimizing the importance of words used in one or two disciplines and also 
minimizing the idiosyncrasies in any single text. Because of the relevance of the texts in the 
corpus and the number of texts, the corpus was very useful for developing a list of word 
families which was relevant to undergraduate study in the United States. 
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Implications and Suggestions for Further Research 
Future research should be directed at detennining not only how many word families 
must be known for a specific purpose, but also which words are most helpful ifknown. Such 
studies may prove to be most practicable and most infonnative if they focus on a more 
specific purpose-such as graduate study in chemistry-than the more general purpose of 
undergraduate study. While the implications of a study of how many word families and 
which word families must be known in order to enable non-speakers of English to succeed as 
graduate students in chemistry are not as far-reaching as a study such as this one, the fact the 
study is more focused may enable the researchers to provide more defmite infonnation and to 
actually provide a list of word families which provides infonnation about the usefulness of 
those word families for that purpose. A series of such studies could actually provide much 
more useful infonnation than a study such as this one, which focuses on the much more 
general area of academic English at the university level. The more specific studies could 
provide infonnation which can guide vocabulary instruction and learning for non-native 
speakers in number of word families which must be learned, in which word families must be 
learned, and in what guessing strategies most often prove useful. 
Such subject-specific studies could also be useful in providing infonnation about 
which word families are useful at which levels of specificity. This could be accomplished by 
making at least two word lists at different levels of specificity. For example, one could use 
the word list from this study, a list of word families useful for study at the undergraduate 
level, and compare it to a word list at a more specific level, such as word families useful in 
the study of construction engineering at the undergraduate level. By removing word families 
from the construction engineering list which also appear on the general undergraduate study 
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list, such a comparison could show which word families are useful for undergraduate study in 
construction engineering but which are not likely to be useful for undergraduate study in 
other areas. Comparing a series of such lists would allow a researcher to defme specific 
vocabulary which is useful for many specific purposes, such as undergraduate study in a 
variety of disciplines, and which vocabulary is useful within many areas, such as 
undergraduate study in general. Such lists could be constructed for many types of language, 
potentially resulting in lists of vocabulary which are useful at progressively more specific 
levels. For example, the most general list might be for English as a whole, a list which 
would presumably be composed of word families which are widely used in all or virtually all 
situations and registers. A more specific list might be for English for academic purposes, a 
list which would contain words which are useful in a wide range of academic purposes but 
which are not also used widely outside of academic discourse. An even more specific list 
might be made for individual disciplines, or even for sub-disciplines. Such lists would likely 
consist primarily of technical terms. 
The reliability of the checkbox test as used for determining vocabulary size also 
needs additional research. While it seems that clearly defined levels of knowledge help 
subjects mark answers consistently, it would be a tenuous claim to say that all subjects mean 
the same thing when they mark a certain level. Furthermore, some subjects are more likely 
to mark a level of knowledge which is beyond their actual knowledge of the word and others 
are much more conservative in how they mark answers. Such research could provide 
information about how to construct tests, how to write test directions, and how to administer 
tests to minimize the differences in how individuals mark answers. This research may also 
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provide additional insight in how to adjust scores and on which scores should be adjusted to 
what degree. 
It is hoped that this study has provided valuable information about how vocabulary 
size can be measured and analyzed for usefulness for a specific pwpose and that it has 
provided impetus to further study vocabulary for academic pwposes. Any future research 
must consider using computers to their full abilities and should consider narrowing the focus 
of the study to a more specific purpose in order to better inform instruction and learning. 
Perhaps the most critical issue to consider for a study such as this which is to be undertaken 
in the United States in how a suitably large and diverse group of subjects may be included in 
the study in order to provide a greater likelihood of obtaining significant results. 
Future studies, particularly those which focus on one specific pwpose, could rely on a 
corpus based on texts actually used for that purpose. For example, in a study of vocabulary 
of use for undergraduate study in history, a researcher could build a corpus based on the 
actual texts used in classes. For a study focused on written English which must be read, 
these texts might include any or all of the following: traditional text books, professional 
articles, works of historical fiction, newspapers, popular magazines, handouts, syllabi, and 
assignments. Such a corpus, developed specifically to study the language used in that 
situation, would avoid any assumptions about what texts are actually used and thus would be 
highly relevant. 
Implications for University Admissions 
Since this study shows that most international undergraduate students are able to 
succeed academically as measured by GP A, this study tends to support the current use of the 
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results of TOEFL as part of the admissions process for non-native speakers of English. Since 
TOEFL, like undergraduate study, must require some minimal vocabulary size, it seems that 
the vocabulary size required to pass the TOEFL is at approximately the right level. While 
such use of TOEFL scores may exclude some international students who would be likely to 
succeed, this use of these scores does seem to result in admission of students who are able to 
succeed at North American universities. 
Implications for Materials Development 
Materials developers could use word frequency lists and particularly word lists for 
specific academic disciplines or registers, to determine if their materials represent the 
vocabulary from actual language use situations. Word lists developed from relevant corpora 
could be valuable aids in making materials which are appropriate for learners who wish to 
learn language for specific tasks, situations, or registers. For example, if a student in 
automotive engineering in China is interested in studying mechanical engineering in the 
United States, a teacher could develop materials based on a corpus of engineering (or even 
mechanical engineering) texts commonly used in the United States. 
Implications for Current Instruction 
While this study does not directly investigate the effectiveness ofEFL and ESL 
instruction, it does seem to indicate that such instruction is able to provide an environment 
which allows, and perhaps facilitates, sufficient acquisition of English for a sizeable number 
of students to pass the TOEFL, be admitted to North American universities, and succeed 
academically at those universities. Such an environment may well include direct vocabulary 
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instruction of the most common 2000 word families of English and, perhaps, ofXue and 
Nation's (1984) 800 word University Word List. 
This study does indicate that a strong focus on learning vocabulary in the most 
common 3000 word families of academic English is almost certain to show great return for 
academic study in the United States. Learning less common word families does not seem 
likely to be a great benefit for undergraduate study in the United States; however, certain 
uncommon word families are likely to prove very useful for certain language learners 
because of their usefulness in specific language use situations. Corpus linguistics provides 
methods which are able to address such individual needs. 
Conclusion 
This study relied on the strengths of corpus linguistics and on a relatively 
unconventional type of test, the checkbox test, in order to examine the relationship between 
academic vocabulary size and GP A for non-native speakers of English studying as 
undergraduates at a university in the United States. While this study did not determine a 
minimal vocabulary size necessary for success at the undergraduate level, it did show that a 
academic vocabulary size in the range of2700 word families to 4100 word families is 
sufficient to enable, but not to guarantee, success. 
Other points of investigation of this study showed that the checkbox test can be a 
reliable test, that very common word families of academic English are less useful than less 
common word families of academic English in testing non-native English speakers studying 
in the United States as undergraduates, that nonwords are useful for determining subjects' 
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overestimation of knowledge on a checkbox vocabulary test, and that the tendency to indicate 
nonwords as known correlates positively with the tendency to indicate real words as known. 
It is hoped that this study has provided useful infonnation about the methods of 
developing word lists, of testing vocabulary, and of the relationship between academic 
vocabulary size and academic success as measured by GP A. It is further hoped that this 
study will influence teachers and materials developers to use the corpus linguistics 
techniques discussed to address student vocabulary learning needs, whether those needs are 
for academic English vocabulary or for vocabulary for some other situation. Lastly, it is 
hoped that this study will help non-native speakers of English make wise decisions about 
how they use their resources as they prepare to study in the United States. 
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APPENDIX A: FUNCTION WORDS 
This appendix contains the list of function words by John Higgins (1998). These function 
words were eliminated from the list of word families. Note that the categories are his. 
Adverbs other than manner adverbs and omitting the funny legal ones 
again ago almost already also always anywhere back else even ever everywhere 
far hence here hither how however near nearby nearly never not now nowhere 
often only quite rather sometimes somewhere soon still then thence there 
therefore thither thus today tomorrow too underneath very when whence 
where whither why yes yesterday yet 
Auxiliary verbs (including contractions) 
am are aren't be been being can can't could couldn't did didn't do does doesn't 
doing done don't get gets getting got had hadn't has hasn't have haven't having 
he'd he'll he's i'd i'll i'm is i've isn't it's may might must mustn't ought oughtn't shall 
shan't she'd she'll she's should shouldn't that's they'd they'll they're was wasn't 
we'd we'll were we're weren't we've will won't would wouldn't you'd you'll you're 
you've 
Prepositions/conjunctions (one category since there is some overlap) 
about above after along although among and around as at before below 
beneath beside between beyond but by down during except for from if in into near 
nor of off on or out over round since so than that though through till to 
towards under unless until up whereas while with within without 
Determiners/pronouns (omitting archaic thou, thee, etc.) 
a all an another any anybody anything both each either enough every 
everybody everyone everything few fewer he her hers herself him himself his i it 
its itself less many me mine more most much my myself neither no nobody none 
no one nothing other others our ours ourselves she some somebody someone 
something such that the their theirs them themselves these they this those us we 
what which who whom whose you your yours yourself yourselves 
Numbers 
billion billionth eight eighteen eighteenth eighth eightieth eighty eleven eleventh 
fifteen fifteenth fifth fiftieth fifty first five fortieth forty four fourteen 
fourteenth fourth hundred hundredth last million millionth next nine nineteen 
nineteenth ninetieth ninety ninth once one second seven seventeen seventeenth 
seventh seventieth seventy six sixteen sixteenth sixth sixtieth sixty ten tenth 
third thirteen thirteenth thirtieth thirty thousand thousandth three thrice 
twelfth twelve twentieth twenty twice two 
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APPENDIX B: VOCABULARY TEST, FORM A 
This appendix contains fonn A of the vocabulary test used in this study. The test appears on 
the following two pages. 
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APPENDIX C: VOCABULARY TEST, FORM B 
This appendix contains form B of the vocabulary test used in this study. The test appears on 
the following two pages. 
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APPENDIX D: NONWORDS 
This appendix lists the English nonwords used in Forms A and B of the vocabulary test 
developed for this study. 
FormA FormB 
nonagrate lapidoscope equalic oligation 
balfour glandle cordle mabey 
lannery channing milne' bethell 
oxylate dowrick lester wray 
degate mundy e10de youde 
gummer dogmatile ordinisation cotragent 
cantileen troake spedding renigrade 
tooley lauder roscrow lorey 
ralling aistrope trimble ballotage 
contortal attard justal bundock 
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APPENDIX E: TEST DIRECTIONS 
This appendix contains the directions for the vocabulary test given for this study. The text in 
bold is infonnation the researcher gave to the test takers. 
Test Procedure: 
1. Allow students to sit next to each other if they want to. There is no need to seat students 
every other seat. 
2. Introduce yourself 
3. Read the following infonnation about the purpose of the test: 
The purpose of this test is to provide an estimate of individual students' levels of 
academic vocabulary. After taking this test, you will receive an estimate of your 
vocabulary knowledge and an indication of whether this may be an area on which 
you should focus some attention in order to do well in you classes. In order to 
provide an accurate estimate, it is very important that you mark the answer sheet 
accurately. 
4. Distribute the consent fonns. Make the following statement: 
This test is completely voluntary. You may choose at any time not to finish the test. 
This will not harm your grade in this course or your standing at the university. We 
strongly encourage you to take the test since this will provide information which 
may help you in your studies. Please sign this form to indicate that you are 
participating willingly and that you know that you may discontinue your 
participation at any time. 
5. Collect the consent fonns. 
6. Distribute the computer-scored answer sheets. These will be used both to collect data 
such as the student's name and GPA and also to collect actual test data. 
Read the following: You will be using this computer scoring sheet to tell us some 
information about yourself. Fill in the boxes in pencil with your family name first 
and as much of your first name as the spaces will allow by filling in the circles under 
each letter (illustrate with an example on the overhead). 
In the area marked "Sex", fill in M if you are male and F if you are female. 
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Under the area "Grade or Educ", fill in the number of semesters you have been a 
student at a college or university in the United States. This includes semesters at 
Iowa State and also semesters at other colleges and universities in the United States. 
This does not include semester at colleges or universities outside the United States. 
In the area marked "Birth Date", please fill in the month, day, and year in which 
you were born. 
In the area marked "Identification Number", a number has been filled in already. 
This number is the test ide All data will be handled by test id rather than by name 
to protect your privacy. After the results have been returned, all record of your 
name will be eliminated. 
Multiply your GPA from your last semester at Iowa State (not your cumulative 
GPA) by 100. Put this number under "Special Codes". If you have never been a 
student at Iowa State, leave "Special Codes" blank. 
7. Go over directions. 
Show the overhead of the chart below and read the following: For each item on the test, 
please mark the level to which you know the word. Marking the wrong level for a 
word may prevent this test from being helpful to you. Marking the right level for all 
words may make this test helpful in providing you information about your 
vocabulary in English. This knowledge can help you focus on areas of English 
which will be of the most benefit for you in your academic career. For each word, 
darken the oval which corresponds to that level. The levels are as follows: 
Answers 
A. I can explain this 
word 
B. I can use this word 
c. I can understand this 
word in a sentence 
D. I have seen this word 
but I don't know it 
E. I don't know this 
word 
Explanations 
You can explain the word in English to someone who is not 
familiar with it. You must know the definition and be able to 
explain situations in which one might use the word. 
You know how to use this word and can use it in the right 
situations. You are NOT able to explain the meaning. 
Although you can't use the word yourself, you understand it 
when you read it. 
Although you don't know the meaning of the word, you think 
you have seen it. You might be able to guess the meaning. 
You have not seen this word and are unfamiliar with what it 
means. You might be able to guess the meaning. 
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8. Show examples of test items: 
Henry is taking the test and he sees that the first item is prepare. Henry knows the 
word and uses it. He thinks he might be able to explain it, but he isn't sure. 
Because he isn't sure, he pencils in the circle marked B, "I can use this word," on his 
answer sheet. 
Test 
1. prepare 
The next item is por/ame. Henry does not know this word and hasn't even seen it, so 
he fills in the circle marked E, "I don't know this word." 
Test 
2. porfame 
The third item on the test is evidence. Henry does not use this word, but he does not 
what it means if he reads it, so he marks the circle marked C, "I can understand this 
word in a sentence." 
Test 
3. evidence 
Note that Henry did not know one of the words, so he indicated that he did not 
know the word. It is normal to not know all the words. 
What questions do you have before we begin the test. 
9. Hand out the test. Place the overhead which explains the choices on the projector again 
and leave it up for the entire test so students may refer to it if they need it. 
You may begin as soon as you receive the test. You may take as long as you need to 
complete the test. 
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APPENDIX G: CONSENT FORM 
This appendix contains a copy of the consent fonn the test takers were asked to sign. The 
consent fonn appears on the next page. 
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Consent Letter 
You are invited to participate in a research project on vocabulary knowledge as an indicator 
of academic success for non-native speakers of English at an American university. The 
results will be useful for language learners and language teachers to make informed decisions 
about how many words students need to learn to succeed academically at an American 
university. This research may also be useful to you personally by providing information 
about your vocabulary level and whether that could be a factor which is limiting your 
academic success at Iowa State. Dann Nebbe, a graduate student in the Department of 
English at Iowa State University, is conducting this-project. 
In this project, Dann Nebbe will collect information about students prior to administering a 
vocabulary test. This information will include a self-report of each student's grade point 
average (GPA). The vocabulary test will consist of words which must be marked according 
to your level of knowledge. The entire test process, including collecting information before 
the test, will take approximately 45 minutes. There are no risks in this test. 
Each test form will have a number on it. Dann Nebbe will use these numbers to identify each 
individual's results so he will not use names. Providing your name is necessary only so he 
can return your results to you. You will receive the results of your test from your instructor. 
Dann Nebbe will give the results to your instructor in sealed envelopes so only the researcher 
will know the results of your test. The instructor will give the envelope with your name on it 
to you. Your instructor will not receive a copy of these results. Once the instructor has 
returned the results, Dann Nebbe will destroy the list which shows which number is assigned 
to each student. 
All data collected during this research project will be kept confidential. Only the researcher 
will have access to your data. Your participation in this project in completely voluntary and 
you a free to withdraw at any time for any reason without penalty. Participation in this 
research project will have no effect on your grade. You are also free to decline to answer any 
questions you do not wish to answer. 
If you have any questions or concerns about this research project, please contact Dann Nebbe 
by phone (515.268.9664) or by email (dann@iastate.edu). 
I have read and understood the above information and voluntarily agree to participate in the 
research project described above. I have been offered a copy of this consent form. 
Signature Date 
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APPENDIX H: EXPANDED VOCABULARY TEST RESULTS 
This appendix contains results from the vocabulary test sorted by test group with the answers 
sorted by the five levels of knowledge students were able to indicate. Note that the explain 
and use levels of knowledge are separated in this table. 
Table H.I: Knowledge of Word Families, GrouE I 
ID GPA Explain Use Recall May Have Don't Total 
Seen Know Known 
000 330 72 40 36 17 11 148 
001 999 98 17 9 35 22 124 
002 360 58 50 22 20 31 130 
003 999 79 36 19 23 24 134 
004 999 48 78 22 22 11 148 
005 318 89 36 22 27 7 147 
006 999 97 16 5 39 24 118 
007 999 91 35 27 18 10 153 
008 999 56 43 34 21 27 133 
010 999 102 23 7 24 ;25 132 
011 999 23 80 54 20 4 157 
012 299 133 2 7 27 12 142 
013 999 13 83 33 36 16 129 
014 999 46 80 14 16 25 140 
015 999 48 65 26 23 19 139 
016 999 41 87 24 13 16 152 
Mean 68.4 48.2 22.6 23.8 17.8 139 
Median 65 41.5 22 22.5 17.5 140 
Mode 48 36 22 27 11 148 
S 32.2 27.4 12.9 7.41 8 11.2 
93 
Table H.2: Knowledge of Word Families, GrouE 2 
ID GPA Explain Use Recall May Have Don't Total 
Seen Know Known 
020 300 101 15 13 32 20 129 
021 267 78 46 35 12 10 159 
022 999 42 45 31 26 37 118 
024 270 78 26 26 30 21 130 
026 245 92 8 40 36 5 140 
027 999 115 7 10 18 31 132 
028 156 59 31 21 32 38 111 
029 291 35 72 39 17 18 146 
030 319 112 9 13 15 32 134 
031 241 30 60 26 47 18 116 
033 245 56 38 34 38 15 128 
034 319 90 32 31 15 13 153 
Mean 74 32.4 26.6 26.5 21.5 133 
Median 78 31.5 28.5 28 19 131 
Mode 78 13 32 18 
S 29.4 21 10.3 11.1 10.7 14.6 
Table H.3: Knowledge of Word Families, GrouE 3 
ID GPA Explain Use Recall May Have Don't Total 
Seen Know Known 
100 333 102 20 8 13 37 130 
101 999 60 34 24 33 29 118 
102 267 118 6 1 3 51 125 
104 320 63 26 40 34 17 129 
108 999 81 0 32 0 67 113 
109 378 44 59 7 15 55 110 
110 300 99 6 20 11 43 125 
111 320 117 7 16 13 27 140 
112 367 61 34 24 13 48 119 
114 309 61 20 18 27 54 99 
116 278 41 51 24 17 47 116 
117 299 6 18 100 20 36 124 
118 999 29 58 25 15 53 112 
Mean 67.8 26.1 26.1 16.5 43.4 120.0 
Median 61 20 24 15 47 119 
Mode 61 20 24 13 125 
S 34.2 20.1 24.5 10.1 13.7 10.5 
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Table H.4: Indicated Knowledge of Non words, GrouE 1 
ID GPA Explain Use Recall May Have Don't Total 
Seen Know Known 
000 330 0 0 2 7 10 2 
001 999 3 3 0 4 9 6 
002 360 1 0 0 3 15 1 
003 999 0 0 0 3 16 0 
004 999 0 0 2 5 12 2 
005 318 0 0 2 7 10 2 
006 999 2 1 0 9 7 3 
007 999 1 2 1 11 4 4 
008 999 2 1 1 7 8 4 
010 999 0 0 0 3 16 0 
011 999 1 0 1 6 11 2 
012 299 0 0 1 3 15 1 
013 999 0 2 4 7 6 6 
014 999 0 1 1 3 14 2 
015 999 0 0 0 3 16 0 
016 999 0 0 3 2 14 3 
Mean 0.63 0.63 1.1 5.19 11.4 2.38 
Median 0 0 1 4.5 11.5 2 
Mode 0 0 0 3 16 2 
S 0.96 0.96 1.2 2.61 3.9 1.89 
Table H.5: Indicated Knowledge of Non words, GrouE 2 
ID GPA Explain Use Recall May Have Don't Total 
Seen Know Known 
020 300 0 1 1 10 7 2 
021 267 0 0 4 9 6 4 
022 999 0 1 0 2 16 1 
024 270 0 1 1 13 4 2 
026 245 0 1 2 11 5 3 
027 999 0 0 3 7 9 3 
028 156 1 0 0 0 18 1 
029 291 0 0 0 3 16 0 
030 319 0 0 0 5 14 0 
031 241 0 0 1 4 14 1 
033 245 0 0 0 5 14 0 
034 319 0 0 4 3 12 4 
Mean 0.08 0.33 1.3 6 11.3 1.75 
Median 0 0 1 5 13 1.5 
Mode 0 0 0 3 14 1 
S 0.29 0.49 1.6 4 4.83 1.48 
95 
Table H.6: Indicated Knowledge of Non words, GrouE 3 
ID GPA Explain Use Recall May Have Don't Total 
Seen Know Known 
100 333 0 0 1 2 17 1 
101 999 1 0 1 7 11 2 
102 267 3 0 0 2 15 3 
104 320 0 0 4 10 6 4 
108 999 2 0 3 0 15 5 
109 378 0 0 1 2 17 1 
110 300 0 1 4 1 14 5 
111 320 1 1 3 5 10 5 
112 367 0 0 0 0 20 0 
114 309 0 0 0 2 18 0 
116 278 0 0 1 6 13 1 
117 299 0 0 2 7 11 2 
118 999 0 0 0 1 19 0 
Mean 0.54 0.15 1.5 3.46 14.3 2.23 
Median 0 0 1 2 15 2 
Mode 0 0 1 2 17 1 
S 0.97 0.38 1.5 3.18 4.03 1.96 
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APPENDIX I: HISTOGRAMS OF GPA AND VOCABULARY SIZE 
This appendix contains the histograms of GP A and vocabulary size. The histograms appear 
on the next page. 
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APPENDIX J: SCATTERPLOT OF GPA AND VOCABULARY SIZE 
This appendix contains the scatter plot of GPA and vocabulary size. The scatterplot appears 
on the next page. 
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APPENDIX K: HUMAN SUBJECTS APPROVAL 
This appendix contains a copy of the fonn "Infonnation for Review of Research Involving 
Hwnan Subjects" used at Iowa State University. The fonn shows that approval for this study 
was granted by the Human Subjects Committee. The fonn appears on the next three pages. 
1. 
3. 
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GRADUATE 
JAN 14 i9S9 
COLLEGE 
Information for Review of Research Involving Human Subjects 
Iowa State l'niversity 
I P!e:lse type :lnd use the attached instructions for completing this form) 
Title of Project Determining a :Vlinimal Receptive Vocabulary for Cndergraduate ~S of English 
I agree to provide the proper surveillance of this project to insure that the rights and welfare of the human subjects are 
protected. I will report any adverse reactions to the committee. Additions to or changes in research procedures after the 
project has been approved will be submitted to the committee for review. I agree to request renewal of approval for any 
project continuing more than one year. 
____ Dann Nebbe _________ 1-14-99_ 
Typed name of principal investigator Date ~~ r~~~---1"-' _. __ ~stigator 
____ English _____ _ ___ 206 Ross Hall ________________ _ 
Department C:J.mpus address 
____ 515.268.9664 ________________ _ 
Phone number to report results 
~elationship to principal investigator 
_member of thesis committee _______ _ 
_ major professor ____________ _ 
4. Principal investigator(s) (check all that apply) 
= Faculty = Staff z Graduate student = Undergraduate student 
5. Project (check all that apply) 
= Research :;: Thesis or dissertation = Class project = Independent Study (490. 590. Honors project) 
6. Number of subjects (complete all that apply) 
__ # adults. non-students _50_ # ISU students __ # minors under 14 
__ # minors 14 - 17 
__ other (explain) 
I. Brief description of proposed research involving human subjects: (See instructions. item 7. Use an additional page if 
needed.) 
I will give each student a written test to determine the size of their vocabulary. The test will have 200 items. each of 
which students will respond to by indicated what level they know the word to. The levels are as follows: 
• I can explain the word 
• I can use the word 
• I understand it when I see it 
• I think I've seen it but I don't know what it means 
• I have never seen this word before 
The purpose of the test is to determine at what point vocabulary can be a limiting factor in university level studies at an 
American university. Students will be informed of their individual results and told what the significance of their result 
is as far as we can determine. 
GC 1/98 
S. Informed Consent: 
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= Signed informed consent will be obtained. (Attach a copy or your form.) 
;: ~lodified informed consent will be obtained. (See instructions. item 3.) 
= Not applic:lble to this project. 
9. Contidenti:llity of D:lt:l: Describe below the methods you will use to ensure the contidentiality of data obtained. (See 
instructions. item 9.) 
E:lch tcst will have an identitication number on it. All data will be identified by the test identification number. This 
identification number will be linked on the students' names on a master list which will be kept at the principal 
researcher's home in a locked file cabinet. Subjects names will be used only to return results. Results will be 
returned by the students' instructors in envelopes sealed by the researcher. The principal researcher will work only 
on the data and will not refer to the names except to return results. 
10. What risks or discomfort will be part of the study? Will subjects in the research be placed at risk or incur discomfort? 
Describe any risks to the subjects and precautions that will be taken to minimize them. (The concept of risk goes 
beyond physical risk and includes risks to subjects' dignity and self-respect as well as psychological or emotional risk. 
See instructions. item 10.) . 
Some subjects may experience test anxiety; however. this tendency will be mitigated by the fact that the test will not 
affect their grade. Furthermore. some students may see this as an opportunity to identify or eliminate a potential 
problem with their studies. 
11. CHECK ALL of the following that apply to your research: 
= A. Medical clearance necessary before subjects can participate 
= B. Administration of substances (foods. drugs. etc.) to subjects 
= C. Physical exercise or conditioning for subjects 
= D. Samples (blood. tissue. etc.) from subjects 
= E. Administration of infectious agents or recombinant DNA 
= F. Deception of subjects 
= G. Subjects under 14 years of age and/or = Subjects 14 - 17 years of age 
= H. Subjects in institutions (nursing homes. prisons. etc.) 
= I. Research must be approved by another institution or agency (Attach letters of approval) 
If you checked any of the items in 11, please complete the following in the space below (include 
any attachments): 
Items A-E Describe the procedures and note the proposed safety precautions. 
Items D-E The principal investigator should send a copy of this form to Environmental Health and Safety. 118 
Agronomy Lab for review. 
Item F Describe how subjects will be deceived: justify the deception; indicate the debriefing procedure. including 
the timing and information to be presented to subjects. 
Item G For subjects under the ~ge of 14. indicate how informed consent will be obtained from parents or legally 
authorized representatives as well as from subjects. 
Items H-I Specify the agency or institution that must approve the project. If subjects in any outside agency or 
institution are involved. approval must be obtained prior to beginning the research. and the letter of 
approval should be filed. 
GC 1/98 
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Last name or' Principal Investigator _:-.:ebbe _____ _ 
Checklist for Attachments and Time Schedule 
The following are attached (please check): 
12 .. :-: Letter or written statement to subjects indicating cle.uly: 
a) the purpose of the research 
b) the use of any identifier codes (names. #'s), how they will be used. and when they will be removed (see item I i) 
c) an estimate of time needed for participation in the rese.uch 
d) if applicable. the location of the research activity 
e) how you will ensure confidentiality 
t) in a longitudinal study, when and how you will contact subjects later 
g) that panicipation is voluntary: nonparticipation will not affect evaluations of the subject 
13. = Signed consent form (if applicable) 
14. = Letter of approval for research from cooperating organizations or institutions (if applicable) 
15. ;: Data-gathering instruments 
16. Anticipated dates for contact with subjects: 
First contact Last contact 
____ 1125/99 _______ _ ______ 2/19/99 __________ _ 
Month/Day/Y ear Month/Day/Y ear 
17. If applicable: anticipated date that identifiers will be removed from completed survey instruments and/or audio or visual 
tapes will be erased: 
______ 2119/99 ________ _ 
Month/Day/Y ear 
18. Date Department or Administrative Unit 
/-10/:-77' 
19. Decision of the University Human Subjects Review Committee: 
XProject approved _ Project not approved _ No action required 
Name of Committee Chairperson 
\}e~\\C\L 
D Signature of Committee Chairperson 
GC li98 
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