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1. INTRODUCTION
Since Levinson and Smith first studied the general autonomous equation
of Lienard typeÂ
x q f x , x x q g x s 0, 1.1 .  .  .È Ç Ç
many authors have contributed to the theory of this equation with respect
to the existence and uniqueness of nontrivial periodic solutions. The books
w x w xby Sansone and Conti 1 and Z. F. Zhang et al. 2 contain an excellent
summary of the results on such problems. To the best of our knowledge,
almost all results on the uniqueness of the limit cycle concern the follow-
ing special form:
x q f x x q g x s 0. 1.2 .  .  .È Ç
w x  .Z. H. Zheng 3 constructed a special system of the type 1.1
x q x 2 y 4 1 q x 2 x q x s 0 1.3 .  .  .È Ç Ç
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and proved that it has no nontrivial periodic solution. Using such a result,
he showed that the conditions needed to guarantee the existence of
 . w xnontrivial periodic solutions for 1.1 provided by Ponzo and Wax 4 are
not sufficient.
 .Motivated by system 1.3 , we shall consider system
x q x 2 y a 1 q x 2 x q x s 0, 1.4 .  .  .È Ç Ç
which is equivalent to
x s y J P x , y , a .Ç
l .a2 2 y s yx y x y a 1 q y y J Q x , y , a , .  . .Ç
 .where a is a parameter. A natural problem is whether l has a nontriviala
periodic solution for some value of the parameter a. If it exists, is it
unique? The purpose of the present paper is to give a complete analysis of
 .global bifurcation for system l . We shall prove the following:a
 .  .THEOREM A. i If a F 0, then the origin of l is globally asymptoticallya
stable.
3
U U 2 . ’ii If a ) 0, then there exists a ) 0 with a - a s 9p r16 f1
1.7707 such that
. U  .a For 0 - a - a system l has exactly one limit cycle around thea
origin and it has a negati¨ e characteristic exponent.
. U  .b For a s a l has an internally stable heteroclinic loop at in-a
finity.
. U  .c For a ) a l has no longer any nontri¨ ial periodic solution.a
 .The evolution of the global phase portraits for system l with thea
change of parameter a is shown in Fig. 1a]d.
Meanwhile, applying the Runge]Kutta method with order four, we
 .present a numerical computation for l . The numerical computationa
U  .gives the bifurcating value a f 0.6467. The forward semiorbit of la’ .passing through A y a , 0 is given in Fig. 2a]f. From the proof of
Lemma 5 in Section 2, we obtain that if the forward semiorbit gq isA
 .unbounded, then l has no nontrivial closed orbit. So the numericala
 .result shows that l has no longer nontrivial closed orbit for a G 0.6467.a
It is clear that the theoretical result completely coincides with the numeri-
cal result.
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FIGURE 1
2. PROOF OF THEOREM A
Before proceeding to the proof of Theorem A, we present several
 .propositions and lemmas on system l .a
  .  ..Recalling that the vector fields P x, y, a , Q x, y, a , where a g I : R,
is called a family of generalized rotated vector fields if
Q x , y , a P x , y , a y P x , y , a Q x , y , a sgn a y a G 0 F 0 .  .  .  .  .  .0 0 0
2.1 .
 w x w x.for all x, y g R and a, a g I see 2 , Chapter 4, Sect. 3, or 5 . The direct0
 .  .computation shows that system l satisfies 2.1 . Thus, we havea
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FIGURE 2
 .PROPOSITION 1. System l forms a family of generalized rotated ¨ectora
fields with respect to the parameter a g R, and the ¨ectors rotate in the
counterclockwise direction as a increases.
 .  .Notice that system l is invariant under the transformation x, y ªa
 .   .  ..  .yx, yy , and therefore if x t , y t describes a trajectory of l , so doesa
  .  ..yx t , yy t . Hence, we obtain the following proposition.
 .PROPOSITION 2. The trajectories of l are symmetric with respect to thea
origin.
Now we begin to analyze the vertical isocline and the level isocline of
 .  .l . It is easy to see that the vertical isocline of l is y s 0, that is, it isa a
the x axis.
 .  .Let a G 0. Then the level isocline of l Q x, y, a s 0 is given bya
22 2’y1 y 1 q 4ay 1 q y .
x s x y s , y / 0, .1 22 y 1 q y .
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FIGURE 3
and
22 2’y1 q 1 q 4ay 1 q y .
x s x y s , x 0 s 0. .  .2 222 y 1 q y .
 .In particular, if a s 0, then x y ' 0. By calculation, we obtain that2
a y x 2 1 q 3 y2 .  .Xx y s ) 0 for i s 1, 2. .i 22 xy 1 q y q 1 .
 .  .It is not difficult to see that the level isocline of l Q x, y, a s 0 consistsa
of the following three branches:
L : x s x y , 0 - y - q`; L : x s x y , y` - y - 0; .  .11 11 12 12
and
L : x s x y , y` - y - q`. .2 2
 .L , L , L , and the direction of the vector field for l are sketched in11 12 2 a
Fig. 3.
Set G s G j G j X, where1 2
G s x , y : y ) 0, x y - x - q` , 4 .  .1 11
G s x , y : y - 0, y` - x - x y , and 4 .  .2 12
X s x , y : y s 0, y` - x - q` . 4 .
XIAN, JIFA, AND PING310
 .Then from the direction of the vector field for l as shown in Fig. 3, anda
 .since the origin is the unique finite singular point of l , it follows thata
 .  .PROPOSITION 3. If l a G 0 has a limit cycle G, then G is contained ina
the simply connected domain G.
wUsing the method presented in 2, Chapter 2, Sect. 3, and Chapter 5,
x  .Sect. 1 , we can give the qualitative behavior of system l at infinity,a
which is sketched in Fig. 1. In fact, it can be shown that for all values of a,
 . Xthe Poincare equator is a trajectory, the singular point M 1, 0, 0 M y1,Â
..  . X ..0, 0 at infinity is a saddle point, and N 0, 1, 0 N 0, y1, 0 is a singular
point with high order, whose neighborhood is composed of three parabolic
sectors, two hyperbolic sectors, and two elliptic sectors. They are described
in detail in Appendix A.
LEMMA 4. If a F 0, then the origin is globally asymptotically stable.
 . 2 2  .Proof. Define V x, y s x q y . Then, along a solution of l , wea
have
dV
2 2 2s y2 x y a 1 q y y F 0. .  .
 .dt la
Since the only entire orbit lying in the x axis or the y axis is the origin, it
 w x.follows from the theorem of LaSalle see 10 that the origin is globally
asymptotically stable.
3
2  .’LEMMA 5. If a G a s 9p r16 , then system l has no nontri¨ ial1 a
closed orbit.
 .Proof. First, we prove that l has no nontrivial closed orbit.a1
 .  .Let g denote the trajectory of l passing through A y a , 0 and’A a 1 11 1
 . 2 2define the function l x, y s x q y . Then
dl
2 2 2 < <s y2 x y a 1 q y y G 0, x F a . 2.2 .’ . .1 1 .ldt a1
 . 2 2 4  .Set B s x, y : x q y F a . Equation 2.2 implies that B is negatively1
 .invariant for l . Applying Liapunov's second method, we can easily provea1
that all backward trajectories starting from B are convergent to the origin
as t ª y`. In particular, the a-limit set of the backward trajectory gy isA1
the origin. In a similar way, we can prove that the backward trajectory gyA
’ .  .of l is convergent to the origin as t ª y`, where A s a , 0 witha
a G a .1
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 . 4Let D denote the domain x, y : y a F x - 0, y ) 0 and make the’ 1
following two equations in D:
dy x
2 2s y y x y a 1 q y 2.3 . . .1dx y
and
dy
2 2s y x y a 1 q y , 2.4 . . .1dx
 .  .where the solutions of 2.3 describe the trajectories of l . Obviously, ifa1
 .x, y g D, then
dy dy
) ) 0. 2.5 .
 .  .dx dx2.3 2.4
 .  .  .  .Let y x and y x denote the solutions of 2.3 and 2.4 , respectively,3 4
passing through A . Then, by integration, it is easy to prove that1
1 p
q 3g : y x s tan a x y x q for y a F x - 0, . ’4 1 1 /3 2
which satisfies
lim y x s q`. 2.6 .  .4qxª0
 .  .  .It follows from 2.5 that y x ) y x for x ) y a in the common’3 4 1
q  .existence interval of the two solutions. Therefore, g : y s y x forA 31
q  .y a F x - x is above g : y s y x for y a F x - 0, where x must’ ’1 0 4 1 0
 .  .be nonpositive. From 2.6 , we have lim y x s q`. This shows thatx ª x 30
  .  ..g : x t , y t tends to infinity as t ) 0 increases and tends to the originA1
 .as t - 0 decreases. Since any closed orbit of l must contain the origina1
 .in its interior if it exists, l has no nontrivial closed orbit.a1
To prove this lemma, it suffices to show that the forward trajectory gqA
 .  . q qof l a ) a is on the left of g . Since a ) a , the orbit of g is on thea 1 A 1 A1
left of gq when 0 - x y a g 1. Suppose the above result does not hold.A1 U  U .  U . w  .  .x U .Then there is an x such that y x s y x and y x y y x x y x3 3
< U <  .) 0 for 0 - x y x g 1, where y x is the solution of the equation
dy x
2 2s y y x y a 1 q y .  .
dx y
X  U . X U . X  U . X U . passing through A. Therefore, y x G y x . But y x y y x s 13 3
2 U .. .q y x a y a - 0 for a ) a , a contradiction. This completes the1 1
proof.
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 .LEMMA 6. If a ) 0, then l has at most one limit cycle, and if it exists,a
then it must be simple and stable, that is, its characteristic exponent is negati¨ e.
To prove Lemma 6, we need the following result, which is due to V.
 w x .Tkachev and Vl. Tkachev see 6 , Theorem 3, Case 1 .
THEOREM B. Consider the planar autonomous system
x s P x , y .Ç
2.7 .
y s Q x , y , .Ç
 .  . 2where P x, y and Q x, y are defined in a simply connected region G : R
and are of class C 2. Suppose that P and Q satisfy the following conditions:
 .  .  .1 P x, y s 0 and Q x, y s 0 can be represented by the monotone
 .  .functions of types y s f x and x s g y , respecti¨ ely.
 .2 Let
1 ­ Q ­ M
M x , y s , A x , y s , for Q / 0, .  .
Q ­ y ­ x
1 ­ P ­ N
N x , y s , B x , y s y , for P / 0. .  .
P ­ x ­ y
 .  .Then the functions A x, y and B x, y ha¨e the same sign in G and ne¨er
change sign. Moreo¨er, in any subregion of G, either A or B is not identically
 .  .zero. It is also assumed that near the upper lower half of y s f x ,
 .  .  .  .  .B x, y N x, y F 0 G 0 , and that near the right left side of x s g y ,
 .  .  .  .A x, y M x, y F 0 G 0 . Then system 2.7 has no multiple limit cycle in G,
where no multiple limit cycles means a limit cycle whose characteristic
exponent is nonzero.
 .Remark. In the case P x, y ' y, it is obvious that N ' 0 and B ' 0.
 .  .  .Therefore, if Q x, y , M x, y , and A x, y satisfy the conditions of
 .Theorem B, then 2.7 has no multiple limit cycle in G.
Proof of Lemma 6. By Proposition 3, we only have to discuss this
problem in the simply connected region G.
 .For system l , by computing the corresponding functions in Theorema
B, we obtain that
y s f x ' 0, y` - x - q`; N x , y ' B x , y ' 0; .  .  .
x s g y s x y , y` - y - q`, .  .2
1 ­ Q x 2 y a 1 q 3 y2 .  .
M x , y s s , . 2 2Q ­ y x q x y a 1 q y y .  .
­ M x 2 q a 1 q 3 y2 .  .
A x , y s s ) 0. . 22 2­ x x q x y a 1 q y y .  .
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’ . < <It is easy to check that in the region G : x y - x - a , y - q`,q 2’ .  . < <  .M x, y - 0 and in the region G : y a - x - x y , y - q`, M x, yy 2
 .  .  .  .  .) 0. Thus A x, y M x, y - 0 for x, y g G and A x, y M x, y ) 0q
 .for x, y g G . Applying Theorem B and the above remark, we concludey
 .  .that l has no multiple limit cycle. In particular, l has no semistablea a
limit cycle.
 .Suppose that there exists a parameter a ) 0 such that l has two0 a0
 .  .  .  .limit cycles G a > G a > O. As just proved above, G a and G a2 0 1 0 1 0 2 0
are simple, that is, their characteristic exponents are not zero. Without loss
of generality, we may assume that there is no limit cycle between G and1
 .G and that there is no other limit cycle in the interior of G . Since O 0, 02 1
is a repellor and G is simple, G is stale. It is well known that two adjacent1 1
limit cycles possess different stabilities on their adjacent sides. From this
fact and the simplicity of G , we deduce that G is simple and unstable.2 2
Thus, by Proposition 1 and the theory of generalized rotated vector fields
 w x.  .see 5, pp. 49]50 , if a increases from a , then G a monotonically0 1
 .expands and G a monotonically contracts. When a reaches some value2
U  U .  U .a ) a , G a and G a coincide into one semistable limit cycle:0 1 2
 U .  U .  U .G a s G a s G a . This contradicts the fact just proved in the last12 1 2
 .  .paragraph. Therefore, l a ) 0 has at most one limit cycle, and if ita
exists, then it must be simple and stable, that is, its characteristic exponent
is negative.
Now we are in a position to prove Theorem A.
Proof of Theorem A. If a F 0, then Lemma 4 implies that the origin is
 .globally asymptotically stable. So l has no nontrivial closed orbit. In thisa
 .case, the global phase portraits for system l are sketched in Fig. 1a.a
 .In the following, we suppose that a ) 0. The linearized matrix of l ata
the origin is
0 1 .y1 a
 .Applying Hopf's bifurcation theorem, we immediately obtain that l hasa
a stable limit cycle if 0 - a g 1. This fact, together with Lemma 6, allows
 .us to conclude that as a increases from zero, l bifurcates a unique stablea
 .limit cycle G a that monotonically expands with the increase in a. How-
 .ever, Lemma 5 asserts that for a G a , l has no nontrivial closed orbit.1 a
  .  ..Hence, from the continuity of P x, y, a , Q x, y, a with respect to a and
the theory of rotated vector fields as well as Proposition 2, we get that
U U  .there exists a s a with 0 - a - a such that l has a unique stable1 a
 . Ulimit cycle G a for 0 - a - a . The global phase portraits in this case are
U  .shown in Fig. 1b. As a tends to a , G a expands into an internally stable
 U .  .heteroclinic loop G a contacting the singular points at infinity N 0, 1, 0
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X .  .Uand N 0, y1, 0 . The global phase portraits for l are given in Fig. 1c.a
U  .When a ) a , system l no longer has any nontrivial closed orbit. Thea
global phase portraits for this last case are shown in Fig. 1d. This
completes the proof.
 .Finally, we note that if f x, y has no lower bound, then it is possible
 .that 1.1 contains an unbounded forward semiorbit in the domain N s
 . 4x, y : a F x F b, y` - y - q` . Figure 1d is just the case. This fact
w x w xwas neglected in papers 7, 8 . Therefore, the results in 7, 8 are false.
APPENDIX A. SINGULARITIES AT INFINITY OF
 .SYSTEM la
A better approach to studying the behavior of trajectories ``at infinity'' is
to use the so-called Poincare sphere, where we project from the center ofÂ
2  . 2the unit sphere S onto the x, y plane tangent to S at either the north
or south pole. This type of central projection was introduced by Poincare.Â
w xThe readers can refer to Section 1 of Chapter 5 in 2 on this subject.
Now we make the Poincare transformations,Â
1 u dt
4x s , y s , and s z ,
z z dt
 .which change system l intoa
du
3 2 4 2 2 2 2 4s yu y uz y z q auz u q z y u z J P u , z .  .1dt
A .1dz
5s yuz J Z u , z . .6dt
 .  2 2 .  .  . 2 2If we let U u, z s yu u q z , then P u, z s U u, z q auz u q3 1 3
2 . 4 2 4z y z y u z . It is easy to see that z s 0 consists of the solutions of
 .A and that on z s 0.1
du
3s yu - 0 ) 0 for u ) 0 u - 0 . .  .
dt
Note that the singular points at infinity correspond to the singular points
 .  .on the u axis of A , which are easily determined by setting z s 0 in A .1 1
 .  .  .The only singular point on the u axis of A is u, z s 0, 0 , which1
 . X .corresponds to the singular points at infinity, M 1, 0, 0 and M y1, 0, 0 .
Following the method and the notation presented in Section 3 of
w xChapter 2 in 2 , we let u s r cos u , z s r sin u , and
G u s ysin uU cos u , sin u s sin u cos u .  .3
H u s cos u u cos u , sin u s ycos2 u . .  .3
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FIGURE 4
 .All characteristic directions for A are the zero points of the function1
 .  .equation G u s 0. Therefore, such directions for A are u s 0, p , pr2,1
X .  .and 3r2p . Since G ip s 1 ) 0 and H ip s y1 - 0 for i s 0, 1, apply-
w xing Theorems 3.5 and 3.7 in Section 3 of Chapter 2 of 2 , we conclude that
 .   .  ..along the direction u s 0 or p , A has a unique solution u t , z t / 0,1
which tends to the origin as t ª `. This unique solution lies in the u axis.
 .P u, z s 0 can be represented by1
3 2 3 2 4’< <yu q au " u 1 y 4u q 2 au y 4u q a u
2z s .22 1 y au q u .
The only real branch of the above expression is
z 2 s yu q 2u3 q h.o.t. for 0 - yu g 1,
 .which is tangent to the z axis at the origin. On the sector domain r, u :
< < < <0 - r g 1, u y pr2 g 1 and u y 3r2p g 1, the direction of the vector
 . w x field for A is shown in Fig. 4a. By the method and Lemma 3 in 9 see1
.Appendix B , and with a little complicated calculation, we obtain that
 .there is a unique solution for A such that it is asymptotic to the origin1
 .as t ª y` along u s pr2 or 3r2p . Therefore, the origin for A is a1
 .saddle. The phase portraits for A in a neighborhood of the origin are1
sketched in Fig. 4a.
Similarly, the Poincare transformationsÂ
¨ 1 dt
4x s , y s , and s z
z z dt
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 .change system l intoa
d¨
3 2 4 2 2 2 2 4s ¨ y a¨z q z q ¨z ¨ y az q ¨ z .
dt
J V ¨ , z q w ¨ , z .  .3 A .2
dz
2 3 3 2 2 5s ¨ z y az q z ¨ y az q ¨z J Z ¨ , z q c ¨ , z , .  .  .3dt
where
V ¨ , z s ¨ 3 y a¨z 2 , w ¨ , z s z 4 q ¨z 2 ¨ 2 y az2 q ¨ 2 z 4 , .  .  .3
Z ¨ , z s ¨ 2 z y az3 , c ¨ , z s z 3 ¨ 2 y az2 q ¨z 5. .  .  .3
 .It is easy to see that ¨ s 0 is not the solution of A , and z s 0 is2
 .composed of trajectories for A . On z s 0,2
d¨
3s ¨ ) 0 - 0 for ¨ ) 0 ¨ - 0 . .  .
dt
 .  .  .¨ , z s 0, 0 is a singular point for A that corresponds to the singular2
 . X .points N 0, 1, 0 and N 0, y1, 0 at infinity. Introducing the polar coordi-
w xnates ¨ s r cos u , z s r sin u and using the notation of 2, pp. 61]64 , we
have
G u s cos uZ cos u , sin u y sin u V cos u , sin u ' 0. .  .  .3 3
Therefore, every direction is characteristic. This case is quite degenerate.
Now we make the Briot]Bouquent transformation,
z s k¨ , ¨ / 0,
 .which changes system A into2
dk c U ¨ , k y kwU ¨ , k .  .
s , A .3Ud¨ V 1, k q ¨w ¨ , k .  .3
where
1
2V 1, k s V ¨ , k¨ s 1 y ak , .  .3 33¨
1
U 3 2 2 5c ¨ , k s c ¨ , k¨ s ¨k 1 y ak q ¨ k , .  .  .4¨
1
U 4 2 2 2 4w ¨ , k s w ¨ , k¨ s k q ¨k 1 y ak q ¨ k . .  .  .4¨
 . U  . U  .  . 5Let K ¨ , k s c ¨ , k y kw ¨ , k . Then K ¨ , k s yk .
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 .  .’If k / " 1ra , then V 1, k / 0, and A has a unique solution3 3
 .passing through the point 0, k that is not tangent to the k axis. Assume
2 .  .’ ’ ’k s " 1ra . Then V 1, k s 0 and K 0, 1ra s .1ra 1ra / 0.3
 .  .’Therefore, A has a unique solution passing through the point 0, 1ra3
 .  .’ ’or 0, y 1ra that is tangent to the k axis at the point 0, 1ra or
 .  .’0, y 1ra . An illustration of the trajectories for A is given in Fig. 4b.3
’w xFrom the conclusion of 2, pp. 61]64 , we obtain that for k / "1r a ,
 .A has exactly two trajectories asymptotic to the origin along the2
’ ’ . .  .direction u s arctg k or u q p , and that for k s 1r a y1r a Ak k 2
has exactly two trajectories asymptotic to the origin along u sa’ . .arctg 1r a yu . The topological structure for the phase portraits ofa
 .A in a neighborhood of the origin is shown in Fig. 4c.2
w xAPPENDIX B. ONE LEMMA OF REFERENCE 9
Consider the system
dx
s X x , y s X x , y q P x , y .  .  .mdt
B .
dy
s Y x , y s Y x , y q Q x , y , .  .  .ndt
where X and Y are homogeneous polynomial in x, y of the degree mm n
 .  .  m.  .  n.and n m, n G 1 , respectively; P x, y s 0 r , Q x, y s 0 r for r
2 2  .  .’s x q y ª 0. O (, ( is an isolated singular point of B .
 .After a change of variables x s r cos u , y s r sin u , B becomes
dr
s ss r R r , u s r H u q F r , u .  .  . .
dt
B .1du
s sr s r S r , u s r G u q C r , u , .  .  . .
dt
 4  .where s s min m, n . Suppose that G u s 0, that is, u s u is a charac-o o
 .  .  .teristic direction of B , and G u / 0, H u s 0. Seto
Uqs r , u : 0 - r g 1, u - u - u q « , 4 . o o
Uys r , u : 0 - r g 1, u y « - u - u . 4 . o o
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 .Let C denote the branches of the vertical isocline X x, y s 0 tangenti
 .to u s u at O, and L denote the branches of the level isocline Y x, y so k
0 tangent to u s u at O. D ; Uq or D ; Uy is an angular domain of theo
angular point at O, whose boundary ­ D takes one of the following cases:
. . .1 C or L and u s u ; 2 u s u and u s u q « or u s u y « ; 3 C ori k o o o o i
 . . .L and u s u q « or u s u y « ; 4 C and L ; 5 C and C or L andk o o i k i j k
L .j
 .  .LEMMA. Suppose that R r, u / 0 for r, u g D_­ D, and there exists
 .  .  ..  .d ) 0, such that ­r­u S r, d rR r, u F 0 for r, u g D_­ D, 0 - r -
 .d ; then system B has at most one trajectory entering into O or issuing from O
in D.
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