Abstract. We give an overview of the analysis of the semiclassical (zerodispersion) limit of the focusing nonlinear Schrödinger equation via semiclassical soliton ensembles, and we describe some recent developments in this direction.
where A 0 is an analytic, positive, bell-shaped function which decays rapidly to zero as |x| → ∞, the corresponding SSE is generated by adding a distinguished, asymptotically negligible (as ↓ 0) sequence of perturbations to the data A 0 and solving the resulting sequence of initial-value problems. These perturbations are induced by a formal WKB analysis of the associated spectral problem, and we shall denote elements of this family of special solutions, indexed by (a sequence of decreasing values of) the real parameter > 0, by
A detailed study of the behavior of u ( ) (x, t) in the limit ↓ 0 is a key element of one of the principal approaches-pioneered by Kamvissis, McLaughlin, & Miller in their groundbreaking monograph [16] -to the analysis of the semiclassical (zerodispersion, ↓ 0) limit for equation (1.1) . In its most basic form, the semiclassical limit problem is to provide a complete asymptotic description of the true solutionsindexed by > 0 and here denoted by u(x, t; ) to distinguish them from elements u ( ) (x, t) of the SSE-of (1.1), (1.2) . However, as we shall describe below, equation (1.1) has modulational instabilities whose exponential growth rates increase without bound in the semiclassical limit. Thus, the impact of even small perturbations to the initial data on the limiting behavior is far from clear. Indeed, one of the remaining open problems in the theory is to determine, rigorously, whether or not the semiclassical asymptotics of u ( ) (·, ·) coincide with those of the true solutions u(·, ·; ), say, in a neighborhood of fixed values of x and t. Our aim here is to give a panoramic view of the use of SSEs to study the semiclassical limit problem and, in particular, to describe several numerical studies of recent vintage which address the connection between the asymptotics of these two families of solutions. These numerical experiments, taken together, give very strong support to the claim that the limiting behavior of these two families of solutions is the same.
1. Remark (Data). Here, we shall only concern ourselves with bell-shaped real data; we sometimes say that this data is of Klaus-Shaw type, after the result of Klaus & Shaw [18] that restricts the point spectrum of the related nonselfadjoint Zakharov-Shabat eigenvalue problem (equation (2.1) below) with such a bellshaped potential to the imaginary axis. However, it is also desirable to consider complex data in amplitude-phase form (1.3) u(x, 0) = A 0 (x)e iS0(x)/ .
Moreover, it is natural (from the point of view of applications) to consider data which is not analytic. In general, however, the semiclassical limit problem has largely resisted a completely rigorous analysis outside of two families of specific analytic data (for which the forward scattering problem (2.1) can be solved exactly [27, 30] ); thus, an extension to an entire class of bell-shaped data may be regarded as an important first step toward a comprehensive theory for the semiclassical limit problem.
1.2. About the problem: modulational instability. Equation (1.1) is a universal model equation that arises naturally in multiscale analyses of various physical phenomena as an envelope equation governing the evolution of nearly monochromatic waves in a weakly dispersive nonlinear medium. In this setting, the real parameter 0 < 1 is a measure of the competition between dispersion and nonlinearity, and it is precisely this competition-in which nonlinear effects amplify waves and dispersive effects pull them apart-that gives rise to the behaviors of interest. Indeed, the focusing nonlinearity ("+" sign in front of the nonlinear term) in (1.1) arises when the combination of nonlinear and dispersive effects destabilizes periodic wavetrains. This instability is known to occur, for example, in the theory of finite-amplitude plane waves on deep water where it is known as the Benjamin-Feir instability. See, e.g., [28] for a more detailed discussion of these points.
The task of obtaining detailed semiclassical asymptotics for solutions of (1.1), (1.2) have long been identified as one of the central challenges in the theory of singular asymptotics for integrable nonlinear wave equations (see, e.g., Bronski & McLaughlin [7] , Forest and Lee [14] for early reports on this problem), and this challenge has been the focus of a substantial body of work in recent years [2] [3] [4] 8, 16, [20] [21] [22] 24, 32, 33] . The mathematical interest in this problem has been due, in large part, to the aforementioned phenomenon of modulational instability. To describe this phenomenon in more detail, we simply note that it is a straightforward exercise to verify that a plane wave of the form u(x, t; ) = U 0 exp(i(kx − ωt)) is a solution of (1.1) provided that ω = ω(k; ) satisfies the dispersion relation
But, a linear stability analysis, perturbing the amplitude and phase slightly, shows that all wave numbers are destabilized in the limit of vanishing dispersion [28] . This feature of equation (1.1) has a profound effect on the analysis of the semiclassical limit. Indeed, modulational instability manifests itself as ellipticity of the formal model (known as the Whitham or modulation equations) expected to describe the large-scale limiting dynamics. To obtain the Whitham system, we make the standard definitions ρ = |u| 2 , µ = − i 2 u * ∂u ∂x − u ∂u * ∂x , and we obtain exactly-that is, with no approximation at all-from (1.1) the system ∂ρ ∂t
The Whitham equations for (1.1) are then obtained from (1.5) simply by neglecting the formally small O(
2 ) term on the right-hand side of (1.5b). However, a standard calculation starting with the resulting first-order system reveals at once that the Whitham equations are of elliptic type, and are therefore expected to be generally ill-posed as an initial-value problem. This ill-posedness is troubling for several reasons. First and foremost, it casts doubt on the utility of the Whitham system in the first place; one hopes that the Whitham system should provide a relatively simple description of the oscillatory behavior of the semiclassical dynamics. Second, since one only expects to be able to solve the elliptic initial-value problem for shorttime using the Cauchy-Kovalevskaya theorem for analytic data, the elliptic nature of the equations suggests the possibility that the limiting dynamics are extremely sensitive to the presence (or absence!) of analyticity in the data. As noted in Remark 1 above this is particularly troublesome given the importance of (1.1) in applications where nonanalytic data is ubiquitous. Finally, as indicated above, the formation of a SSE is based on an uncontrolled modification of the initial data, and the lack of well-posedness (associated with ellipticity) obscures the effect of introducing even small perturbations to the initial data.
1.3. Plan. In §2, to set the scene, we outline the rudiments of the inverse scattering transform (IST) for (1.1), (1.2) . In particular, we recall the form of the Zakharov-Shabat problem [34] and the WKB analysis of [12] that is the basis for the construction of SSEs associated to bell-shaped initial data. For completeness, in §3 we briefly describe the asymptotic analysis of the Riemman-Hilbert problem for inverse scattering associated with a SSE. This analysis is fundamentally based on the steepest descent techniques of Deift & Zhou [9] . Notably, this analysis gives a clear mathematical interpretation of the nonlinear caustics in the semiclassical limit; these caustics are one of the dramatic features of the semiclassical behavior (see Figure 2 below). Indeed, in §3.3 we show new, previously unpublished, computations by the numerical inverse scattering technique originally proposed and implemented by Miller & Kamvissis [26] and later refined by Lyng & Miller [22] . These computations show, in addition to the previously studied primary and secondary caustics, the presence of a tertiary caustic. Lastly, in §4 we describe a coordinated collection of numerical experiments (taken from [17, 20, 21] ) aimed at exploring the connections between the limiting behavior of the SSE and the corresponding true solutions, and, in §5, we discuss possible future developments related to SSEs and their role in the theory of the semiclassical limit problem.
2.
Remark (Other aspects of the semiclassical focusing NLS equation). We shall confine our discussion here to the issues related to SSEs, and we shall not touch on other aspects of the fashionable semiclassical limit problem. However, we do note that substantial progress has been made in recent years on other fronts including, for example, the following.
(a) A detailed analysis of the nonlinear caustics and their "universal" properties has been undertaken by Bertola & Tovbis [3, 4] ; see also [11] . (b) Tovbis, Venakides, & Zhou [31] [32] [33] have written extensively about this problem. Much of their work is based on a particular one-parameter family of complex data (with nontrivial phase) identified by Tovbis & Venakides [30] . For certain parameter values, their data generates no solitons (a case in some ways the opposite of the case considered here), and in this setting they are able to establish the long-time (t → ∞) behavior of the semiclassical limit. That is, they showed that nonlinear equation (1.1) can be represented as the compatibility condition for two auxiliary linear problems, and this structure allows one to construct solutions of the initial-value problem by the IST. For (1.1), (1.2), the first of these auxiliary problems is the eigenvalue problem
In (2.1), we have written w(x; λ, ) = w 1 (x; λ, ), w 2 (x; λ, ) for the solution and λ ∈ C is the eigenvalue parameter. As above, the real parameter is assumed to be positive but small. Our principal interest here are those values of λ ∈ C for which (2.1) has a solution in L 2 (R) 2 ; these values comprise the discrete spectrum-the eigenvalues. In addition, to fully implement the IST, we recall that the essential properties of the data for the initial-value problem are encoded in the scattering data. In addition to the eigenvalues, this includes the norming constants, and the reflection coefficient. In the construction of the SSE, the reflection is assumed to be identically zero due to the smoothness of A 0 , and for simplicity we shall largely ignore the role of the norming constants in our exposition here. As noted above, Klaus & Shaw [18] have shown that the eigenvalues (for bell-shaped potential A 0 in (2.1)) are purely imaginary. The evolution in time of the scattering data in the spectral domain is governed by the other half of the Lax pair, a linear problem, and is simple and explicit. Finally, the solution at times t > 0 is recovered by an inverse scattering map; that is, the solution u(x, t; ) is recovered from the timeevolved scattering data (eigenvalues, norming constants, reflection). A complete and detailed description of this methodology for (1.1) can be found, for example, in the monographs [1, 13] .
WKB analysis.
In the case of a Klaus-Shaw potential, as in (2.1), one may obtain further, formal information about the precise location of the eigenvalues by performing a WKB analysis. We only summarize the results here; details may be found in the article of Ercolani et al. [12] . We begin with the density function
defined for η ∈ (0, iA) where x ± (η) are the two real turning points guaranteed to exist by our assumption that A 0 is bell-shaped and A def := max x∈R A 0 (x); see Figure 1 . From ρ 0 we obtain the function Figure 1 . The turning points x ± (η).
This function measures the number of WKB eigenvalues in the segment (λ, iA) ⊂ iR. We then define for N = 1, 2, 3, . . .
Finally, the WKB eigenvalues λ wkb N,k are defined (there are N of them for N ) by the formula
Evidently, we may rewrite the left-hand side as
Therefore, writing λ 
3. Semiclassical soliton ensembles 3.1. Origins. We are now in a position to describe precisely the origin of the SSE. As noted above, the WKB method applied to (2.1) suggests that the reflection coefficient is negligible and the purely imaginary eigenvalues are given by a quantization condition of Bohr-Sommerfeld type (2.5). Remarkably, this information is completely parallel to the information used by Lax & Levermore [19] in their analysis of the zero-dispersion limit of the Korteweg-de Vries (KdV) equation. Lax & Levermore neglected reflection and adopted the WKB eigenvalues 1 in place of the true eigenvalues. That is, they approximated the initial data by a family of reflectionless potentials which, in the limit, approach the true initial data. Since exact information about the true scattering data (eigenvalues of (2.1) and the reflection coefficient) is not known, the temptation to adopt Lax & Levermore's strategy is overwhelming, and we use the (formal) WKB scattering data in its place. This process, neglecting reflection and using the WKB eigenvalues, amounts to replacing the true initial data A 0 with some other initial condition, denoted by A ( ) 0 , which depends on the small parameter and for which the WKB data is the true data. Thus, this process introduces perturbations to the initial data, and we write
so that q ( ) is the induced perturbation; see Figure 4 (b) for an example of such a perturbed initial condition. Because reflection is neglected, each solution of (1.1) with initial data A ( ) 0 is an N -soliton with N ∼ −1 . The collection of all these exact N -soliton solutions of (1.1) (with N → ∞ and ↓ 0) is the semiclassical soliton ensemble associated with the bell-shaped data A 0 .
It is important to note, however, that in the case of the KdV equation, the Whitham equation is hyperbolic and is therefore locally well posed. Lax & Levermore appealed to this local well-posedness to absorb the asymptotically vanishing family of perturbations induced by their reflectionless approximation. As described above, we are unable to appeal to the well-posedness of the Whitham system in the setting of the focusing NLS equation, and we must instead investigate the effect of the perturbations q ( ) directly; see §4.
3. Remark (Notation). For initial data A 0 , we denote by A ( ) 0 the data induced by the WKB eigenvalues as above. Similarly, we shall denote the value of the solution generated by data A ( ) 0 at the point (x, t) by u ( ) (x, t). The corresponding solution born of the original data A 0 will be denoted by u(x, t; ). Thus, we always use the superscript "( )" to signal the presence of a member of the SSE. Later, we shall use a superscript " " (without parentheses) to denote an -dependent family of perturbations and solutions not associated with the special WKB-induced modifications to data/solution. Similarly, we shall follow the same convention for the density and denote by ρ (or ρ ( ) or ρ as the case may be) the square modulus of the solution u (or u ( ) or u ). , we now utilize the fact that the inverse scattering step for the corresponding N -soliton can be formulated as meromorphic Riemann-Hilbert problem (RHP) for a 2 × 2 matrix-valued unknown with simple poles at the eigenvalues. The residues are completely specified. The variables x, t, and N enter the RHP in an explicit fashion as parameters. The relevant RHP is given below, and it may be helpful to visualize the WKB eigenvalues from (2.5) as the input into the RHP. Note that in the SSE framework N → ∞ corresponds to the ↓ 0.
4. Riemann-Hilbert Problem. Find a 2×2 matrix-valued function m(λ; x, t) with the following properties.
(1) m(λ; x, t) → I as λ → ∞. 
Here,
and σ 1 is the Pauli matrix
Finally, once the solution of RHP 4 is found, one recovers an N -soliton solution via the formula u(x, t) = 2i lim
where m 12 is the (1, 2) entry of m.
Steepest Descent.
We condense the asymptotic analysis to its most abbreviated form 2 . Roughly, after a change of coordinates, the meromorphic RHP can be exchanged for a sectionally holomorphic RHP. This allows the study the N → ∞ (equivalently, ↓ 0) problem using the "g-function mechanism" [10] , a modification of the steepest descent method [9] . This method of asymptotic analysis hinges on being able to find an appropriate complex phase, or "g-function", which allows the RHP to go over to a tractable form in the limit. In the present setting, such a g 2 A less abbreviated survey (from a slightly different point of view) can be found in the survey article of Miller [25] .
selects certain contours in the complex plane on which the RHP should be posed; the contours consist of bands which are fixed and gaps which may lie anywhere a certain inequality is satisfied. If g and the appropriate contours (bands & gaps) can be found, the solution of the RHP (for small ) can be approximately built from Riemann theta functions of the hyperelliptic surface with branch points at the band end points. (Note: In [16, 22] g and the band/gap contours are found by an ansatz about the number of bands and numerical calculation. In contrast to direct simulation of (1.1) for small , these calculations are extremely well conditioned; "bad" behavior has been factored out.) The upshot is that the semiclassical asymptotics for focusing NLS are described by modulated multiphase waves written in terms of theta functions, where the number of phases is related to the genus G of the surface. The nonlinear caustics (phase transitions) correspond to a change in the genus of the surface. An essential feature of the analysis, one that bears on the problems below, is that this global parametrix for the RHP (uniformly close to the true solution on all of C) is built by matching an "inner" part (near branch points) to an "outer" part (elsewhere).
The above description outlines the strategy employed by Kamvissis et al. [16] . This was the first analytic breakthrough in the analysis of the semiclassical NLS equation, and variations on this basic scheme has been used in much of the subsequent work on this problem; see, e.g., [2, 22, [31] [32] [33] .
3.3. Nonlinear Caustics. As described in the previous subsection, nonlinear caustics are curves in space-time which separate qualitatively different modulated oscillations due to differences in the number of phases. The sharpening boundaries are clearly visible in well resolved simulations of the initial-value problem; see Figure 2. Certainly, any reasonable theory of the semiclassical limit for (1.1) should be able to predict the number and location of such important features of the dynamics. However, much remains to be done before these phenomena are completely understood (but see the interesting recent work of Bertola & Tovbis [3, 4] ).
Applying the methodology of Kamvissis et al. [16] described above, the search for caustics thus amounts to a search, as parameters x and t vary, for topological changes in the region of the complex plane where a certain inequality must be satisfied in order for a gap contour to be located there. Using these ideas, Kamvissis et al. showed that a G = 0 ansatz correctly describes the semiclassical behavior for t = 0 and for t sufficiently small (but independent of ). They also showed that the failure of the G = 0 ansatz is due to the pinching off of the gap inequality region; this is the primary caustic. They were also able to show that the semiclassical dynamics after the primary caustic are described by repairing the ansatz to be G = 2, as expected.
The secondary caustic was studied by Lyng & Miller [22] , and the analysis is distinct from that used to study the primary caustic. In particular, the dualinterpolant method of [24] was used in an essential way, and Lyng & Miller showed that the mathematical mechanism for the secondary caustic was also due to a pinch-off event. However, in this case, the pinch-off was related to the failure of a different variational inequality (for a "different" gap) that arises due to the use of the dual-interpolant method. In related work, Belov [2] identified a "catastrophic break" after the primary caustic. In his analysis, a relevant level curve collides (as t increases, say) with a logarithmic branch point, and this is an obstacle to continuing the asymptotic analysis. The relationship between the catastrophic break and the failure of the variational inequality of Lyng & Miller is not entirely clear. Indeed, we know of no other results for second and higher caustics. However, the numerical simulations shown in Figure 2 for A 0 ; powerful mathematical tools can then be brought to bear on the asymptotic analysis of the semiclassical limit problem. However, as noted above, the effect of the induced perturbations is a priori far from clear. In this section we aim to understand the effect of the effect of the perturbation q ( ) on the semiclassical dynamics. On the one hand, Miller [24] has shown that the WKB approximation and the initial data are asymptotically pointwise close. (Miller [24] ). In the situation described above, there is a sequence
Theorem
and such that for each x = 0 there exists a constant K (depending on x) such that
for all ν > 0. However, on the other hand, as noted above and as Miller himself points out, the focusing NLS equation has modulational instabilities whose exponential growth rates become arbitrarily large as ↓ 0. Thus, Theorem 5 does not allow us to conclude anything about the size of
for any t > 0. To investigate this question, we do a series of numerical experiments. The results of this section are reported in greater detail in [17, 20, 21] .
The Gaussian SSE.
For our numerical experiment, we restricted ourselves to the Gaussian SSE. That is, we considered the problem (1.1) with fixed initial data given by
Then, from (2.4)
and formula (2.5) may be reduced to (4.5)
It is the solutions τ wkb N,k , k = 0, . . . , N − 1 of (4.5) which will generate the exact Nsoliton solution of (1.1). The collection of these solutions for N ∈ N is the Gaussian SSE.
We first solved (4.5) to very high precision
3
. With the numerically computed WKB spectral data in hand, we then used the numerical linear algebra routines of [26] and [22] to reconstruct various members of the SSE at t = 0 (and later times too). We then compared the numerical reconstructions of members of the Gaussian SSE at t = 0 to the true initial data A 0 = e −x 2 and with approximations to the evolution for t > 0. We systematically computed the 2-norm difference between the square modulus of the SSE solutions (computed by numerical inverse scattering) and those of a finite difference method (representing the true evolution of the initial data A 0 (x) = exp(−x 2 )) for the ranges of N = 5 to N = 20 and t = 0.0 to t = 0.5. Figure 3 shows the data; the markers show the 2-norm differences versus N for times t = 0.0, 0.1, 0.2, 0.3, 0.4, and 0.5, respectively. The figure shows a remarkable consistency in the decay of the error as N increases ( decreases). In fact, a least squares fit of the data suggests that the SSE solutions converge to the true solutions at a O( ) rate! Indeed, this rate of convergence persists for positive 3 High precision knowledge of the eigenvalue locations is necessary due to fact that the solution is obtained by solving a poorly conditioned linear system [26] .
times, even including times after the first caustic. Figure 4 (panels (a) and (b) ) show a representative illustration of this phenomenology. Despite the presence of acute modulational instabilities, the small oscillations induced by the perturbation q ( ) almost immediately disperse, and the large-scale structure of the solutions are virtually indistinguishable from each other.
6. Remark (Numerical methods). We used two distinct numerical methods for approximating solutions of (1.1). First, to compute multisoliton solutions (elements of the SSE), we adopted the numerical inverse scattering approach used previously [22, 26] ; this method was also used to generate the solutions shown in Figure 2 . On the other hand, the construction of accurate numerical methods for approximating the solution of (1.1) more generally when is small is a notoriously difficult problem. We refer the interested reader to the recent survey of Jin et al. [15] for a comprehensive discussion of the various challenges that occur even in the linear case; see also [21] and the references therein for additional details about numerical methods for (1.1) when is small. The results presented here were obtained by the use of a second-order implicit finite-difference algorithm developed in [21] and shown there to be a suitable numerical method for solving the semiclassical focusing nonlinear Schrödinger equation when is small. indexed by > 0. We proposed q as an -dependent perturbation of the initial data A 0 , and we call the members of this family of functions "cosine perturbations." Figure 4 (panel (c)) shows the modification to the initial data using the cosine perturbation q in equation (4.6) for = 1/(15 √ π). From a rough, qualitative point of view, these data look quite similar to the modified data for the SSE in Figure 4 (panel (b) ). Indeed, without the Gaussian template, the differences are practically indiscernible. It is a simple matter to show that if 0 < < 1, then
and thus q L 2 (R) = O( ) as ↓ 0. We note that the cosine perturbation q is also even (like q ( ) ) and oscillatory with frequency depending on (like q ( ) ). Moreover, for each fixed > 0, q is the composition of real analytic functions hence is real analytic. Now, the basic question is whether or not the evolution from the family of initial data A 0 = A 0 + q has structure as tends to zero that matches the remarkable structure, shown in Figure 3 , of the solutions obtained from the data A ( )
The answer is a definitive no; see Figure 4 (panel (c)) for an illustrative visualization that demonstrates how the small oscillations in q are immediately detected, and the modulational instabilities are triggered. We took this result as evidence, in support of the claim from [21] , that the observed O( ) decay in the case of the SSE is definitively a consequence of the special, integrable structure embedded in A ( ) 0 and is not due to its superficial features (namely, those present in A 0 as well). Said differently, these results lead us to suspect that the WKB approximations to the eigenvalues of (2.1) used to construct A ( ) 0 are indeed remarkably good approximations to the true (unknown) eigenvalues associated with the Gaussian. In fact, we can measure the quality of the approximation directly, and we briefly summarize on these results in the next subsection.
4.4. SSEs in the spectral domain. We used the numerical protocol of Bronski [5, 6] to compute the eigenvalues of (2.1) with a Gaussian potential,
for a variety of values of . Our aim was to compute the rate of convergence of the approximate (WKB) eigenvalues used in the SSE formulation to the true ones. We did this to both to verify directly our expectation of the high-quality of the WKB approximation (we merely inferred this from our previously described simulations) and to support an eventual proof of the rate which we believe will be a necessary ingredient in any rigorous extension of the analysis of Kamvissis et al. [16] which accounts for the use of the WKB eigenvalues in the asymptotic analysis for (1.1). 
. RIGHT: The time-space plot for (a) Gaussian initial data, |u(x, t; )| 2 ; (b) the SSE modified initial data, |u ( ) (x, t)| 2 ; and (c) the square modulus of the solution evolved from the cosine perturbed initial data, |u (x, t)| 2 . In this figure = 1/(15 √ π) ≈ 0.01175 for all three cases. Picture taken from [20] .
In summary, we numerically measured the difference directly in the spectral plane, and our experiments suggest convergence at a rate of O( 2 ) as ↓ 0. Details of this computation can be found in [17] .
Briefly, we performed a least squares fit of the data in the form of
for some constants C and α to be determined. Here D denotes the data, a collection of computed differences between the WKB eigenvalues used to construct the SSE and the (numerically computed) true eigenvalues. Now for each N = 10, · · · , 20, we have data for k = 0, · · · , N − 1, and for N = 21 and 22, we have data for the largest (k = 0) eigenvalue. Therefore we have total 167 data points. Figure 5(a) shows the least square fit for all 167 data points. The triangles are the computed differences. For example, there are 10 eigenvalues for N = 10, and hence there are 10 computed differences. The solid line is the computed least square curve, which indicates the overall trend of decay of D N versus N . The rate of decay is α = −2.00848. Another way to monitor the rate of decay is to track the differences between the largest eigenvalues for each N . That is, we computed ) shows the data and the least squares curve for this collection of 13 data points. In this case the rate of decay is given by α = −2.0135. These experiments support a rate of decay that is of the order of the square of the small parameter. To summarize, the numerical experiments described above strongly support the notion that the family of perturbations, q ( ) , used to generate the SSE associated to a particular bell-shaped initial condition for (1.1) are particularly well suited to the analysis of the semiclassical limit. Indeed, as shown in Figure 3 , the extreme modulational instabilities of the focusing NLS equation (which get worse in the semiclassical limit) do not seem to be triggered at all by these perturbations, and we are led to conjecture that the semiclassical asymptotics for the solutions emanating from A 0 agree with those emanating from the limit of A ( ) 0 . Presumably, this is due in large part to the fact the these perturbations are strongly interlaced with the integrable structure of the equation. Indeed, an additional experiment shows that qualitatively similar perturbations which have no special link to the integrable structure of the equation are detected immediately ( Figure 4 ). Finally, a numerical computation confirms that the approximate (WKB) eigenvalues used in the construction of the modified data approach the true eigenvalues at a rate which is quadratic in ; this is another indication of the viability of the WKB approximation in the context of this problem.
Looking ahead
In this final section, we briefly indicate a handful of possible directions for future research building on this work with SSEs.
Estimates.
A natural place to start would be to attempt to establish rigorous estimates for the deviation of the true eigenvalues associated with KlausShaw data A 0 from their WKB approximations given by (2.5). Assuming one could accomplish this, the next step would be to incorporate the resulting control over the eigenvalues into the overall asymptotic analysis. One immediate question that arises is due to the fact that the initial step in the analytic framework of [16] is a coordinate change which exchanges a meromorphic RHP for a sectionally holomorphic one. This coordinate change is based on exact knowledge of the locations of the poles (eigenvalue locations). But, if these are known only approximately, the entire process is stymied at the first step. However, assuming these challenges can be overcome, the result would be the development of a rigorous theory for semiclassical dynamics for an entire family of suitable Klaus-Shaw data. This would be a great extension of the current state of the art. Indeed, the corresponding problem for general data with nontrivial phase, as in (1.3), remains almost entirely open.
Higher caustics.
As discussed in §3.3, relatively little is known about the higher caustics (those nonlinear caustic curves that occur-or do not occur as the case may be-after the primary caustic). The results of Lyng & Miller suggests that the mathematical mechanisms for these features of the semiclassical dynamics may differ from caustic to caustic due to the introduction of new variational inequalities. In fact, we do not know the answers to seemingly basic questions, like the following.
• How many caustics are there? Infinitely many?
• Can their locations be predicted?
• Under what circumstances can we compute the long-time limit?
5.3. Stability. Finally, we mention one other possible avenue for further investigation stimulated by the experiments in [20] . Figure 4 suggests that the sensitivity properties of the semiclassical limit for (1.1) (even for real data in the analytic class) may be quite delicate. One interesting follow-up problem would be to begin investigate the sensitivity by studying, for example, the continuity properties of one or more of the important features of the semiclassical limit (e.g., the t coordinate of the primary caustic at x = 0) with respect to perturbations in the space F K -the space of band-limited functions 5 -proposed by Clarke & Miller [8] .
