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RICCI FLOW ON THREE-DIMENSIONAL, UNIMODULAR METRIC LIE
ALGEBRAS
DAVID GLICKENSTEIN AND TRACY L. PAYNE
Abstract. We give a global picture of the Ricci flow on the space of three-dimensional,
unimodular, nonabelian metric Lie algebras considered up to isometry and scaling. The
Ricci flow is viewed as a two-dimensional dynamical system for the evolution of structure
constants of the metric Lie algebra with respect to an evolving orthonormal frame. This
system is amenable to direct phase plane analysis, and we find that the fixed points and
special trajectories in the phase plane correspond to special metric Lie algebras, including
Ricci solitons and special Riemannian submersions. These results are one way to unify
the study of Ricci flow on left invariant metrics on three-dimensional, simply-connected,
unimodular Lie groups, which had previously been studied by a case-by-case analysis of
the different Bianchi classes. In an appendix, we prove a characterization of the space of
three-dimensional, unimodular, nonabelian metric Lie algebras modulo isometry and scaling.
1. Introduction
In this paper we study the Ricci flow on three-dimensional, unimodular metric Lie algebras.
Metric Lie algebras are in one-to-one correspondence with left-invariant Riemannian metrics
on simply-connected Lie groups, and Ricci flow on such metrics has been studied by a number
of authors (e.g., [17] [20] [18] [26] [10] [30] [7] [25]). The major advances in this paper are
(1) a unification of the trajectories for the Ricci flow, previously viewed individually in case-
by-case studies of Bianchi classes, into a single global topological picture, and (2) use of a
new technique of flowing the Lie structure constants, which highlights different features of
the system than the usual evolution of metric coefficients.
The space of metric Lie algebras has been studied by a number of authors (e.g., [19]
[23] [25]). Understanding Ricci flow on the space of metric Lie algebras is important for
studying both homogeneous spaces and Ricci flow of general manifolds. A number of Ricci
soliton metrics (fixed points of the Ricci flow up to diffeomorphism invariance and rescaling)
have been found on homogeneous spaces (see, e.g., [1] [22] [24] [29] [13] [25]), and it has
been suggested that finding Ricci solitons may be a promising way to attack Alekseevskii’s
conjecture (see [24] and [25]). Lott has shown that three-dimensional, Type III solutions to
Ricci flow converge to the known homogeneous expanding solitons as they collapse in the
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2 DAVID GLICKENSTEIN AND TRACY L. PAYNE
limit (see [27]). Ricci flow on homogeneous spaces is also useful in constructing self-dual
solutions of Euclidean vacuum Einstein’s equations (see [2]).
We will consider the set M of three-dimensional, nonabelian, unimodular metric Lie al-
gebras modulo isometry and scaling. Milnor gives an excellent description of such metric
Lie algebras in [28], in particular showing that there exists a special orthonormal basis
{e1, e2, e3} which diagonalizes both the Ricci endomorphism and the Lie bracket (we say
that the Lie bracket is diagonalized if [ei, ej] is a scalar multiple of ei × ej). Thus the set
of three-dimensional, unimodular metric Lie algebras depends only on three parameters. In
fact, there are two natural choices of those three parameters, and the Ricci flow through
these parameter spaces takes one of the following forms:
(i) Fix the Lie algebra and let the metric vary.
(ii) Evolve the frame to keep it orthonormal and let the structure constants vary.
In both cases, the Lie bracket and inner product remain diagonal with respect to the frame.
However, in the first case the Lie bracket coefficients are fixed and the lengths of basis
elements change. In the second case, the Lie bracket coefficients change but the lengths of
basis elements do not change (since the basis evolves to stay orthonormal). It is extremely
important that the frame remains orthogonal under the flow, which follows from the fact
that both the structure constants and the Ricci curvature can always be diagonalized at the
same time as the metric. This is true for three-dimensional, unimodular metric Lie algebras,
but not in general. The lack of such a frame is the major obstacle for classifying Ricci flow on
four-dimensional, simply-connected homogeneous spaces; Isenberg-Jackson-Lu [18] classify
Ricci flow for some Riemannian homogeneous spaces which do admit such a frame.
SinceM is a three-dimensional space considered modulo rescaling, we have a two-dimensional
system of ODEs, which is reasonable to analyze as a dynamical system in the plane. Most
previous work on Ricci flow on homogeneous spaces takes the first parametrization (e.g.,
[17], [20], [7]). In contrast, we will take the second parametrization, and consider M as a
quotient of the space of structure constants. This method has previously been used by the
second author to study Ricci flow on nilmanifolds [30] (see also [13] and [25]). Let φt denote
the flow onM determined by the Ricci flow. Theorem A describes the topological dynamics
of the flow φt.
Theorem A. The phase space M is the disjoint union of the following invariant sets (see
Figures 1 and 2):
• four points p1, p2, p3 and p4;
• six one-dimensional trajectories T1,2, T1,3, T ′1,3, T1,4, T2,3 and T3,4; and
• three connected two-dimensional open sets B1,4, B1,3 and B′1,3;
such that
• the points p1, p2, p3 and p4 are fixed by φt;
• the orbit of a point p in a Ti,j or T ′i,j has limt→−∞ φt(p) = pi, and limt→∞ φt(p) = pj;
and
• the orbit of a point p in Bi,j or B′i,j has limt→−∞ φt(p) = pi, and limt→∞ φt(p) = pj.
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Theorem B interprets Theorem A geometrically. In the sequel, we will say a point in the
phase space represents a particular metric, although we actually mean that it represents the
homothety class of the metric, i.e., the equivalence class of the metric up to isometry and
scaling.
Theorem B. The decomposition of the phase space M in Theorem A corresponds geomet-
rically as follows.
(i) Each of the four fixed points p1, p2, p3 and p4 represents a soliton metric:
• p1 represents the soliton metric on the three-dimensional Heisenberg group H (3) .
• p2 represents the soliton metric on the three-dimensional solvable group E(1, 1).
• p3 represents the flat metric on the three-dimensional Euclidean group E˜(2).
• p4 represents the round metric on the group SU(2).
(ii) The five trajectories T1,2, T1,3, T
′
1,3, T1,4, and T3,4 have Riemannian submersion struc-
tures:
• T1,2 consists of left-invariant metrics on E (1, 1) (often denoted Sol). These
metrics fiber as Riemannian submersions over R.
• T1,3 consists of left-invariant metrics on E˜(2). These metrics fiber as Riemann-
ian submersions over R.
• T ′1,3 consists of left-invariant metrics on S˜L2(R) which fiber as Riemannian
submersions over the hyperbolic plane H2.
• T1,4 and T3,4 consist of left-invariant metrics on SU (2) which fiber as Riemann-
ian submersions over the round sphere S2 (these Riemannian manifolds are
often called Berger spheres). The trajectory T1,4 corresponds to submersions
whose fibers are larger than those of the round 3-sphere (corresponding to the
point p4) and the trajectory T3,4 corresponds to submersions whose fibers are
smaller than those of the round 3-sphere.
(iii) The three connected open sets B1,4, B1,3 and B
′
1,3 have the structures:
• B1,4 consists of left-invariant metrics on SU(2).
• B1,3 and B′1,3 consist of left-invariant metrics on S˜L2(R).
Note that the trajectory T2,3 is still somewhat mysterious. This trajectory was discovered
independently by Cao, Guckenheimer, and Saloff-Coste [4], and evidence for it was present in
[5]. Preliminary evidence suggests that this trajectory is not invariant under cross curvature
flow, which may indicate it does not arise from extra symmetries of the Riemannian metric,
as the other special orbits do (see Remark 5.2).
The organization of this paper is as follows. In Section 2, we introduce notation and
discuss the space of three-dimensional, unimodular metric Lie algebras and their curvatures.
In Section 3 we derive the Ricci flow equations on the space of structure constants. In
Section 4 we analyze the dynamics of the Ricci flow equations on a natural phase space
and then on M, completing the proof of Theorem A. In Section 5 we analyze the dynamics
geometrically, relating fixed points and special trajectories to Ricci solitons and Riemannian
submersions, proving Theorem B. In Section 6 we discuss how our convergence results relate
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to the current literature on Ricci flows on three-dimensional, unimodular metric Lie algebras
and Lie groups. Finally, we include an appendix which give the details of characterizing the
space M.
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2. Metric Lie algebras and their curvatures
Consider the following definitions.
Definition 2.1. A metric Lie algebra (g,Q) is a Lie algebra g together with an inner product
Q on g. The dimension of the metric Lie algebra is the dimension of g, and it is unimodular
or nonabelian if the Lie algebra g is unimodular (i.e., adX is trace free for all X ∈ g) or
nonabelian, respectively.
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Recall that there is a one-to-one correspondence between Lie algebras g and simply-
connected Lie groups G. Furthermore, there is a one-to-one correspondence between metric
Lie algebras (g,Q) and simply-connected Lie groups G with a left-invariant Riemannian met-
ric g. We will use the Riemannian manifold (G, g) corresponding to the metric Lie algebra
(g,Q) for the following definition.
Definition 2.2. A linear map L : g → g′ is an isometry of metric Lie algebras (g,Q)
and (g′,Q′) if it the differential of a Riemannian isometry (G, g) → (G′, g′) between the
corresponding simply-connected Lie groups with induced left-invariant metrics. Two metrics
Q and Q′ on g are homothetic if Q′ = cQ for some c > 0. We say (g,Q) and (g′,Q′) are
equivalent up to isometry and scaling if there exists a diffeomorphism φ : G→ G′ and c > 0
such that g = cφ∗g′. The space of three-dimensional, nonabelian, unimodular metric Lie
algebras modulo isometry and scaling will be denoted by M.
Remark 2.3. A related definition is that of isomorphism between metric Lie algebras. One
says two metric Lie algebras (g,Q) and (g′,Q′) are isomorphic if there is a linear map L : g→
g′ which is a Lie algebra isomorphism and satisfies L∗Q′ = Q. The notion of isomorphism
in this definition is stronger than the notion of isometry in Definition 2.2. That is, given
an isomorphism of metric Lie algebras, one can use the group action to extend this to an
isometry of the corresponding simply-connected Lie groups with corresponding left-invariant
metrics. However, it is possible to have isometries of the groups which are not isomorphisms
of metric Lie algebras. For instance, there is a flat metric g0 on the Lie group E (2) of
Euclidean transformations (as well as its universal cover), and there is a flat metric g1 on the
abelian group R3. There is an isometry between
(
E˜ (2), g0
)
and (R3, g1) , but this isometry is
not a group isomorphism, and so its differential is not an isomorphism of metric Lie algebras.
In the beautiful paper of Milnor [28], geometric properties of left-invariant metrics on
three-dimensional Lie groups are studied in detail. Milnor computes the curvatures of three-
dimensional, unimodular metric Lie algebras:
Theorem 2.4 ([28, Theorem 4.3]). Suppose (g,Q) is a three-dimensional, unimodular metric
Lie algebra. Then there exists a Q-orthonormal frame B = {e1, e2, e3} for g such that Lie
brackets for g are determined by
(2.1) [e2, e3] = a1e1, [e3, e1] = a2e2, and [e1, e2] = a3e3,
for some constants a1, a2, a3 ∈ R. Furthermore, this basis diagonalizes the Ricci endomor-
phism Rc such that
[Rc]B = 2
µ2µ3 µ1µ3
µ1µ2
 ,
where
(2.2) µi =
1
2
(a1 + a2 + a3)− ai.
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Signs of {a1, a2, a3} Associated Lie algebra Associated Lie groups
+,+,+ su (2) ∼= so (3) SU (2) or SO (3) = Isom+ (S2)
+,+,− sl (2,R) SL2 (R) or O (1, 2) or Isom+ (H2)
+,+, 0 e (2) E (2) = Isom (E2)
+,−, 0 e (1, 1) E (1, 1) = Sol
+, 0, 0 h (3) H (3) = Nil
Table 1. The three-dimensional, nonabelian, unimodular Lie groups/algebras.
The sectional curvatures are given by
K(e2 ∧ e3) = −µ2µ3 + µ1µ3 + µ1µ2
K(e3 ∧ e1) = µ2µ3 − µ1µ3 + µ1µ2
K(e1 ∧ e2) = µ2µ3 + µ1µ3 − µ1µ2.
Scalar curvature ρ is
ρ = 2(µ2µ3 + µ1µ3 + µ1µ2).
Milnor also describes the isomorphism type of a Lie algebra determined by Equations (2.1)
based on the signs of a1, a2, a3; see Table 1 (where if the signs are all multiplied by −1, the
Lie algebra is the same).
Recalling the space M of metric Lie algebras from Definition 2.2, according to Theorem
2.4 we have the following lemma.
Lemma 2.5. Let Ψ˜ : (R3 \ {(0, 0, 0)}) → M be the map which takes (a1, a2, a3) to the
equivalence class of the metric Lie algebra defined by an orthonormal basis {e1, e2, e3} with
Lie bracket determined by (2.1). The map Ψ˜ is surjective.
Notice that we have excluded the point (0, 0, 0), representing the abelian Lie algebra R3,
from the domain of Ψ˜. This will allow Ψ˜ to descend to a map from RP2 to M so that we
can consider metric Lie algebra equivalence up to scaling.
Proof. Certainly the above definition defines a Lie bracket, and Theorem 2.4 shows that
every three-dimensional, unimodular Lie algebra can be written in this way. Since M is a
quotient of the set of all such Lie algebras, the result follows. 
We would like to describe the spaceM using a fundamental domain. Since Ψ˜ descends to
a map from RP2 to M, we start with the coordinates (m2,m3) =
(
a2
a1
, a3
a1
)
on RP2. Let
(2.3) Sm =
{
(m2,m3) ∈ R2 : 0 ≤ m2 ≤ 1 and m3 ≤ m2
}
,
and let ∼ be the equivalence relation on Sm that is determined by
(2.4) (0,m3) ∼ (0, 1/m3)
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if m3 6= 0. Since a fundamental domain should be compact, we need to compactify Sm, and
so we also introduce the compact set
(2.5) S¯m = Sm ∪ {∞}
which is given the one-point-compactification topology, i.e., open neighborhoods of∞ consist
of the complements of compact subsets of Sm. We can extend ∼ to an equivalence relation
on S¯m by adding the equivalence
(2.6) ∞ ∼ (0, 0) .
In the appendix, we prove the following:
Theorem 2.6. There is a bijection between S¯m/ ∼ and M.
Using the quotient topology on S¯m/ ∼, there is a natural topology on M which makes
this map a homeomorphism.
The proof of Theorem 2.6, as well as some of discussion in Section 6, requires the covariant
derivatives of the Ricci tensor, which can be derived in a straightforward way from the
formulas in Theorem 2.4. They also appear in [21].
Proposition 2.7. Suppose (g,Q) is a three-dimensional, unimodular metric Lie algebra.
The covariant derivative of the Ricci operator satisfies
|DRc|2 = 8 ((µ1 − µ3)2 µ42 + (µ1 − µ2)2 µ43 + (µ2 − µ3)2 µ41) ,
where µi are as in Theorem 2.4.
3. Ricci deformation of 3D unimodular metric Lie algebras
We now derive the equations for Ricci flow onM. Recall that on a Riemannian manifold
(M, g) , the Ricci flow is the solution to the equations
∂g
∂t
= −2 Rc (g) .
For a left-invariant metric on a Lie group G, this flow reduces to a flow of the inner product
Q on the Lie algebra g of G; that is, it reduces to a flow of metric Lie algebras (g,Qt) . Recall
that Theorem 2.4 implies that for any inner product Q on a three-dimensional, unimodular
Lie algebra, we can find a Q-orthonormal basis B = {e1, e2, e3} for g which diagonalizes the
Ricci tensor. We will see two ways to formulate the Ricci flow:
(i) Fix the basis B¯ = {e¯1, e¯2, e¯3} from Theorem 2.4 which is orthonormal with respect
to Q0, the initial inner product, and consider the evolution of the metric coefficients
Qt (e¯i, e¯j) . In this case, the structure constants λ1, λ2, λ3 with respect to the basis
B¯, i.e.,
(3.1) [e¯2, e¯3] = λ1e¯1, [e¯3, e¯1] = λ2e¯2, and [e¯1, e¯2] = λ3e¯3,
are fixed in time.
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(ii) Evolve the basis Bt = {e1 (t) , e2 (t) , e3 (t)} to be orthonormal with respect to Qt, so
that the metric is the identity in this frame, but the structure constants a1, a2, a3
with respect to Bt, which are of the form (2.1), depend on time.
In general, if B¯ = {e¯1, e¯2, e¯3} is a basis which is orthogonal with respect to a metric Q¯ and
satisfies (3.1), and
qi = Q¯ (e¯i, e¯i)
for i = 1, 2, 3, then we see that B = {e1, e2, e3}, where ei = e¯i/√qi, is orthonormal and the
structure constants ai (as in Theorem 2.4) are related by
(3.2) ai =
√
qi
qjqk
λi.
This is how one can relate the solution flows in Formulations (i) and (ii). As first described
in [17], in Formulation (i) the Ricci curvature is diagonal with respect to the initial metric
Q0, and so the following Ricci flow evolution can be derived for q1, q2, q3 (see formulas from
Theorem 2.4):
d
dt
log q1 = −4µ2µ3 = −a21 + (a2 − a3)2
d
dt
log q2 = −4µ1µ3 = −a22 + (a3 − a1)2(3.3)
d
dt
log q3 = −4µ1µ2 = −a23 + (a1 − a2)2,
where the ai are explicit functions of the qi (with fixed parameters λi) defined by (3.2). Thus
the equations (3.3) form an autonomous system of ODEs in the variables q1, q2, q3. Since the
fixed basis B¯ is orthogonal with respect to Qt (as determined by q1 (t) , q2 (t) , q3 (t)) and (3.1)
continues to be satisfied at each time t, we see that the flow (3.3) really is the Ricci flow for
all time. The fact that the flow remains diagonal is a special property of three-dimensional,
unimodular metric Lie algebras, and is not true in general (see, e.g., [18]).
Noting that the right sides of the ODEs (3.3) only contain the ai, without explicitly
containing the qi, it is natural to consider Formulation (ii). The evolution for ai are easily
derived using (3.3) and (3.2). Due to Theorem 2.6 (and the preceding discussion from Section
2), we will also be interested in
m2 (t) = a2 (t) /a1 (t) ,(3.4)
m3 (t) = a3 (t) /a1 (t) .
We have the following.
Proposition 3.1. Let G be a simply-connected, three-dimensional, nonabelian, unimodular
Lie group with left-invariant metric g. Then the Ricci flow on G with initial metric g cor-
responds to a flow of metric Lie algebras (g,Qt) , where g is the Lie algebra of G and Q0 is
g restricted to TeG ∼= g. This flow can be realized as a flow of structure constants a1, a2, a3
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(as determined by Theorem 2.4), and, if we suppose that a1 6= 0, the ratios m2 and m3 (as
defined in (3.4)) obey the equations
dm2
dt
= a21m2(1−m2)(1 +m2 −m3)(3.5)
dm3
dt
= a21m3(1−m3)(1−m2 +m3).
Remark 3.2. We also note that if a1 6= 0,
d
dt
(log a1) =
1
2
[
d
dt
(log q1)− d
dt
(log q2)− d
dt
(log q3)
]
= 2K(e2 ∧ e3).
The reader may be troubled that the expressions for dm2/dt and dm3/dt in the proposition
are not solely functions of m2 and m3; however, they are useful, because we will be interested
in imagining slope fields for the flow of m2 and m3 in the m2-m3 plane. The common
(positive) term a21 simply affects the speed of motion and not the direction of motion, so
the trajectories of m2,m3 under the ODEs (3.5) are the same as the trajectories of the
autonomous ODEs
dm2
dt
= m2(1−m2)(1 +m2 −m3)(3.6)
dm3
dt
= m3(1−m3)(1−m2 +m3).
Proof. The translation to the metric Lie algebra was described at the beginning of this
section. Observe that
m2 =
a2
a1
=
λ2
λ1
√
q2
q1
.
Now calculate dm2/dt using (3.3) as:
d
dt
(
a2
a1
)
=
λ2
λ1
d
dt
(√
q2
q1
)
=
λ2
λ1
√
q2
q1
1
2
d
dt
(log q2 − log q1)
=
1
2
m2
(
(a3 − a1)2 − a22
)− ((a3 − a2)2 − a21)
= m2(a1 − a2)(a1 + a2 − a3)
= a21m2(1−m2)(1 +m2 −m3).
The formula for dm3/dt follows analogously. 
Remark 3.3. It is clear that the Ricci flow equations (3.3) for the qi determine the ai by
(3.2), however one might ask if the Ricci flow equations for the ai determine the qi. This
is, in fact, true, since once the ai are an explicit function of t, one can determine the qi by
explicitly integrating (3.3), which are now explicit functions of t. This was first observed in
[30].
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4. Dynamics of the ODEs
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Phase Plane Plot
Figure 3. Phase plane for ODEs in Equations (3.6).
4.1. Dynamics in R2. In this section we will look at the qualitative behavior of the dy-
namical system (3.6). The phase plane for the system of ODEs (3.6) is displayed in Figure
3, as computed in Matlab. First, we consider the fixed points. Since the right sides of
each equation factor into linear terms, it is easy to see that the fixed points of (m2,m3)
are (0, 0) , (0,±1) , (±1, 0) , (1, 1) . Also, it is not hard to see that the following curves are
preserved by the flow: (i) m2 = 0, (ii) m3 = 0, (iii) m2 = 1, (iv) m3 = 1, and (v) m2 = m3.
The linearization of the system (3.6) is the matrix(
2m2m3 −m3 − 3m22 + 1 m2 (m2 − 1)
m3 (m3 − 1) 2m2m3 −m2 − 3m23 + 1
)
and so we see that:
(i) (0, 0) is an unstable fixed point.
(ii) (1, 1) is a stable fixed point.
(iii) (0,−1) and (−1, 0) are saddle points. They have stable manifolds tangent to the lines
determined by the eigenvectors (0, 1) and (1, 0) respectively. They have unstable
manifolds tangent to the lines determined by the eigenvectors (2, 1) and (1, 2) .
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(iv) (0, 1) and (1, 0) are degenerate fixed points. They have stable manifolds tangent to
the lines determined by the eigenvectors (0, 1) and (1, 0) respectively. They have a
zero eigenvalue corresponding to eigenvectors (1, 0) and (0, 1); furthermore, one can
look in the zero directions by considering the Taylor series of solutions near s = 0
for the flow along curves s→ (s, 1) and s→ (1, s). We see that, for instance, points
near (1, 0) and below the x-axis approach the fixed point, while points above the
x-axis move away from the fixed point, as seen in Figure 3.
In addition, since (0,−1) and (−1, 0) are saddle points (i.e., the linearizations at these
points each have two distinct eigenvalues of opposite sign), the Stable Manifold Theorem
(see, e.g., [31, section 2.7]) implies each has a one-dimensional unstable manifold. Although
we are unable to calculate the trajectories explicitly, we can, for instance, compute a Taylor
approximation of the curve at (0,−1) to be
(4.1) m3 = −1 + 1
2
m2 +
3
64
m32 +
3
128
m42 +
9
512
m52 +
57
4096
m62 +
1461
131 072
m72 +O
(
m82
)
.
Furthermore, by the Hartman-Grobman Theorem ([31, section 2.8]), the trajectories of the
differential equation in a neighborhood of (0,−1) are homeomorphic to the trajectories of
the linearization around (0,−1) , and so this curve contains the only trajectory in the fourth
quadrant with m2 < 1 which contains (0,−1) .
Remark 4.1. We expect that the Taylor series (4.1) has radius of convergence 1, since the
curve has a vertical tangent at the point (1, 0) .
4.2. Dynamics on M. In this section we prove Theorem A.
Proof of Theorem A. By Theorem 2.6, we can restrict our attention to Sm and consider
it up to the equivalence ∼ determined by Equation (2.4). The discussion in Section 4.1
implies that we have the following fixed points in Sm, none of which are equivalent in S¯m:
p1 = (0, 0), p2 = (0,−1) , p3 = (1, 0) , and p4 = (1, 1) . It is also clear that for any sequence{(
m
(i)
2 ,m
(i)
3
)}∞
i=1
with 0 ≤ m(i)2 ≤ 1 and limi→∞m(i)3 = −∞, we have
lim
i→∞
(
m
(i)
2 ,m
(i)
3
)
=∞ ∼ p1
in S¯m. Define the sets
T1,2 = {(m2,m3) : m2 = 0, −1 < m3 < 0}
∼ {(m2,m3) : m2 = 0, −∞ < m3 < −1}
T1,3= {(m2,m3) : m3 = 0, 0 < m2 < 1}
T ′1,3= {(m2,m3) : m2 = 1, −∞ < m2 < 0}
T1,4= {(m2,m3) : m2 = m3, 0 < m2 < 1}
T3,4= {(m2,m3) : m2 = 1, 0 < m2 < 1} .
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Notice that these are, in fact, trajectories of the ODEs (3.6), and correspond to the invariant
sets described in Section 4.1.
The special trajectory T2,3 is defined as the unstable manifold of the point p2 restricted
to the set {(m2,m3) : 0 < m2 < 1}. As an unstable manifold, it must be invariant. Consider
the set {(m2,m3) : 0 < m2 < 1 and m3 < 0} . On this set, it follows from (3.6) that if 1 −
m2 + m3 = 0 then
d
dt
(m2,m3) is in the positive horizontal direction (i.e., dm2/dt > 0 and
dm3/dt = 0). Thus the set
{(m2,m3) : 0 < m2 < 1, m3 < 0 , and 1−m2 +m3 < 0}
is invariant. Since on this set we have
dm3
dm2
=
dm3/dt
dm2/dt
=
m3(1−m3)(1−m2 +m3)
m2(1−m2)(1 +m2 −m3) > 0,
we see that the trajectory T2,3 can be written as m3 = f (m2) , where f is a continuous,
increasing function for 0 < m2 < 1 such that f (0) = −1 and f (1) = 0.
The remaining sets in the partition of Sm are
B1,4 = {(m2,m3) : 0 < m2 < 1, 0 < m3 < m2}
B1,3 = {(m2,m3) : 0 < m2, f (m2) < m3 < 0}
B′1,3 = {(m2,m3) : 0 < m2 < 1, m3 < f (m2)} .
These sets are invariant under the flow of the ODEs since their boundaries are invariant. It
remains to show that the sets have the appropriate forward and backwards limit properties;
a straightforward analysis of the phase diagram completes the proof. 
5. The geometry of the phase space
In this section we compare the results of Theorem A with the known geometry of three-
dimensional, unimodular metric Lie algebras, thereby proving Theorem B.
Proof of Theorem B. We first look at the fixed points p1, p2, p3, p4. Recall that for a three-
dimensional, unimodular metric Lie algebra (g,Q) , we have a basis {e1, e2, e3} as described
in Theorem 2.4, and recall that qi = Q (ei, ei) .
(i) p1 = (0, 0) . This corresponds to the Lie algebra with structure constants a1 = 1 and
a2 = a3 = 0. By Table 1 we see that this point corresponds to the Heisenberg Lie
algebra h (3) . Up to rescaling, there is only one metric Lie algebra corresponding to
h (3), and so we see that p1 must be that point. This point corresponds to the Ricci
soliton on H (3) found by Lauret [22], Baird-Danielo [1], and Lott [26].
(ii) p2 = (0,−1) . This corresponds to the Lie algebra with structure constants a1 = 1,
a2 = 0, and a3 = −1. By Table 1 we see that a2 = 0 and a3 < 0 determines that this
point corresponds to the solvable Lie algebra e (1, 1) . Consulting [10], we see that
the left-invariant Riemannian metrics on E (1, 1) (referred to as Sol in the reference)
have the form
(5.1) q1
(
ezdx+ e−zdy
)2
+ q2dz
2 + q3
(
ezdx− e−zdy)2 ,
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and the soliton found by Baird-Danielo [1] and Lott [26] occurs when q1 = q3. Since
at the point p2, we have m3 =
√
q3/q1λ3 = −1, we see that q1 = q3, and so p2
corresponds to this soliton metric. Note that among metrics (5.1), the soliton has
the form
2q1
(
e2zdx2 + e−2zdy2
)
+ q2dz
2,
which has the additional symmetry of switching x and y. Also note that switching
x and y corresponds with switching q1 and q3, and thus gives precisely the isometry
that identifies the metric Lie algebras corresponding to the sets
{(m2,m3) : m2 = 0, −1 < m3 < 0}
and
{(m2,m3) : m2 = 0, −∞ < m3 < −1}
when using the equivalence relation on Sm from (2.4).
(iii) p3 = (1, 0) . This corresponds to the Lie algebra with structure constants a1 = a2 = 1
and a3 = 0. By Table 1 we see that a3 = 0 and a2 > 0 determines that this point
corresponds to the solvable Lie algebra e (2) . Consulting [10], we see that the left-
invariant Riemannian metrics on E˜ (2) (referred to as I˜som (E2) in the reference)
have the form
(5.2) q1 (sin θdx+ cos θdy)
2 + q2 (cos θdx− sin θdy)2 + q3dθ2,
with q1 = q2 determining the flat metric. We see that p3 corresponds to the flat
metric. Note that the flat metric is the maximally symmetric metric of the type
(5.2).
(iv) p4 = (1, 1) . This corresponds to the Lie algebra su (2) with a1 = a2 = a3 = 1,
implying that q1 = q2 = q3. One easily sees from Theorem 2.4 that this metric has
constant sectional curvature, and thus it corresponds to the round metric on the
3-sphere. Again, we notice that the round metric is maximally symmetric among all
left-invariant metrics on SU (2) .
We now look at the special trajectories. It is clear that T1,2 and T1,3 correspond to metrics
on E (1, 1) and E˜ (2) respectively, and the explicit metrics shown in (5.1) and (5.2) show the
Riemannian submersion structures. In [10], the left-invariant metrics on S˜L2 (R) are given
explicitly, and one sees that on the trajectory T ′1,3 we have m2 = −1, indicating that q1 = q2
and that the metrics have the form
q1
1
y2
(
dx2 + dy2
)
+ q3
(
dθ − 1
y
dx
)2
,
where (x, y, θ) ∈ R× R>0 × R. These metrics clearly have the form of Riemannian submer-
sions over the hyperbolic plane.
Now consider the trajectories T1,4 and T3,4, which we see correspond to metrics on SU (2) .
Each element in the basis {e1, e2, e3} exponentiates to a compact group K of rotations in
SU (2) . The quotient SU (2) /K is diffeomorphic to the sphere S2, and the map pi : SU (2)→
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SU (2) /K is precisely the Hopf fibration (see, e.g., [3]). Using 9.79 and 9.80 in [3], this can
be made into a Riemannian submersion from a left-invariant metric on SU (2) to a SU (2)-
invariant metric on S2 with totally geodesic fibers. The Berger spheres are the metrics on
SU (2) which make pi a Riemannian submersion, where SU (2) /K is given the round metric
on S2. The remaining basis elements span the horizontal subspace of the submersion, and
thus must have equal length for pi to be a Riemannian submersion. Thus the submersions
are represented only when m2 = 1 (so q1 = q2) or m3 = 1 (so q1 = q3) or m2 = m3 (so
q2 = q3). The round sphere is when q1 = q2 = q3. It is now easy to see that T1,4 corresponds
to the fibers being larger than the fibers for the round sphere: q2 = q3 and m2 < 1, so we
have q1 > q2 = q3. Similarly, on T3,4, we have q1 = q2 and m3 < 1, so q3 < q1 = q2 and the
fibers are smaller than the fibers of the round sphere.
The descriptions of the basins B1,3, B
′
1,3, and B1,4 follow immediately from Table 1. 
Remark 5.1. We could have constructed the Riemannian submersions on S˜L2 (R) in the same
way we constructed the ones for SU (2) as follows. Instead of considering S˜L2 (R), consider
PSL2 (R) , the orientation preserving isometries of H2. There is a compact subgroup K acting
on the upper half-plane by the isometries
z → (cos θ) z − sin θ
(sin θ) z + cos θ
for all angles θ. Note that this is the isotropy group of the point i. Again, by 9.79 and 9.80
in [3], there is a Riemannian submersion pi : PSL2 (R)→ PSL2 (R) /K with totally geodesic
fibers, where PSL2 (R) /K is given the geometry of H2. This submersion may be lifted to the
universal cover to get a line bundle over H2.
Remark 5.2. It is an interesting fact that each of the special points and trajectories except for
T2,3 correspond to metrics with additional symmetry. Generically, the left-invariant metrics
have isometry groups of dimension 3. The point p2 is maximally symmetric among left-
invariant metrics on E (1, 1), containing one extra symmetry, as described in the proof of
Theorem B. The points p3 and p4 have 6-dimensional symmetry groups. The trajectories T
′
1,3,
T1,4, and T3,4 have the additional symmetries of reparametrizing the fibers: if the fibration
structure is locally trivialized as (x, s) ∈ R2 × S1, then the map (x, s) → (x, s+ σ) is an
isometry. Note that reparametrizing the fiber is different than multiplication by the generator
of the fiber in the group. These extra symmetries give T ′1,3, T1,4, and T3,4 four-dimensional
isometry groups.
6. Remarks on Convergence
In this section, we compare the convergence results of this paper with other convergence
results for Ricci flow on three-dimensional, unimodular Lie groups. Let (g,Q) be a metric Lie
algebra, and let (G, g) be the corresponding simply-connected Lie group with left-invariant
Riemannian metric g. Any Riemannian manifold (M, g) determines a metric space (M,dg) ,
where dg is the induced Riemannian distance function. Often it will be relevant to consider
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quotients G/Γ which are manifolds, and in the sequel, we may use g to denote a metric on
G/Γ as well as on its universal cover G. The following are all relevant notions of convergence:
• If the coefficients of the metrics Qt on the Lie algebra, which satisfy the Ricci flow
ODEs, converge as t → ∞, then the corresponding metrics g (t) converge in Ck or
C∞ as tensors. We call this Ck or C∞ convergence.
• The metric spaces (G/Γ, dg(t)) converge uniformly as metric spaces (see [4]).
• The metric spaces (G/Γ, dg(t)) converge in the pointed Gromov-Hausdorff topology
(see [11]).
• The Riemannian groupoids (G, g (t) ,Γ) converge in Ck or C∞ as Riemannian groupoids
(see [26] and [10]).
Before we describe the previous work, let’s consider the convergence in the present paper.
We have looked at convergence of a system of ODEs for a normalized Ricci flow equation in
the space of metric Lie algebras. In particular, the convergence is for the structure constants
a1, a2, a3, which implies convergence of the connection since the connection is determined by
the Lie brackets; in fact, if D is the Riemannian connection and {e1, e2, e3} is an orthonormal
frame as in Theorem 2.4, then
µi =
1
2
(aj + ak − ai) =
〈
Dejek, ei
〉
for {i, j, k} = {1, 2, 3} (see (2.2)). Convergence in C0 of the connections implies convergence
in C1 of the Riemannian metrics (see, e.g., [8, Chapter 3]). The normalization is not given
explicitly, but must be such that none of the Lie bracket coefficients (for an orthonormal
frame) become infinite and the Lie algebra does not become abelian. This type of convergence
is considered on higher dimensional nilpotent metric Lie algebras in [30].
The earliest works consider either the (forward) Ricci flow equation with no scaling [20] or
the normalized Ricci flow equation where the rescaling is based on the scalar curvature [17],
and prove C0 convergence of the associated left-invariant metrics on the simply-connected
Lie group. The normalized Ricci flow is helpful for SU (2) , since it prevents the sphere from
shrinking to a point in finite time, but otherwise the Ricci flows exist for all time t (for both
unnormalized and normalized). Some of these geometries collapse, in the sense that some of
the metric coefficients q1, q2, q3 go to zero, indicating a compact quotient will have the volume
go to zero, as the sectional curvatures go to zero at a rate of 1/t. In [7], C0 convergence
of the backward direction (of normalized Ricci flow) is considered, and it is found that the
curvatures may go to infinity and convergence is often in a Gromov-Hausdorff sense to a
sub-Riemannian geometry. Similar work is done for the cross curvature flow in [5] and [6].
In each of these cases, compact quotients are considered, and limits are considered collapsing
if a fundamental domain has injectivity radius going to zero as time goes to infinity. In many
cases, compact quotients collapse with bounded curvature, i.e., the injectivity radius goes to
zero while the sectional curvatures stay bounded.
If one is interested in the simply-connected Lie groups, which are diffeomorphic to R3
in all cases except SU (2), the collapsing does not occur. Instead, one can show pointed
Gromov-Hausdorff convergence to Euclidean space (see [10]). This convergence is sometimes
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due to the fact that the flow is stretching the geometry, revealing only that the Riemannian
manifold is locally Euclidean. To counteract this effect, Lott [26] considers convergence
when the metric is rescaled by 1/t to try to prevent the sectional curvatures from decaying
to zero. In addition, Lott introduces Ck convergence on Riemannian groupoids (see also
[10]), which essentially means that the universal cover converges in Ck while the actions
of the fundamental group change as the metric evolves. In this setting, one finds that the
rescaled solutions on the universal covers converge to expanding soliton metrics, getting
results similar to those in this paper. It would not be hard to carry out a similar analysis
in the backward time direction with the use of [7]. If one is not concerned with a change of
topology, the methods of uniform convergence of metric spaces will suffice, as in [4].
We note that in [26] and [10], only C0 convergence of the metrics is shown explicitly,
although C∞ convergence of Riemannian groupoids is claimed. It is also shown that the
sectional curvatures converge, and so using standard compactness arguments (see, for in-
stance, [16] [9] [8, Chapter 3]), this implies that the convergence is C1. Under Ricci flow,
Shi’s work ([32] and [33]) implies that if the curvature is bounded at t = 0, then all covariant
derivatives of curvature converge at all positive times, uniformly for t ≥ δ > 0. However,
since we are considering rescaling at time t = 0, Shi’s estimates do not directly apply (unless
we assume uniform backwards existence), so an additional argument is needed to show that
the metrics converge in Ck for k > 1. We would like to have at least convergence in C2.
The cases in [26] and [10] can be shown to converge in Ck with additional work bounding
the covariant derivative. We do not pursue this here, but do present an interesting example
below concerning a rescaling that does not produce C∞ convergence.
There is one major difference between the results in this paper and the results in [26] and
[10]. Metric Lie algebras of type S˜L2 (R) converge to flat metrics in our setting, while they
converge to H2×R in the setting of [26] and [10]. We note that H2×R cannot be realized as
a three-dimensional, unimodular Lie group with a left-invariant metric. We see that, if we
rescale the metric to ensure that the sectional curvatures do not go to zero, the Lie algebra
coefficients cannot stay bounded: using the computations in [10], we see that
q1, q3 ∼ 2t,
q2 ∼ E1,
for some constant E1 > 0, and two sectional curvatures are asymptotically like 1/t
2 while
one is asymptotically like −1/t. The best we can do by rescaling is to maintain the negative
sectional curvature and let the other two curvatures go to zero. This suggests scaling the
metric by 1/t. Under this rescaling, using (3.2) we can calculate that
a1, a3 ∼
(
t
E1
)1/2
,
a2 ∼ 1
2
(
E1
t
)1/2
.
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Thus we see that this rescaling would not stay in the space of unimodular metric Lie algebras,
and we must take a different scaling to stay in this space. A different scaling will cause the
sectional curvatures all to go to zero (for instance no scaling at all), revealing Euclidean
space.
Metric Lie algebras of the type E˜ (2) also converge to a flat metric, so one might ask if
rescaling by the maximum curvature can create a non-flat limit. We will use the notation of
[10]. Note that
a2 − a1 = q2 − q1√
q1q2q3
,
and recall that in this case, Ricci flow has
q1, q2 ∼ E1
q3 ∼ E3
q1 − q2 ∼ E4e−E3t,
for constants E1, E2, E3, E4, and sectional curvatures are all proportional to e
−E3t. If we
rescale, replacing qi with e
−E3tqi, we see that
a2 − a1 ∼ E4e
−2E3t
E5e
− 3
2
E3t
= E6e
− 1
2
E3t,
a1, a2 ∼ E7e 12E3t,
a3 = 0.
Thus for the rescaled solution,
µ1 ∼ 1
2
E6e
− 1
2
E3t
µ2 ∼ −1
2
E6e
− 1
2
E3t
µ3 ∼ E7e 12E3t
and thus, using Proposition 2.7,
|DRc|2 ∼ 8
((
E7e
1
2
E3t
)2(1
2
E6e
− 1
2
E3t
)4
+
(
E6e
− 1
2
E3t
)2 (
E7e
1
2
E3t
)4
+
(
E7e
1
2
E3t
)2(1
2
E6e
− 1
2
E3t
)4)
∼ 8E26E47eE3t,
and so under this rescaling, |DRc|2 →∞ as t→∞. Since |DRc|2 is not bounded, we cannot
use Arzela-Ascoli-type compactness theorems to get convergence of the curvatures (see [9]
or [8]) and the curvatures may not converge. Thus this kind of rescaling does not necessarily
result in C2 and definitely not C3 convergence. Thus there is no natural rescaling which
results in a non-flat limit.
We can also investigate what happens in the backwards time limit and compare to the
results of [7]. The results are slightly different, since once again the rescaling in [7] is chosen
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in a particular way, while we have chosen a different rescaling. A comparison can be made
in a straightforward way, which we leave to the reader. However, we would like to point
out the particularly interesting case of the backwards limit of the trajectory T3,4, which
appears to converge, in our setting, to the point p3 (see Figure 3), which represents the flat
metric on E˜ (2) (see Theorem B). As in the case of convergence of the forward evolution of
S˜L2 (R) metrics (i.e., those represented by B1,3, B′1,3, T2,3, and T ′1,3 as in Theorem A), the
fact that we see convergence to the flat metric indicates that our rescaling may be revealing
only the infinitesimal Euclidean character of the limit. In fact, as we saw in Section 5, the
trajectory T3,4 corresponds to Berger metrics which are Riemannian submersions over the
round 2-sphere. As we follow the trajectory backwards, the fibers shrink and so we expect
convergence to the 2-sphere. The formalism in [26] and [10] together with the calculations
in [7] allow one to make this convergence precise in the sense of Riemannian groupoids (and,
in particular, pointed Gromov-Hausdorff).
Finally, we note that the stability analysis of Ricci solitons differs from that in [12]. In [12],
only compactly-supported variations are considered, and it was found, for instance, that the
soliton metric on H (3) is linearly stable. We found that in the space of three-dimensional,
nonabelian, unimodular metric Lie algebras up to scaling, the soliton metric on H (3) is
unstable (it corresponds to a repulsive fixed point). These two results are not contradictory,
since the variations we consider are certainly not compactly supported.
Appendix A. Three-dimensional, unimodular metric Lie algebras
In this appendix, we prove a characterization of the space of three-dimensional, nonabelian,
unimodular metric Lie algebras, considered up to isometry and scaling. Under the correspon-
dence of Lemma 2.5, three-dimensional, unimodular metric Lie algebras correspond to vectors
(a1, a2, a3) ∈ R3 by the formula (2.1). To account for equivalence under scaling, we consider
two-dimensional real projective space RP2 ∼= (R3 \ {(0, 0, 0)}) /R×, and denote the image of
(x, y, z) ∈ R3\{(0, 0, 0)} in RP2 under the quotient map as (x : y : z) . Permuting the compo-
nents induces an isometry of the metric Lie algebra, and so we define the action of σ ∈ S3, the
group of permutations of three elements, on RP2 by σ (a1 : a2 : a3) =
(
aσ(1) : aσ(2) : aσ(3)
)
.
Notice that the actions of S3 and R× on R3 \ {(0, 0, 0)} are commutative with respect to
each other, and thus
RP2/S3 ∼=
(
R3 \ {(0, 0, 0)}) / (R× × S3) .
We denote the image of (x, y, z) ∈ R3 \ {(0, 0, 0)} in RP2/S3 as [x : y : z] , where the use
of square brackets instead of round brackets indicates the further equivalence using the S3
action. We will now introduce a fundamental domain for RP2/S3. Recall the sets Sm and
S¯m defined in (2.3) and (2.5) and the equivalence relation ∼ determined by (2.4) and (2.6).
Proposition A.1. The map
Φ˜ : S¯m → RP2/S3
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defined by
Φ˜ (m2,m3) = [1 : m2 : m3] ,
Φ˜ (∞) = [1 : 0 : 0]
is surjective. Moreover, Φ˜ induces a homeomorphism
Φ : S¯m/ ∼→ RP2/S3.
Proof. Consider a point [x : y : z] ∈ RP2/S3. We can use multiplication by −1 to ensure that
at least one entry is positive and another is nonnegative. Then we can use the permutations
to ensure that z ≤ y ≤ x, y ≥ 0, and x > 0. In this case we have that
[x : y : z] =
[
1 :
y
x
:
z
x
]
with
0 ≤ y
x
≤ 1
and
z
x
≤ y
x
,
which proves the first statement.
To see that Φ is well-defined, we must check that Φ˜ (0,m3) = Φ˜ (0, 1/m3) for m3 6= 0. We
see that
[1 : 0 : m3] =
[
1
m3
: 0 : 1
]
=
[
1 : 0 :
1
m3
]
.
To see Φ is a bijection, we note that if
Φ˜ (m2,m3) = Φ˜ (m
′
2,m
′
3)
then
[1 : m2 : m3] = [1 : m
′
2 : m
′
3] ,
with
0 ≤ m2 ≤ 1, m3 ≤ m2,
0 ≤ m′2 ≤ 1, m′3 ≤ m′2.
Thus (1,m2,m3) is equal to one of the following, where r 6= 0: r (1,m′2,m′3), r (1,m′3,m′2),
r (m′2, 1,m
′
3), r (m
′
3, 1,m
′
2), r (m
′
3,m
′
2, 1), or r (m
′
2,m
′
3, 1). By checking each of the cases, one
can verify that Φ is a bijection.
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To see the continuity, we note that for any sequence
(
m
(i)
2 ,m
(i)
3
)
satisfying 0 ≤ m(i)2 ≤ 1
and limi→∞m
(i)
3 = −∞, we have
lim
i→∞
Φ˜
(
m
(i)
2 ,m
(i)
3
)
= lim
i→∞
[
1 : m
(i)
2 : m
(i)
3
]
= lim
i→∞
[
1 :
m
(i)
2
m
(i)
3
:
1
m
(i)
3
]
= [1 : 0 : 0] .

Certainly there is a map
Ψ : RP2/S3 →M
induced by the map Ψ˜ defined in Lemma 2.5. We wish to show that this map is bijection. It
is immediate that the map is surjective, so we need only show that it is injective. The main
ideas for the proof are in the paper of Lastaria [21], which constructs families of nonisometric
metric Lie algebras with the same Ricci tensors.
We will need two invariants for M. It is easy to see that the following quantities are
invariants ofM if |Rc| 6= 0 (and the case |Rc| = 0 is distinguished from these cases as well):
(λ1 [Rc] , λ2 [Rc] , λ3 [Rc])
|Rc| ∈ S
2
|DRc|2
|Rc|3 ∈ R,
where λ1 [Rc] ≤ λ2 [Rc] ≤ λ3 [Rc] are the eigenvalues of the Ricci operator put into ascending
order. Notice that |Rc| = 0 only if (m2,m3) = (1, 0) , and so the corresponding metric Lie
algebra is not isometric to any metric Lie algebra induced by another element of S¯m/ ∼.
We will consider the map
E˜ = E ◦Ψ ◦ Φ˜ : Sm \ {(1, 0)} → S2 × R
where
E :M→ S2 × R
gives the two invariants above. Recall that the Ricci eigenvalues are
(2µ2µ3, 2µ1µ3, 2µ1µ2) ,
where µ1, µ2, µ3 are as in Theorem 2.4. We want to express these in terms of m2 and m3,
so we introduce the following functions which are closely related to the µi:
ν1 = m2 +m3 − 1
ν2 = 1 +m3 −m2(A.1)
ν3 = 1 +m2 −m3.
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Recall that on Sm we have m3 ≤ m2, and so ν3 ≥ 1. Also, since 0 ≤ m2 ≤ 1, we have
(A.2) − ν3 ≤ ν1 ≤ ν2.
We define the partition
(A.3) P = {S0, S1, S2, S++, S−+, S++}
of Sm by looking at the signs of ν1 and ν2:
S0 = {(1, 0)}
S1 = {(m2,m3) ∈ Sm : ν1 = 0 < ν2}
S2 = {(m2,m3) ∈ Sm : ν1 < ν2 = 0}
S++ = {(m2,m3) ∈ Sm : 0 < ν1 ≤ ν2}
S−+ = {(m2,m3) ∈ Sm : ν1 < 0 < ν2}
S−− = {(m2,m3) ∈ Sm : ν1 ≤ ν2 < 0} .
Using Theorem 2.4 and Proposition 2.7 we can write E˜, which is defined on Sm\S0, explicitly
as follows:
E˜ (m2,m3) =

(
(0, 0, 1) ,
(ν22+ν23)
ν2ν3
)
if (m2,m3) ∈ S1(
(−1, 0, 0) , (ν
2
1+ν
2
3)
|ν1ν3|
)
if (m2,m3) ∈ S2(
(ν1ν2,ν1ν3,ν2ν3)
|νν| , ∗
)
if (m2,m3) ∈ S++(
(ν1ν3,ν1ν2,ν2ν3)
|νν| , ∗
)
if (m2,m3) ∈ S−+(
ν1ν3,ν2ν3,ν1ν2
|νν| , ∗
)
if (m2,m3) ∈ S−−,
where
∗ = (ν1 − ν3)
2 ν42 + (ν1 − ν2)2 ν43 + (ν2 − ν3)2 ν41
|νν|3
and
|νν| =
√
ν21ν
2
2 + ν
2
1ν
2
3 + ν
2
2ν
2
3 .
Now we will show that E˜ is injective. First we will show that no two points in different
partitions in P correspond to equivalent metric Lie algebras (equivalent up to isometry
and scaling). Then we will show that within each partition, no two points correspond to
equivalent metric Lie algebras.
Proposition A.2. If (m2,m3) and (m
′
2,m
′
3) are in different sets from the partition P (see
(A.3)), then E˜ (m2,m3) = E˜ (m
′
2,m
′
3) implies that
• (m2,m3) = (0,m3) ∈ S−+ and (m′2,m′3) = (0, 1/m3) ∈ S−− or
• (m2,m3) = (0,m3) ∈ S−− and (m′2,m′3) = (0, 1/m3) ∈ S−+.
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Proof. Since E˜ restricted to S++∪S−+∪S−− does not have any zeroes in the first component,
then certainly we have E˜ (m2,m3) 6= E˜ (m′2,m′3) if (m2,m3) or (m′2,m′3) is in S1 or S2.
Furthermore, since the first component has all positive entries if (m2,m3) ∈ S++, it is
distinguished from S−+ and S−−, both of which have two negative entries. This shows that
E˜ (m2,m3) 6= E˜ (m′2,m′3) for all cases except if (m2,m3) or (m′2,m′3) in S−+ and the other
in S−−. Say (m2,m3) ∈ S−+ and (m′2,m′3) ∈ S−− and E˜ (m2,m3) = E˜ (m′2,m′3) . Thus we
have that
(ν1ν3, ν1ν2, ν2ν3)
|νν| =
(ν ′1ν
′
3, ν
′
2ν
′
3, ν
′
1ν
′
2)
|ν ′ν ′|
with
ν1 < 0 < ν2
ν ′1 ≤ ν ′2 < 0(A.4)
0 < ν3, ν
′
3.
I.e., there exists c > 0 such that
(A.5)
ν1ν3
ν ′1ν
′
3
=
ν1ν2
ν ′2ν
′
3
=
ν2ν3
ν ′1ν
′
2
= c,
which implies
ν1ν
2
2ν3 = c
2ν ′1 (ν
′
2)
2
ν ′3.
Using (A.5), we find that
ν22 = c (ν
′
2)
2
,
and, using (A.4) and (A.5) again, we arrive at
ν2 = −
√
cν ′2, ν3 = −
√
cν ′1, ν1 = −
√
cν ′3.
It is a consequence of (A.2) that
−ν3 ≤ ν1 = −
√
cν ′3 ≤
√
cν ′1 = −ν3,
so
ν1 = −ν3 and ν ′1 = −ν ′3.
Thus, using (A.1),
m2 +m3 − 1 = −1−m2 +m3
m′2 +m
′
3 − 1 = −1−m′2 +m′3,
or m2 = m
′
2 = 0. Again by (A.1), we have the following:
ν1 = −ν3 = m3 − 1
ν2 = 1 +m3
ν ′1 = −ν ′3 = m′3 − 1
ν ′2 = 1 +m
′
3.
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Inserting these into (A.5) gives
(m3 − 1)2
(m′3 − 1)2
=
m23 − 1
1− (m′3)2
,
which implies that
(m3 − 1)2
(
1− (m′3)2
)
− (m23 − 1) (m′3 − 1)2 = 0,
or
(m3 − 1) (m′3 − 1) (m3m′3 − 1) = 0.
Since neither m3 nor m
′
3 can equal one, we must have m3m
′
3 = 1. 
Proposition A.3. E˜ is injective on S1.
Proof. On S1, we have
0 = ν1 = m2 +m3 − 1,
which implies that
m3 = 1−m2.
Notice that this implies that
1−m2 = m3 ≤ m2,
or
1
2
≤ m2 < 1
(using that m2 = 1 implies m3 = 0). Now we can write ν2 and ν3 in terms of m2:
ν2 = 1 +m3 −m2 = 2− 2m2
ν3 = 1 +m2 −m3 = 2m2
so
(ν22 + ν
2
3)
ν2ν3
=
(1−m2)2 +m22
(1−m2)m2 .
This function is one-to-one on 1/2 ≤ m2 < 1. Thus E˜ is injective. 
Proposition A.4. E˜ is injective on S2.
Proof. On S2, we have
0 = ν2 = 1 +m3 −m2,
which implies that
m3 = m2 − 1.
Now we can write ν1 and ν3 in terms of m2
ν1 = m2 +m3 − 1 = 2m2 − 2
ν3 = 1 +m2 −m3 = 2
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so
(ν21 + ν
2
3)
|ν1ν3| =
(m2 − 1)2 + 1
1−m2 .
This function is strictly increasing for 0 < m2 < 1. The result follows. 
Note that if U ⊂ S2 ∩ {(x, y, z) : z > 0} then the map φ : U → R2 defined by φ (x, y, z) =(
x
z
, y
z
)
is one-to-one. We will use this to prove that E˜ is injective on the sets S++, S−+, S−−.
Proposition A.5. E˜ is injective on each of the sets S++, S−+, and S−−.
Proof. Let pi1 be the projection onto the first component and let E¯ = φ ◦ pi1 ◦ E˜. On S++, E¯
is
E¯ (m2,m3) =
(
ν1
ν3
,
ν1
ν2
)
.
We compute the Jacobian determinant:
det
(
2(1−m3)
ν23
2m2
ν23
2m3
ν22
2(1−m2)
ν22
)
=
−4ν1
ν22ν
2
3
< 0
since ν1 > 0 on S++. On S−+, E¯ is
E¯ (m2,m3) =
(
ν1
ν2
,
ν1
ν3
)
.
Its Jacobian determinant is
det
(
2m3
ν22
2(1−m2)
ν22
2(1−m3)
ν23
2m2
ν23
)
=
4ν1
ν22ν
2
3
< 0
since ν1 < 0 on S−+. On S−−, E¯ is
E¯ (m2,m3) =
(
ν3
ν2
,
ν3
ν1
)
.
Its Jacobian determinant is
det
(
2
ν22
−2
ν22
2(m3−1)
ν21
−2m2
ν21
)
=
−4ν3
ν21ν
2
2
> 0.
In each case we see that E¯ is injective, and thus so is E˜. 
As a consequence of all of these propositions, we can conclude that E˜ is injective, implying
the following theorem, which implies Theorem 2.6. Note that we have not yet defined a
topology on M; it will be defined to allow for the theorem.
Theorem A.6. The following spaces are homeomorphic:
(i) M
(ii) RP2/S3
(iii) S¯m/ ∼
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Proof. We have just shown that Ψ gives a bijection between RP2/S3 and M, and we can
give M a topology which makes Ψ a homeomorphism. Proposition A.1 shows that Φ is a
homeomorphism between S¯m/ ∼ and RP2/S3. 
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