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Actually, a number of related objects are often called "Heisenberg groups", and they appear in several ways.
Let n be a positive integer, and let λ be a positive real number. For each x in R n , consider the linear operator T x acting on the vector space of continuous complex-valued functions on R n with compact support defined by
In other words, T x (f ) is the same as f translated by x, in the sense that T x (f )(w + x) = f (w). Thus T 0 is the identity operator, and
for all x, x ′ ∈ R n . Also, T x is the identity operator only when x = 0, and thus the correspondence x → T x provides an isomorphic embedding of R n , as an abelian group, into the group of invertible linear operators on the vector space of continuous functions with compact support on R n under the binary operation composition. Of course there are numerous other vector spaces of functions on R n that one might use here. For each y in R n define a linear operator U y on the same space of functions on R n by
where y · w denotes the usual inner product on R n , namely,
y j w j , y = (y 1 , . . . , y n ), w = (w 1 , . . . , w n ). (4) As before, U y is equal to the identity operator if and only if y = 0, and
for all y, y ′ ∈ R n . Thus the correspondence y → U y also defines an isomorphic embedding of R n as an abelian group into the group of invertible linear transformations on our vector space of functions. Note that the operator U y can be described in terms of translations on the Fourier transform side, rather than directly, as for T x .
How do these two families of operators interact? What is the subgroup of the group of invertible linear operators that they generate? If α is a complex number which satisfies |α| = 1, let C α denote the linear operator on our vector space of functions on R n defined by
That is, we simply multiply the function f by the scalar α. The correspondence α → C α defines an isomorphic embedding of the abelian group of complex numbers with modulus 1, under multiplication, into the group of invertible linear operators on our vector space of functions. Clearly C α commutes with T x and U y for all α, x, and y in their respective domains, but in general T x and U y do not commute. However, for all x, y in R n , U y • T x can be written as T x • U y • C α for a complex number α of modulus 1. Indeed, for any function f on R n ,
It is not hard to check that the collection of linear operators on our vector space of functions on R n of the form T x • U y • C α , where x, y range through all elements of R n and α ranges through all complex numbers of modulus 1, forms a subgroup of the group of invertible linear operators on this vector space. This subgroup is the same as the subgroup generated by the T x 's and U y 's for x, y ∈ R n . Here is a closely connected point. For this it is convenient to work with functions f which are continuously differentiable. If ν is an element of R n , then we write D ν for the operator of directional differentiation in the direction ν, i.e.,
If µ is a linear function on R n , so that µ(x) = x · u for some u in R n and all x in R n , then let us write M µ for the operator of multiplication by µ,
In general D ν and M µ do not commute, and in fact
for all continuously differentiable functions f on R n , where the scalar µ(ν) is the same as D ν (µ), which is a constant since µ is linear.
Let us define H n (R) as follows. First, as a set, H n (R) is equal to R n × R n × R, i.e., the set of ordered triples (x, y, t) where x, y lie in R n and t lies in R. Next, we define a binary operation on H n (R) by
With respect to this operation, one can verify that H n (R) becomes a group, with (0, 0, 0) as the identity element, and (−x, −y, −t) the inverse of (x, y, t).
Consider the correspondence
This defines a mapping from H n (R) into invertible linear mappings acting on functions on R n , and one can verify that this is a group homomorphism. A triple (x, y, t) corresponds to the identity operator if and only if x = y = 0 and t is an integer multiple of 1/λ.
We can define H n (Z) to be the set of triples (x, y, t) where x, y lie in Z n and t lies in Z. It is easy to see that this defines a subgroup of H n (R). In addition to being a group, H n (R) is a smooth manifold of dimension 2n+1, and the group operation is smooth. The quotient H n (R)/H n (Z) makes sense not only as a set of cosets, but also as a compact smooth manifold without boundary of dimension 2n + 1. When n = 1, this manifold has dimension 3, and is one of the basic building blocks discussed in [61] .
Define a j in H n (Z) for j = 1, . . . , n to be the triple (x, y, t) such that all components of x are equal to 0 except for the jth component, which is equal to 1, and such that y = 0 and t = 0. Similarly, define b j in H n (Z) for j = 1, . . . , n to be the triple (x, y, t) such that x = 0, all components of y are equal to 0 except for the jth component, which is equal to 1, and t = 0. Define c in H n (Z) to be the triple (0, 0, 1). It is easy to see that a 1 , . . . , a n , b 1 , . . . , b n , c (14) generate H n (Z). Indeed, if k, l lie in Z n and m lies in Z, then (k, l, m) is the same as a
in the group, where of course this expression is interpreted using the group operation.
For i, j = 1, . . . , n we have that
and
If 1 ≤ i, j ≤ n and i = j, then
When i = j we have in place of this 19) for i = 1, . . . , n. These relations describe the group H n (Z) completely; every element of H n (Z) can be represented in a unique way as (15) , and these relations are adequate to define the group operation in terms of this representation.
In addition to the group structure on H n (R), there is a natural family of dilations. Namely, for each positive real number r, define a mapping δ r from H n (R) to itself by δ r (x, y, t) = (r x, r y, r 2 t). (20) This is a one-to-one mapping of H n (R) onto itself, δ r • δ s = δ r s for all r, s > 0, and δ 1 is the identity mapping on H n (R). It is easy to check that these dilations preserve the group structure on H n (R).
In connection with complex variables it is convenient to employ a slightly different formulation. Define H n as a set as C n × R. The group operation on H n is defined by
, and a denotes the complex conjugate of a complex number a. As before, (0, 0) is the identity element of H n , and (−z, −t) is the inverse of (z, t).
where
For each (z, t) in H n , define the mapping A (z,t) from U to itself by
one can check that A (z,t) (w, σ) ∈ U when (w, σ) ∈ U and A (z,t) (w, σ) ∈ ∂U when (w, σ) ∈ ∂U. Also,
In particular, A (−z,−t) is the inverse of A (z,t) as a mapping from U onto itself. From the definition of A (z,t) it is clear that it is a holomorphic mapping of U to itself, and in fact a complex-affine mapping, since there are only w's and σ's in A (z,t) (w, σ), and none of their complex conjugates. Thus A (z,t) is in fact a biholomorphic mapping of U onto itself.
Let us abuse our notation a bit and use δ r to denote the natural dilation by r > 0 on H n , δ r (z, t) = (r z, r 2 t). (27) As before, δ r is a one-to-one mapping of H n onto itself, δ r • δ s = δ r s for all r, s > 0, δ 1 is the identity mapping on H n , and δ r preserves the group structure on H n . These dilations also correspond to mappings on U in a natural way. Namely, define ∆ r : U → U for r > 0 by ∆ r (w, σ) = (r w, r 2 σ). (28) It is easy to see that ∆ r is a one-to-one mapping of U onto itself which takes U to U, and that ∆ r • ∆ s = ∆ r s for all r, s > 0 and ∆ 1 is the identity mapping. Furthermore, ∆ r is a biholomorphic mapping of U onto itself, and ∆ r (A (z,t) (w, σ)) = A δr(z,t) (∆ r (w, σ)). (29) A famous fact about U is that it is biholomorphically equivalent to the unit ball in C n+1 . Thus the A (z,t) 's and ∆ r 's correspond to biholomorphic transformations on the unit ball in C n+1 . They do not account for all of the biholomorphic transformations, though; basically what is missing are the complex-linear tranformations on C n+1 which map the unit ball onto itself, which is the same as saying that they preserve the standard Hermitian inner product on C n+1 .
