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Resumen
En la actualidad, el interés por la detección de eventos anómalos ha ido en aumento entre diferentes
campos de investigación del estado del arte, como la visión por ordenador, el procesamiento de señales, la
banca, etc. Las técnicas de Machine Learning (ML), y en concreto las técnicas de aprendizaje profundo,
o Deep Learning (DL), han tenido un gran impacto en el desarrollo de las recientes aproximaciones,
permitiendo grandes mejoras en cuanto a los índices de precisión de los sistemas propuestos. La visión
por ordenador es el campo más avanzado en esta área. No obstante, existen sistemas en los que este
problema se aborda a través de la información acústica proporcionada por un micrófono, o un cojunto
de ellos, colocado en un entorno, debido a diferentes condicionantes: i) Privacidad del usuario; entornos
en los que se debe monitorizar una situación y avisar si se encuentra alguna anomalía. Un ejemplo de
este tipo de sistema es un sistema de detección de violencia doméstica desplegado en un hogar. ii) Mal
funcionamiento de maquinaria; Componentes como el interior de un motor en donde es complejo instalar
una cámara para comprobar el desgaste de las piezas o su correcto funcionamiento, abordar esta tarea
con información acústica es una solución típica
A partir de un estudio del estado actual del arte en la detección de eventos acústicos anómalos, se ha
considerado utilizar un sistema existente para el desarrollo de este trabajo fin de grado. Los principales
objetivos planteados han sido: reproducir los experimentos realizados por los desarrolladores del sistema
elegido, consiguiendo así resultados similares; cambiar la base de datos utilizada para entrenar, validar y
probar el sistema, con el fin de estudiar la adaptabilidad de la red a un nuevo tipo de datos; y modificar
la red dada para estudiar el efecto que éstas tienen en el rendimiento del sistema.
Además, se ha estudiado un segundo sistema. Dicho sistema, denominado SELDNet, es bien conocido
en el estado del arte y se centra en la detección de eventos acústicos así como en la clasificación multiclase
de los mismos. Aunque no se aproxima a la tarea de detección de eventos anómalos propuesta en este
proyecto, es relevante su estudio ya que un primer paso para la detección de anomalías es la detección de
los eventos acústicos.
Palabras clave: Detección de eventos sonoros, Anomalías, Aprendizaje profundo, Keras, Tensorflow.

Abstract
Nowadays, the interest in detecting anomalous events has been rising within different state-of-the-art
research fields, such as computer vision, signal processing, banking and so on. Machine Learning tech-
niques, and specifically Deep Learning techniques, have had a great impact on the recent approaches
developed, allowing great improvements in terms of the accuracy rates of the proposed systems. Com-
puter vision is the most advanced field in this area. Nevertheless, there are systems where this problem
is addressed through the acoustic information provided by a microphone placed inside an environment,
due to different constraints: i) User privacy; environments where a situation must be monitored and a
warning given if an anomaly is found. An example of this kind of system is a domestic violence detection
system deployed in a house. ii) Machinery malfunction; Components such as engines where it is complex
to set up a camera inside to check the wear of the pieces or their correct operation, approaching this task
with acoustic information is a typical solution.
Based on a study of the current state of the art in the detection of anomalous acoustic events, it has
been considered to use an existing system for the development of this degree final project. The main
objectives set have been: to reproduce the experiments carried out by the chosen system developers, thus
achieving similar results; to change the database used to train, validate and test the system, in order to
study the adaptability of the network to a new type of data; and to modify the given network to study
the effect that these have on the performance of the system.
In addition, a second system has been studied. Said system, named as SELDNet, is well-known in the
state of the art and focuses on the detection of acoustic events as well as on the multi-class classification
of them. Although it does not approach the anomalous event detection task proposed in this project, it
is relevant to study it since a first step for anomaly detection is the detection of the acoustic events.
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In the analysis of human environments, event detection is a fundamental goal in different areas of service
automation (such as security, health-care, marketing and sales, and so on). It is usually based on
the multimodal data available through the large deployment of intercommunicating sensors and the
increasingly powerful processing systems.
Many of the state-of-the-art approaches make use of footage from surveillance networks to detect
different events [1]. However, there is an increasing interest in developing systems capable of the same
things by making use only of acoustic information, due to limitations imposed by some systems on
installing cameras on it.
The identification of acoustic phenomena has caught the curiosity of the scientific community [2–4],
especially those that can be considered as anomalies. Anomalous events are commonly defined as those
that occur infrequently in comparison to a normality model [5]; or those that have distinct characteristics
from those that are described as normal; or those that have a specific significance based on an abnormality
model of interest [6].
The project focuses on the improvement, usage and assessment of an anomaly detention framework
based on acoustic information. It seeks after the integration of high level acoustic data in mixed media
occasion location frameworks pointed at the location of irregularities or unsafe circumstances, such as
physical or psychological hostility circumstances [7, 8], where audio is usually the main or only source of
data.
In this final degree thesis, a system developed for this purpose is studied to test its capabilities when
addressing such a task.
Additionally, an event classification system will be initially analyzed, as an study of how well actual
systems are performing in the task of identifying different acoustic events.
1.2 Objectives
The main objective of this project is the design, implementation and evaluation of systems capable of
detecting acoustic events, oriented to the identification of anomalous situations, only using acoustic infor-
mation. The project analyzes available systems and databases and generate a complete implementation
which is evaluated and compared with the results of proposals available in the literature.
2 Chapter 1. Introduction
The work involves the use of audio signal processing techniques, combined with those of machine
learning, and the application of rigorous strategies of experimentation and algorithmic validation. The
development environment is based on a GNU/Linux platform, mainly using the Python programming
language.
As the general methodology we are applying, we start by selecting an existing deep learning based
system, capable of detecting if an audio signal has anomalous events, and then performing different
experiments and modifications, studying how well it performs. The major stages for this work are:
• Get the initial existing system to work
• Reproduce the results achieved by the initial existing system team by conducting the same experi-
ment with the same data-set they used. This system is based on an encoder-decoder architecture.
• Evaluate the system performance when addressing a different data-set that will be built ad-hoc to
better fit our final purpose (acoustic anomaly detection in human environments).
• Modify the structure and working parameters of the system in order to determine their effect in
further improving the results.
Finally, we will also address the initial evaluation of an acoustic event classification system, to set the
basis for future work in the anomaly detection task, but using an approach different from the encoder-
decoder architecture discussed above.
To accomplish all these objectives, it has been necessary to address several intermediate tasks:
1. Get training in machine learning, focusing on deep learning technology and its related tools.
2. Make a detailed study and inventory of the availability of tools, systems and databases so the most
appropriate for our main objective could be used.
3. Choose, from the compiled inventory, one network focused in anomaly event detection and a second
system for the event classification task.
4. Take the anomaly detection system, make it run in the laboratory computer and obtain its results
when using the default configuration and data, discussing the results and comparing them with
those obtained by the developer team of the network.
5. Generate a new database, mixing different data-sets, and use it to test the anomaly detection
system, analyzing its adaptability to a different environment.
6. Modify the structure and working parameters of the anomaly detection system and study if the
results obtained with the data-set created can be improved.
7. Run the event classification network and perform a study of the results, comparing them with those
obtained by the developer team.
1.3 Document structure
The final thesis is divided into 4 different chapters detailed next:
Chapter 1: Introduction: The current chapter, that sets out the main objectives of the work,
as well as the organization of the following chapters.
1.3 Document structure 3
Chapter 2: Prior work. In this chapter, an introduction to the Sound Event Detection (SED)
field and to the main concepts of Artificial Neural Network (ANN) is made, to set the adequate
context for the work.
Chapter 3: Implementation and results.
In which the networks under study are defined, as well as the different experiments performed with
each one, including a final discussion on the results obtained with them.
Chapter 4: Conclusions and future work.
In which we outline the main conclusions of our work, also introducing some possible future lines





In this chapter, concepts related to acoustic event detection or neural networks are provided (most of
them extracted from [9], which was a course taken by the author to prepare for the final thesis work.
Thus, the main ideas of Sound Event Detection (SED) and the definition of anomalous events are given,
as well as a general overview of the structures under study and the concepts needed to understand them.
Also, we make a quick review of some state-of-the-art systems and databases raised as suitable for the
project and the metrics used.
2.2 Sound Event Detection
Our environments consists of very complex mixtures of audio signals, since there are always several
sound sources at the same time. SED is the task of identifying sound events in a recording and their
respective temporal start and end times [10]. It comes naturally to humans to recognize different events,
even without the help of visual support, just processing the acoustic information received. We have the
capacity to sort out the different audio signals and focus on the source of interest. This is also related to
how we are able to solve the cocktail party effect, referring to the capacity we have in parties to focus on
a conversation despite the ambient noise and simultaneous conversations being carried out [11].
However, when it comes to computers, this task is not trivial. Despite the existence of various tools for
SED, Machine Learning (ML), and specially Deep Learning (DL), has given a big push to the topic. Even
so, it has taken years of research on “training” the encountering and learning correlations between the
massive diversity of sounds that are found in everyday situations. Currently, this is mainly implemented
thanks to deep learning techniques that require a great computational power.
Nowadays, detecting different events in an acoustic scene can improve the time of response of the
authorities, as a surveillance system [12, 13], or even prevent catastrophes from happening, since the
identification of events such as screams or abnormal sounds in an engine could send alerts even before
anything actually happened. Due to the great sophistication this task requires, most of the current
systems are implemented using DL techniques, that are one of the most complex approaches to ML.
6 Chapter 2. Prior work
2.2.1 Anomaly event detection
This project seeks as its main objective to develop a network capable of detecting anomalous events from
acoustic information. The concept of anomaly is complex to defined, since it depends on the situation
and context.
For this thesis, an anomaly is defined as the acoustic data with characteristics that differ from the
normality model of the information provided in the databases used. To be more precise, it will be
considered that an anomalous event has occurred when atypical or unusual sounds are detected. For
example, in a recording of the street, a car passing by is a normal sound event, while its breaks squeaking
will be considered anomalous. Another example could be the sound of a toy car machinery when it is
working properly (normal event) versus the sounds made when some part of it is broken (anomaly).
2.3 Artificial Neural Networks
Artificial Neural Network (ANN), also known as Neural Network (NN), used in many ML applications,
are systems modeled after the biological neural networks that make up animal brains. They are compu-
tational learning systems that understand and convert data input into a desired output using a network
of functions, called artificial neurons, which try to reproduce the neurons behaviour in a biological brain.
Neurons are computing units that multiply the input they get by coefficients, also known as weights
and biases, giving a greater or smaller importance to one input or another. These weights and biases
are recalculated in every training iteration, so the model generated by the network more closely resemble
the input data. Their initial values can be set by he developer to provided values or randomly. The





where y is the neuron activation, x is the input source, ωi is the ith weight with i = 0, 1, . . . , N − 1 and
bi is the ith bias.
After that, the neurons generate a final output value after applying a so called activation function.
This function let the system apply a non-linearity to the neuron output so that the system can be
complemented in a more complex way, since most of the problems nowadays are not linear. In a simple
way, activation functions are responsible for the neuron activation, and decide to what extent the neuron
is activated. An example of an Artificial Neural Network (ANN) is shown in Figure 2.1.
Figure 2.1: Simple Artificial Neural Network [14].
2.3 Artificial Neural Networks 7
The connections between neurons, known as edges, allow for signal transfer between neurons, the same
way the synapses works in biological brains. When signals are received by a neuron, they are processed
and the neuron can send the resulting signals to those connected to it. The output signal of a neuron is
obtained by the activation funcion described above.
In the specific case of DL, neurons are organized into multiple layers, so they are only connected to
others in the previous or following layer. Thus, the layer receiving the input external data is known as
the input layer, the one producing the final result is the output layer, and the ones in between them are
the hidden layers. There can be none or more of these hidden layers as shown in Figure 2.2.
Figure 2.2: Layers in a Neural Network [15].
ANNs are increasingly being used for machine learning algorithms since there is no need of program-
ming what are the operations to be carried out by the network, as it is able to learn by processing labeled
data. Thus, two types of input data can be distinguish: training data and evaluation data. The first one
is the data used for training the network. This data is basically an input that also specifies the output
expected to be generated, so that the NN learns the key characteristics of the input to generate the
correct output. The second one, the evaluation data, is data never seen before for the network, so that
it will allow us to test how well the network performs when generating its output values. These outputs
can be a classification of events, detection of anomalies, etc.
From these two different data types, two phases can also be differentiated: the training phase and the
evaluation/test phase. During the training phase, the network extracts the important characteristics of
the training data, it learns how the data is, and generates outputs, improving the results in every iteration
and generating a model in which it is specified the values of the weights in each neuron to generate the
best results. Successively, part of the training data is used for validating the model the network is making
after the input data. It is used to check if the network is still improving or it is just fitting too much to
the training model and will perform poorly with never-seen-before data.
The algorithm employed for training NNs is known as Stochastic Gradient Descent (SGD). It compares
the output given by the network with the labeled output expected, computing an error between them.
This error is propagated from the network output layer to its input layer, modifying the weights in each
layer proportionally to the amount of its contribution to the final. This is called backpropagation and
it is executed in every iteration of the training phase. Each iteration takes a subset of data, known as
batch, from the whole data-set used for training. The size of the batches is defined as a parameter for
the system. When the whole data-set is processed by the network, it is called an epoch. Once an epoch
is finished, this algorithm is executed as many epochs as the developer specifies to the network.
8 Chapter 2. Prior work
Once the training phase is finished, the NN is supposed to be able to receive new data, and successfully
generate accurate results. That is where the evaluation phase starts, when the new data (evaluation data)
is given to the network and an error rate can be obtained, based on the output generated.
The bigger and more varied the training data is, the more accurate the output of the ANN will be.
However, it can be counterproductive to introduce a big amount of training data, since the network can
fit to much to an specific model of training data and it will not be able to robustly generalize to unseen
data. This is known as overfitting [16]. In order to avoid this problem, the training data must also be
varied, and the network size should be big enough. In Fig. 2.3, the same model is shown when using
too much training data (Overfittied), the right amount (Good Fit/Robust) or not enough (Underfitted).
The dashed line indicates the guesses made by the network when identifying the events, described as
values in the figure and represented as dots. When too much data samples are given to the network, it
precisely guess them, although with unseen data will fail drastically since it learned the characteristics
of the training data-set, not generalizing the model. On the contrary, with not enough samples, the
system performs poorly when guessing. It is difficult to establish the right number of samples to obtain
a well-generalize and robust model.
Figure 2.3: Overfitting illustration [17].
Some neural network architectures are explained below, as well as different techniques and operations
used to improve their performance.
2.3.1 Convolutional Neural Networks
Convolutional Neural Network (CNN) are a type of ANN designed to work in a manner similar to that
of neurons in the primary visual cortex of a human brain, since we are very efficient classifiers, and
most neural network architectures try to imitate it. They have been found to be very effective in image
classification and segmentation tasks. They consist of a multitude of convolutional filter layers of one or
more dimensions, behind which nonlinear activation functions are inserted.
In its classification process, 2 phases can be distinguished:
Feature extraction: This is the initial phase and is mainly composed of convolutional neuron
layers that resemble the processing of the human visual cortex. The more you advance through
the number of convolutional layers, the less they react to the variation of the input data and the
greater is the abstraction achieved by them to recognize more complex shapes. So, for example,
when extracting the features of an image of a car, in the first layers the network will detect the
edges or the color of the car, while in the last layers there may be a filter that defines the complete
shape of a car.
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Classification: They are based on the use of dense layers, which are a collection of fully-connected
neurons between each of them. This phase allows us to relate all the extracted characteristics and
to carry out the classification.
This kind of networks allows to relate the complete set of characteristics of a model and classify them
according to that relation.
Figure 2.4: CNN schema [18].
In this project, a Convolutional Recurrent Neural Network (CRNN) is used. The main difference
between CNNs and CRNNs is that the second ones include recurrent layers in their architectures. This
let them relate previous information to an event to the event itself, giving it memory, the same way a
human relates a previous conversations to a discussion to the discussion itself. In particular, the network
tested had Gated Recurrent Unit (GRU) layers (Fig. 2.5).
Figure 2.5: GRU schema [19].
This kind of neurons have 2 types of inputs. The first one is those inputs that take the output from
the previous neurons (Xt), and the other (ht−1) takes the output generated by itself in previous iterations
(previous information). Internally, it is composed of two gates, the reset gate (rt) and the update gate
(Zt), in charge of deciding how much of previous information can be forgotten and how much is important
to keep so it influences to the new output, respectively.
10 Chapter 2. Prior work
2.3.2 Autoencoders
Autoencoders are a specific type of ANN, composed of a non-linear encoder and a decoder. This kind of
networks has proven to be suitable for the anomaly detection kind of tasks proposed in this thesis [20,21].
Autoencoders are trained to copy the input given to its output by first encoding the input (compressing
it) using a non-linear function (e.g. f ) and then decoding it using a second non-linear function (e.g. g).
The training criteria is to obtain the original data as accurately as possible, as seen in Figure 2.6.
Its objective is to minimize the differences between input data and the output, so it improves how the
compression of the inputs is perfomed and the reconstruction error is reduced [22].
Figure 2.6: Autoencoder schema [23].
Auoencoders ar trained with normal data so they generate normality models of the data. The way
autoencoders differentiate whether the data is normal or anomalous is by comparing how well the input
is reconstructed at the output. Since the network is only trained with normal data, when an anomalous
sample is introduced, it will fail at the reconstruction, or at least it will be worse than those generated
when a normal audio is given to the network. Thus, it results in a bigger reconstruction error when the
file inserted does not contain an anomaly. Comparing the reconstruction error with a maximum threshold
error, the system makes the binary classification of anomaly or no-anomaly
2.3.3 Activation Functions
As explained before, activation functions establish how and when every neuron is activated. In a more
technical way, activation functions define how the sum of the weighted inputs is converted into an output
in every neuron of every layer. Thus, different activation functions can be used, one per layer the system
has. Normally all hidden layers use the same activation function, and the output layer a different one,
depending on the network task [24].
Choosing one or another may have a great impact in the capability and performance of the network,
as it will influence in the predictions made by a trained model. In this project, the main activation
function used is the Rectified Linear Unit (ReLU) function. We also evaluated the use of additional ones:
Parametric Rectified Linear Unit (PReLU) and Leaky Rectified Linear Unit (Leaky ReLU), which are
explained below.
2.3.3.1 Rectified Linear Unit Activation
ReLU function [25] is the most used activation function nowadays in deep learning since it makes easier
to train systems and normally achieve good enough performance. It directly outputs the weighted inputs
value when it is positive, or zero when it is negative (Figure 2.7), and it is defined as:
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f(y) =
y if y > 00 if y < 0 (2.2)
Figure 2.7: ReLU activation function [26].
By doing this, since there is no need for updating the weights when the result of the weighed input
addition is negative, it leads to the disconnection of some neurons and, thus, it may reduce overfitting
by stopping the evolution of the learning process.
2.3.3.2 Leaky Rectified Linear Unit Activation
Leaky ReLU is a modification of ReLU which, instead of giving an output of zero when the weighted
input was not positive, it is also linear, with a low slope (Figure 2.8), referred to as leak. This slope is
usually as small as 0.01− 0.02, and it has the following expression:
f(y) =
y if y > 0αy if y < 0 with 0.01 < α < 0.02 (2.3)
Figure 2.8: Leaky ReLU activation function [26].
With this, instead of reaching a dead end, neurons are not completely deactivated and keep evolving.
However, according to some studies, Leaky ReLU can provide worse results and performance [27].
2.3.3.3 Parametric Rectified Linear Unit Activation
PReLU is similar to the previous one. In this case, it has a greater impact in the performance, since the
slope for the weighted input negative values is bigger, and so the learning speed of neurons is increased
with nearly zero extra computational cost [26]. This activation function is defined as follows:
f(y) =
y if y > 0αy if y < 0 with α ∈ R (2.4)
This kind of activation function is more likely to fall into overfitting.
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Figure 2.9: PReLU activation function [26].
2.3.4 Regularization techniques
When the modeled trained by a NN becomes more and more complex, it can reduce the training error
drastically. However, the validation error not always follows that reduction and can even start to increase.
It means that the network is fitting too much to the training data and will result in poor performance
with unseen data. In other words, it falls into overfitting.
Figure 2.10: Error evolution [28].
Regularization techniques are used in ANN to prevent this from happening, and to stabilize the
learning process. This techniques freeze and reduce the evolution speed of the weights in the neurons,
meaning some of them are stopped from learning and progressing their coefficients or doing it slowlier.
There are many regularization techniques, and we are going to explain three of them, as they have
been used in the thesis implementation.
2.3.4.1 Early stopping
This is one of the most common techniques used in network training. When training a large model on
a big enough data-set over an extended period of time, rather than boosting the model’s generalization
power, it will increase the likelihood of overfitting. The training error will continue to be reduced but,
at certain point, the validation error will start increasing rather than falling. At that point, it will have
started to overfit.
The main idea behind early stopping consists of halting the updating of the network coefficients when
the validation error starts to increase. It can also store the values of the weights when a minimum in the
training and validation error is reached, so it is considered as the best model up to this point. Usually,
and it is that way in the systems developed in this project, the network performs a few more iterations,
specified as a parameter by the developer, to check if a better model can be trained. If not, the training
is completely stopped and finished, independently of whether the number of epochs has been reached or
not, considering the last saved model as the best one and using it for the evaluation process.
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2.3.4.2 Batch normalization
This technique comes from the need for coordination between the high amount of layers in deep networks,
due to the randomness of the initial values of the weights and since every layer’s neurons take as input
the previous layer’s outputs. In these networks, a small change in the initial layers may involve a huge
amplification of the change when it propagates to deeper layers.
It consists of standardizing the input in every layer so the learning process is stabilized, meaning the
coefficients in the neurons do not make huge changes in their values, so the number of iterations needed
to train deep networks is reduced. Besides, this balancing of network learning improves the generalization
capabilities of the system, so that the trained model created does not fit too much to the input data,
thus reducing the risk of overfitting [29]. This normalization is performed per batch, calculating its mean
and deviation to make the standardization, not to the complete data-set used.
2.3.4.3 Dropout
As anticipated in subsection 2.3.3.1, a good way to reduce the effect of the overfitting is switching off
neurons, so that they do not progress in their learning (Figure 2.11). That is the idea behind this
technique: unique combinations of the neurons are being ignored or set to zero randomly at different
points in time during the training phase. It is not exactly the same process done by the ReLU activation
function. When applying dropout, independently of the outcome of the operations performed by the
neurons, the units to which it is applied, are stopped from evolving their coefficients and they do not
generate any output. In several studies, it has been observed that, at any given moment in time, the
models with dropout had a lower classification error than the same models without dropout [30–32].
Figure 2.11: Example of dropout application in a system [33].
Thus, dropout helps minimizing the overfitting on the training data by lowering the reliance of each
neuron on other units in layers, resulting in a smaller error. This suggests that dropout regularization
helps to break the co-adaptations among neurons, allowing each neuron to function in a more autonomous
way.
2.4 Revision of state-of-the-art systems
With all this concepts assimilated, a extensive revision of state-of-the-art systems has been made, search-
ing for anomaly detection oriented networks. Currently, most of the systems are based on visual infor-
mation or a mix of visual and acoustic data. However, since it is gaining interest and importance to find
solutions to event detection in environments where is not possible to place cameras, it is not difficult
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to find systems only based on acoustic information. Moreover, there are a group of challenges called
Detection and Classification of Acoustic Scenes and Events (DCASE), in which many different research
groups develop their own systems to accomplish given tasks proposed in each year’s challenges. Those
tasks consist of the detection and/or classification of events and scenes, sometimes anomalies (depending
on each years challenge’s tasks) only using the audio data-sets the organizers provide. After making a
wide research looking for networks to use, taking into considerations the complexity of the systems and
in order to make it easier, the final revision was made focusing in the DCASE challenges from 2017 until
now.
2.4.1 Libraries
When analysing suitable systems for this thesis, it is important to choose those using Python [34] as
coding language and the libraries Keras [35] and TensorFlow [36] as construction and training libraries
for the models. It is decided like that since most of the systems developed in our research team were
based on them, so it would be easier to give support when incompatibility errors would appear, apart
from being the most used libraries in DL nowadays.
The reason to use a network coded in Python is that it is the most widespread programming language
in this area. It allows developers to write concise and readable code, thanks to its simplicity, while
it is executing complex algorithms for machine learning. Moreover, it is easy to learn since is very
understandable by humans. This makes it more intuitive than other programming languages. In addition,
there are many libraries and frameworks developed for machine learning in python.
2.4.1.1 TensorFlow
TensorFlow is a library developed by Google Brain for its machine learning applications and deep neural
networks. It is a mathematical computation library, which quickly and efficiently executes flow graphs.
A flow graph consists of mathematical operations represented over knots, and whose input and output is
a multidimensional vector (or tensor) of data.
Right now, there are two different TensorFlow versions: TensorFlow 1 and TensorFlow 2. The main
difference between them is that TensorFlow 2 makes transparent for the programmer the usage of the
sessions in the GPU and adds an eager mode to the tensors, making possible to debug in real time.
Moreover, Keras is embedded in TensorFlow 2, giving it a greater importance and making it more efficient
to train the models. For that second version, Keras is imported from TensorFlow, instead of importing it
independently. This did not have any impact in the development of the project, it was indifferent during
the system search, as both versions are easy to install and use. In the end, the version used to run the
networks under study was 1.15.2.
2.4.1.2 Keras
Keras is a neural network library written in Python, also developed by Google. It is a high-level API for
the creation of learning models. It provides a homogeneous syntax and a simple, modular and extensible
interface for the creation of neural networks. (Version 2.1.6)
2.4.1.3 NumPy
This library is very commonly used. It is a Python mathematical library for big multidimensional arrays
and matrices, giving a large collection of mathematical functions to operate with them. (Version: 1.20.2)
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2.4.1.4 Pandas
It is a library made for the manipulation and analysis of data structures and time series, as an extension
of NumPy library. (Version: 1.2.4)
2.4.1.5 Scikit-Learn
Library containing several classification algorithms, using NumPy for the operations support. (Version:
0.20.2)
2.4.1.6 LibRosa
Python library for the analysis of audio record’s information. (Version: 0.7.2)
2.4.1.7 TQDM
This is just a graphic library for the display of progress bars in Python. (Version: 4.43.0)
2.4.2 Review of the evaluated networks
As a main objective, the first system to be chosen had to be an anomaly event detector network. For
doing so, the tasks related to anomaly identification in the DCASE challenges were considered. From
the existing challenges since 2017, only in two of them we could find tasks related to this topic: task 2 of
DCASE 2017 and task 2 of DCASE 2020.
Finally, in an attempt to obtain the most current networks, the networks considered were taken
from the DCASE 2020 challenge task 2. This task consisted of detecting anomalous sounds in machine
monitoring environments. The detection of anomalies in this machines is not the objective of the project,
but it is good starting point for the study performed. After all a new data-set is created in a second
experiment, which is more orientated to the detection of anomalies in human environments.
Thus, three systems were pre-selected for the anomaly detection task:
1. Autoencoder baseline system from the task [37].
2. Improved baseline autoencoder system [38]. Ranking place as a team: 35. Ranking place of the
system: 87 (Based on te results provided).
3. Dense autoencoder [39]. Ranking place as a team: 24. Ranking place of the system: 58 (Based on
the results provided).
All of them fulfilled the criteria for choosing them for the study, so, in the end, the last of them was
chosen for being the one providing the best results of the three. The rest of the systems in the task,
obtaining better results and having a superior place in the ranking, were using different coding languages
and/or libraries such as PyTorch, similar to Tensorflow, or just were not sharing the code, so they were
discarded.
As part of the project objectives, it was stated that a second system would be studied for the task
of classifying sound events. For this, as a more secondary goal, the well-known system in the state of
the art, SELDNet, developed by Sharath Adavanne and his team, a CRNN network. More precisely, the
selected one was the system version they presented for the Task 3 of DCASE 2020 [40].
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Apart from these networks, additional ones were analyzed, but in the field of acoustic scene classifi-
cation, which consists of classifying the set of events as one. As an example, several events such as cars,
large vehicles, people walking and children laughing can be classified as a street scene; as second example,
events of washing machine, microwave and water boiling could be considered a kitchen scene. It was not
part of the objectives, but, in case of not finding an event detector suitable for the project specifications,
the next step in event classification would be this one, classifying the whole scene. From those systems,
the part of identifying the events could have been isolated and used for the project purposes.
2.4.3 Databases search
Once an anomaly detection network was chosen and proven to work, there was a second task of proving
the capabilities of the network with different datasets. For that purpose, an study was conducted to find
suitable databases, capable of demonstrating how well the network could adapt to them.
For doing so, the possible datasets needed to have events that could be considered normal or anomalous
or, alternatively, find separate datasets of normal events and datasets of anomalous events, to be later
fused in an unique dataset for the evaluation process.
After carrying out this research, the following data-sets were selected as possible candidates for our
objectives:
FSD50K [41] This database was created with the intent of having a large data-set for tasks related to
SED, since most of the existing ones are too small. There is one really big though, the AudioSet data
base, a massive amount of audio tracks taken from YouTube videos with more than 500 classes. The
problematic with this dataset is that it is not an open dataset, which is a big limitation. Therefore,
the creators of the FSD50K dataset took the original videos, downloaded the audio tracks and
labeled them manually, generating an open dataset of over 51k audio tracks and over 200 classes.
SONYC-UST-V2 [42] This data base consists of over 18K labeled audio recordings from the Sounds









TUT Sound Events 2017 [43] This data-set consists of 3-5 minute recordings from street scenes in
different environments of interest for sound event detection concerned with human activity and








TUT Rare Sound Events 2017 [44] This data-set comprises isolated sound events for each target
class as well as background recordings of everyday acoustic situations. It also consists of 3-5 minute




Most of the audio tracks, when the events were not occurring, were background recording taken
from the TUT Acoustic Scenes 2016 data-set. The advantage of this database is that it was already
focused on anomaly detection, and so the events specified are considered anomalous.
TUT Acoustic Scenes 2017 [45] This data-set contains recordings from a variety of acoustic scenes,
each with its own unique recording locations. A 3-5 minute audio recording was taken at each
recording location. The original recordings were then divided into parts of 10 seconds each. This
data-set was taken in case there was the need to use the scene classifier, but it was not the case.
For simplicity, recordings from the TUT 2017 database (except for the acoustic scenes data-set), were
the chosen ones to be mixed and used as part of the second phase of the work in this thesis. They were
both given as the data-sets of the DCASE 2017 challenge’s task 3 (Sound event detection in real life
audio) and 2 (Detection of rare sound events) respectively [46].
2.5 Evaluation Metrics
In this section, the evaluation metrics used to evaluate the network performance are explained.
For the anomaly event detector network, the organizers of the DCASE challenge established the area
under the Receiver Operating Characteristic (ROC) curve and its partial area, as the evaluation metrics.
That curve is a graphical representation of sensitivity versus specificity for a binary classifier system as
the discrimination threshold is varied. This curve is constructed by plotting of the true positive rate
against the false positive rate (Fig. 2.12).
In classification problems, a True Positive (TP) means the event was classified as the correct one (it
was classified as X and indeed it was X), a True Negative (TN) means the event was correctly rejected to
be a different event (it was determined no to be X and it was Y ). On the other hand, when the received
classification decision says an event was not X, but it actually was X, it is called a False Negative (FN);
and when it happens to classify it as X when it was Y , it is called False Positive (FP).
Thus, the true positive and false negative rates are computed as:
TPR = TP
TP + FN (2.5)
FNR = TN
TN + FP (2.6)
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Figure 2.12: ROC curve [47].
The anomaly score determines how significant an abnormality is in comparison to other anomalies
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where ‖.‖2 is the l2 norm, ε and D are the encoder and decoder functions, respectively, of the
autoencoder, φt is the original input and T is the number of time-frames.
The way to compute the Area Under the Curve (AUC) and the partial Area Under the Curve (pAUC)



































In these equations, b.c is the flooring function and H (x) returns 1 when the x is bigger than 0 and









j=1 are the normal and anomalous samples, respectively. This samples are
arranged in descending order by their anomaly scores. Thus, the threshold is set using the anomaly scores
of normal test samples. This metrics are focused in binary classifications, whether the event exists or
not, that is the approach taken for the anomaly event detector. pAUC is computed as the AUC over a
low FP rate with a range from 0 to p, being p 0.1. This upper limit is defined that low since an anomaly
detector cannot give false alerts constantly, it cannot be trusted.
However, a different way to do it would have been, instead of saying yes/no to anomaly identification,
classifying the events and then establishing which of them is considered an anomaly. This approach would
have used different metrics, precisely those used by the second system studied:
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Precision: It measures the evaluation’s of the algorithm model quality in classification tasks. In the
area of event detection would refer to, out of all the events classified as X, how many were actually
X. It is calculated as:
FNR = TP
TP + FP (2.10)
Recall: It measures the percentage of affirmative cases that the algorithm accurately identifies. So, it
basically shows, out of all the events that actually are X, how many have been correctly detected
as event X. It can be computed as follows:
FNR = TP
TP + FN (2.11)
F score: this metric combines the previous two in a single indicator. The greater this factor is, the
better is the network performing. It is computed by:






In this chapter, the networks chosen for the development of the study and the experiments performed
are going to be explained.
In the first phase of the project, the objective was to make an inventory of different networks designed
to detect anomaly events from acoustic information and networks capable of classifying different acoustic
events. Many where found, but the final selection was made based mainly in the libraries and code
language used by the team who developed them.
Three experiments with the anomaly detector will be performed:
• Try to reproduce the results obtained by the developers of the network, preparing a virtual envi-
ronment with the libraries needed and solving incompatibilities issues.
• Train the network with a new data base, created by joining two different data-sets suitable for the
task of detecting anomalies in human environments.
• Modify main parameters of its structure in an attempt to improve the results obtained with the
new data-set, trying to obtain the best architecture for the task.
Moreover, the second system selected, an events classifier, is tested to reproduce the results presented
by its developer team. For so, a data base used for task of detecting real-life sound events, close to the
aim of this project of detecting anomalous events in human life environments.
Throughout the chapter, GPUs are mentioned due to a few complications. GPUs are needed in
tasks of Deep Learning (DL) since they allow parallel computations, exploiting matrix computation and
obtaining that high computational capacity that CPUs lack. In this project, the computer running the
network’s codes uses an NVIDIA graphic cards, so the drivers Cuda and CuDNN are installed.
3.2 Anomaly Event Detection Network
The anomaly detector system initially used had been developed by one the teams participating, the
Pilastri_CCG team, in the Detection and Classification of Acoustic Scenes and Events (DCASE) 2020
challenge. Specifically, for the Task 2: Unsupervised Detection of Anomalous Sounds for Machine Condi-
tion Monitoring [37]. It was chosen as the best approach since it was written in Python and it made use
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of the libraries established as requirements (Keras and TensorFlow). It also ranked in a good position in
the challenge.
Their approach is to develop a Dense Autoencoder which uses the sound energy features extracted
from logarithmic mel-spectograms. They implemented an encoder of 4 fully-connected layers with 512
hidden units and a decoder of another 4 fully-connected layers, followed by Batch Normalization an
ReLU as regularization technique and activation function, respectively. They also used early stopping
of training to reduce the possible overfitting. As connection between both architectures (encoder and
decoder), there is a latent space composed by a fully-connected layer with 8 hidden units. The structure
can be easily identified in Figure 3.1.
Figure 3.1: Autoencoder network structure [39].
For training and evaluating the dense autoencoder, a database is provided by the DCASE challenge
organizers. It is made by a selection of audios taken from the ToyADMOS [48] and theMIMII Dataset [49]
databases. The resulting one consists of normal and anomalous operating sounds of 6 different toy and/or
real machinery classes: Toy car, Toy conveyor, Valve, Pump, Fan and Slide rail. Each machine class has
4 different machine audios, except for the Toy conveyor which only consists of 3 different ones. All
audios have a duration of approximately 10 seconds and only the information of one microphone in the
microphone array was used, so that the audios are monoaural.
Since it is an unsupervised task, the data-set does not contain any labels. However, in the name
of each audio track, it is specified whether it contains an anomalous event or a normal one. Thus, the
format of every audio file is: {normal/anomaly}_id_{idNumber}_{audioNumber}.wav. Here,
the first field indicates the normality nature of the file, the idNumber field is the identifier of every
machine, for each class, and the audioNumber is just an extra identifier, but does not provide any
relevant information.
For training, only normal audios are given to the network, while for evaluation a combination of
normal and anomalous audios is used. The network creates a model for each machine class during
training, minimizing the reconstruction error for every machine class’ normal events. As explained in
subsection 2.3.2, autoencoders compare the reconstruction error to a threshold to diffferentiate between
anomaly and non-anomaly. In this case, as seen in equations 2.8 and 2.9, the threshold used to determine
if there is anomaly or not in a file is the anomaly score (equation 2.7) of the normal test samples.
Three experiments are carried out with this network:
1. Reproduce the results presented in the DCASE challenge by the development team, with the ob-
jective of evaluating whether we were able to correctly reproduce it and the required environment
conditions (mainly libraries and their versions).
2. Create a new data-set more adapted to our target scenario, and see how the network performs with
it.
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3. Change some of the network parameters to check their impact in the network performance.
3.2.1 Initial Experiments with the Original Network and Dataset
3.2.1.1 System Setup
The first experiment performed is to reproduce the results obtained by the original team just by running
the autoencoder with the same data-set. There were problems derived from different library versions,
incompatibilities with other libraries and different python versions.
First of all, it is needed to prepare a virtual environment, configuring the libraries’ versions needed
for running the network. For so, the Python version was updated to 3.7, since it is the one supported
by Tensorflow 1.15 and the system makes use of this version of the library. A part from that, taking as
reference a requirements file provided by the developers in their GitHub repository, several libraries are
installed. However, a few incompatibilities errors appeared, so the developer team was contacted for an
updated list of libraries and versions. Once the libraries are updated to the versions described in 2.4.1,
so the incompatibilities are avoided between libraries and the code, the environment is ready.
Due to hardware limitation, a maximum number of samples of 2600 audio files is needed to be
established. The GPU installed in the laboratory computer has less memory, so it can process less files
during training than the one used by the developer team. This may affect to the results obtained, since
there are less samples to create the models, as will be seen in the results discussion.
Once the virtual environment is prepared and the limitations are established, the system can be put
to train and start to acquire results.
3.2.1.2 System Training
The network is trained with files from all the six machine classes and generates one model per each one
of them. Each class has the following number of files for training the model:
• ToyCar: 4000 audio files.
• ToyConveyor: 3000 audio files.
• Fan: 3675 audio files.
• Pump: 3349 audio files.
• Slider: 2804 audio files.
• Valve: 3291 audio files.
This system is trained to minimize the Mean Squared Error (MSE), defined by equation 2.7, using the
structure explained above and the Adam optimizer with a learning rate of 0.001. It also has implemented
an early stop of the training so, if the error does not improve for 10 epochs, it stops training and saves
the last best model obtained. This training method is iterated with a maximum of 100 epochs. It uses
the 30% of the training samples in each machine as validation split.
Due to the hardware limitation mentioned, instead of taking the full set of files of every machine class,
only 2600 audio files were taken for each one, making it a total of 15600 audio files. When training, it
takes around 40 minutes to train each model, about 2 minutes per epoch, taking about 4 hours to perform
the complete training of this data base.
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3.2.1.3 System Evaluation and Results Discussion
For evaluating, the following amount of file are used:
• ToyCar: 2500 audio files.
• ToyConveyor: 3510 audio files.
• Fan: 1965 audio files.
• Pump: 856 audio files.
• Slider: 1290 audio files.
• Valve: 880 audio files.
It takes about 3 minutes to evaluate each machine class, taking around 18 minutes to finish and give
the results. In Table 3.1, we show the comparison of the results presented by the original team and ours.
Machine type id Project results Developers results
AUC pAUC AUC pAUC
Fan 00 54.24% 49.53% 56.73% 49.72%
02 73.06% 53.85% 79.60% 54.00%
04 59.87% 52.25% 70.11% 54.11%
06 73.86% 53.13% 81.69% 55.15%
Average 65.26% 52.19% 72.03% 53.25%
Pump 00 68.54% 55.58% 66.94% 56.83%
02 61.95% 59.46% 60377% 60.31%
04 84.03% 61.05% 57.00% 66.32%
06 76.36% 59.86% 77.53% 60.32%
Average 72.72% 58.99% 73.06% 60.95%
Slider 00 97.58% 88.65% 96.12% 82.30%
02 80.54% 64.12% 79.55% 64.42%
04 93.49% 68.24% 95.44% 76.14%
06 77.24% 49.62% 77.22% 49.56%
Average 87.21% 67.66% 86.88% 68.11%
Toy car 01 80.38% 69.21% 83.87% 72.64%
02 84.72% 78.52% 87.56% 80.35%
03 60.71% 54.39% 63.12% 55.02%
04 82.84% 69.51% 88.60% 76.68%
Average 77.16% 69.41% 80.79% 71.17%
Toy conveyor 01 81.87% 68.40% 81.67% 69.41%
02 66.52% 57.38% 68.04% 58.31%
03 78.94% 62.19% 79.59% 63.64%
Average 75.78% 62.66% 76.43% 63.79%
Valve 00 74.51% 51.88% 74.61% 52.28%
02 74.36% 51.80% 76.68% 52.72%
04 77.86% 50.79% 79.58% 50.96%
06 60.65% 48.25% 57.78% 48.73%
Average 71.94% 50.68% 72.16% 51.17%
Table 3.1: Results obtained in the first experiment.
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The first thing observed is that in all the cases but one, our results are slightly worse than those of
the developers. That is an expected result since the number of training samples was limited to 2600, due
to that lack of memory space discussed before, so the network had less samples to create each model.
Furthermore, the difference is not that big and the results can still be considered good enough, actually
being even better than many results presented to the challenge task.
However, as mentioned above, this does not apply to slider machines. For all of the sliders machines,
except for the one with id number 04, we obtained results that were better than those obtained by the
developer team. This means that the original network was generating a model for slide machines too
fitted to the training data. This leads to the model not correctly identifying anomalies in the evaluation
test, since it is overfitted to the training data.
Our main conclusion, is that the system setup and adaptation we made was good enough to be
considered valid, specially considering the limitations in the training data size. Moreover, we were able
to identify a possibly overfitted result, which give interesting information and it raises the question of
how to prevent it from happening.
3.2.2 Testing with a Different Database
3.2.2.1 System Setup
For the execution of this second experiment, the idea is to find several data-sets and create a new database
by mixing them, so the adaptability of the autoencoder can be tested with it. The main target is evolving
from a machine anomaly detection scenario to another more related to anomalies that can be found in
human environments.
Consequently, an extensive research was carried out to find suitable databases, looking for those that
could have both normal and anomalous events. In the end, as explained in section 2.4.3, two databases
were selected for this purpose. Both are databases used in the DCASE 20017 challenge and were recorded
with similar conditions of sampling frequency and sample resolution. From them, a differentiation between
what is considered normal and anomalous events. Thus the events Gunshot, Glass breaking, Baby crying
and Breaks squeaking have been defined as the anomalous events in the different scenes.
In both datasets, the audio files are composed by recordings of 3-5 minutes of duration. This is
important since the autoencoder network under test was designed to work with files which last 10 seconds.
Only the files with a duration shorter than 10 seconds were failing in both training and evaluating when
taken to be introduced and processed by the network, resulting in void elements of a tuple. This problem
came from an inaccuracy in the description given in documentation of the DCASE 2020 challenge, where
it was said that the audios had an approximate duration of 10 seconds, when in fact their duration was
always 10 seconds and the network was constructed only for 10-second files.
Then, before running the training, it was necessary to divide the audio files in 10-second segments.
Moreover, it was needed to take into consideration that both anomalous and normal events were together
in those long files. The first step was to extract all the anomalous events, that are those that really
needed to be isolated. For doing so, the sox application was used, which allows to process audio files
from the command line. With it, a few bash scripts were developed to process both databases. By using
the provided labels (event name and starting and finishing timestamps) we isolated the anomalous events
as individual audio files.
Since these events usually lasted less than 10 seconds, we decided to apply an strategy similar to
random-padding [50] as opposed to performing a simple zero-padding approach. Random padding con-
catenates the same anomalous event file until it reaches the required 10 seconds duration. A better
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approach would have been to modify the network’s code to allow processing files with arbitrary dura-
tions, but for simplicity and due to a lack of time, this is proposed for future work.
Once the anomalous events were isolated, the files were divided into fixed 10 second segments, again
developing several bash scripts and using the sox application. There was no need to keep the normal
events separated in individual files since the network is a binary anomaly classifier.
Following the same format than the original database, the files were named differentiating between
both data-sets. For doing so, the files obtained after processing the TUT Rare Sound Events 2017 data-set
were given the id 00 and the ones obtained after processing the TUT Sound Events 2017 data base were
given the id 01. This was made so that the network could differentiate results for the different datasets,
even though what finally counts is the weighted average between both.
Once all this file processing was completed, the resulting database was composed of 1593 files for
training and 648 for evaluation (489 files with id 00 and 159 with id 01).
3.2.2.2 System Training
Once the whole new data base was prepared, the network was trained to generate a unique model for this
mixed data-set. In this experiment, the required time for the training was drastically reduced, since only
1593 files were processed, taking similar time per epoch than what it took in the previous experiment,
around 1 minute and 50 seconds, and a completion time of 40 minutes more or less. The configuration
of the training is exactly the same used for the previous experiment, except for the data-set used.
3.2.2.3 System Evaluation and Results discussion
As explained above, 648 audio files were used for the evaluation test, taking around 5 minutes to finish
it and yield the results shown in Table 3.2.






Brakes squeaking 01 69.81% 60.13%
Average 88.21% 79.54%
Table 3.2: Results obtained when using the new dataset.
These results are pretty good, as it can be seen that the weighted average classification rate is over
88% for the AUC metric, it is better than any result obtained with the original database used. There is
a possible explanation for that. When listening to the different audio files generated, there are obvious
differences between those containing anomalies and those that are normal events. In the anomalous files,
all of them contain strong and strident noises. On the other hand the normal files contain very soft audios,
clearly recorded in streets with very low traffic of vehicles and people, or a quite domestic environments,
so when it appears a gunshot or a baby starts crying, it makes a noticeable difference.
Further analyzing the resultsl, the events of breaks squeaking obtained a lower hit rate, even though
it could also be considered as a good result. That can be explained too by listening to the audios
containing Breaks squeaking events. When expecting this kind of events, you imagine a deafening squeak,
but it is just the sound of a vehicle stopping, not those high sounds expected. Nevertheless, since the
network normalizes the input files before using them for training, it was able to correctly classify them
as anomalous in a great number of cases.
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3.2.3 Changing Network Parameters
3.2.3.1 System Setup
For the last experiment made with this network, the main parameters of the structure of the autoencoder
were modified to see how the performance varied.
In this experiment, the dataset used was that composed during the completion of the second experi-
ment (described in Section 3.2.2).
After discussing which parameters could be modified and tested, it was decided to perform the fol-
lowing modifications:
• Change the regularization technique from the Batch normalization used to a Dropout one with
rates of 0.25, 0.5 and 0.75 (3 experiments, one per dropout rate).
• Change the number of neurons in every hidden layer to 128, 256 and 512 (original amount of hidden
units).
• Modify the activation function from a ReLU to a Leaky ReLU and a PReLU.
The experiments were done independently, changing one parameter at a time, obtaining the results
discussed below.
3.2.3.2 System Training
For this last experiment, it is used the data-set created for the previous experiment, thus having the same
number of files for training and taking similar times for it. The main difference when training is that,
every time a parameter is changed, it is needed to perform a new training, since the model created varies
depending on the parameters selected and its values. Again, the configuration of the training is the same
as that used for experiment one.
3.2.3.3 System Evaluation and Results Discussion
The first parameter to be modified and studied was the Dropout technique, instead of the Batch normal-
ization. The results obtained are shown in Table 3.3.
Dropout id Coefficient: 0.25 Coefficient: 0.50 Coefficient: 0.75 Batch normalization




00 32.03% 47.83% 34.14% 47.86% 50.78% 48.05% 94.20% 85.85%
Brakes squeaking 01 64.66% 57.30% 57.30% 58.09% 32.78% 50.85% 69.81%% 60.13%
Average 40.03% 49.70% 39.82% 50.37% 46.31% 48.73% 88.21% 79.54%
Table 3.3: Results obtained when using Dropout.
A it can clearly be seen, there is an important worsening of the results, specially for the anomalous
events taken from the TUT Rare Sound data-set (id: 00). However, what can be observed is the fact
that, when increasing the dropout rate, the anomaly event detection is improved substantially, increasing
the classification from a 32% to a 50% from the dropout rate of 0.25 to the 0.75 one. That makes sense
since the dropout rate indicates the probability with which every neuron may or may not be stopped
from learning and giving outputs, thus demonstrating the hypothesis of some studies that say the best
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dropout rates are between 0.5 and 0.8. On the other hand, with the Brakes squeaking happens exactly
the opposite, the network generates a good model for the smallest dropout rate, obtaining a result not
that far from the original configuration, and it gets worsen when the dropout rate is increased. However,
taking into consideration the weighted average results between both anomalous events, it still gets better
when increasing the rate.
It can be concluded that the dropout approach is not adequate for this network.
The second modification is reducing the number of neurons per hidden layer to 128 and 256, in order
to compare it with the results obtained when using 512 neurons. The batch normalization technique is
again used. The results obtained are shown in Table 3.4.
Neurons id 128 neurons 256 neurons 512 neurons




00 91.38% 81.19% 92.09% 81.99% 94.20% 85.85%
Brakes squeaking 01 70.25% 61.29% 74.00% 61.11% 69.80% 60.13%
Average 86.20% 76.31% 87.65% 76.86% 88.21% 79.54%
Table 3.4: Results obtained when reducing the number of neurons.
According to the results, it is clear that reducing the number of neurons does not have a major impact
in the network performance. The weighted average results are quite stable and always above 86%, which
is a good success rate. When analyzing individually both anomalous sources, the Brakes squeaking events
see an improvement in the performance of the network and the worst results are obtained when using
512 neurons per layer. It suggests that for this event, the network may be overfitting.
So, from this experiment, it can be concluded that is better to have 512 hidden units per layer, as
the system has a better average hit rate. Future work should address further increasing the number of
hidden units per layer.
The last modification done was to change the activation function of the autoencoder layers, by con-
siering the Leaky ReLU and the PReLU activation functions. The objective is comparing the original
execution when using a ReLU activation function, leaving back the 512 neurons per layer. The results
obtained are shown in Table 3.5
Activation funtions id Leaky ReLU PReLU ReLU




00 90.07% 77.46% 93.65% 85.56% 94.20% 85.85%
Brakes squeaking 01 73.58% 62.50% 68.20% 59.95% 69.80% 60.13%
Average 86.02% 73.79% 87.41% 79.27% 88.21% 79.54%
Table 3.5: Results obtained when changing the activation funtion used.
Similar effect to those seen in the previous experiment can be observed. The results does not have
a great variation and still can be considered good with all three activation functions, getting the worst
results with the Leaky ReLU function, a bit better when using the PReLU function and the best results
obtained with the original ReLU function. If we look closer, it can be commented that, while the Gunshot,
Baby crying, Glass breaking events get better with every test, obtaining the best result with the original
configuration, the Brakes squeaking event generates the best results when using the Leaky ReLU. For
these events, the best model generated is when having a small leak in the activation function for negative
values.
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Thus, we finally conclude that the best activation function for this network, using this specific data-set,
is the ReLU function.
3.3 Event classification network
3.3.1 System Setup
As explained in Section 2.4.3, we also wanted to evaluate the uses of an acoustic event classification
network.
We initially decided to use the SELDnet network, developed by Sharath Adavanne and his team for the
Task 3 of DCASE 2017 challenge: Sound Event detection in real life audios [46]. However, when planning
how to isolate the detection part and ignore the location determination component of the system, we
decided to finally use a simpler alternative, also available from the same team, which was already focused
only in the event detection task. Thus, the SELDnet was discarded and SEDnet [10] was selected instead.
This network was presented for the task of the DCASE 2017 challenge Sound Event Detection in Real
Life Audio.
Figure 3.2: SEDnet network structure [10].
The architecture proposed is a Convolutional Recurrent Neural Network (CRNN) that takes the log
mel-band energy feature, extracted from each channel of the audio input. Those features are supplied
into the network, which maps them to the activities of the data-set sound event classes. For each of
them, the neural network’s output is in the continuous range of [0, 1], and corresponds to the likelihood
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of that sound class being active in the frame. The ultimate binary determination of whether the sound
event class is active or absent in each frame is obtained by thresholding this continuous range output.
Since is part of a DCASE challenge, the data-set used is given by the organizers [43], which is one
of those explained and used in subsection 3.2.2, as part of the second experiment performed with the
anomaly event detection network.
As stated in the objectives of this project, this network was studied aiming to reproduce the results
obtained and presented by the team. There was no need for creating or updating a new environment for
this network, it was enough with the configuration made for the anomaly detector.
3.3.2 System Evaluation and Results Discussion
Since the system uses a quite small database, the results present a considerable variation. For that reason,
it is divided into 5 segments, using 4 in the training and the last for evaluating, making all the possible
combinations. The system performance is calculated as the average of the results for all folds, which is
presented in Table 3.6.
SEDnet Project results Developers results
Error rate F score Error rate F score
Average results 58.69% 59.20% 60.00% 57.00%
Table 3.6: SEDnet results.
Both results are very similar, obtaining slightly better results in this project, since the error rate is
lower (less events are misclassified) and greater F score. In both cases, the results are pretty good, and
since the high variation of the results in every test, due to the reduced number of audio files, it can be
considered the experiment of reproducing their results was successfully carried out.
It would have been of great interest to also obtain the confusion matrix metric, since it provides
information about how each event is classified. However, the original code contained some bugs in its
calculation and, after a few tries, it was not possible to find the exact problem. With more time available,
it would have been solved and discussed.
Chapter 4
Conclusions and future work
4.1 Conclusions
Throughout this project, several objectives were pursued and conclusions were derived after every phase
of it, allowing the better understanding of deep learning and its tools, applied in an acoustic anomaly
detection scenario.
The first step was to make a general review of concepts related to the topic so it was possible to carry
out the studies and experiments proposed. In Chapter 2, an explanation of the main concepts needed for
the correct understanding of the project was given, to allow for an easier understand of this document and
the experiments and results described in it. Additionally, an inventory of available systems and data-sets
was described, defining the pros a cons of every system and data-set found, giving an explanation of the
criteria used to select the detection systems and databases. With all this context, the first goals of the
project were achieved, having a good idea about the deep learning technology, and the various networks
and data-sets to work with.
After the completion of these goals, we selected two systems available in the scientific community, for
the anomaly detection and event detection taks. from them, we generated working systems and conducted
several experiments with them. Thus the anomaly event detection system was prepared to run with both
the original data-set and a new one fully designed by combining the content of publicly available databases.
Additionally, we introduced and evaluated some modifications to the system architecture and the available
control parameters. These implementations, modifications and the obtained results are described and
discussed in Chapter 3. Finally, we also addressed an initial evaluation of the selected acoustic event
detection system, preparing a computer environment so it could be run and tested, comparing the results
obtained with those given by the team that created it.
The main objective of the project was to carry out the study, implementation and evaluation of systems
capable of detecting events, focusing in the detection of anomalies, using only acoustic information. With
the project completed and all the results discussed, we believe that this objective was accomplished.
4.2 Future work
Due to a lack of time, not all the modifications and experiments could be fully developed and fully
detailed in this document. Thus, as a possible future investigation, the dense autoencoder code could
be deeply analyze to allow it to to process files with arbitrary lengths. Additional modifications of the
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system architecture and control parameter could be done, with special focus in carrying out a much more
detailed study on its evaluation, also addressing additional and more complex datasets.
Another research line could be carried out with the dense autoencoder, consisting in the combination
of several parameter modifications, not only independent changes, so that the best architecture for the
task of anomaly detection could be accomplished with this network.
In what respect to the acoustic event detection network used, it would be neccessary to fix the
calculation of the confusion matrix, since it gives very interesting information that could not be obtained
during the development of this project. Additionally, and as it has been done with the dense autoencoder,
the experiments 2 and 3 could be conducted to study the adaptability of this network to face different
data-sets containing additional sound events and modifying its architecture. The second experiment, in
which a new data base was created and used, would be of high interest since the given one had a reduced
number of samples and classes.
Finally, it would be interesting to take the last step and study systems for the acoustic scene classifi-
cation task, as the natural next goal to achieve, since it consists on detecting many different events and
classify the whole as a scene, for example the street, a basketball match or a domestic environment.
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