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The goal of the paper is to study the loss of regularity for special p-evolution type models
with bounded coeﬃcients in the principal part. The obtained loss of regularity is related in
an optimal way to some unboundedness conditions for the derivatives of coeﬃcients up to
the second-order with respect to t.
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1. Introduction
p-Evolution operators are operators which generalize Schrödinger operators. Examples are given by vibrating plates.
A theory of p-evolution operators with regular coeﬃcients was developed in [15] or in [14]. Basic results as H∞ well-
posedness or a Lax–Mizohata type theorem have been proved there.
Recently the study of p-evolution operators with non-regular coeﬃcients was discussed by several authors. There exists
a C1 approach for Schrödinger equations of higher-order [1,3] with non-regular coeﬃcients. The notion C1 approach is
related to the strategy that the non-Lipschitz behavior is described, among other things, by some singular behavior of the
ﬁrst derivative with respect to t at (let us say) t = 0 (we call such conditions local conditions). Here and in the following t = 0
is the hyperplane where the Lipschitz behavior of coeﬃcients is violated. The authors additional assume global conditions
to the coeﬃcients uniformly on the interval of deﬁnition [0, T ], e.g. some Hölder or some Logm-Lipschitz behavior, then it
might be that the global conditions allow to weaken the local ones. The authors proved in general H∞ well-posedness with
a ﬁnite loss of regularity. The question for sharpness of the obtained results was answered by introducing several counter-
examples. If one studies these counter-examples in the case of local conditions in C1 approach, then one can ﬁnd a gap
(see [3]) between necessary and suﬃcient conditions which is described by a log 1t term. For this reason the results of
C1 approach are not understood up to now in an optimal manner.
This gap was the starting point to create in [4] a C2 approach for special p-evolution type models with time-dependent
coeﬃcients. This approach needs by using the language of local conditions as well as local conditions for the ﬁrst and for
the second derivatives of coeﬃcients of the principal part with respect to t . This higher regularity allows to close the gap
which tells us that the local condition for the ﬁrst derivative is weaker than in the C1 approach. Nevertheless we need to
control the second derivative. Today we have a complete optimal hierarchy of local conditions yielding H∞ well-posedness
for p-evolution type models with time-dependent coeﬃcients of the form
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⎪⎪⎩
D2t u −
2p∑
|α|=0
aα(t)D
α
x u −
p−1∑
|α|=0
bα(t)D
α
x Dtu = 0,
u(0, x) = u0(x), ut(0, x) = u1(x).
(1.1)
H∞ well-posedness means, that to given data u0,u1 ∈ H∞ there exists a unique global solution u(t, ·) ∈ H∞ for t ∈ (0, T ] depending
continuously on the data u0,u1 .
The properties of the solution in t depend on the properties of the coeﬃcients in (1.1). In the case of p-evolution models
with non-regular coeﬃcients, H∞ well-posedness with a loss of regularity is an expected property. Several types of loss of
regularity, no loss, arbitrary small loss and ﬁnite loss could be proved. These notions are introduced in [6,8].
We say that the above Cauchy problem is H∞ well-posed with a loss of regularity exp(C(log〈Dx〉)γ ), γ ∈ [0,1], if the following
energy inequality holds for large s ∈ R:
∥∥(〈Dx〉pu(t, ·), Dtu(t, ·))∥∥Hs  Cs(T )∥∥exp(C(log〈Dx〉)γ )(〈Dx〉pu0,u1)∥∥Hs .
The hierarchy of local conditions is connected with the hierarchy of loss of regularity. This relation is called Log-effect
because the hierarchy strongly depends on powers of log 1t . Counter-examples show that the additional term bα(t)D
α
x Dtu,|α| = p, in (1.1) destroys in general the Log-effect. In this sense the model (1.1) is an optimal one for proving the Log-effect.
As a natural question it arises that one for generalizing the Log-effect to p-evolution type models with coeﬃcients
depending on the spatial variables, too. But here we should meet essential diﬃculties.
Already for a ﬁrst-order Schrödinger equation with x-depending principal symbol
Dtu − a2(t, x, Dx)u − a1(t, x, Dx)u = 0,
a j = a j(t, x, ξ) are real homogeneous symbols of orders j = 1,2, obviously one cannot derive Sobolev estimates with the
standard Gronwall’s method since the operator a2 − a∗2 has order 1. From [9] we know that the well-posedness in H∞
requires a decay of a2(t, x, ξ) as |x| → +∞ and the ellipticity of the symbol ∑nj=1 ξ j∂a2/∂ξ j − x j∂a2/∂x j (non-trapping
condition).
A suitable decay of the imaginary part of a1(t, x, ξ), as |x| → +∞, is also needed if one allows the symbol a1 to be
complex-valued, see [10].
We follow an idea from [1], where a special factorization procedure allows to decompose Schrödinger operators of higher-
order into Schrödinger operators of ﬁrst-order possessing pseudodifferential structure modulo a remainder which can be
considered in a suitable pseudodifferential calculus. But this factorization procedure gives restrictions to the x-dependence
of coeﬃcients in (1.1). Thus the model for which we will study the Log-effect is
D2t u −
2p∑
|α|=p+2
aα(t)D
α
x u −
p+1∑
|α|=0
aα(t, x)D
α
x u −
p−1∑
|α|=2
bα(t)D
α
x Dtu −
1∑
|α|=0
bα(t, x)D
α
x Dtu = 0,
u(0, x) = u0(x), ut(0, x) = u1(x).
Remark 1.1. In the considerations from [4] we called
D2t −
2p∑
|α|=p+1
aα(t)D
α
x −
p−1∑
|α|=1
bα(t)D
α
x Dt (1.2)
the principal part of the p-evolution operator. The terms
p∑
|α|=0
aα(t)D
α
x + b0(t, x)Dt (1.3)
form the part of lower-order of the p-evolution operator. Thus the models of interest allow only x-dependence in the part of
lower-order and in the terms of smallest order of the principal part.
Remark 1.2. If p = 1, the Cauchy problem is of strictly hyperbolic type. All coeﬃcients are allowed to depend on spatial
variables, too. The Log-effect for those models has been studied in [12,16].
In Section 2 we present our main result. Section 3 is devoted to its proof. Some concluding remarks will be given in
Section 4.
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The model for which we will study the Log-effect is⎧⎪⎪⎨
⎪⎪⎩
D2t u −
2p∑
|α|=p+2
aα(t)D
α
x u −
p+1∑
|α|=0
aα(t, x)D
α
x u −
p−1∑
|α|=2
bα(t)D
α
x Dtu −
1∑
|α|=0
bα(t, x)D
α
x Dtu = 0,
u(0, x) = u0(x), ut(0, x) = u1(x).
(2.1)
In this paper the coeﬃcients are B∞(Rn) in x. Here B∞ = B∞(Rn) denotes the space of inﬁnitely differentiable functions
having bounded derivatives on Rn . As usually its topology is generated by the family of norms of spaces Bk(Rn), k  0,
consisting of functions with bounded derivatives up to order k.
Theorem 2.1. Let us consider the Cauchy problem (2.1) under the following assumptions:
• (For the principal part in the sense of Petrowsky)
There exists a positive constant C0 such that
C0|ξ |2p 
∑
|α|=2p
aα(t)ξ
α  C−10 |ξ |2p .
Moreover, with γ ∈ [0,1] it holds
∣∣Dltaα∣∣
(
1
t
(
log
1
t
)γ)l
, for l = 1,2, and |α| = 2p.
• (For the remaining coeﬃcients of the principal part)
We assume that aα and bβ are real. Moreover, we denote σ0|α| = 0, σ2|α| = 2p|α|−p for |α| = p+1, . . . ,2p−1, and σ1|α| = p+1|α|−p ,
for |α| = p + 1, . . . ,2p − 2, σ1(2p−1) = 2p+12p−2 for p  2. With these parameters we suppose
∣∣Dltaα(t)∣∣+ ∣∣Dltbβ(t)∣∣
(
1
t
(
log
1
t
)γ)σl|α|
for l = 0,1,2, |β| = |α| − p, and |α| = p + 2, . . . ,2p − 1,
and that for |α| = p + 1 and |β| = 1,
∣∣Dlt Dκx aα(t, x)∣∣+ ∣∣Dlt Dκx bβ(t, x)∣∣
(
1
t
(
log
1
t
)γ)σl|α|
for l = 0,1,2, and for κ  0.
• (For the lower-order part)
We assume the integrability condition aα,b0 ∈ L1((0, T ),B∞) for |α| = 0, . . . , p.
Then the Cauchy problem is H∞ well-posed with loss of regularity exp(C(log〈Dx〉)γ ), where C is a suitable positive constant.
Remark 2.1. The statement of this theorem describes the Log-effect. The parameter γ in the estimates of coeﬃcients deter-
mines the loss of regularity. If γ = 0, then we have no loss. If γ ∈ (0,1), then exp(C(log〈Dx〉)γ ) corresponds to an arbitrary
small loss 〈Dx〉ε , ε is positive and arbitrary small. If γ = 1, then we have a ﬁnite loss 〈Dx〉C . Finally, we want to mention
again that, if we would include the sum
∑
|α|=p bα(t)Dαx Dtu in (2.1), then due to the counter-example from [7] γ = 0 in the
above assumptions can already imply a ﬁnite loss. This result corresponds to expected results from C1 theory, consequently,
the Log-effect cannot be shown there.
3. Proof of the main result
The mathematical language of our proof bases on a pseudodifferential calculus. Hierarchies of symbol classes are in-
troduced in Section 3.1. Some rules of the calculus are explained. Similar symbol classes and rules of the corresponding
pseudodifferential calculus were introduced in [12]. The reader can ﬁnd the proofs of these rules there.
In Section 3.2 we shall prove in two steps a factorization result for our given p-evolution operator from (2.1) into two
Schrödinger type operators and some remainder.
Taking the non-regular behavior of the coeﬃcients near t = 0 into account we shall introduce some regularizations
of the Schrödinger type operators appearing in the factorization result. Moreover, we explain several properties of these
regularizations.
Section 3.4 is devoted to the diagonalization procedure. After introducing the energy by using the C2 property of co-
eﬃcients in t we are able to carry out two steps of diagonalization procedure. These two steps transform the p-evolution
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in this system are explained by using the pseudodifferential calculus from Section 3.1.
In Section 3.5 we apply an elliptic pseudodifferential transformation taking into consideration the special structure of
our p-evolution operator from (2.1). This is the key transformation which allows to observe the Log-effect. In this way we
derive a ﬁrst-order (in Dt ) pseudodifferential system with a new remainder in the sense of our symbolic hierarchies.
This new remainder will be studied in Sections 3.6 and 3.7.
Finally, a last elliptic pseudodifferential transformation describing the expected loss of derivatives or loss of regularity
and shifting the spectrum of the matrix-valued pseudodifferential operators, is introduced in Section 3.8. It is shown that the
new matrix-valued pseudodifferential operators have non-negative real parts. This opens the way to apply sharp Gårding’s
inequality.
This will be done in Section 3.9. Thus, standard energy method coupled with Gronwall’s argument yields L2 well-
posedness of the last auxiliary Cauchy problem. Backward transformations imply the desired statements from Theorem 2.1.
In Section 3.10 we shall verify the conditions from Theorem 2.1.
Key notions and notations are used in the proof:
1. Hierarchy conditions:{
σ1(2p−|α|)  σ1(2p−|α1|), σ2(2p−|α|)  σ2(2p−|α1|), σ2(2p−|α|)  σ1(2p−|α1|) + σ1(2p−|α2|)
if |α1| + |α2| |α|, for |α| ∈ {1, . . . , p − 1}, |α1|, |α2| 0, (3.1)
2. λr(t, x, Dx) := λ(1)r (t, x, Dx) +
∑p
k=2 λ
(k)
r (t, Dx), r = 1,2, and a(p)(t, x, Dx) are introduced in the factorization Lemma 3.6,
3. regularizations λεr (t, x, Dx) of λr(t, x, Dx) are introduced in Section 3.3,
4. energy V , diagonalizers M1 and M2 are introduced in Section 3.4 to carry out the diagonalization procedure,
5. matrix-valued pseudodifferential operators D2, B2, R2 and P2 are introduced in formula (3.11) after the ﬁrst step of
diagonalization,
6. matrix-valued pseudodifferential operators P , A and G appearing in the analysis of system (3.12) which we get after
two steps of diagonalization are introduced in Section 3.4,
7. matrix-valued pseudodifferential operators D3, A3, R3 and P3 are introduced in formula (3.21) after the second step of
diagonalization,
8. pseudodifferential operators b11(t, x, Dx) and b22(t, x, Dx) are introduced in (3.21) and deﬁned in (3.22),
9. matrix-valued elliptic pseudodifferential operator M3 is introduced in Section 3.5,
10. pseudodifferential operators θ0(t, Dx) and θ(t, Dx) are introduced in Section 3.8,
11. matrix-valued pseudodifferential operators Q 0(t, x, Dx), Q 1(t, x, Dx) and H(t, x, Dx) are introduced in Section 3.8, see
also formula (3.38).
3.1. Some rules of pseudodifferential calculus
To explain our approach we introduce with three real numbers σ0, σ1 and σ2 the symbol classes⎧⎪⎪⎨
⎪⎪⎩
Sm(σ0, σ1, σ2) :=
{
a = a(t, x, ξ): (t, x, ξ) ∈ (0, T ] ×Rnx ×
(
R
n
ξ \ {0}
)
,
∣∣Dkt Dβx Dαξ a(t, x, ξ)∣∣ Ck,β,α
(
1
t
(
log
1
t
)γ)σk
〈ξ〉m−|α|, for k = 0,1,2, and β,α ∈ Nn
}
.
(3.2)
We state here the basic rules of the calculus in these classes. We refer to [12] for the proofs.
Lemma 3.1. Symbols from Sm(σ0, σ1, σ2) belong to L∞([T0, T ], Sm1,0) for all positive T0 .
This relation to parameter-dependent symbols allows to derive the typical rules of symbolic calculus.
Lemma 3.2. Assume that every term of the series of symbols {ak}k0 belongs to Smk (σ0, σ1, σ2) with a decreasing sequence
{mk}k0 → −∞. Then there is a symbol a ∈ Sm0 (σ0, σ1, σ2) such that
a −
k−1∑
l=0
al ∈ Smk (σ0, σ1, σ2) for all k 1.
The symbol is uniquely determined modulo a regularizing symbol from L∞((0, T ], S−∞). If σ0 = 0, then the regularizing symbol
belongs to L∞([0, T ], S−∞).
Lemma 3.3. Let A and B be pseudodifferential operators with symbols a := σ(A) and b := σ(B) from Sma (σ0a, σ1a, σ2a) and
Smb (σ0b, σ1b, σ2b), respectively, where we use the representations
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2πn
Os-
∫
Rn
∫
Rn
e−iyξa(t, x, ξ)u(x+ y)dξ dy,
B(t, x, Dx)u = 1
2πn
Os-
∫
Rn
∫
Rn
e−iyξb(t, x, ξ)u(x+ y)dξ dy.
Then the pseudodifferential operator C := A ◦ B has the symbol c = c(t, x, ξ) which belongs to Sma+mb (σ0a + σ0b,max{σ1a + σ1b},
max{σ2a, σ2b, σ1a + σ1b}) and which satisﬁes
c(t, x, ξ) ∼
∑
α
1
α! D
α
ξ a(t, x, ξ)∂
α
x b(t, x, ξ)
modulo a regularizing symbol from L∞((0, T ], S−∞). If σ0a = σ0b = 0, then the regularizing symbol belongs to L∞([0, T ], S−∞).
Lemma 3.4. Let A be a pseudodifferential operator with symbol a := σ(A) from Sma (σ0a, σ1a, σ2a). Then the adjoint operator A∗ is a
pseudodifferential operator with symbol a∗ = a∗(t, x, ξ) which belongs to Sma (σ0a, σ1a, σ2a) and which satisﬁes
a∗(t, x, ξ) ∼
∑
α
1
α! D
α
ξ ∂
α
x a(t, x, ξ)
modulo a regularizing symbol from L∞((0, T ], S−∞). If σ0a = 0, then the regularizing symbol belongs to L∞([0, T ], S−∞).
3.2. Factorization procedure
Goal of this section. In this section we show in two steps that the p-evolution operator
P := D2t −
2p∑
|α|=p+2
aα(t)D
α
x −
p+1∑
|α|=0
aα(t, x)D
α
x u −
p−1∑
|α|=2
bα(t)D
α
x Dt −
1∑
|α|=0
bα(t, x)D
α
x Dt
can be factorized in the form
P =
(
Dt −
p∑
k=2
λ
(k)
1 (t, Dx) − λ(1)1 (t, x, Dx)
)(
Dt −
p∑
k=2
λ
(k)
2 (t, Dx) − λ(1)2 (t, x, Dx)
)
+ Dt
( p∑
k=2
λ
(k)
2 (t, Dx) + λ(1)2 (t, x, Dx)
)
− a(p)(t, x, Dx) − b0(t, x)Dt .
Moreover, we describe all pseudodifferential operators appearing in this factorization by the aid of the pseudodifferential calculus from
Section 3.1.
In the following we use the notations a = a(t, x, Dx) for pseudodifferential operators or A = A(t, x, Dx) = Op(A)(t, x, Dx)
for matrix-valued pseudodifferential operators and a = a(t, x, ξ) or A = A(t, x, ξ) = σ(A)(t, x, ξ) for their symbols, respec-
tively.
Now let us only take the part of the principal part of the operator from (2.1) with coeﬃcients independent of spatial
variables.
Lemma 3.5. Let
L := D2t −
2p∑
|α|=p+2
aα(t)D
α
x −
p−1∑
|α|=2
bα(t)D
α
x Dt
be a p-evolution type operator with real coeﬃcients satisfying the assumptions from Theorem 2.1. Moreover, the exponents σl|α| are
satisfying the hierarchy conditions (3.1). Then L can be factorized in the form
L =
(
Dt −
p∑
k=2
λ
(k)
1 (t, Dx)
)(
Dt −
p∑
k=2
λ
(k)
2 (t, Dx)
)
+ Dt
( p∑
k=2
λ
(k)
2 (t, Dx)
)
− a(p−1)(t, Dx),
where
• the symbols λ(k)r (t, ξ) are real and belong to Sk(0, σ1(k+p), σ2(k+p)) for k = 2,3, . . . , p − 1, p;
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S p+1(0, σ1(p+1), σ2(p+1)) and a(p−1)k (t, ξ) ∈ L1((0, T ), Sk) for k = 4, . . . , p.
Proof. The proof bases on an induction argument. The operator L can be obviously factorized as follows:
L = (Dt − λ(p)1 (t, Dx))(Dt − λ(p)2 (t, Dx))+ Dtλ(p)2 (t, Dx) −
2p−1∑
k=p+2
a(1)k (t, Dx) −
p−1∑
|α|=2
bα(t)D
α
x Dt ,
where λ(p)r (t, ξ) = (−1)r(
∑
|α|=2p aα(t)ξα)1/2 for r = 1,2. The assumptions of Theorem 2.1 imply λ(p)r (t, ξ) ∈ S p(0,1,2).
Moreover, using a(1)k (t, ξ) = ak(t, ξ) =
∑
|α|=k aα(t)ξα for k = p + 2, . . . ,2p − 1 we obtain a(1)k (t, ξ) ∈ Sk(0, σ1k, σ2k).
Now let us suppose that for a given 2< l p the operator L can be decomposed into⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
L =
(
Dt −
p∑
k=l
λ
(k)
1 (t, Dx)
)(
Dt −
p∑
k=l
λ
(k)
2 (t, Dx)
)
+ Dt
( p∑
k=l
λ
(k)
2 (t, Dx)
)
− a(p−l+1)(t, Dx) −
l−1∑
|α|=2
bα(t)D
α
x Dt ,
(3.3)
where
• the symbols λ(k)r (t, ξ) are real and belong to Sk(0, σ1(k+p), σ2(k+p)) for k = l, l + 1, . . . , p − 1, p;
• the symbol a(p−l+1)(t, ξ) is real and has the representation
a(p−l+1)(t, ξ) =
p+l−1∑
k=min(2l,p+2)
a(p−l+1)k (t, ξ) with a
(p−l+1)
k (t, ξ) ∈ Sk(0, σ1k, σ2k)
for k = p + 1, . . . , p + l − 1 and a(p−l+1)k (t, ξ) ∈ L1((0, T ), Sk) for k = 2l, . . . , p.
Then let us deﬁne the symbols λ(l−1)r (t, ξ), r = 1,2, as the solution of the system of equations
λ
(l−1)
1 (t, ξ)λ
(p)
2 (t, ξ) + λ(l−1)2 (t, ξ)λ(p)1 (t, ξ) = a(p−l+1)p+l−1 (t, ξ),
λ
(l−1)
1 (t, ξ) + λ(l−1)2 (t, ξ) = −
∑
|α|=l−1
bα(t)ξ
α.
Due to the hierarchy conditions (3.1) we conclude that λ(l−1)r (t, ξ) are real and belong to Sl−1(0, σ1(l−1+p), σ2(l−1+p)). The
hierarchy conditions guarantee on the one hand that a(r)k has the same behavior as ak for k p + 1 and on the other hand
that a(p−l+1)p+l−1 (t, ξ) and
∑
|α|=l−1 bα(t)ξα satisfy the same conditions with respect to t . This is reasonable because aα and bβ
with |β| = |α| − p should satisfy the same conditions (same priority of terms aα(t)Dαx and bβ(t)Dβx Dt with |β| = |α| − p).
The new real symbols are determined by
a(p−l+2)k (t, ξ) := a(p−l+1)k (t, ξ) + λ(l−1)1 (t, ξ)λ(k−l+1)2 (t, ξ) + λ(l−1)2 (t, ξ)λ(k−l+1)1 (t, ξ) for k = 2(l − 1) + 1, . . . , p + l − 2,
a(p−l+2)2(l−1) (t, ξ) := a(p−l+1)2(l−1) (t, ξ) + λ(l−1)1 (t, ξ)λ(l−1)2 (t, ξ).
Due to the induction assumption we have a(p−l+1)k ∈ Sk(0, σ1k, σ2k), λ(l−1)r ∈ Sl−1(0, σ1(p+l−1), σ2(p+l−1)) and λ(k−l+1)r ∈
Sk−l+1(0, σ1(p+k−l+1), σ2(p+k−l+1)). Then a(p−l+2)k belongs for k = p + 1, . . . , p + l − 2 to Sk(0,ψ1k,ψ2k) with
ψ1k = max(σ1k, σ1(p+k−l+1), σ1(p+l−1)),
ψ2k = max(σ2k, σ2(p+k−l+1), σ2(p+l−1), σ1(p+l−1) + σ1(p+k−l+1)).
We introduced the hierarchy conditions (3.1) to have ψlk = σlk for l = 1,2 and k = p + 1, . . . , p + l − 2. Let us demonstrate
it for l = 2. We have
σ2(p+k−l+1) = σ2(2p−(p−k+l−1))  σ2(2p−(2p−k)) = σ2k;
σ2(p+l−1) = σ2(2p−(p−l+1))  σ2(2p−(2p−k)) = σ2k;
σ1(p+l−1) + σ1(p+k−l+1) = σ1(2p−(p−l+1)) + σ1(2p−(p−k+l−1))  σ2(2p−(2p−k)) = σ2k.
If k = 2(l − 1) + 1, . . . , p, then we get a(p−l+2)k (t, ξ) ∈ L1((0, T ), Sk) after using the boundedness of coeﬃcients. In this
way we have shown the statements for a(p−l+2)k , k = 2(l − 1) + 1, . . . , p + l − 2. Analogously, we prove the statements for
a(p−l+2)2(l−1) (t, ξ). Summarizing the decomposition (3.3) holds for l − 1. 
J. Math. Anal. Appl. 347 (2008) 35–58 41Remark 3.1. Such a factorization procedure was proposed in [1,2] to develop a C1 approach for p-evolution type models. The
hierarchy conditions (3.1) simplify to σ1(2p−|α|)  σ1(2p−|α1|) for 1 |α1| |α|. We see with the above lemma that the idea
to use factorization of the principal symbol in a C2 approach leads to restrictions in form of more hierarchy conditions (3.1).
By the aid of Lemma 3.5 we are able to prove a suitable decomposition theorem for the given p-evolution type operator.
Lemma 3.6. Let
P := D2t −
2p∑
|α|=p+2
aα(t)D
α
x −
p+1∑
|α|=0
aα(t, x)D
α
x u −
p−1∑
|α|=2
bα(t)D
α
x Dt −
1∑
|α|=0
bα(t, x)D
α
x Dt
be the p-evolution type operator from (2.1) satisfying the assumptions from Theorem 2.1. Then P can be factorized in the form
P =
(
Dt −
p∑
k=2
λ
(k)
1 (t, Dx) − λ(1)1 (t, x, Dx)
)(
Dt −
p∑
k=2
λ
(k)
2 (t, Dx) − λ(1)2 (t, x, Dx)
)
+ Dt
( p∑
k=2
λ
(k)
2 (t, Dx) + λ(1)2 (t, x, Dx)
)
− a(p)(t, x, Dx) − b0(t, x)Dt ,
where
• the symbols λ(k)r (t, ξ) have the properties from Lemma 3.5 for r = 1,2 and for k = 2,3, . . . , p − 1, p;
• the symbols λ(1)r (t, x, ξ) are real, both symbols λ(1)r (t, x, ξ) belong to S1(0, σ1(p+1), σ2(p+1));
• the symbol a(p)(t, x, ξ) belongs to L1((0, T ), Sp).
Proof. We can follow the lines of the previous proof. For t ∈ (0, T ] we deﬁne the pseudodifferential operators λ(1)r (t, x, Dx),
r = 1,2, as those operators which symbols λ(1)r (t, x, ξ) satisfy⎧⎪⎪⎪⎨
⎪⎪⎪⎩
λ
(1)
1 (t, x, ξ)λ
(p)
2 (t, ξ) + λ(1)2 (t, x, ξ)λ(p)1 (t, ξ) = a(p−1)p+1 (t, ξ) +
∑
|α|=p+1
aα(t, x)ξ
α,
λ
(1)
1 (t, x, ξ) + λ(1)2 (t, x, ξ) = −
∑
|α|=1
bα(t, x)ξ
α.
(3.4)
Then it is clear that both symbols λ(1)r (t, x, ξ) are real and belong to S1(0, σ1(p+1), σ2(p+1)). Setting these pseudodifferential
operators λ(1)r (t, x, Dx) into the above factorization and using (3.4), the boundedness of coeﬃcients and ﬁnally, for t ∈ (0, T ],
the statements of Lemma 3.3 with the composition of pseudodifferential operators from S1(0, σ1(p+1), σ2(p+1)) with those
from Sk(0, σ1(k+p), σ2(k+p)), k = 2, . . . , p, then we see that all terms can be included into a pseudodifferential operator
a(p)(t, x, Dx) which symbol a(p)(t, x, ξ) belongs to L1((0, T ), Sp). 
3.3. Properties of regularizations
Goal of this section. In this section we introduce regularizations
λεr (t, x, Dx) of λr(t, x, Dx) := λ(1)1 (t, x, Dx) +
p∑
k=2
λ
(k)
r (t, Dx), r = 1,2,
and study their properties in the pseudodifferential calculus from Section 3.1.
We shall use for r = 1,2 the notations⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
λr(t, x, Dx) := λ(1)r (t, x, Dx) +
p∑
k=2
λ
(k)
r (t, Dx),
λεr (t, x, Dx) := λ(ε1,1)r (t, x, Dx) +
p∑
k=2
λ
(εk,k)
r (t, Dx),
(3.5)
where we deﬁne for k = 1, . . . , p the regularization λ(εk,k)r (t, x, Dx) having symbols
λ
(εk,k)
r (t, x, ξ) := (−1)rχ
(
t
)
〈ξ〉δk +
(
1− χ
(
t
))
λ
(k)
r (t, x, ξ). (3.6)εk(|ξ |) εk(|ξ |)
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1
εk
(
log
1
εk
)γ
= c˜|ξ |βk for c˜ small and |ξ | large, (3.7)
between the regularization parameter εk = εk(|ξ |) and the frequency variable ξ . To guarantee that both symbols from (3.6)
have the same growth in |ξ | near t = εk(|ξ |) we have to choose δk = k. Consequently, βk1 < βk2 , εk1 (|ξ |) > εk2 (|ξ |), respec-
tively, for k1 < k2. Let us understand some of the properties of the introduced regularization.
Lemma 3.7.
• Let us suppose that σ1(k+p)  1 and σ2(k+p)  2 for k = 1, . . . , p. Then the symbols λ(εk,k)r (t, x, ξ) satisfy for {|ξ | M}, M large,
and for l = 0,1,2 the estimates
∣∣∂αξ ∂βx λ(εk,k)r (t, x, ξ)∣∣ Cαβ 〈ξ〉k−|α| for t  εk,∣∣∂ lt∂αξ ∂βx λ(εk,k)r (t, x, ξ)∣∣ Clαβ
(
1
t
(
log
1
t
)γ)σl(k+p)
〈ξ〉k−|α| for t  εk.
• Using (3.7) there exist constants ηlk such that ∂ ltλ(εk,k)r (t, x, ξ) belong to L∞([0, T ], Sηkl ) for l = 0,1,2.• It holds
∣∣λεr (t, x, ξ)∣∣∼ |ξ |p, ∣∣(λε1 − λε2)(t, x, ξ)∣∣∼ |ξ |p for (t, x, ξ) ∈ [0, T ] ×Rnx × {|ξ | M}.
• There exist parametrices (λεr ) to λεr and (λε1 − λε2) to λε1 − λε2 . Both parametrices have symbols from L∞([0, T ], S−p1,0).
Proof. The ﬁrst statements follow from (3.6) by taking account of |∂αξ εk|  |ξ |−|α|εk . We need the conditions σ1(k+p)  1
and σ2(k+p)  2 to be sure that the derivatives of χ( tεk(|ξ |) ) with respect to t will be dominated by those of λ
(k)
r (t, x, ξ). The
second statement follows immediately from the ﬁrst one by using (3.7). Let us devote to the proof of the last statement
for (λε2)
 .
We set (λε2)

0 := (λε2)−1. The symbol (λε2)0 belongs to L∞([0, T ], S−p1,0). We can recursively deﬁne symbols (λε2)k by
k∑
|α|=1
1
α!
(
Dαξ λ
ε
2(t, x, ξ)
)(
∂αx
(
λε2
)
k−|α|(t, x, ξ)
)
=: −λε2(t, x, ξ)
(
λε2
)
k(t, x, ξ).
The symbols (λε2)

k belong to L
∞([0, T ], S−p−k1,0 ) for k 1. Using Lemma 3.2 by a standard procedure we can show the exis-
tence of a right parametrix (λε2)

R having the symbol (λ
ε
2)

R(t, x, ξ) from L
∞([0, T ], S−p1,0). In the same way we can show the
existence of a left parametrix (λε2)

L with symbol from the same class. Both parametrices coincide modulo a pseudodifferen-
tial operator from L∞([0, T ],Ψ −∞). 
The last statement from Lemma 3.7 is more or less standard. But taking account of (3.5) we can prove a more precise
result for the parametrices (λεr )
 and (λε1 − λε2) .
Lemma 3.8. There exist parametrices (λεr )
 to λεr and (λ
ε
1 − λε2) to λε1 − λε2 with symbols from L∞([0, T ], S−p1,0). Both symbols are
representable in the form
(
λεr
)
(t, x, ξ) =
−p∑
k=−(2p−2)
(
λεr
)
k(t, ξ) +
(
λεr
)
(−(2p−1))(t, x, ξ), r = 1,2,
(
λε1 − λε2
)
(t, x, ξ) =
−p∑
k=−(2p−2)
(
λε1 − λε2
)
k(t, ξ) +
(
λε1 − λε2
)
(−(2p−1))(t, x, ξ),
where the principal symbols (λεr )

(−(2p−1),0)(t, x, ξ) of (λεr )

(−(2p−1))(t, x, ξ), (λ
ε
1 − λε2)(−(2p−1),0) of (λε1 − λε2)(−(2p−1)) and the sym-
bols (λε1 − λε2)k, (λεr )k are real for k = −(2p − 2), . . . ,−p and where(
λε1 − λε2
)
k,
(
λεr
)
k ∈ Sk(0, σ1(3p+k), σ2(3p+k)) for k = −(2p − 1), . . . ,−p.
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(
λεr ◦
(
λεr
))
(t, x, ξ) ∼
( p∑
l=2
λ
(εl,l)
r (t, ξ)
)( −p∑
k=−(2p−2)
(
λεr
)
k(t, ξ)
)
+ λ(ε1,1)r (t, x, ξ)
−p∑
k=−(2p−2)
(
λεr
)
k(t, ξ)
+
∑
α
1
α! D
α
ξ
( p∑
l=2
λ
(εl,l)
r (t, ξ)
)
∂αx
(
λεr
)
(−(2p−1))(t, x, ξ)
+
∑
α
1
α! D
α
ξ λ
(ε1,1)
r (t, x, ξ)∂
α
x
(
λεr
)
(−(2p−1))(t, x, ξ).
We have λ(εl,l)r ∈ L∞([0, T ], Sl). Now we will construct step by step the terms of representations of (λεr ) by comparing
powers of |ξ |:
|ξ |0: (λεr )−p = (λ(εp ,p)r )−1 ∈ S−p(0, σ1(2p), σ2(2p));
|ξ |−1: (λεr )−(p+1)λ(εp ,p)r + (λεr )−pλ(εp−1,p−1)r = 0, (λεr )−(p+1) ∈ S−(p+1)(0, σ1(2p−1), σ2(2p−1));
|ξ |−k, k = 1, . . . , p − 2: (λεr )−(p+k)λ(εp ,p)r + · · · + (λεr )−pλ(εp−k,p−k)r = 0, (λεr )−(p+k) ∈ S−(p+k)(0, σ1(2p−k), σ2(2p−k));
here we have used the hierarchy conditions for σ1(2p−|α|) and σ2(2p−|α|) . It is clear that all (λεr )

k are real for k = −(2p − 2),
. . . ,−p. For (λεr )(−(2p−1)) we choose due to Lemma 3.2 the approach
(
λεr
)
(−(2p−1)) ∼
∞∑
m=0
(
λεr
)
(−(2p−1),m).
Then we continue the comparison of powers of |ξ | and obtain
|ξ |−(p−1)−k, k = 0, . . . , p − 3:
λ
(ε2,2)
r
(
λεr
)
−(p+1+k) + · · · + λ
(εp−1−k,p−1−k)
r
(
λεr
)
−(2p−2) + λ(ε1,1)r
(
λεr
)
−(p+k) +
k∑
|α|=0
1
α! D
α
ξ λ
(εp ,p)
r ∂
α
x
(
λεr
)
(−(2p−1),k−|α|)
+
k−1∑
|α|=0
1
α! D
α
ξ λ
(εp−1,p−1)
r ∂
α
x
(
λεr
)
(−(2p−1),k−1−|α|) + · · · + λ
(εp−k,p−k)
r
(
λεr
)
(−(2p−1),0) = 0;
|ξ |−(2p−3):
λ
(ε1,1)
r
(
λεr
)
(2p−2) +
p−2∑
|α|=0
1
α! D
α
ξ λ
(εp ,p)
r ∂
α
x
(
λεr
)
(−(2p−1),p−2−|α|)
+
p−3∑
|α|=0
1
α! D
α
ξ λ
(εp−1,p−1)
r ∂
α
x
(
λεr
)
(−(2p−1),p−3−|α|) + · · · + λ(ε2,2)
(
λεr
)
(−(2p−1),0) = 0;
|ξ |−(2p−3)−k, k 1:
p−2+k∑
|α|=0
1
α! D
α
ξ λ
(εp ,p)
r ∂
α
x
(
λεr
)
(−(2p−1),p−2+k−|α|) +
p−3+k∑
|α|=0
1
α! D
α
ξ λ
(εp−1,p−1)
r ∂
α
x
(
λεr
)
(−(2p−1),p−3+k−|α|) + · · ·
+
k∑
|α|=0
1
α! D
α
ξ λ
(ε2,2)
r ∂
α
x
(
λεr
)
(−(2p−1),k−|α|) +
k−1∑
|α|=0
1
α! D
α
ξ λ
(ε1,1)
r ∂
α
x
(
λεr
)
(−(2p−1),k−1−|α|) = 0.
Step by step we can show that
(
λεr
)
(−(2p−1),m) ∈ S−(2p−1)−m(0, σ1(p+1), σ2(p+1)).
Thus by Lemma 3.2 we conclude (λεr )

−(2p−1) ∈ S−(2p−1)(0, σ1(p+1), σ2(p+1)). It is clear that (λεr )(−(2p−1),0) is real. This
completes the proof for the properties of (λεr )
 . Analogously we conclude the statements for (λε1 − λε2) . 
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Goal of this section. Using the regularizations from Section 3.3 we introduce an energy, transforming the p-evolution equation from
Theorem 2.1 to a pseudodifferential system of ﬁrst-order in Dt and carry out two steps of diagonalization procedure. In this way we
will show that the p-evolution equation from (2.1) is equivalent to (3.12). Finally, we will explain by our pseudodifferential calculus
from Section 3.1 and the assumptions from Theorem 2.1 all matrix-valued pseudodifferential operators appearing in (3.12).
To begin the diagonalization procedure let us deﬁne with λεr = λεr (t, x, Dx) the energy
V = (v1, v2)T :=
(
λε2ψ(Dx)u,
(
Dt − λε1
)
ψ(Dx)u
)T
, (3.8)
where the pseudodifferential operator ψ(Dx) localizes to large frequencies. The second property from Lemma 3.7 allows the
composition of the introduced pseudodifferential operators. By using the existence of (λεr )
 we have
Dt v1 = λε2Dt(ψu) + Dtλε2
(
λε2
)
v1 = λε2
(
v2 + λε1(ψu)
)+ Dtλε2(λε2)v1
= λε2v2 + λε1v1 + Dtλε2
(
λε2
)
v1 + P11(t, x, Dx)v1,
where P11(t, x, Dx) ∈ L1((0, T ),Ψ 01,0). Here we have taken account of λε2λε1(ψu) = λε1λε2(ψu) = λε1v1 modulo a term
P (t, x, Dx)v1 with P (t, x, Dx) ∈ L∞([0, T ],Ψ 01,0). This follows from
[
λε2, λ
ε
1
]=
[
λ
(ε1,1)
2 (t, x, Dx),
p∑
k=2
λ
(εk,k)
1 (t, Dx)
]
+
[ p∑
k=2
λ
(εk,k)
2 (t, Dx), λ
(ε1,1)
1 (t, x, Dx)
]
+ [λ(ε1,1)2 (t, x, Dx), λ(ε1,1)1 (t, x, Dx)],
and the estimates from Lemma 3.7.
Moreover, we have
Dt v2 = Dt
(
Dt − λε1
)
(ψu) = (Dt − λε1)Dt(ψu) − Dtλε1(λε2)v1
= (Dt − λε1)(Dt − λε2)(ψu) + (Dt − λε1)v1 − Dtλε1(λε2)v1.
The factorization from Lemma 3.6 gives(
Dt − λε1
)(
Dt − λε2
)
(ψu) = (λ1 + λ2 − λε1 − λε2 + b0)(v2 + λε1(ψu))
+ (λε1λε2 − λ1λ2)(ψu) − Dtλε2(ψu) + a(p)(t, x, Dx)(ψu).
Setting this factorization into the equation for Dt v2 and using the representation for Dt v1 we conclude
Dt v2 =
(
λ1 + λ2 − λε1 − λε2 + b0
)(
v2 + λε1
(
λε2
)
v1
)+ (λε1λε2 − λ1λ2)(λε2)v1
− Dtλε1
(
λε2
)
v1 + λε2v2 + P21(t, x, Dx)v1,
where P21(t, x, Dx) ∈ L1((0, T ),Ψ 01,0). Finally, we arrive at the system
Dt V −
(
λε1 λ
ε
2
0 λε2
)
V −
(
Dtλε2(λ
ε
2)
 0
−Dtλε1(λε2) 0
)
V − R1V − P1(t, x, Dx)V = 0, (3.9)
where P1(t, x, Dx) ∈ L1((0, T ),Ψ 01,0) and R1 are matrix-valued pseudodifferential operators and where R1 has the following
structure:
R1 =
(
0 0
r(1)21 r
(1)
22
)
with r(1)22 := λ1 + λ2 − λε1 − λε2, r(1)21 :=
(
λ1 + λ2 − λε1 − λε2
)
λε1
(
λε2
) + (λε1λε2 − λ1λ2)(λε2).
Let us start the diagonalization procedure by substituting
V1 = M1V with M1 :=
(
I λε2(λ
ε
1 − λε2)
0 I
)
, M1 :=
(
I −λε2(λε1 − λε2)
0 I
)
.
From Lemmas 3.3 and 3.7 we know that M1,M

1 belong to L
∞([0, T ],Ψ 01,0). Setting V = M1V1 into (3.9) we get
Dt V1 − M1
(
λε1 λ
ε
2
0 λε2
)
M1V1 − M1
(
Dtλε2(λ
ε
2)
 0
−Dtλε1(λε2) 0
)
M1V1 − M1R1M1V1 − M1P1(t, x, Dx)M1V1 = 0.
Taking account of
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I λε2(λ
ε
1 − λε2)
0 I
)(
λε1 λ
ε
2
0 λε2
)(
I −λε2(λε1 − λε2)
0 I
)
=
(
λε1 λ
ε
1[(λε1 − λε2), λε2]
0 λε2
)
a careful analysis of λε1[(λε1 − λε2), λε2] is necessary. From Lemmas 3.3 and 3.8 we conclude
λε1
[(
λε1 − λε2
)
, λε2
]= λε1
[ −p∑
k=−(2p−2)
(
λε1 − λε2
)
k +
(
λε1 − λε2
)
(−(2p−1)),
p∑
k=2
λ
(εk,k)
2 + λ(ε1,1)2
]
= λε1
[(
λε1 − λε2
)
(−(2p−1)),
p∑
k=2
λ
(εk,k)
2 + λ(ε1,1)2
]
∈ L∞([0, T ],Ψ 0).
Thus we include(
0 λε1[(λε1 − λε2), λε2]
0 0
)
V1
into the remainder. Moreover, we have(
I λε2(λ
ε
1 − λε2)
0 I
)(
Dtλε2(λ
ε
2)
 0
−Dtλε1(λε2) 0
)(
I −λε2(λε1 − λε2)
0 I
)
=
(
Dtλε2(λ
ε
2)
 − λε2(λε1 − λε2)Dtλε1(λε2) −Dtλε2(λε1 − λε2) + λε2(λε1 − λε2)Dtλε1(λε1 − λε2)
−Dtλε1(λε2) −Dtλε1(λε1 − λε2)
)
.
A careful analysis of λε2(λ
ε
1 − λε2)Dtλε1(λε2) gives
σ
(
λε2
(
λε1 − λε2
)
Dtλ
ε
1
(
λε2
))∼ ∑
|α|+|β|1
1
α!β! D
α
ξ ∂
β
x Dtλ
(ε1,1)
1 (t, x, ξ)aαβ(t, x, ξ)
+
p∑
k=2
∑
|α|1
1
α! D
α
ξ Dtλ
(εk,k)
1 (t, ξ)aαk(t, x, ξ) + σ
(
Dtλ
ε
1
(
λε1 − λε2
))
,
where
〈ξ〉−|α|aαβ(t, x, ξ) ∈ L∞
([0, T ], S−(p+1)), 〈ξ〉−|α|aαk(t, x, ξ) ∈ L∞([0, T ], S−2p). (3.10)
Summarizing, after the ﬁrst step of diagonalization we obtain⎧⎨
⎩ Dt V1 −
(
λε1 0
0 λε2
)
V1 −
(
Dtλ
ε
2(λ
ε
2)
 − Dtλε1(λε1 − λε2) 0
0 −Dtλε1(λε1 − λε2)
)
V1
− D2V1 − B2V1 − R2V1 − P2V1 = 0,
(3.11)
where
D2 =
(
d(2)11 0
0 0
)
, B2 =
(
0 b(2)12
b(2)21 0
)
, R2 =
(
r(2)11 r
(2)
12
r(2)21 r
(2)
22
)
,
d(2)11 (t, x, ξ) ∼
∑
|α|+|β|1
1
α!β! D
α
ξ ∂
β
x Dtλ
(ε1,1)
1 (t, x, ξ)aαβ(t, x, ξ) +
p∑
k=2
∑
|α|1
1
α! D
α
ξ Dtλ
(εk,k)
1 (t, ξ)aαk(t, x, ξ),
b(2)12 := −Dtλε2
(
λε1 − λε2
) + λε2(λε1 − λε2)Dtλε1(λε1 − λε2), b(2)21 := −Dtλε1(λε2),
r(2)11 := λε2
(
λε1 − λε2
)
r(1)21 , r
(2)
12 := −λε2
(
λε1 − λε2
)
r(1)21 λ
ε
2
(
λε1 − λε2
) + λε2(λε1 − λε2)r(1)22 ,
r(2)21 := r(1)21 , r(2)22 := −r(1)21 λε2
(
λε1 − λε2
) + r(1)22 ,
and where P2(t, x, Dx) ∈ L1((0, T ),Ψ 01,0). The symbols aαβ and aαk satisfy (3.10). Now let us come to the second step of the
diagonalization procedure. For this reason we introduce the matrix-valued pseudodifferential operator M2(t, x, Dx) with the
symbol
M2(t, x, ξ) =
(
1 m(2)12 (t, x, ξ)
m(2)21 (t, x, ξ) 1
)
=:
(
1 b(2)12 (t, x, ξ)(λ
ε
1 − λε2)(t, x, ξ)
b(2)21 (t, x, ξ)(λ
ε
2 − λε1)(t, x, ξ) 1
)
.
The special structure of b(2) and b(2) implies12 21
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2∑
r=1
∑
|α|+|β|0
1
α!β! D
α
ξ ∂
β
x Dtλ
(ε1,1)
r (t, x, ξ)a
(12)
αβr (t, x, ξ) +
2∑
r=1
p∑
k=2
∑
|α|0
1
α! D
α
ξ Dtλ
(εk,k)
r (t, ξ)a
(12)
αkr (t, x, ξ),
m(2)21 (t, x, ξ) ∼
2∑
r=1
∑
|α|+|β|0
1
α!β! D
α
ξ ∂
β
x Dtλ
(ε1,1)
r (t, x, ξ)a
(21)
αβr (t, x, ξ) +
p∑
k=2
∑
|α|0
1
α! D
α
ξ Dtλ
(εk,k)
r (t, ξ)a
(21)
αkr (t, x, ξ),
where a(12)αβr ,a
(12)
αkr ,a
(21)
αβr ,a
(21)
αkr ∈ L∞([0, T ], S−2p). Taking into consideration of Lemma 3.7 we arrive at a condition which
guarantees the ellipticity of M2 = M2(t, x, ξ).
Lemma 3.9. Choosing in (3.7) βk = k, then the condition σ1(k+p)  2p−kk yields the ellipticity of M2 in the sense that detM2(t, x, ξ)
C > 0 for (t, x, ξ) ∈ [0, T ]×Rn ×{|ξ | M}, M large. The symbol M2(t, x, ξ) belongs to L∞([0, T ], S0). There exists a parametrix M2
with symbol M2(t, x, ξ) from L
∞([0, T ], S0). It has the representation
M2(t, x, ξ) = M−12 (t, x, ξ) + Q (t, x, ξ)
with Q (t, x, ξ) = ( q11 q12q21 q22 )(t, x, ξ) ∈ L∞([0, T ], S−11,0) and with
qlm(t, x, ξ) ∼
2∑
r=1
∑
|α|+|β|0
1
α!β! D
α
ξ ∂
β
x Dtλ
(ε1,1)
r (t, x, ξ)q
(lm)
αβr (t, x, ξ) +
p∑
k=2
∑
|α|0
1
α! D
α
ξ Dtλ
(εk,k)
r (t, ξ)q
(lm)
αkr (t, x, ξ),
where q(lm)αβr ,q
(lm)
αkr ∈ L∞([0, T ], S−(2p+1)).
Proof. We can estimate |m(2)12 (t, x, ξ)|+ |m(2)21 (t, x, ξ)| c˜, where c˜ is a small constant. This follows from the above presented
asymptotic representations for m(2)12 , m
(2)
21 , from Lemma 3.2 and from
∣∣Dαξ ∂βx Dtλ(ε1,1)r (a(12)αβr + a(21)αβr )∣∣
(
1
ε1
(
log
1
ε1
)γ)σ1(p+1)
|ξ |1−2p  c˜|ξ |σ1(p+1)+1−2p  c˜,
∣∣Dαξ Dtλ(εk,k)r (a(12)αβr + a(21)αβr )∣∣
(
1
εk
(
log
1
εk
)γ)σ1(p+k)
|ξ |k−2p  c˜|ξ |kσ1(p+k)+k−2p  c˜, for large |ξ |.
Hence, M2 is elliptic, belongs to L∞([0, T ], S0) and has a parametrix M2 with symbol from L∞([0, T ], S0). The structure
of its symbol σ(M2) follows with Lemma 3.2 from an asymptotic representation which will be obtained as in the proof of
Lemma 3.7. 
Let us substitute V2 = M2V1, V1 = M2V2, respectively in (3.11). Then we get⎧⎪⎨
⎪⎩
Dt V2 − M2
(
λε1 0
0 λε2
)
M2V2 − DtM2
(
M2
)
V2 − M2
(
Dtλ
ε
2(λ
ε
2)
 − Dtλε1(λε1 − λε2) 0
0 −Dtλε1(λε1 − λε2)
)
M2V2
− M2D2M2V2 − M2B2M2V2 − M2R2M2V2 − M2P2M2V2 = 0.
(3.12)
We should explain all the terms appearing in (3.12).
1. M2P2M

2: From Lemma 3.9 and (3.11) we conclude that M2P2M

2 ∈ L1((0, T ),Ψ 0).
2. M2R2M

2: Here we use the representation M2R2M

2 = M2M1R1M1M2 with
R1 =
(
0 0
r(1)21 r
(1)
22
)
, r(1)21 =
(
λ1 − λε1
)
λε1
(
λε2
) + (λ2 − λε2)λε1(λε2), r(1)22 = λε1 − λ1 + λ1(λε2 − λ2)(λε2).
Lemma 3.10. Let us choose λ(εk,k)r (t, x, ξ) as in (3.6) with δk = k. Then M2R2M2 is a matrix-valued pseudodifferential operator with
symbol σ(M2R2M

2) satisfying the estimates
∥∥∂αξ ∂βx σ (M2R2M2)∥∥
2∑
r=1
p∑
k=1
χ
(
t
εk(|ξ |)
)∣∣〈ξ〉k − λ(k)r (t, x, ξ)∣∣〈ξ〉−|α|. (3.13)
Proof. These estimates follow from the above representations for r(1)21 , r
(1)
22 , (3.6) and Mr,M

r ∈ L∞([0, T ],Ψ 0). 
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
2: Using M2,M

2 ∈ L∞([0, T ],Ψ 0), Lemmas 3.7 and 3.3 and (3.11), with Lemma 3.2 and the asymptotic repre-
sentation for d(2)11 (t, x, ξ) we conclude the following statement.
Lemma 3.11. Let us choose λ(εk,k)r (t, x, ξ) as in (3.6) with δk = k. Then M2D2M2 is a matrix-valued pseudodifferential operator with
symbol σ(M2D2M

2) satisfying the estimates⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∥∥∂αξ ∂βx σ (M2D2M2)∥∥
p∑
k=2
(
1− χ
(
t
εk(|ξ |)
))(
1
t
(
log
1
t
)γ)σ1(k+p)
〈ξ〉k−2p−|α|
+
(
1− χ
(
t
ε1(|ξ |)
))(
1
t
(
log
1
t
)γ)σ1(1+p)
〈ξ〉−p−|α|.
(3.14)
4. M2
( λε1 0
0 λε2
)
M2 + M2B2M2: To understand the inﬂuence of this sum we ﬁrstly observe
M2
(
λε1 0
0 λε2
)
M2 + M2B2M2 =
(
λε1 0
0 λε2
)
+
([
M2,
(
λε1 0
0 λε2
)]
+ M2B2
)
M2.
For the commutator we obtain
[
M2,
(
λε1 0
0 λε2
)]
=
(
λε1 b
(2)
12 (λ
ε
1 − λε2)λε2
b(2)21 (λ
ε
2 − λε1)λε1 λε2
)
−
(
λε1 λ
ε
1b
(2)
12 (λ
ε
1 − λε2)
λε2b
(2)
21 (λ
ε
2 − λε1) λε2
)
−
(
0 b(2)12 (λ
ε
1 − λε2)λε2 − λε1b(2)12 (λε1 − λε2)
b(2)21 (λ
ε
2 − λε1)λε1 − λε2b(2)21 (λε2 − λε1) 0
)
.
For M2B we get
M2B =
(
b(2)12 (λ
ε
1 − λε2)b(2)21 b(2)12
b(2)21 b
(2)
21 (λ
ε
2 − λε1)b(2)12
)
.
The sum P of both matrices has the entries
p11 := b(2)12
(
λε1 − λε2
)
b(2)21 , p22 := b(2)21
(
λε2 − λε1
)
b(2)12 ,
p12 :=
[
b(2)12
(
λε1 − λε2
)
, λε1
]
, p21 :=
[
b(2)21
(
λε2 − λε1
)
, λε2
]
,
where
b(2)12 := −Dtλε2
(
λε1 − λε2
) + λε2(λε1 − λε2)Dtλε1(λε1 − λε2), b(2)21 := −Dtλε1(λε2).
Lemma 3.12. The diagonal elements prr , r = 1,2, are pseudodifferential operators which symbols have the asymptotic representations
prr(t, x, ξ) ∼
2∑
m,n=1
( p∑
k=1
∂tλ
(εk,k)
m (t, ξ)
)( p∑
l=1
∂tλ
(εl,l)
n (t, ξ)
)
a(r)klmn(t, ξ)
+
2∑
m,n=1
( p∑
k=1
∂tλ
(εk,k)
m (t, ξ)
)( p∑
l=1
∂tλ
(εl,l)
n (t, ξ)
)
b(r)klmn(t, x, ξ)
+
2∑
m,n=1
∂tλ
(ε1,1)
m (t, x, ξ)
( p∑
l=1
∂tλ
(εl,l)
n (t, x, ξ)
)
a(r)1lmn(t, x, ξ)
+
∑
|α|,|β|0
2∑
m,n=1
Dαξ ∂
β
x
( p∑
k=1
∂tλ
(εk,k)
m (t, x, ξ)
)( p∑
l=1
∂tλ
(εl,l)
n (t, x, ξ)
)
c(r)klαβmn(t, x, ξ),
where a(r)klmn(t, ξ), a
(r)
1lmn(t, x, ξ) are real and from L
∞([0, T ], S−3p), b(r)klmn(t, x, ξ) are real and from L∞([0, T ], S−(4p−1)) and
c(r)klαβmn ∈ L∞([0, T ], S−4p). The anti-diagonal elements p12 and p21 are pseudodifferential operators which symbols have the asymp-
totic representations
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∑
|α|+|β|1
1
α!β! D
α
ξ ∂
β
x Dtλ
(ε1,1)
1 (t, x, ξ)a
(lm)
αβ (t, x, ξ)
+
p∑
k=2
∑
|α|1
1
α! D
α
ξ Dtλ
(εk,k)
1 (t, ξ)a
(lm)
αk (t, x, ξ), l,m = 1,2, l 
=m,
where
〈ξ〉−|α|a(lm)αβ ∈ L∞
([0, T ], S−(p+1)), 〈ξ〉−|α|a(lm)αk ∈ L∞([0, T ], S−2p).
Proof. To prove these statements we use Lemma 3.8 (the ﬁrst p terms in the asymptotic representations of parametrices
are real), Lemma 3.5 (λ(k)r (t, ξ) and λ
(1)
r,0(t, x, ξ) are real), and the rules of symbolic calculus from Lemmas 3.2 and 3.3. 
Finally, we have to study the inﬂuence of M2 on the estimates of the previous lemma.
Corollary 3.1. Let us choose λ(εk,k)r (t, x, ξ) as in (3.6) with δk = k. Then
A := M2
(
λε1 0
0 λε2
)
M2 + M2B2M2
is a matrix-valued pseudodifferential operator, where the elements alm, l,m = 1,2, appearing in the symbol
σ(A) =
(
λε1 0
0 λε2
)
+
(
a11 a12
a21 a22
)
have the following asymptotic representations:
a11 ∼ p11 +
∑
|α|0
1
α! D
α
ξ p12∂
α
x
(−m(2)21 + q11),
a12 ∼ p12 +
∑
|α|0
1
α! D
α
ξ p11∂
α
x
(−m(2)12 + q12),
a21 ∼ p21 +
∑
|α|0
1
α! D
α
ξ p22∂
α
x
(−m(2)21 + q21),
a22 ∼ p22 +
∑
|α|0
1
α! D
α
ξ p21∂
α
x
(−m(2)12 + q22).
Proof. We have only to understand the entries of PM2. Their asymptotic representations follow from Lemmas 3.3, 3.9
and 3.12. 
5. Let us consider
G := M2
(
Dtλε2(λ
ε
2)
 − Dtλε1(λε1 − λε2) 0
0 −Dtλε1(λε1 − λε2)
)
M2.
Firstly, we observe by using Lemmas 3.3, 3.7 and 3.8 that
σ
(
Dtλ
ε
2(λ
ε
2)

)∼ Dtλε2
λε2
+
∑
|α|1
1
α! D
α
ξ Dtλ
ε
2∂
α
x
(
λε2
)
(−(2p−1)),
σ
(
Dtλ
ε
1
(
λε1 − λε2
))∼ Dtλε1
λε1 − λε2
+
∑
|α|1
1
α! D
α
ξ Dtλ
ε
1∂
α
x
(
λε1 − λε2
)
(−(2p−1)).
Using Lemma 3.2 it turns out that
∑
|α|1 is asymptotically equivalent to symbols a = a(t, x, ξ) and b = b(t, x, ξ) satisfying
the estimates
∣∣∂αξ ∂βx a(t, x, ξ)∣∣+ ∣∣∂αξ ∂βx b(t, x, ξ)∣∣
p∑
k=1
∣∣Dtλ(εk,k)2 ∣∣|ξ |−2p−|α|. (3.15)
These estimates show that we do not need to take account of special structures of matrices, that is, the estimates of symbols
a(t, x, ξ) and b(t, x, ξ) are suitable to observe the Log-effect. For this reason we can reduce our considerations to
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⎪⎪⎪⎩
G := M2
(
a 0
0 b
)
M2
with b(t, x, ξ) = −Dtλ
ε
1
λε1 − λε2
(t, x, ξ), a(t, x, ξ) = Dtλ
ε
2
λε2
(t, x, ξ) − Dtλ
ε
1
λε1 − λε2
(t, x, ξ).
(3.16)
Using Lemmas 3.3, 3.9 and the asymptotic representations for m(2)12 , m
(2)
21 we conclude⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
σ(G) =
(
a 0
0 b
)
+
(
g11 g12
g21 g22
)
where
∣∣∂αξ ∂βx grr(t, x, ξ)∣∣
( p∑
k=1
(∣∣Dtλ(εk,k)1 ∣∣+ ∣∣Dtλ(εk,k)2 ∣∣)
)3
|ξ |−5p−|α|, r = 1,2,
∣∣∂αξ ∂βx glm(t, x, ξ)∣∣
( p∑
k=1
(∣∣Dtλ(εk,k)1 ∣∣+ ∣∣Dtλ(εk,k)2 ∣∣)
)2
|ξ |−3p−|α|, l 
=m.
(3.17)
It turns out that a special structure of matrices should be taken into consideration only to handle the matrix
( a 0
0 b
)
.
Lemma 3.13. Let us choose λ(εk,k)r (t, x, ξ) as in (3.6) with δk = k. Then it holds⎧⎪⎪⎨
⎪⎪⎩
Dtλε1
λε1 − λε2
(t, x, ξ) = Dtλ
(εp ,p)
1
2λ
(εp ,p)
1
(
1+
p−1∑
l=2
alp(t, ξ) + a1p(t, x, ξ)
)
+
p−1∑
k=1
Dtλ
(εk,k)
1
( p−1∑
l=2
alk(t, ξ) + a1k(t, x, ξ)
)
,
where alp ∈ L∞
([0, T ], Sl−p), alk ∈ L∞([0, T ], Sl−2p), k, l = 1, . . . , p − 1.
(3.18)
If for some m ∈ {1, . . . , p − 1} we have bα(t, x) ≡ 0 for all |α| =m, then we can use the representation⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
Dtλε1
λε1 − λε2
(t, x, ξ) = Dt(λ
(εp ,p)
1 + λ(εm,m)1 )
2(λ
(εp ,p)
1 + λ(εm,m)1 )
(
1+
p−1∑
l=2
alp(t, ξ) + a1p(t, x, ξ)
)
+
p−1∑
k=1,k 
=m
Dtλ
(εk,k)
1
( p−1∑
l=2
alk(t, ξ) + a1k(t, x, ξ)
)
,
where alp ∈ L∞
([0, T ], Sl−p), alk ∈ L∞([0, T ], Sl−2p).
(3.19)
Proof. The representations follow from (3.5), (3.6), Lemma 3.1 and after repeating the strategy from the proof of Lemma 3.1
to construct λ(m)1 , λ
(m)
2 . 
6. DtM2(M

2):
Lemma 3.14. Let us choose λ(εk,k)r (t, x, ξ) as in (3.6)with δk = k. Then DtM2(M2) is a matrix-valued pseudodifferential operator with
symbol σ(DtM2(M

2)) satisfying the estimates⎧⎪⎪⎨
⎪⎪⎩
∥∥∂αξ ∂βx σ (DtM2(M2))∥∥

p∑
k=1
(
1− χ
(
t
εk(|ξ |)
))(
1
t
(
log
1
t
)γ)σ2(k+p)
〈ξ〉k−2p−|α|. (3.20)
Proof. In the representation of DtM2(M

2) there appear terms as(
D2t λ
ε
r
)
ar(t, x, Dx),
(
Dtλ
ε
r
)(
Dt
(
λεl
))
arl(t, x, Dx),(
Dtλ
ε
r
)(
Dt
(
λε2 − λε1
))
ar21(t, x, Dx),
(
Dtλ
ε
1
)(
Dtλ
ε
2
)
a12(t, x, Dx),
where
ar ∈ L∞
([0, T ], S−2p), arl ∈ L∞([0, T ], S−p),
ar21 ∈ L∞
([0, T ], S−p), a12 ∈ L∞([0, T ], S−3p).
The hierarchy conditions between σ1(2p−|α|) and σ2(2p−|α|) imply that σ(D2t λεr ar(t, x, Dx)) is the dominant term to describe
the singular behavior. The application of Lemma 3.7 yields immediately the above estimate. 
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Goal of this section. After studying all terms in (3.12) we rewrite this system in a form (3.21) basing on the symbol hierarchies from
Section 3.1. The second diagonal matrix in (3.21) has entries with full integrable symbols. This special structure is the key point to
observe the Log-effect. By an elliptic pseudodifferential transformation we transform this matrix back modulo a better remainder in
our hierarchy of symbols. Finally, we will show that it is suﬃcient to study the system (3.25) with a remainder B3 .
After explaining all terms from (3.12) we will apply a ﬁnal transformation which is motivated by Lemma 3.13 together
with formulas (3.16) and (3.17). We write the system (3.12) in the form⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂t V2 − i
(
λε1 0
0 λε2
)
V2 − Op
⎛
⎜⎜⎜⎜⎝
∂tλ
ε
2
λε2
− ∂tλ
(εp ,p)
1
2λ
(εp ,p)
1
0
0 −∂tλ
(εp ,p)
1
2λ
(εp ,p)
1
⎞
⎟⎟⎟⎟⎠ V2
− Op
(
b11 0
0 b22
)
V2 − Op i
(
a11 a12
a21 a22
)
V2 − Op i
(
g11 g12
g21 g22
)
V2
− A3V2 − D3V2 − R3V2 − P3V2 = 0,
(3.21)
where akl , k, l = 1,2, are from Corollary 3.1, gkl , k, l = 1,2, are from (3.17), A3 := ∂tM2(M2), D3 := iM2D2M2, R3 :=
iM2R2M

2, P3 := iM2P2M2, and⎧⎪⎪⎨
⎪⎪⎩
brr := ∂tλ
(εp ,p)
1
2λ
(εp ,p)
1
(
ap(t, ξ) + a1p(t, x, ξ)
)+ p−1∑
k=1
∂tλ
(εk,k)
1
(
ak(t, ξ) + a1k(t, x, ξ)
)
,
where ap ∈ L∞
([0, T ], S−1), a1p ∈ L∞([0, T ], S1−p), ak ∈ L∞([0, T ], S−(p+1)), a1k ∈ L∞([0, T ], S1−2p).
(3.22)
Then let us deﬁne the elliptic matrix-valued pseudodifferential operator M3 = M3(t, x, Dx) with symbol
M3(t, x, ξ) =
⎛
⎜⎜⎜⎝
λε2(t,x,ξ)
λε2(0,x,ξ)
√
λ
(εp ,p)
1 (0,ξ)√
λ
(εp ,p)
1 (t,ξ)
0
0
√
λ
(εp ,p)
1 (0,ξ)√
λ
(εp ,p)
1 (t,ξ)
⎞
⎟⎟⎟⎠ .
Using Lemma 3.7 it holds
∣∣∂αξ M3(t, x, ξ)∣∣ 〈ξ〉−|α|, ∣∣∂αξ ∂βx M3(t, x, ξ)∣∣ 〈ξ〉−(p−1)−|α| for |β| 1. (3.23)
There exists a parametrix M3 = M3(t, x, Dx) with symbol
M3(t, x, ξ) =
⎛
⎜⎜⎜⎝
λε2(0,x,ξ)
λε2(t,x,ξ)
√
λ
(εp ,p)
1 (t,ξ)√
λ
(εp ,p)
1 (0,ξ)
0
0
√
λ
(εp ,p)
1 (t,ξ)√
λ
(εp ,p)
1 (0,ξ)
⎞
⎟⎟⎟⎠
modulo a pseudodifferential operator with symbol from L∞([0, T ], S−p). The symbol σ(M3) satisﬁes the same estimates
(3.23) as σ(M3) does. Setting V2 := M3V3 into (3.21) we get⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂t V3 − iM3
(
λε1 0
0 λε2
)
M3V3 − M3
(
q11 0
0 q22
)
V3 − M3 Op
(
b11 0
0 b22
)
M3V3
− iM3
(
Op
(
a11 a12
a21 a22
)
+ Op
(
g11 g12
g21 g22
))
M3V3 − M3(A3 + D3 + R3 + P3)M3V3 = 0,
where qrr(t, x, ξ) ∼
p∑
k=1
Dtλ
(εk,k)
2 a2k(t, x, ξ) +
∑
|α|1
1
α!∂
α
x Dtλ
(ε1,1)
2 aα21(t, x, ξ),
a2k ∈ L∞
([0, T ], S−2p), aα21 ∈ L∞([0, T ], S−(p+|α|)).
(3.24)
The matrix M
( q11 0 )V3 appears from M(DtM3). Finally, taking account of the estimates for σ(M3), σ(M) it follows3 0 q22 3 3
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(
λε1 0
0 λε2
)
M3 =
(
λε1 0
0 λε2
)
+ M3
[(
λε1 0
0 λε2
)
,M3
]
=
(
λε1 0
0 λε2
)
modulo an element from L∞([0, T ],Ψ 01,0). Thus instead of (3.24) we consider
∂t V3 − i
(
λε1 + p11 0
0 λε2 + p22
)
V3 − B3V3 = 0, (3.25)
where p11 and p22 are from Corollary 3.1 and Lemma 3.12. To estimate ‖∂αξ ∂βx B3(t, x, ξ)‖ we can restrict ourselves to
estimate
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∥∥∥∥∂αξ ∂βx σ
(
q11 0
0 q22
)∥∥∥∥ ,
∥∥∥∥∂αξ ∂βx σ
(
b11 0
0 b22
)∥∥∥∥ ,∥∥∥∥∂αξ ∂βx
(
g11 g12
g21 g22
)∥∥∥∥ ,
∥∥∥∥∂αξ ∂βx
(
a11 − p11 a12
a21 a22 − p22
)∥∥∥∥ ,∥∥∥∂αξ ∂βx σ(A3)∥∥∥ , ∥∥∥∂αξ ∂βx σ(D3)∥∥∥ , ∥∥∥∂αξ ∂βx σ(R3)∥∥∥ , ∥∥∥∂αξ ∂βx σ(P3)∥∥∥ .
(3.26)
This will be done in the next section.
3.6. Estimate of ‖∂αξ ∂βx B3‖
Goal of this section. In this section we will derive symbol-like estimates of the symbol B3(t, x, ξ) of the remainder B3 in (3.25).
Let us estimate step by step all norms of the matrices from (3.26).
1. ‖∂αξ ∂βx σ(P3)‖: It is suﬃcient to use P3 ∈ L1((0, T ),Ψ 0).
2. ‖∂αξ ∂βx σ(R3)‖: From (3.13) we have
∥∥∂αξ ∂βx σ (M2R2M2)∥∥
p∑
k=1
χ
(
t
εk(|ξ |)
)
〈ξ〉k−|α| =: θ01α(t, ξ).
3. ‖∂αξ ∂βx σ(D3)‖: From (3.14) we have
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∥∥∂αξ ∂βx σ (M2D2M2)∥∥
p∑
k=2
(
1− χ
(
t
εk(|ξ |)
))(
1
t
(
log
1
t
)γ)σ1(k+p)
〈ξ〉k−2p−|α|
+
(
1− χ
(
t
ε1(|ξ |)
))(
1
t
(
log
1
t
)γ)σ1(1+p)
〈ξ〉−p−|α| =: θ02α(t, ξ).
4. ‖∂αξ ∂βx σ(A3)‖: From (3.20) we have
∥∥∂αξ ∂βx σ (DtM2(M2))∥∥
p∑
k=1
(
1− χ
(
t
εk(|ξ |)
))(
1
t
(
log
1
t
)γ)σ2(k+p)
〈ξ〉k−2p−|α| =: θ03α(t, ξ).
5. ‖∂αξ ∂βx
( a11−p11 a12
a21 a22−p22
)‖: Here we use the asymptotic representations from Lemma 3.12. These representations yield
together with Lemmas 3.2 and 3.9 and the structure of M2,
∣∣∂αξ ∂βx (a11 − p11)∣∣+ ∣∣∂αξ ∂βx (a22 − p22)∣∣

(
1− χ
(
t
ε1(|ξ |)
))(
1
t
(
log
1
t
)γ)σ1(p+1) p∑
k=1
(
1−χ
(
t
εk(|ξ |)
))(
1
t
(
log
1
t
)γ)σ1(p+k)
〈ξ〉k−3p−|α|
+
p∑(
1−χ
(
t
εk(|ξ |)
))2(1
t
(
log
1
t
)γ)2σ1(p+k)
〈ξ〉2k−4p−|α| =: θ04α(t, ξ);k=2
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(
1− χ
(
t
ε1(|ξ |)
))(
1
t
(
log
1
t
)γ)σ1(p+1)
〈ξ〉−p−|α|
+
p∑
k=2
(
1− χ
(
t
εk(|ξ |)
))(
1
t
(
log
1
t
)γ)σ1(p+k)
〈ξ〉k−2p−|α|
+
p∑
k=1
(
1− χ
(
t
εk(|ξ |)
))3(1
t
(
log
1
t
)γ)3σ1(p+k)
〈ξ〉3k−5p−|α| =: θ05α(t, ξ).
6. ‖∂αξ ∂βx
( g11 g12
g21 g22
)‖: From (3.17) we have
∣∣∂αξ ∂βx g11∣∣+ ∣∣∂αξ ∂βx g22∣∣
p∑
k=1
(
1− χ
(
t
εk(|ξ |)
))3(1
t
(
log
1
t
)γ)3σ1(p+k)
〈ξ〉3k−5p−|α| =: θ06α(t, ξ);
∣∣∂αξ ∂βx g12∣∣+ ∣∣∂αξ ∂βx g21∣∣
p∑
k=1
(
1− χ
(
t
εk(|ξ |)
))2(1
t
(
log
1
t
)γ)2σ1(p+k)
〈ξ〉2k−3p−|α| =: θ07α(t, ξ).
7. ‖∂αξ ∂βx σ
( b11 0
0 b22
)‖: From (3.22) we conclude
∣∣∂αξ ∂βx σ(b11)∣∣+ ∣∣∂αξ ∂βx σ(b22)∣∣
(
1−χ
(
t
εp(|ξ |)
))(
1
t
(
log
1
t
)γ)σ12p
〈ξ〉−1−|α|
+
p−1∑
k=1
(
1− χ
(
t
εk(|ξ |)
))(
1
t
(
log
1
t
)γ)σ1(k+p)
〈ξ〉k−1−p−|α| =: θ08α(t, ξ).
8. ‖∂αξ ∂βx σ
( q11 0
0 q22
∥∥: From (3.24) we conclude together with Lemma 3.2
∣∣∂αξ ∂βx σ(q11)∣∣+ ∣∣∂αξ ∂βx σ(q22)∣∣
p∑
k=1
(
1− χ
(
t
εk(|ξ |)
))(
1
t
(
log
1
t
)γ)σ1(k+p)
〈ξ〉k−2p−|α|
+
(
1− χ
(
t
ε1(|ξ |)
))(
1
t
(
log
1
t
)γ)σ1(p+1)
〈ξ〉−p−|α| =: θ09α(t, ξ).
3.7. Estimate of
∫ T
0 ‖B3(t, x, ξ)‖dt
Goal of this section. In this section we will derive the following estimate for
∫ T
0 ‖B3(t, x, ξ)‖dt:
T∫
0
∥∥B3(t, x, ξ)∥∥dt  (〈ξ〉)γ with γ ∈ [0,1].
To derive estimates for the solution V3 of (3.25) we have to estimate in the next step
∫ T
0 ‖B3(t, x, ξ)‖dt . Therefore we
have to estimate
∫ T
0 . . . dt over all matrix-norms for α = β = 0 appearing in (3.26). Here we use (3.7) with βk = k.
1.
∫ T
0 ‖σ(P3)‖dt  1.
2.
∫ T
0 ‖σ(R3)‖dt  εk(|ξ |)〈ξ〉k  (log〈ξ〉)γ .
3. We have
T∫
0
∥∥σ(D3)∥∥dt  ε1(|ξ |)
(
1
ε1(|ξ |)
(
log
1
ε1(|ξ |)
)γ)σ1(p+1)
〈ξ〉−p
+
p−1∑
k=2
εk
(|ξ |)( 1
εk(|ξ |)
(
log
1
εk(|ξ |)
)γ)σ1(p+k)
〈ξ〉k−2p + 1
εp(|ξ |)
(
log
1
εp(|ξ |)
)γ
〈ξ〉−p
if σ1(p+k) > 1 for k = 1, . . . , p − 1. Moreover, we used σ12p = 1.
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⎪⎪⎪⎩
T∫
0
∥∥σ(D3)∥∥dt  (log〈ξ〉)γ
if σ1(p+1) − p − 1 0, kσ1(p+k) − 2p  0 for k = 2, . . . , p − 1.
(3.27)
4. We have
T∫
0
∥∥σ(A3)∥∥dt  p∑
k=1
εk
(|ξ |)( 1
εk(|ξ |)
(
log
1
εk(|ξ |)
)γ)σ2(p+k)
〈ξ〉k−2p
if σ2(p+k) > 1 for k = 1, . . . , p. Moreover, we used σ22p = 2. Thus,
T∫
0
∥∥σ(A3)∥∥dt  (log〈ξ〉)γ if kσ2(p+k) − 2p  0 for k = 1, . . . , p − 1. (3.28)
5. We have
T∫
0
∥∥∥∥
(
a11 − p11 a12
a21 a22 − p22
)∥∥∥∥ dt  ε1(|ξ |)
(
1
ε1(|ξ |)
(
log
1
ε1(|ξ |)
)γ)2σ1(p+1)
〈ξ〉1−3p
+
p∑
k=2
ε1
(|ξ |)( 1
ε1(|ξ |)
(
log
1
ε1(|ξ |)
)γ)σ1(p+k)+σ1(p+1)
〈ξ〉k−3p
+
p∑
k=2
εk
(|ξ |)( 1
εk(|ξ |)
(
log
1
εk(|ξ |)
)γ)2σ1(p+k)
〈ξ〉2k−4p
+ ε1
(|ξ |)( 1
ε1(|ξ |)
(
log
1
ε1(|ξ |)
)γ)σ1(p+1)
〈ξ〉−p
+
p∑
k=2
εk
(|ξ |)( 1
εk(|ξ |)
(
log
1
εk(|ξ |)
)γ)σ1(p+k)
〈ξ〉k−2p
+
p∑
k=1
εk
(|ξ |)( 1
εk(|ξ |)
(
log
1
εk(|ξ |)
)γ)3σ1(p+k)
〈ξ〉3k−5p .
Here we used that εk(|ξ |) is decreasing in k. Thus,⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
T∫
0
∥∥∥∥
(
a11 − p11 a12
a21 a22 − p22
)∥∥∥∥ dt  (log〈ξ〉)γ
if 2σ1(p+1) − 3p  0, σ1(p+1) − 1− p  0;
σ1(p+k) + σ1(p+1) − 1+ k − 3p  0, 2kσ1(p+k) + k − 4p  0 for k = 2, . . . , p;
kσ1(p+k) − 2p  0, 3kσ1(p+k) + 2k − 5p  0 for k = 1, . . . , p.
(3.29)
6. We have
T∫
0
∥∥∥∥
(
g11 g12
g21 g22
)∥∥∥∥ dt 
p∑
k=1
εk
(|ξ |)( 1
εk(|ξ |)
(
log
1
εk(|ξ |)
)γ)3σ1(p+k)
〈ξ〉3k−5p
+
p∑
k=1
εk
(|ξ |)( 1
εk(|ξ |)
(
log
1
εk(|ξ |)
)γ)2σ1(p+k)
〈ξ〉2k−3p .
Thus, ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
T∫
0
∥∥∥∥
(
g11 g12
g21 g22
)∥∥∥∥ dt  (log〈ξ〉)γ
if 3kσ1(p+k) + 2k − 5p  0, 2kσ1(p+k) + k − 3p  0 for k = 1, . . . , p.
(3.30)
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T∫
0
∥∥∥∥σ
(
b11 0
0 b22
)∥∥∥∥ dt 
(
log
1
εp(|ξ |)
)2
〈ξ〉−1 +
p−1∑
k=1
εk
(|ξ |)( 1
εk(|ξ |)
(
log
1
εk(|ξ |)
)γ)σ1(k+p)
〈ξ〉k−1−p .
Thus, ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
T∫
0
∥∥∥∥σ
(
b11 0
0 b22
)∥∥∥∥ dt  (log〈ξ〉)γ
if kσ1(k+p) − 1− p  0 for k = 1, . . . , p − 1.
(3.31)
8. We have
T∫
0
∥∥∥∥σ
(
q11 0
0 q22
)∥∥∥∥ dt 
p−1∑
k=1
εk
(|ξ |)( 1
εk(|ξ |)
(
log
1
εk(|ξ |)
)γ)σ1(k+p)
〈ξ〉k−2p
+ ε1
(|ξ |)( 1
ε1(|ξ |)
(
log
1
ε1(|ξ |)
)γ)σ1(p+1)
〈ξ〉−p .
Thus, ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
T∫
0
∥∥∥∥σ
(
q11 0
0 q22
)∥∥∥∥ dt  (log〈ξ〉)γ
if kσ1(k+p) − 2p  0 for k = 1, . . . , p − 1, σ1(p+1) − 1− p  0.
(3.32)
3.8. A transformation containing the loss of derivatives
Goal of this section. By the analysis of the previous both sections we are able to propose an elliptic pseudodifferential transformation
describing the loss of derivatives and shifting the spectrum of the pseudodifferential operators from (3.25). We obtain a system (3.38)
(see beginning of Section 3.9) with matrix-valued pseudodifferential operators having non-negative real part.
We consider the case p  3. The case p = 2 can be considered in the same way.
Let us recall the terms θ0k0(t, ξ) for k = 1, . . . ,9 from Section 3.6. Using the deﬁnition (3.7) for βk = k one can show that
the most important terms among these are⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
p∑
k=1
(
1− χ
(
1
εk(|ξ |)
))(
1
t
(
log
1
t
)γ)σ2(k+p)
〈ξ〉k−2p,
p∑
k=1
χ
(
t
εk(|ξ |)
)
〈ξ〉k,
p−2∑
k=1
(
1− χ
(
1
εk(|ξ |)
))(
1
t
(
log
1
t
)γ)σ1(k+p)
〈ξ〉k−1−p,
(
1−χ
(
t
εp(|ξ |)
))(
1
t
(
log
1
t
)γ)2
〈ξ〉−p,
(
1− χ
(
1
εp−1(|ξ |)
))((
1
t
(
log
1
t
)γ) 2p+1p−1
〈ξ〉−p−2 +
(
1
t
(
log
1
t
)γ) 2p+12p−2
〈ξ〉−2
)
.
(3.33)
The other terms which appear can be estimated by at least of one of these terms. Let us deﬁne the function
θ0(t, ξ) := the sum of all terms from (3.33). (3.34)
Lemma 3.15.We have the relation
∣∣∣∣∣∂αξ
t∫
0
θ0(s, ξ)ds
∣∣∣∣∣ Cα〈ξ〉−|α|(log〈ξ〉)γ
for |ξ | M, t ∈ (0, T ] and for all multi-indices α.
Proof. We leave the proof to the reader. 
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• θ0 ∈ L∞([0, T ], S11,0),
• ∫ t0 θ0(s, ξ)ds ∈ L∞([0, T ], Sε1,0) for small ε > 0 and all t ∈ (0, T ].
Proof. We leave the proof to the reader. 
Now let us introduce
V4(t, x) := exp
(
−
t∫
0
θ(s, Dx)ds
)
V3(t, x), (3.35)
where
θ(t, ξ) := K (1+ θ0(t, ξ) + Le−Lt(log〈ξ〉)γ ). (3.36)
The function θ0 is from (3.34). The constants K and L will be chosen later. The statement of Lemma 3.15 implies that
exp(
∫ t
0 θ(s, Dx)ds) is a pseudodifferential operator from L
∞([0, T ],Ψm1−ε,0) with a suitable real m. Putting (3.35) into (3.25)
gives
∂t V4 + θ(t, Dx)I V4 − (iH + B3)V4 −
[
e−
∫ t
0 θ(s,Dx)ds, iH + B3
]
e
∫ t
0 θ(s,Dx)dsV4 = 0,
with H :=
(
λε1 + p11 0
0 λε2 + p22
)
.
Let us deﬁne
Q 0 := K
(
1+ θ0(t, Dx)
)
I − (iH + B3),
Q 1 := K Le−Lt
(
log〈Dx〉
)γ
I − [e− ∫ t0 θ(s,Dx)ds, iH + B3]e∫ t0 θ(s,Dx)ds.
Lemma 3.17. The matrix-valued pseudodifferential operator ψ(Dx)Q 0 belongs to L∞([0, T ],Ψ p1,0). There exists a positive constant K
such that
σ
(
ψ(Dx)
Q 0 + Q ∗0
2
)
 θ0(t, ξ)I.
Here ψ(Dx) ∈ Ψ 01,0 localizes to large frequencies {|ξ | M}.
Proof. The ﬁrst statement follows from the deﬁnitions of Q 0 and ψ , from Lemma 3.16, the properties of λεr from Lem-
mas 3.5 and 3.6 and of p11, p22 from Lemma 3.12 together with Lemma 3.4.
To prove the second statement we begin to consider ψ(Dx)(iH + (iH)∗). Due to Lemma 3.4 all terms in H with real and
x-independent symbol will give a vanishing contribution. For this reason we have to take account of matrices as(
λ
(ε1,1)
1 (t, x, ξ) + p1(t, x, ξ) 0
0 λ(ε1,1)2 (t, x, ξ) + p2(t, x, ξ)
)
,
where for r = 1,2, pr(t, x, ξ) ∼
2∑
m,n=1
( p∑
k=2
∂tλ
(εk,k)
m (t, ξ)
)( p∑
l=2
∂tλ
(εl,l)
n (t, ξ)
)
b(r)klmn(t, x, ξ)
+
2∑
m,n=1
∂tλ
(ε1,1)
m (t, x, ξ)
( p∑
l=2
∂tλ
(εl,l)
n (t, ξ)
)
a(r)1lmn(t, x, ξ)
+
∑
|α|,|β|0
Dαξ ∂
β
x
( p∑
k=1
∂tλ
(εk,k)
m (t, x, ξ)
)( p∑
l=1
∂tλ
(εl,l)
n (t, x, ξ)
)
c(r)klαβmn(t, x, ξ),
where a(r)klmn(t, ξ) ∈ L∞([0, T ], S−3p), b(r)klmn(t, x, ξ) ∈ L∞([0, T ], S−(4p−1)) are real and c(r)klαβmn ∈ L∞([0, T ], S−4p). The relation
of Sk(0, σ1(k+p), σ2(k+p)) to parameter-dependent usual symbol classes from Lemma 3.1 allows to use the classical con-
struction of (iH)∗ and the representation of σ((iH)∗) by an asymptotic expansion. Consequently, by Lemma 3.4 the symbol
σ(ψ(Dx)(iH + (iH)∗)) can be estimated by
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⎪⎪⎪⎪⎪⎪⎪⎪⎩
∣∣∂αξ ∂βx σ (ψ(Dx)(iH + (iH∗)))∣∣
 Cαβ
(
〈ξ〉−|α| +
( p∑
k=1
(
1− χ
(
t
εk(|ξ |)
))(
1
t
(
log
1
t
)γ)σ1(k+p)
〈ξ〉k
)2
〈ξ〉−4p−|α|
+
(
1− χ
(
t
ε1(|ξ |)
))(
1
t
(
log
1
t
)γ)σ1(p+1)( p∑
k=2
(
1−χ
(
t
εk(|ξ |)
))(
1
t
(
log
1
t
)γ)σ1(k+p)
〈ξ〉k
)
〈ξ〉−3p−|α|
)
.
(3.37)
Using the deﬁnition (3.7) with βk = k one can show that ψ(Dx)(iH + (iH)∗) ∈ L∞([0, T ],Ψ 01,0). It remains to consider
ψ(Dx)(B3+ B∗3). We know that |∂αξ ∂βx σ(ψB3)| Cαβ(1+θ0(t, ξ))〈ξ〉−|α| . Due to Lemma 3.12 it holds ψB3 ∈ L∞([0, T ],Ψ 11,0).
Thus the classical construction of ψB∗3 from Lemma 3.4 shows that |∂αξ ∂βx σ(ψB∗3)| Cαβ(1 + θ0(t, ξ))〈ξ〉−|α| . Thus, a suﬃ-
ciently large K gives the second statement of the lemma. 
Lemma 3.18. The matrix-valued pseudodifferential operator ψ(Dx)Q 1 belongs to L∞([0, T ],Ψ p−1+ε1,0 ) for small ε > 0. There exists a
positive constant L such that
σ
(
ψ(Dx)
Q 1 + Q ∗1
2
)

(
log〈ξ〉)γ I.
Proof. First we have to understand properties of the commutator part
Z := [e− ∫ t0 θ(s,Dx)ds, iH + B3]e∫ t0 θ(s,Dx)ds.
By using Lemmas 3.1, 3.3, 3.15 and 3.16 to get an estimate for ψ(Dx)
Q 1+Q ∗1
2 we have to take account as in the previous
proof the behavior of λ(ε1,1)r , pr and of B3. Following the considerations from the previous proof we see that∥∥∥∥∥∂αξ ∂βx σ
([
e−
∫ t
0 θ(s,Dx)ds, i
(
λ
(ε1,1)
1 + p1 0
0 λ(ε1,1)2 + p2
)
+ B3
]
e
∫ t
0 θ(s,Dx)ds
)∥∥∥∥∥
 Cαβ K
( T∫
0
θ0(s, ξ)ds + L
T∫
0
e−Ls ds
(
log〈ξ〉)γ
)
〈ξ〉−|α|.
Using
∫ T
0 e
−Ls ds  1/L and choosing L  C00eLT with a suﬃciently small T implies ψ(Dx)Q 1 ∈ L∞([0, T ],Ψ p−1+ε1,0 ). More-
over, we see that∥∥∂αξ ∂βx σ (ψ(Dx)(Z + Z∗))∥∥ C˜00K (log〈ξ〉)γ 〈ξ〉−|α|.
Hence a suﬃciently large L  C˜0,0eLT , eventually, after choosing a smaller T , guarantees
σ
(
ψ(Dx)
Q 1 + Q ∗1
2
)

(
log〈ξ〉)γ I. 
3.9. Conclusions
Goal of this section. A lot of steps allowed to transform the Cauchy problem (2.1) to the Cauchy problem (3.38) with operators
Q 0 and Q 1 having non-negative real parts. Thus sharp Gårding’s inequality is applicable and gives by standard arguments L2 well-
posedness for (3.38). Backward transformations complete the proof.
Now let us consider the Cauchy problem
∂t V4 + Q 0V4 + Q 1V4 = 0, V4(0, x) = V4,0(x). (3.38)
Then we have for the energy ‖V4(t, ·)‖2L2 the relation
∂t
∥∥V4(t, ·)∥∥2L2 = −2Re(Q 0V4, V4) − 2Re(Q 1V4, V4).
The statements from Lemmas 3.17 and 3.18 allow us to apply the sharp Gårding’s inequality (see [13]); here we use only
the information that
σ
(
ψ(Dx)
Q 0 + Q ∗0
)
 0, σ
(
ψ(Dx)
Q 1 + Q ∗1
)
 0.2 2
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−2Re(Q 0V4, V4) − 2Re(Q 1V4, V4) C
∥∥V4(t, ·)∥∥2L2 .
Applying Gronwall’s inequality gives by standard arguments L2 well-posedness of the Cauchy problem (3.38). It is clear that
this leads to Hs well-posedness without loss of regularity. By using (3.35) and the backward transformation from V3 to
V = (λε2ψ(Dx)u, (Dt − λε1)ψ(Dx)u), V˜ = (〈Dx〉pu, Dtu),
respectively, we ﬁnally conclude the a-priori estimate∥∥(〈Dx〉pψ(Dx)u(t, ·),ψ(Dx)Dtu(t, ·))∥∥Hs  Cs(T )∥∥exp(C(log〈Dx〉)γ )(〈Dx〉pu0,u1)∥∥Hs
for the solution of the Cauchy problem (2.1). This is the statement of Theorem 2.1.
3.10. Veriﬁcation
Now let us verify the conditions of Theorem 2.1. In Lemma 3.7 we supposed σ1(k+p)  1 and σ2(k+p)  2 for k = 1, . . . , p.
This is satisﬁed. The existence of a parametrix M1 to M1 does not cause any new conditions. The existence of a parametrix
M2 to M2 could be shown under the assumption σ1(k+p) 
2p−k
k for k = 1, . . . , p. Thus σ12p = 1. Moreover, we assumed
in Section 3.7 the condition σ1(k+p) > 1 for k = 1, . . . , p − 1. This is satisﬁed. Finally, we have to take into consideration
the conditions (3.27) to (3.32). Using (3.28) we will choose σ2(k+p) = 2pk for k = 1, . . . , p. A careful comparison of the
other conditions implies σ1|α| = p+1|α|−p , for |α| = p + 1, . . . ,2p − 2, σ1(2p−1) = 2p+12p−2 for p  2. Finally, one can show by
straightforward calculations that the hierarchy conditions (3.1) are satisﬁed.
4. Concluding remarks and open problems
Remark 4.1. Let us compare the assumptions to parameters σlα,σ0α = 0, with those for p-evolution type models with
time-dependent coeﬃcients (1.1) from [4]. The assumptions for σ2α coincide. If p  2, then the parameters σ1α coincide for
|α| = 2p−2,2p−1, p. The conditions for σ1α , |α| = p+1, . . . ,2p−3, from Theorem 2.1 are stronger than the corresponding
ones from [4]. This is a consequence of the factorization procedure which we applied in Section 3.2.
Remark 4.2. Section 3 of [4] is devoted to the question for optimality of behavior of coeﬃcients in p-evolution type mod-
els (1.1). If we apply the results to (2.1), then we conclude that the choice of σ2|α| , |α| = p + 1, p + 2, . . . ,2p − 1,2p, is
optimal.
In the following we propose some open problems.
Problem 4.1. We formulated our main result for C2 coeﬃcients aα , |α| = p + 1, . . . ,2p and bα , |α| = 1, . . . , p − 1. Special
regularization methods introduced in the papers [8,11] might be open an opportunity to weaken these regularity conditions
in t to a “bit more regular ones” than C1.
Problem 4.2. The results from [5] should open the way to prove corresponding results to those from Theorem 2.1 for
p-evolution type models with low regularity in coeﬃcients with respect to the spatial variables.
Problem 4.3. The factorization from Lemma 3.6 could help to understand in the general case to (2.1) that all coeﬃcients
depend also on the spatial variables. Here the questions for the right decay and for the necessity to formulate non-trapping
conditions for each term λ(k)j (t, x, ξ) in λ j =
∑p
k=1 λ
(k)
j (t, x, ξ), j = 1,2, are of interest (cf. [9] for Schrödinger equations).
Problem 4.4. If we allow the coeﬃcients aα(t, x), |α| 2p − 1, and bα in (2.1) to be complex-valued, then the factorization
from Lemma 3.6 could help to understand also the right decay for the imaginary parts λ(1)j (t, x, ξ), j = 1,2.
Problem 4.5. In the present paper we are interested in the Log-effect. This effect appears for large classes of p-evolution
operators of second-order in Dt . Nevertheless, it seems to be interesting to ﬁnd special classes of p-evolution operators of
higher-order in Dt , that is,
D2mt −
∑
jp+|α|2mp, j<2m
a jα(t, x)D
j
t D
α
x ,
for which a Log-effect can be observed.
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