Abstract-A fault diagnosis method for sensor fault based on ensemble empirical mode decomposition (EEMD) energy entropy and optimized structural parameters least squares support vector machine (LSSVM) is put forward in this paper. Firstly, the original output fault signals are pretreatment with EEMD, and then the EEMD energy entropy is extracted as the fault feature vector. Then the radial basis function (RBF) kernel function parameters and the regularization parameter of LSSVM are optimized by using chaotic particle swarm optimization (CPSO) algorithm. Finally, with the applying of proposed diagnosis method, the model of sensor fault diagnosis is built for identification and decision. The diagnostic results show that the proposed method can identify sensor fault effectively and accurately.
I. INTRODUCTION
Sensor, as the source of data acquisition, plays a vital role in automatic and intelligent system. The operation of system, the accuracy of analysis and the correctness of decision directly depend on the measurement results. Especially in the manufacturing industry, aerospace industry and rail transport, unbearable consequences would happen once the sensor fault occurs. Thus it's necessary to research on the sensor fault detection and diagnosis [1] . When the senor fault occurs, several fault features forms of output signals are exposed frequently: bias, spike, periodic interference, noise, drift and stuck. However, the fault signals are unstable and the frequency components are complex, it's difficult to conduct timedomain analysis or frequency-domain analysis individually to obtain the fault feature correctly. In reference [2] , in order to diagnose the different kinds of sensor faults, a wavelet and wavelet packet transform (WPT) is introduced to the output signals, and the energy gradients are calculated in different scales. In reference [3] , multiple sensor fault detection, isolation and accommodation method based on neural network is presented in UAV simulation, but the RBF neural network can easily fall into the local optimum. In reference [4] , a wireless sensor fault diagnosis method is presented based on CPSO and SVM, the diagnostic results show that the CPSO-SVM has higher diagnostic accuracy of wireless sensor than PSO-SVM and BP neural network.
In order to solve mode mixing problem, EEMD is introduced, which IMFs can be extracted from an unstable signal. Signal energy in different frequency band changes when sensor fails, thus a fault diagnosis method is put forward based on the EEMD energy entropy and optimized LSSVM. In order to show the superiority of LSSVM in nonlinear and high dimension pattern recognition, other methods are presented compared to the method proposed in this paper.
II. EEMD METHOD

A. Ensemble Empirical Mode Decomposition
EEMD is an adaptive signal decomposition method and shows a good signal to noise ratio, which can be appropriate for the analyzing nonlinear and nonstable process, overcomes the mode mixing effect [5] [6] . EEMD take advantage of Gauss white noise, which is a uniform distribution in frequency domain. When adding the white noise, signal becomes continuous in different scales, in which way to reduce the mood mixing. The principles and decomposition steps are as follows [7] [8] [9] :
(1) Add a random Gaussian white noise ( ) n i with magnitudeα to the original time series ( ) x i , and generate a new signal.
(2) Decompose the signal which has been processed with EMD according to (2) , and gain several IMFs. 
B. Energy Entropy of EEMD
Generally, IMFs which are gained in first steps of EEMD have already included the most essential feature of original data. Thus IMFs in first steps of EEMD are chosen to extract the fault feature. The steps of EEMD IMFs decomposition and energy entropy are described as follows:
(1) Process an EEMD for the original signal, and pick out first n IMFs which include the fault essential features. (2) Compute each IMF energy by
T' is the final input feature vector of LSSVM classification.
III. LEAST SQUARES SUPPORT VECTOR MACHINE
A. Least Squares Support Vector Machine Principle
LSSVM is an improvement of SVM, which replace the insensitive loss function of SVM with a quadratic loss function [10] [11] . By constructing a quadratic loss function, the second classification optimization in SVM is transformed as a quadratic equation solution problem, in which way, decreases the complexity of computing and gains a better character on noise resistance and training speed. The basic principle and implementation steps of LSSVM refer to the reference [12] [13] . In brief, the complex compute in high-dimensional feature space is replaced by inner product calculation of the kernel function, which avoids the dimensionality curse in highdimensional feature space calculation. The maximum dimension of linearity classification facet VC is determined by the dimension of the feature space. By adjusting different parameters, the dimension of the feature space can be changed, which decides the minimum empirical error of linearity classification facet. In a word, different type of kernel function decides different features of LSSVM.
RBF kernel function 2 2 ( , ) exp(--/ )
prove the performance efficient compared with other kernel functions in identification and decision [14] , thus RBF kernel function is selected for constructing LSSVM.
B. Chaotic Particle Swarm Optimization Algorithm
In the D-dimensional search space, the position and velocity of particle can be described as 1 2 ( , ,..., )
, and the best previous position of particle is recorded as 1 2 ( , ,..., )
Then all the best positions for particles are constructed as a set. The velocity and position of each generation particle can be update according to the (8) and (9) [15-18]:
Where k represents the iterations; ω represents inertia weight; 1 c and 2 c are acceleration coefficients, as well as 1 r and 2 r are acceleration parameters with range[0,1] . Although the standard particle swarm optimization algorithm (PSO) is easy to use, it can easily trap into local optimum and converge slowly in later generation. In order to improve searching ability and avoid being trapped into local optimum, chaos theory is applied to improve the PSO algorithm, which is called CPSO algorithm. Due to the randomness, ergodicity and sensibility for the initial condition of the chaotic motion, both the ability to skip out of local optimum, and the convergence rate and precision of the CPSO algorithm are improved [19] [20] .
In order to lead into the chaotic motion, a logistic model is introduced to the standard particle swarm algorithm, which is described as follows [21] [22] [23] :
Where μ is the chaos coefficient; n is iteration coefficient, and n x is a variable. The solution period of equation will be infinitely great, which results in an uncertain solution, when 3 Therefore, owing to the global ergodicity of chaotic particle, a chaotic ergodic process is conducted according to the principle of chaotic motion after the iterative solution for every particle, which is used to search the whole space instead of staying in the local optimum.
IV. CPSO-LSSVM MODEL WITH RBF KERNEL FUNCTION
The CPSO algorithm based on LSSVM with RBF kernel function need to optimize two parameters: kernel function parameter γ and penalty coefficient σ . Then initialize optimization steps are represented as follows:
(1) System initialization. The scale of particle swarm is set as m=20. And particle position ( , ) γ σ randomly. (2) Determine the range of optimized parameters, and set the maximum speed. Penalty coefficient σ is used to balance the model complexity and approximate error, which means a greater σ represents a higher degree of fitting. γ is a parameter used to reflect the connection between support vectors. Considering reference [15] and several trial results, the range of ( , ) 
Where c f represents the right fault identification, and c f represents the wrong fault identification. 
V. EXAMPLES AND ANALYSIS
A. Feature Extraction
The fault diagnosis flow chart of sensor based on EEMD energy entropy and LSSVM is shown in Figure 2 . Firstly the original output signal is decomposed with EEMD according to (1)-(3), and IMFs energy can be achieved according to (4)- (7) . Then the feature vector is concluded after normalization process. At last, sensor failure types are identified by optimized LSSVM The proposed fault diagnosis algorithm in this paper is confirmed by an example of the fault diagnosis for pressure sensor of electric multiple units (EMUs), which is used to measure the brake control system air spring pressure of CRH2 EMUs. According to the data in bias, spike, drift, cyclic, erratic and stuck (Figure 3) , an EEMD process is conducted for every 150 sets of data in every fault type, following the steps proposed in Section 2.1. Then the IMFs energy feature vector is extracted and 100 sets of are selected among them randomly, used for the input of LSSVM classification training, while 50 sets of data for fault diagnosis. As EEMD is a principal component analysis method, and IMFs gained in first steps of EEMD has already included the most essential feature of original data, the first 8 IMFs components are chosen.
The simulation spike failure of pressure sensor is shown in Figure 4 . Figure 5 is EMD waveform of spike failure. It includes 8 IMFs and residual items, and has mode mixing during the EMD, which influence the accuracy of fault feature extraction. Figure 6 is the waveform of EEMD, which includes 8IMFs and residual items, and without mode mixing. Each IMF indicates the different fault information.
The energy distributions for 8 IMFs components are calculated respectively in seven fault states, and eigenvector matrix is built by normalization operation. In order to compare with other fault feature extraction methods, part of the experiment data are shown in TABLE I and TABLE II 
B.Parameters Optimization
The penalty coefficient γ and kernel function parameter σ of LSSVM are optimized with CPSO algorithm. The detail optimized parameters are set as following: the number of particle is 20; the learning coefficients 1 
C. Experiment Analysis
In order to compare the identification performance for the fault features of method proposed and methods, eight energy entropy features are achieved in the EEMD process in 700 sets of data, 100 for each state. Then 50 sets of data are input to the LSSVM for training, while the others are used for test. The comparison results are shown in TABLE IV.
To compare the identification ability of different methods, 50 sample sets of data for each sensor fault are used to train the classifiers, and the other 50 sets of data to sensor fault identification. Compared with the methods based on WPT, EMD and EEMD could diagnose the sensor fault efficient as preprocessor, TABLE IV shows that the LSSVM based on EEMD is superior to those based on WPT and EMD in classification. This is because that the EEMD decomposition is a self-adaptive and can avoid the mode mixing effect compared to the EMD decomposition, and the WPT decomposition is not selfadaptive, that is the frequency components after decomposition would not change with the fault signal. According to the results in TABLE V, EEMD-LSSVM can diagnose the sensor fault in a higher accuracy among EEMD-LSSVM, EMD-SVM and WPT-BPNN, and the fault diagnosis strategy based on energy entropy feature with EEMD is validly. 10 sets of original sensor output data is taken in the example as a kind of small sample situation.
EEMD-LSSVM performs better in identification accuracy of seven different sensor faults than EMD-SVM and WPT-BPNN of small sample situation.
VI. CONCLUSION
In order to diagnose the sensor fault, EEMD energy entropy is preprocessed to the sensor output fault signal, which performs very well in noise reduction and detail features extraction. An eigenvector that represents the energy distribution in different fault patterns can be achieved by extracting the IMFs energy entropy of EEMD. Then a training and identification method is presented for pressure sensor of EMUs by optimized LSSVM with the parameters is optimized by CPSO algorithm. According to the theory analysis and experiment results, the extracted feature has a good separability and robustness for the sensor fault identification. 
