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Abstract 
Three-dimensional fracture simulation is a big challenge to computational mechanics 
because of the complicated fracture surface geometry and the difficulty of characterising 
different failure and interaction mechanisms in complex three-dimensional stress fields. As 
an attempt to improve the ability of numerical methods to simulate discrete fractures in 
quasi-brittle materials, a three-dimensional fracture model is developed in the context of the 
combined finite-discrete element method. The proposed fracture model is capable of 
simulating the whole fracturing process for both tensile and shear fracture initiation and 
propagation, including pre-peak hardening deformation, post-peak strain softening, 
transition from continuum to discontinuum, and explicit interaction between discrete 
fracture surfaces. 
An adaptive remeshing algorithm is developed to simulate discrete fractures with less 
mesh dependency. This algorithm can accurately refine tetrahedral elements based on the 
local stress field, and update the local mesh as fractures propagate. As a further 
development of the fixed-mesh-based fracture model, it is incorporated into a two-way 
fluid-solid coupling model and it is successfully applied to simulate a hydraulic fracturing 
problem.  
A comprehensive numerical simulation is carried out by applying the proposed three-
dimensional fracture model to investigate explicit fracture development and to evaluate the 
damage mechanisms of concrete armour units on breakwaters. Dolosse units are simulated 
in drop tests and pendulum tests. The dropping of an assembly of CORE-LOCTM units of 
prototype scale is simulated under an imaginary extreme loading condition. The whole 
structural response of the CORE-LOCTM units is accurately captured and the transient 
dynamic response including that by fracturing is explicitly characterised. 
To investigate fracture network formation and growth in multi-layered rock, two-
dimensional and polyaxial deformation simulations are conducted. Three-dimensional stress 
heterogeneity caused by fracturing is accurately captured. The results show the three-
dimensional fracture model is capable of generating realistic fracture patterns according to 
geomechanical principles of rock failure. 
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1.1 Engineering background 
The behaviour of quasi-brittle materials, such as rock, concrete and ceramics, are frequently 
concerned with fracturing and fragmentation of materials when they reach their strength 
under critical conditions. Accurate analyses of fracture initiation and propagation not only 
provide essential understanding of various mechanical phenomena either observed from 
laboratory experiments or from real sites of engineering projects, but also make more 
straightforward illustrations of damage and failure scenarios for engineering design and risk 
assessment. Therefore, the question usually raised by engineers is how to analyse the 
formation and behaviour of fractured systems. To answer this question as accurately and 
realistically as possible, one key factor is to answer it in three-dimensional situations. 
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Although several special geometry and loading conditions can be simplified into two-
dimensional problems, i.e. plane stress or plane strain, when complex geometry and loading 
conditions are considered, for most practical scenarios it is not possible to simplify a three-
dimensional problem into two dimensions. Therefore, analyses that are fully generalised to 
three dimensions are the best option for a thorough understanding of realistic fracturing 
behaviour of quasi-brittle materials. 
A vast range of engineering disciplines and industrial applications are directly 
concerned with the fracturing of materials. For some of them, fractures should be avoided 
when safety and durability are the main considerations, e.g. residential buildings and 
aeronautical components; for the others, fractures are necessary from a production point of 
view, e.g. comminution in mining and production of oil from fields. Here two engineering 
examples are taken to illustrate the necessity of studying fracturing behaviour that are 
pertinent to current research in our group within the Department of Earth Science and 
Engineering. 
The first engineering problem is the breakages of concrete armour units on breakwaters 
in coastal engineering. The most widely employed design for breakwaters is to armour the 
seaward slopes with concrete units so that they can remain static or have only limited 
movement during predicted storm wave conditions (Figure 1.1). These concrete units 
provide a granular armour layer of pseudo-randomly placed units which interlock well 
while providing the voids in which wave energy is dissipated through turbulence. 
The main failure mode for armour layers exposed to severe storms is hydraulic 
instability where the concrete armour units are subjected to uplift and drag forces which can 
in turn lead to rocking, displacement and collisions sufficient to cause breakages of units 
(Latham et al., 2008). Therefore, accurate analyses of breakages of concrete armour units 
are very important to the design and assessment of breakwater structures. However, 
fundamental understanding regarding damage and breakages of armour units, especially 
using numerical methods, still remains poor (see detailed introduction in Chapter 6). What 
makes the analyses of breakages of concrete armour units even more difficult is that they 
are three-dimensional objects with complex geometry, and their interlocking configurations 
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are very complicated. Therefore, this is a uniquely challenging three-dimensional problem 
because of the complexity of individual components and the stochastic nature of their 
granular structure when used in breakwaters. 
  
  
Figure 1.1: Examples of breakwaters covered by concrete armour units. (a) Puerto de 
Carboneras breakwater, Spain (photograph by Jensen, 2014); (b) cubes exhibiting random 
pack geometry (photograph by Latham et al., 2008); (c) Damaged tetrapod breakwater in El 
Kala, Algeria (photograph by Jensen, 2014); (d) Breakages of Dolosse units after the storm 
(photograph by Maddrell, 2005). 
The second engineering problem is the fracture pattern development in fractured rocks 
in reservoir engineering. Naturally fractured reservoirs (Warren and Root, 1963; Zoback, 
2010) around the world are an important source of hydrocarbons, such as oil and gas, which 
are being used as major mineral resources to provide energy for everyday life. One of the 
main difficulties to efficiently exploit such fractured reservoirs is attributed to the difficulty 
in characterising the fracture network geometry due to the lack of sufficient three-
dimensional sub-surface data to create models that represent realistic fracture networks. 
Currently the stochastically generated Discrete Fracture Network (DFN) models are widely 
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used to approximately represent fracture networks and estimate permeability in reservoir 
engineering. DFN models have brought many benefits to reservoir engineers, but they lack 
certain geologically and mechanically realistic and accurate information about fracture 
relations, such as cross-cutting, branching, and truncation because they are created with 
little regard to mechanical fracture principles. These geometrical features of the network, 
however, have a significant impact on the geomechanical properties and fluid flow in a 
fractured reservoir. Understanding mechanisms and processes of fracture pattern formation 
and development in fractured reservoirs can help predict fracture characteristics in different 
in situ stress regimes in a more geomechanically realistic way, leading to a further 
understanding of how the engineer’s intervention through well construction will alter local 
stress conditions and ultimately the provision of better guidance for extraction of 
hydrocarbons from the fields. In order to achieve such understanding, physically realistic 
theories and tools must be utilised. With the increasing power of computer technology, 
numerical models can provide simulations of fracture networks, which then by post-
processing and visualisation can give direct information to reservoir engineers as to 
reasonably plausible fracture patterns underground in fractured reservoirs (see detailed 
introduction in Chapter 7). Similar to all the other engineering problems, fractured 
reservoirs are inherently three-dimensional. Although in some special cases, certain cross-
sections can be extracted from three-dimensional reservoirs and research can be carried out 
using two-dimensional models, three-dimensional models are capable of giving more 
complete information than two-dimensional analyses. 
1.2 Scientific problem 
From a scientific perspective, the above-mentioned engineering problems can be 
summarised as one scientific problem – the understanding of realistic and accurate 
fracturing behaviour of quasi-brittle materials in true three-dimensional geometric domains 
and complex stress regimes. Generally speaking, analytical solutions are incapable of 
resolving the engineering problems involving complex geometry, loading and interactions, 
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so from an engineering point of view, there are two main approaches for the research of 
fracturing and fragmentation: one is physical experiments, and the other is numerical 
simulations. Physical experiments sometimes can be very expensive and time-consuming to 
an unaffordable extent, and restricted by experimental conditions such as equipment, 
sample materials and data collection techniques, which put limits on where and how many 
transducers and sensors can be used to record the key process variables and could miss 
important behaviour. This limitation is more prominent in the research of fracturing 
behaviour because the fractured materials mean that the experiments are very delicate and 
difficult to control and collect data. With the prolific development of computer technology 
in recent decades, more and more theoretical models can be implemented into numerical 
codes, which serve as powerful tools for understanding engineering problems of practical 
interest. Moreover, numerical simulations, once highly developed and validated are more 
convenient and can be widely accessible. Various open source numerical codes are being 
developed and optimised by the effort of researchers from all around the world, which 
greatly accelerate the speed of research that use these codes. One example is the AMCG 
(Applied Modelling and Computation Group) at Imperial College London, which has a long 
history and a good reputation in the development of state-of-the-art numerical codes for a 
large variety of scientific and engineering problems. In this thesis, the numerical method is 
adopted as a possible solution to answer the scientific problem mentioned at the beginning 
of this section, i.e. to develop a true three-dimensional numerical fracture model for the 
understanding of realistic and accurate fracturing behaviour of quasi-brittle materials in 
complex stress regimes. 
This introduction chapter is organised as follows: first a literature review of existing 
three-dimensional numerical fracture models is presented in Section 1.3; second, the 
combined finite-discrete element method (FEMDEM), from which the new three-
dimensional fracture model is developed, is introduced in Section 1.4; last, an overview of 
this thesis is given in Section 1.5. 
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1.3 Review of three-dimensional numerical fracture models 
This section reviews different numerical methods used for three-dimensional fracturing 
simulations. Different three-dimensional fracture models have been developed based on a 
wide variety of numerical methods, such as the boundary element method (BEM), the finite 
difference method (FDM), the smoothed particle hydrodynamics method (SPH), the finite 
element method (FEM), the discrete element method (DEM) and combined methods. The 
comparison between three-dimensional fracture models developed within different 
numerical method frameworks does not necessarily mean one model is definitely better than 
the other ones in every aspect. It is more reasonable to say that each model has its own 
advantages that are superior in certain aspects, e.g. material properties, loading conditions, 
and computational efficiencies, etc. For example, regarding numerical simulation of brittle 
fracture in geological materials, the choice of modelling approach should be based on the 
likely failure mechanism of the material, i.e. whether it is a failure of material, discontinuity 
or a combination of both material and discontinuity controlled failure (Coggan et al., 2014). 
1.3.1 Boundary element method 
The boundary element method (BEM) also known as the boundary integral equation (BIE) 
method has been widely used in fracture mechanics. The main feature of the BEM is that 
only boundaries of the research domain need to be discretised and the interior of the domain 
is represented mathematically as a continuum, which results in a significant reduction in 
data preparation and a much smaller system of equations to be solved. This simpler 
discretisation of the domain means high stress gradients in stress concentration zones can be 
modelled more accurately and efficiently because the necessary high concentration of grid 
points is confined to one less dimension, which is the main reason for the success of the 
application of the BEM to fracture mechanics (Aliabadi, 1997). 
In BEM formulations, the displacement discontinuity method has been widely used to 
explicitly simulate discontinuities. The displacement discontinuity method evaluates the 
stress intensity factors at the fracture tip elements, and once the chosen fracture criterion is 
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met the fracture will start to propagate. Another popular method used for the BEM is the 
dual boundary element method, which is proposed to solve the mathematical degeneration 
in the numerical formulation (singular matrix) when two crack surfaces are coplanar. Mi 
and Aliabadi (1992 and 1994) extended the dual boundary element method into three 
dimensions, which incorporates two independent boundary integral equations, with the 
displacement equation applied on one of the crack surfaces and the traction equation on the 
other. They presented numerical results of crack growth in linear fracture mechanics. A 
different method of the BEM is to apply the J-integral technique (Rice, 1968), which is a 
path-independent line integral around the crack tip as a measure of the singularity strength 
at the crack tip in elastic-plastic materials, to calculate three-dimensional mixed-mode stress 
intensity factors (Rigby and Aliabadi, 1993; Cisilino and Aliabadi, 1999a; dell’Erba and 
Aliabadi, 2001). The BEM is ideally suited to the calculation of the J-integral, because the 
required stress components, strain and derivatives of strain are accurately obtained at 
internal points in the domain if the displacements and tractions are known at the domain 
boundaries. The work of Frangi (2002) and Frangi et al. (2002) also contributed to the 
application of the BEM to three-dimensional fracture analyses. They introduced the 
symmetric Galerkin approach into the BEM to overcome the numerical difficulties 
associated with the strong continuity requirements in displacement fields. Regarding the 
industry applications, the BEM has developed several methods to analyse fatigue crack 
growth (Cisilino and Aliabadi, 1997 and 1999b), which is a very important aspect to 
consider in the safety assessment of structures in cyclic loading conditions, such as the skins 
and spars of aircraft structures.  
Based on the BEM theory, FRACOM has developed two software products, 
FRACOD2D and FRACOD3D, for two-dimensional and three-dimensional fracture 
mechanics analyses, respectively. Shen et al. (2011) used the two-dimensional version 
FRACOD2D to simulate rock fracturing and permeability change in excavation-damaged 
zones, and Shi et al. (2014) developed a three-dimensional crack growth simulator and 
implemented it into FRACOD3D. However, the main limitation of this simulator, for certain 
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applications, is that it is a crack growth model, so new fractures can only propagate from 
existing fracture tips and fracture initiation from an intact domain is not included. 
1.3.2 Finite difference method 
The basic concept of the finite difference method (FDM) is to replace the partial derivatives 
of the objective function (e.g. displacement) by differences defined over certain spatial 
intervals in the coordinate directions, yielding a system of algebraic simultaneous equations 
of the objective function at a mesh of nodes over the research domain (Wheel, 1996). The 
solutions of the objective functions need to satisfy both the governing partial difference 
functions (PDFs) and the specified boundary conditions. However, the conventional FDM 
with regular grid systems is difficult to be applied to fractures, complex boundary 
conditions and material heterogeneity (Jing and Hudson, 2002).  
Extensive improvement of the FDM has been done so it is not restricted to rectangular 
grids. For example, Wilkins (1963) presented a method of deriving differential equations for 
elements of any shapes. This category of FDM with irregular mesh, such as triangular grid 
or Voronoi grid systems, leads to the so-called control volume or finite volume techniques. 
The finite volume method (FVM) can be formulated with primary variables (e.g. 
displacement) at the centre of elements or at element nodes for an unstructured mesh. A 
well-known computer program using the FDM/FVM technique is the Fast Lagrangian 
Analysis of Continua (FLAC) produced by Itasca Consulting Group. In FLAC, boundaries 
can be of any shape, and any element can have any property value, which makes it more 
flexible in handling material heterogeneity and complex boundary conditions. 
FLAC has its own programming language FISH, which makes it very convenient for 
second development customised by users. Among these developments, Fang and Harrison 
(2002b) implemented a two-dimensional elemental degradation model in the FLAC 
program to simulate brittle fracture in heterogeneous materials, which are represented by 
introducing a Weibull distribution of elemental properties, and then they applied this model 
to simulate laboratory scale rock tests (Fang and Harrison, 2002a). Sitharam et al. (2007) 
developed a practical equivalent continuum model for the simulation of three-dimensional 
 29 
jointed rock mass using FLAC. They estimated the properties of jointed rock mass from the 
properties of intact rock and a joint factor, which takes the frequency, orientation, and 
strength of joints into consideration. However, as a continuum program, FLAC is unable to 
model discrete fracture formation. 
1.3.3 Smoothed particle hydrodynamics method 
The smoothed particle hydrodynamics (SPH) is a meshfree particle method based on 
Lagrangian formulation. In SPH, the domain is represented by a set of particles, which have 
material properties and interact with each other within the range controlled by a weight 
function or smoothing function (M. Liu and G. Liu, 2010). Because it is a meshfree method, 
the SPH method can handle large deformation in a pure Lagrangian frame, and material 
interfaces are followed naturally and complex material constitutive laws can be 
implemented easily and accurately (Randles and Libersky, 1996). Therefore, it attracts 
many interests for modelling dynamic response of solids involving fracture and 
fragmentation. In expansive strain fields the SPH method will generate fractures 
numerically due to the loss of communication between neighbour particles unless 
provisions are made for a comparable expansion of the smoothing length. 
Among the work of applying the SPH method for fracture mechanics problems, Gray et 
al. (2001) introduced an artificial stress approach to remove the inherent tensile instability 
of the standard SPH formulation. The tensile instability problem is more severe for elastic 
or brittle solids, which makes it difficult to disentangle the discrete fracture from 
nonphysical clumping of particles due to this instability. The improved SPH formulation 
was applied to modelling fractures in two-dimensional metal specimens. Das and Cleary 
(2010) used a continuum damage model in the context of the SPH method to predict impact 
fractures of rocks. In their model, damage inhibits the transmission of tensile stresses 
between particles and results in a macro crack between particles. Ma et al. (2010 and 2011) 
employed a rate-insensitive elastoplastic damage model in the SPH formulation to model 
fractures in rock-like materials. Moreover, the material microstructure heterogeneity is 
considered by assigning strength related material properties according to a Weibull 
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distribution law. Using these approaches together on heterogeneous materials, they 
investigated strain-rate effect on the dynamic strength and simulated progressive 
compressive failure in two dimensions. 
1.3.4 Finite element method 
The finite element method (FEM) has been developed and used for several decades in the 
stress and failure analysis of solids. Although the traditional FEM is usually applied to 
handle continuum mechanics problems, many new formulations have been developed in the 
context of the FEM specifically for fracture mechanics problems.  
One of the major developments from the traditional FEM is the extended finite element 
method (XFEM), which is based on the partition of unity method that enriches the FEM 
shape functions to capture the displacement discontinuities in the domain (Belytschko and 
Black, 1999; Moes et al., 1999). The main advantage of the XFEM is that it only needs 
minimal remeshing or does not require remeshing, and multiple material domains can be 
handled by one fixed mesh. In XFEM formulations, the finite element domain is enriched 
by adding special functions to the approximation using the notion of partition of unity. 
Sukumar et al. (2000) developed a XFEM formulation for three-dimensional crack 
modelling by introducing a discontinuous function to model the interior of the crack 
surface, and functions from the two-dimensional asymptotic crack-tip displacement fields to 
enrich the crack front. This formulation does not need to include the crack surfaces in the 
model, so there is no need to explicitly align the mesh with the crack. The numerical results 
were in good agreement with several planar crack growth benchmark tests. Moës et al. 
(2002) further developed a three-dimensional XFEM formulation to model non-planar crack 
growth, and simulated a lens-shaped crack in a cube subject to hydrostatic tension and an 
inclined elliptical crack under tension. The method combines the XFEM formulation, which 
constructs arbitrary discontinuities through a discontinuous partition of unity, with level set 
methods. Therefore, the crack can be altered or grown by simply changing the level sets, 
without the need for remeshing. 
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Besides XFEM, the FEM can also simulate material failure by introducing damage 
models. Inelastic deformation in solids is usually accompanied by the formation of localised 
bands of intense straining, which is called strain localisation. Once strain localisation 
happens, large strains can accumulate inside a narrow band and eventually lead to fracture. 
Tvergaard et al. (1981) modelled deformation in plain strain tensile tests and found 
localised deformation in the necking region. Ortiz et al. (1987) proposed a method in the 
FEM formulation using a material instability bifurcation analysis to detect the onset of 
localisation and then added suitably defined shape functions that reproduce the localised 
deformation modes at the element level. Oliver (1996a) presented a methodology of 
applying the strong discontinuity (jumps in the displacement field) analysis to any standard 
(local, stress-strain) constitutive equations, so the constitutive equations can be compatible 
with the appearance of strong discontinuities (Oliver, 1996b). To improve the 
computational efficiency, Xue and Belytschko (2010) proposed a three-dimensional 
analytical method for determining the onset of material instability and its direction for 
isotropic small deformation, elastic-plastic damage models. They then implemented the 
algorithm into a FEM code and demonstrated the effectiveness and efficiency by modelling 
some simple loading conditions. A commercial software tool ELFEN, which is based on a 
combination of the finite element formulation (FEM) and the discrete element formulation 
(DEM), also employs the theory of strain localisation in its FEM part. It will be further 
introduced with other combined FEM and DEM methods in Section 1.4.2. It is worth 
mentioning that the strain localisation and material instability bifurcation theory was also 
used in the author’s MSc thesis (Guo, 2010). In that work, a Drucker-Prager plasticity 
model was implemented into a three-dimensional FEM code, and then based on the 
discontinuous bifurcation theory, the strain localisation was first captured and then a 
tracking algorithm was applied to determine the discontinuity paths, which were visualised 
as fractures in the post-processing. 
Another code using a material damage model in the FEM formulation is called Rock 
Failure Process Analysis, RFPA (Tang and Kou, 1998; Tang and Hudson, 2010). In this 
model, the element-level fracturing occurs when the stress level in an element satisfies a 
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certain strength criterion, which is different from a fracture mechanics method where 
fracture propagation is controlled by the stress intensity factor at the advancing crack tip. 
The progressive accumulation of the damaged elements illustrates the development of a 
macroscopic fracture zone. It should be noted that one of the main reasons that the RFPA 
code can give good results in geomechanics simulations is that the material heterogeneity is 
considered in the modelling. However, the material heterogeneity is usually introduced by a 
stochastic distribution, e.g. Weibull distribution (Tang et al., 2008), which only represents 
an approximate heterogeneity distribution in the real material. Moreover, for models that 
have negligible microstructures and subject to heterogeneous stress fields, the assumption of 
homogeneous material can still give good results. The necessity of introducing material 
heterogeneity into numerical modelling will be further discussed in Chapter 3. 
From the review above it can be summarised that the FEM formulation is very versatile 
in terms of accommodating the implementation of different theoretical models. Therefore, 
the advantage of FEM-based fracture models is their high accuracy and computational 
efficiency. However, due to its intrinsic characteristics FEM is more suitable for continuum 
mechanics problems. Therefore, a large group of FEM-based fracture models can only 
simulate the fracturing process up and until fracture formation, while the stage after that 
when discrete fracture surfaces interact with each other (normal compression and frictional 
sliding) is often out of the scope of these fracture models. 
As an improvement to include fragment interactions into the FEM-based fracture model, 
at Imperial College London, Paluszny (2008) developed a mesh-independent algorithm 
based on the FEM to simulate sub-critical fracture propagation, which is controlled by stress 
intensity factors, and applied it to the study of layered media and the impact of fracture 
growth on effective permeability. The characteristic feature of this algorithm is that the 
fracture geometry is kept independently of the mesh, so it allows geometric handling of 
fracture arrest, closure and coalescence, and then the mesh is adaptively refined to capture 
the emerging geometry and the stress field at fracture tips. After that, Paluszny and 
Zimmerman (2011) extended this fracture propagation algorithm into three dimensions. 
They further incorporated an impulse-based discrete element method into the fracture model 
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to capture the fragment interaction and movement (Paluszny et al., 2013). The fracture 
development caused by multi-body collisions is simulated by propagating pre-existing 
internal flaws and cracks. Fracture mechanics principles are employed to consider the stress 
intensity at pre-existing crack tips, and crack growth is then modelled from stress build up 
in response to boundary condition changes. 
1.3.5 Discrete element method 
The discrete element method (DEM) or the distinct element method, which are two names 
employed by different researchers for the same method, uses an explicit scheme to solve the 
equations of motion of discrete bodies directly. The discrete bodies can be rigid or 
deformable. Each block in the DEM is considered as a unique free body that can interact 
when it makes contact with its surrounding bodies, so contact detection and interaction are 
two important aspects in the DEM formulation. The contacts in the DEM formulation are 
always deformable, so joint constitutive models that represent fracture properties, e.g. 
stiffness, dilation and cohesion, etc., can be employed in the contact formulation. 
The DEM is very suitable for modelling a large number of blocks defined by 
discontinuities. Various fracture simulation approaches have been developed based on the 
DEM formulation. The Lawrence Livermore National Laboratory (LLNL) in the USA has 
developed the Livermore distinct element code (LDEC) to simulate fractured rock (Morris 
et al., 2004). Their code was parallelised through spatial domain decomposition to facilitate 
the simulation of very large structures. Moreover, the LDEC code is coupled with DYNA-
3D, which is an explicit finite element package developed at LLNL. By converting contact 
forces into nodal forces at finite element nodes, the material response can be simulated by 
different constitutive models in DYNA-3D, e.g. metals and brittle solids. To further take 
into account fractures of the intact rock mass (block breakage) rather than fractures only 
along pre-existing block interfaces, Morris et al. (2006) discretised the discrete blocks 
internally with tetrahedral elements, and implemented Cosserat point theory, which uses a 
Cosserat point to describe the dynamic response of the polyhedral rock block, and cohesive 
element formulations to simulate fractures inside blocks. However, because fractures can 
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only form either at block interfaces or at tetrahedral element boundaries, there is still, to a 
certain extent, a mesh dependency of fracture patterns. 
Different from the normal explicit DEM methods, a typical implicit DEM method is the 
discontinuous deformation analysis (DDA) approach, which was originally developed as a 
back analysis algorithm to determine a best approximation to a deformed configuration of a 
block system from measured displacements and deformations (Shi and Goodman, 1985; 
Jing, 2003). It was then further developed for complete deformation analysis of a block 
system (Shi, 1988). One characteristic of the DDA is that the block-to-block contacts are 
coupled through a stiffness matrix, thus requiring an implicit integration scheme, which 
allows relatively large time steps compared with the explicit DEM methods. Pearce et al. 
(2000) did a review and summarised several computational aspects of the DDA in the 
modelling of fractures in concrete. 
Popular numerical codes based on the DEM are the Universal Distinct Element Code 
(UDEC) and 3-Dimensional Distinct Element Code (3DEC), which are produced by Itasca 
Consulting Group for discontinuum modelling. Israelsson (1996) gave a short description of 
the algorithms of these codes. In these codes, the discontinuum domain is represented as an 
assemblage of discrete blocks, and the discontinuities are treated as boundary conditions 
between discrete blocks. Individual blocks can behave as either rigid or deformable bodies. 
Deformable blocks are discretised into a mesh of finite difference elements, and each 
element responds to linear or non-linear force-displacement relations for movement in both 
the normal and shear directions. The interaction between two contacting blocks is simulated 
by stiffness both in the normal and tangential directions, as well as frictional resistance 
along the fracture surfaces. Therefore, fractures can be simulated as discontinuities along 
block boundaries. 
Another commercial code based on the DEM is the Particle Flow Code (PFC), also 
produced by Itasca Consulting Group, which models the movement and interaction of 
circular or spherical particles (Cundall and Strack, 1979). The original application of this 
approach was to investigate the behaviour of granular material. However, PFC can also be 
used to model brittle solid mass by bonding particles to its neighbours, and then failure 
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happens by progressive rupture of the contact bonds between the particles. The contact 
bonds have both normal and shear strength components. The three-dimensional version of 
the PFC code PFC3D is widely used in simulating laboratory scale rock tests (Kulatilake et 
al., 2001; Whittles et al., 2006; Park and Song, 2009). Regarding engineering applications, 
Hadjigeorgiou et al. (2009) applied the two-dimensional PFC2D and three-dimensional 
PFC3D to do stability analysis of vertical excavations in hard rock. Because PFC simulates 
the fracturing behaviour by breaking the contact bonds between particles, fractures can only 
propagate along particle boundaries. Therefore, the surfaces created by breaking the 
contacts between particles tend to have the topology of e.g. the surface of a pile of marbles, 
so the post fracture surface contact and shear behaviour of such fractured or fragmented 
surfaces may not be very realistic. 
1.3.6 Combined method 
Many combined methods or hybrid methods have been developed based on certain 
combinations of various numerical methods. They normally have mixed formulations that 
are derived from each individual method. The objective of developing combined methods is 
to overcome the limitations of an individual method and utilise its advantages to 
complement the other methods that are involved in the combined formulations. 
Lorig et al. (1986) developed a hybrid DEM and BEM method for the analysis of 
stresses and displacements in jointed rock surrounding underground excavations. In their 
formulations, the near-field rock is modelled as a set of DEM bodies defined by joints 
(discontinuities), and the far-field rock is modelled as a transversely isotropic continuum 
domain by the BEM. The two methods DEM and BEM are coupled by satisfying traction 
equilibrium and displacement continuity conditions at the interface between the near-field 
and far-field domain. 
Frangi and Novati (2003) coupled symmetric Galerkin BEM with FEM in three 
dimensions for the analysis of fracture mechanics problems. Their coupled method uses the 
BEM for the modelling of the near-crack region and the FEM for the far field, where no 
singularities in the stress field are expected to happen. The code was applied to calculate 
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stress intensity factors and simulate fracture propagation, but no criterion for fracture 
initiation is considered. 
A significant category of combined methods is the combination of the finite element 
method (FEM) and the discrete element method (DEM). Different names have been given 
to identify this category of combined methods, such as FEMDEM, FEM-DEM, FEM/DEM 
and FDEM, etc. Different research groups developed their own formulations to combine the 
FEM and DEM method.  Monteiro Azevedo and Lemos (2006) proposed a hybrid DEM and 
FEM method that uses the DEM in the discretisation of the fracture zone and the FEM for 
the surrounding areas to reduce the number of discrete particles in the analyses of large 
structures, and fractures can propagate along particle boundaries in the DEM discretised 
zone. Bagherzadeh Kh. et al. (2011) developed a two-dimensional numerical model using 
combined DEM and FEM to simulate particle breakage of angular particles in granular 
systems. In their model, all particles are simulated by the DEM, and after each step of DEM 
analysis every particle is individually modelled by the FEM to determine its possible 
breakage. Sistaninia et al. (2011) developed a three-dimensional stress-strain model based 
on a combined finite element/discrete element method to predict the mechanical behaviour 
of semisolid metallic alloys during the solidification process. The solid deformation is 
simulated using an elastoviscoplastic constitutive law and strain localisation is taken into 
account, but there were no failure criteria to generate fractures in this model. Paavilainen et 
al. (2009) presented a two-dimensional combined finite-discrete element method that uses 
nonlinear Timoshenko beam elements and cohesive crack model for the FEM part and the 
contact forces between the colliding beams are calculated by the DEM part. Then they 
applied the two-dimensional code to model ice-structure interactions (Paavilainen et al., 
2011; Paavilainen and Tuhkuri, 2012 and 2013). 
The most widely referred-to method in this category of combined finite-discrete element 
methods is the one proposed by Munjiza (2004), and it also lays the foundation for the 
research in this thesis. It should be noted that the name combined finite-discrete element 
method and the abbreviation FEMDEM used elsewhere other than this section in this thesis 
exclusively represent the method originally proposed by Munjiza (Munjiza et al., 1995). A 
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detailed introduction and review of the FEMDEM method is given in the following Section 
1.4. 
1.4 Introduction to the combined finite-discrete element method 
(FEMDEM) 
1.4.1 Basic concept 
The combined finite-discrete element method (FEMDEM) pioneered by Munjiza (2004) is a 
numerical method that combines the finite element formulation and the discrete element 
formulation. In the FEMDEM simulations, the entire domain is treated as a multi-body 
system. Each discrete element is discretized into finite element meshes. Therefore, 
discontinuum behaviour is analysed by the DEM, while the continuum behaviour is 
analysed by the FEM. Here the discontinuum behaviour means multi-body interactions and 
contacts at discontinuous interfaces, e.g. fracture surfaces. The continuum behaviour means 
the deformation and stress inside discrete elements, i.e. on finite element meshes. The 
ability of the FEMDEM to address both continuum and discontinuum problems makes it an 
ideal framework for the incorporation of an algorithm to simulate the transition from 
continuum to discontinuum, i.e. a discrete fracture initiation and propagation model to 
simulate fracturing and fragmentation of solids. More specifically, the overall strategy for 
modelling fractures using the FEMDEM is that the intact domain before fracture initiation 
can be modelled as a continuum domain using the finite element formulation, then after 
fracture initiation the domain is mixed with continua and discontinuities, where the 
interaction between discrete fracture surfaces can be modelled by the contact algorithm in 
the discrete element formulation, so the whole process of fracturing can be captured. 
1.4.2 Development in the international FEMDEM community 
Since the FEMDEM was first proposed from Munjiza’s PhD work (1992), it has been 
widely developed and applied by different research groups in several countries, and this 
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community is still expanding. This section reviews some major development work achieved 
in the international FEMDEM community regarding fracture simulation. 
ELFEN is a commercial software tool developed by Rockfield Software Ltd. It provides 
multiple functions for academic and industry users, covering multi-physics, multi-scale and 
highly non-linear problems for both continuum and discontinuum domains. The constitutive 
laws for solids include hyperelastic and elastoplastic models, elastoviscoplastic models for 
incompressible plasticity, elastoplastic models for compressible and critical state plasticity, 
and isotropic and anisotropic representations of constitutive parameters. The main features 
of fracture and fragmentation in ELFEN are the constitutive models for fracture initiation 
that is based on damage theory and fracture mechanics, and fracture propagation without 
need of seeding initial flaws. The algorithms of the fracture model in ELFEN are assumed 
to be similar to the ones published in Klerck (2000), Owen et al. (2004), Klerck et al. (2004) 
and Pine et al. (2007). 
Coggan et al. (2003) used ELFEN to model both surface and underground excavation 
case examples and demonstrated that ELFEN is able to simulate both interactions along 
existing discontinuities and the creation of new fractures through brittle fracturing of intact 
rock. A combined Mohr-Coulomb with Rankine tensile cut-off fracture model in ELFEN 
can simulate both tensile and shear fractures. Anisotropic damage evolution is modelled by 
degrading the Young’s modulus E in the direction of the major principal stress invariant. At 
a certain point during the simulation the material constitutive model predicts the formation 
of a failure band (tensile or shear) within a single element, and then the load carrying 
capacity across such a localised band decreases to zero as damage increases until the energy 
needed to form a discrete fracture is released. At this point the topology of the mesh is 
updated, which first inserts a fracture in the continuum and then adds discrete elements as 
the rock fragments are formed. Yan (2008) used ELFEN to simulate two-dimensional 
laboratory scale step-path brittle fracture and an idealised theoretical geometry of a large 
open pit slope. Karami and Stead (2008) simulated direct shear box tests and rock mass 
damage in a rock slope using ELFEN. Vyazmensky et al. (2010) used ELFEN to model 
block caving-induced instability in large open pit slopes and Elmo et al. (2013) further 
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simulated a variety of engineering problems, including shear testing, failure of hard-rock 
pillars, slope stability and block caving. Hamdi et al. (2014) applied ELFEN to model three-
dimensional laboratory rock strength tests and introduced damage intensity parameters to 
characterise the induced damage in the models. It is worth noting that although the origin of 
ELFEN is similar to the FEMDEM method, in the following extensive development, the 
FEM part of the fracture model in ELFEN is more like a plasticity-damage model, without 
the need of joint elements (cohesive elements). However, the comparison of the 
computational performance between a plasticity-damage model and a joint-element 
(cohesive-element) model for fracture simulation in the context of the FEMDEM method is 
not clear yet. The difference between the existing fracture models based on the FEMDEM 
method and the three-dimensional fracture model proposed in this thesis will be discussed 
in Chapter 8. 
Another major contribution to the development and application of the FEMDEM is from 
the University of Toronto in the two-dimensional version. Mahabadi et al. (2010a and 
2010b) developed a graphical user interface and pre-processor for the two-dimensional 
FEMDEM code and introduced material heterogeneity. They modelled dynamic Brazilian 
tests and compared the results with laboratory experiments. A new version of their two-
dimensional FEMDEM code called Y-Geo (Mahabadi et al., 2012a) was launched with 
several new features, such as a rock joint shear strength criterion, a dissipative impact 
model, a material mapping function for an exact representation of heterogeneous models, 
and a tool to incorporate material heterogeneity and transverse isotropy. To properly model 
the realistic material response, Lisjak et al. (2014a and 2014b) expanded the library of 
material constitutive laws by implementing a transversely isotropic elastic constitutive law, 
and devised a procedure to incorporate a distribution of preferentially oriented flaws for 
layer materials; Mahabadi et al. (2012b) proposed an approach to incorporate accurate 
micromechanical input parameters and intrinsic rock geometric features into the numerical 
model, and used this approach in the investigation of the influence of micro-scale 
heterogeneity and micro-cracks on the mechanical response and failure behaviour of a 
crystalline rock (Mahabadi et al., 2014). 
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Some work has also been done in the three-dimensional version of the FEMDEM code. 
The Los Alamos National Laboratory (LANL) in the USA developed a three-dimensional 
fracture model in the context of their fully parallel FEMDEM code MUNROU. They 
applied the code to model Split Hopkinson Pressure Bar (SHPB) tests on granite material 
(Knight et al. 2013; Rougier et al., 2014). By using a reasonably fine mesh, they obtained 
numerical fracture patterns that are in good agreement with physical experiments, but 
because fractures can only propagate along element boundaries the fracture surfaces are still 
mesh dependent. 
1.4.3 Development at Imperial College London 
The FEMDEM code has been developed at Imperial College London for about a decade. In 
this section, a brief history of the on-going code development work in the AMCG (Applied 
Modelling and Computation Group) at Imperial College London is introduced. Originally 
the two-dimensional and three-dimensional numerical codes based on the FEMDEM 
method were called Y2D and Y3D, respectively. It should be noted that Munjiza’s first 
release of the book in 2004 (Munjiza, 2004) had with it a code called ‘Y’ that could be 
downloaded with the book. This was a two-dimensional code and it is reasonable to assume 
that any community of users in different parts of the world would almost certainly have 
referred to this code as Y2D. Besides the two-dimensional code, the book (Munjiza, 2004) 
also referred to the existence of algorithms used in a three-dimensional version of the code 
(no fracture model) and some papers by Latham and Munjiza (Latham et al., 2003; Munjiza 
et al., 2003; Latham and Munjiza, 2004) showed three-dimensional FEMDEM results (no 
fracturing behaviour involved). These two-dimensional and three-dimensional codes were 
put on a firmer footing in a five-year collaborative project VGW (Virtual Geoscience 
Workbench) between two institutions, Imperial College London and Queen Mary, 
University of London, led by Dr John-Paul Latham and Prof. Ante Munjiza, respectively. 
The main objectives of the VGW project were to assemble an available version of the 
FEMDEM code (Y2D and Y3D) in open source format for engineering applications. In 
March 2009, an available suite of software VGW v1.0 was officially launched providing the 
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first open source simulation tools based on the FEMDEM method. This suite of simulation 
software was renamed VGeST (Virtual Geoscience Simulation Tools) to avoid confusion 
because the name VGW was similar to another geoscience workbench used in seismic 
interpretation. The name VGeST has been used ever since and a website (vgest.net) was 
created to act as a forum for developers and users to communicate technical problems and 
present showcases of applications. 
The code development work at Imperial College London has mainly concentrated on the 
three-dimensional version. Xiang et al. (2009) developed quadratic tetrahedral element 
formulations suitable for the three-dimensional FEMDEM code and implemented the so-
called F-bar approach to remove the volumetric locking effect when Poisson’s ratio equals 
0.5 in elastic analyses. Viré et al. (2012) developed a fluid-solid coupling model on the 
basis of a finite element fluid code Fluidity-ICOM and the three-dimensional FEMDEM 
code. This two-way coupling model is capable of simulating the mutual interactions 
between moving fluids and multiple solid bodies. In Chapter 5, the three-dimensional 
fracture model developed by the author (Chapter 2) will be incorporated into this fluid-solid 
coupling model. 
Addressing applications, both two-dimensional and three-dimensional examples have 
shown the strength of the FEMDEM method in solving complicated engineering problems, 
which typically involve multi-body motions and interactions, fluid-solid coupling and 
fracturing and fragmentation behaviour. Latham et al. (2013b) and Lei et al. (2014) applied 
the two-dimensional FEMDEM code to investigate the geomechanical properties and 
permeability of realistic fractured rocks. Latham et al. (2008 and 2009) used an early 
version of the three-dimensional FEMDEM code together with CFD (Computational Fluid 
Dynamics) codes and suggested a research and development pathway for simulations of 
massive particulates on breakwaters for coastal engineers. More recently, a suite of new 
modelling methods and analysis tools designed for concrete armour unit systems has been 
proposed by Latham et al. (2013a), which is developed based on a later version of the three-
dimensional FEMDEM code that can simulate both rigid and deformable solid bodies. 
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Before 2010 when the author started the PhD project on developing a three-dimensional 
fracture model for the FEMDEM method, VGeST had already been extensively applied to 
the simulation of granular systems, porous media, layered rock, fracture networks and 
fracturing and fragmenting systems, etc. However, without a three-dimensional fracture 
model, the three-dimensional applications were limited to capturing elastic stress 
components and contact forces from simulating interactions between discrete bodies, but the 
stresses would not cause any material failure even when their magnitude is considerably 
higher than the material strength. This limitation hugely restricted the three-dimensional 
applications, especially for quasi-brittle materials, such as rock, concrete and ceramics, 
which can easily break without significant deformation. This fact was widely recognised 
and perhaps unsurprisingly, a conference paper (Lei et al., 2010) on this subject showed 
some results of a preliminary three-dimensional fracture model based on the FEMDEM 
method. However, the numerical example of a three-point bending beam using a symmetric 
mesh only demonstrated that initially connected element nodes could be separated upon 
failure in the middle of the beam. There was no significant content regarding modelling 
methodology that was considered in any way useful for the objective of this PhD research. 
The development work of a three-dimensional fracture model presented in this thesis 
enables the FEMDEM code to realistically simulate the interactions of solids of arbitrary 
shapes, with material deformation and eventually fracturing. Besides the FEMDEM solver, 
a pre-processor with GUI (Graphic User Interface) has been developed based on the 
platform of GiD (CIMNE, 2009). Structured or unstructured meshes can be generated in the 
GiD pre-processor itself or using other meshing tools, such as CUBIT, ANSYS and Gmsh, 
which can generate meshes and then export mesh files to the GiD pre-processor. When it 
comes to post-processing, several free tools, e.g. MayaVi and ParaView, are available to 
visualise and analyse the result data exported from the FEMDEM solver. 
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1.5 Thesis overview 
1.5.1 Aims of thesis 
From the literature review it becomes clear that the most needed fracture model for quasi-
brittle materials should: be three-dimensional, consider realistic microstructures of 
materials, be suitable for complex static and dynamic stress fields, include both tensile and 
shear fracture initiation and propagation, have mechanisms for single fracture growth and 
multiple fracture interaction, and be able to simulate fracture surfaces of arbitrary shapes 
without mesh dependency, etc. This thesis attempts to go one step forward towards this 
goal. Therefore, the overall aim of this thesis is to develop a three-dimensional fracture 
model in the context of the combined finite-discrete element method (FEMDEM). More 
specifically, there are four major aims of this research. 
1. The first aim is to develop algorithms for a three-dimensional fracture model for 
quasi-brittle materials, and implement them into the existing FEMDEM code. This 
fracture model aims to model discrete tensile and shear fracture initiation and 
propagation using fixed meshes, and the model will be validated using basic 
standard benchmark tests. 
2. The second aim is to develop an advanced version of the three-dimensional fracture 
model featuring adaptive remeshing. The mechanics criteria for fracture initiation 
and propagation are similar to the fixed-mesh-based fracture model, but fractures 
can propagate not only along element boundaries but also through elements, which 
is achieved by locally splitting elements to reduce mesh dependency. 
3. The third aim is to incorporate the fixed-mesh-based three-dimensional fracture 
model into an existing fluid-solid coupling model. The extended coupling model 
aims to simulate fracturing behaviour of solids in two-way fluid-solid interactions, 
e.g. fluid-driven fractures. 
4. The fourth aim is to apply the newly developed fixed-mesh-based three-dimensional 
fracture model to simulate engineering problems. First, the fracture model will be 
used to simulate the breakages of concrete armour units on breakwaters in coastal 
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engineering, with the aim of getting an insight into the understanding of progressive 
damage and reserve stability of such systems. Second, it will be applied to simulate 
fracture development in multi-layered rock in the context of reservoir engineering. 
This application aims to understand the fracture network formation and development 
mechanisms in certain in situ stress regimes. 
1.5.2 Assumptions in thesis 
The materials used in the numerical examples of this thesis are all assumed to be 
homogeneous and isotropic unless specified. The engineering mechanics sign convention is 
adopted for stress components, which means tensile stress is positive and compressive stress 
is negative, and three principal stress components are in the order of σ1 ≥ σ2 ≥ σ3. 
1.5.3 Contributions of thesis 
The contributions of this thesis can be summarised as follows. 
1. A three-dimensional fracture model is developed in the context of the combined 
finite-discrete element method that can model both tensile and shear fracture 
initiation and propagation for quasi-brittle materials in true three-dimensional 
domains. The fracture model can simulate the whole fracturing process, including 
pre-peak hardening deformation, post-peak strain softening, transition from 
continuum to discontinuum, and explicit interaction between discrete fracture 
surfaces.   
2. An adaptive remeshing algorithm is developed for the three-dimensional fracture 
model to simulate discrete fractures with less mesh dependency. 
3. The developed fracture model has been extended so as to improve its compatibility 
when used with a two-way fluid-solid coupling model. It is now able to simulate 
fluid-driven fracture. 
4. The first comprehensive numerical modelling study to investigate explicit fracture 
development and to evaluate the damage mechanisms of individually impacted 
complex shaped concrete armour units has been presented. The study also includes a 
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variety of dynamic and extreme loading conditions affecting a multi-body pack of 
widely used concrete armour units known as CORE-LOCTM (it will hereafter be 
referred to in this thesis as Core-Loc). 
5. A thorough numerical simulation investigation of fracture network formation and 
growth in multi-layered rock is presented in two-dimensional and three-dimensional 
models. 
1.5.4 Layout of thesis 
The thesis is organised in the following way. 
First, the algorithms of the fixed-mesh-based three-dimensional fracture model are 
introduced in Chapter 2, followed by an investigation of mesh size sensitivity and 
computational efficiency of the proposed fracture model. Then in Chapter 3, this three-
dimensional fracture model is the subject of a validation study using three different types of 
numerical tests: three-point bending tests, Brazilian tests and polyaxial compression tests. 
The numerical results are compared with theoretical solutions and physical experiment 
results. 
Second, an adaptive remeshing algorithm to reduce mesh dependency of fracture 
patterns is proposed in Chapter 4. Two numerical examples, mode I single fracture 
propagation (internal pressure applied to existing fracture surfaces) and a single-edge 
notched beam subject to three-point bending, are simulated using the three-dimensional 
fracture model with adaptive remeshing, and the results are compared with the ones 
obtained from fixed meshes. 
Third, in Chapter 5, as a consistent extension of the development work of the three-
dimensional fracture model, the fixed-mesh-based fracture model is incorporated into an 
existing fluid-solid coupling model. A methodology of using this model to capture 
fracturing behaviour of solids in fluid-solid coupling simulations is proposed. To solve the 
discrepancy problem between meshes used by the fluid code and solid code in the coupling 
model, a scheme to convert different meshes is developed. Then a numerical example of a 
fluid-driven fracture simulation is presented at the end of this chapter. 
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Fourth, the three-dimensional fracture model is applied to investigate the structural 
integrity of concrete armour units under dynamic and extreme loading conditions in Chapter 
6. Two types of concrete armour units are studied. Dolosse units are simulated in drop tests 
and pendulum tests, and the numerical results are compared with physical experiments and 
real site observations. Core-Loc units of prototype scale are simulated under an imaginary 
extreme loading condition. 
Fifth, in Chapter 7, an existing two-dimensional fracture model and the newly 
developed three-dimensional fracture model are applied to simulate fracture formation and 
development in multi-layered rock. First, a two-dimensional three-layered model 
undergoing layer normal compression is simulated. Second, a two-dimensional seven-layer 
model is simulated under various loading conditions, including direct tension parallel to the 
layering with different vertical pressures, and bending with clamped and un-clamped 
boundaries. Third, a three-dimensional multi-layer model subject to in situ stresses is 
simulated to generate realistic fracture networks using the three-dimensional fracture model. 
Last, in Chapter 8, the presented work is summarised and some conclusions are drawn 
from the research. Moreover, some ideas for possible future work are proposed. 
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2.1 Abstract 
Fracturing simulation in three dimensions is of great importance to understand accurate and 
realistic material behaviour in critical failure states. Unfortunately, the original three-
dimensional combined finite-discrete element code Y3D does not have a fracture model to 
achieve this function. In this chapter, a three-dimensional fracture model has been 
developed in the context of the FEMDEM method. It is capable of simulating the whole 
fracturing process, including pre-peak hardening deformation, post-peak strain softening, 
transition from continuum to discontinuum, and the explicit interaction between discrete 
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fracture surfaces. The mesh size sensitivity and computational efficiency of the proposed 
fracture model are also investigated. 
2.2 Introduction 
As the name indicates, the combined finite-discrete element method (FEMDEM) is a 
combination of the finite element method (FEM) and the discrete element method (DEM). 
Each is used for what it is best at and they are complementary to each other. In the 
FEMDEM simulations, the entire domain is treated as a mixed domain with continua and 
discontinuities. Each discrete element is further discretised by finite elements. The finite 
element formulation is used to simulate continuum behaviour, which involves the 
calculation of strains and stresses in finite element domains. The discrete element 
formulation is used to simulate discontinuum behaviour, which means the calculation of 
contact forces across discontinuities. It should be noted that here the continuum means there 
are no strong discontinuities, e.g. boundaries of multiple discrete bodies and fractures, in the 
domain; the discontinuum means a multi-body system with individual boundaries and a 
fractured domain. 
The FEMDEM method is well suitable for fracturing simulations, in which the intact 
domain before fracture initiation can be modelled as continua using the finite element 
formulation, then after fracture initiation the interaction between discrete fracture walls can 
be modelled explicitly by the contact algorithms in the discrete element formulation, so the 
whole fracturing process can be captured realistically and accurately. The functions of the 
fracture model within the three-dimensional FEMDEM method can be explained from two 
perspectives. First, from a numerical point of view, the fracture model links the finite 
element formulation and the discrete element formulation, and automatically switches 
formulations before and after fracture formation. Second, from a physical point of view, the 
fracture model characterises the critical stress state for fracture initiation, and the orientation 
and speed for fracture propagation, so the transition from continuum to discontinuum can be 
simulated. 
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An appropriate fracture model with the functions mentioned above was missing in the 
IC (Imperial College) branch of the three-dimensional FEMDEM code Y3D at time of 
initiating this PhD project. Although transient dynamic response, mainly in the forms of 
velocities and contact forces, can be modelled in multi-body systems consisting of arbitrary-
shape bodies, without proper failure criteria, the limitations of the original code are clear. It 
can only be used for models subject to loading conditions that do not generate stresses 
above the material strength. Because the purely elastic constitutive law allows stress to 
increase infinitely with increasing strain, if the stress somewhere in the domain exceeds the 
material strength, no matter how the real material responds after this peak stress, e.g. strain 
hardening or softening, the stress still goes up the same way as before, so eventually no 
peak stress can be captured on the stress-strain curve. However, it is known that purely 
elastic deformation seldom exists in nature, especially in complex geometric domains and 
loading conditions, which always cause stress concentrations around irregular geometric 
entities or accompanying high-amplitude stress waves. Therefore, the stress distribution in 
the model, especially in the high-stress areas, is problematic in the original three-
dimensional FEMDEM simulations. A direct consequence of this kind of material response, 
for example, is that the stress magnitude in the stress concentration zone can be 
unrealistically high regardless of the material strength, which not only causes spurious 
stress distribution, but also affects the velocities and contact forces by contributing spurious 
nodal forces in the explicit time integration. Another typical consequence is that the energy 
in the model cannot be dissipated appropriately. Naturally, energy should be dissipated 
during fracturing processes, either in the form of micro-fracturing, which can be seen as 
inelastic deformation macroscopically, or in the form of macro-failure, such as by a 
distributed yielding band or discrete fracture. Without failure criteria in the numerical 
model, the simulated system behaves more ‘energetically’ or ‘actively’ in some ways, so in 
order to simulate more realistic behaviour and system stability, additional viscous damping 
or higher friction coefficients usually need to be introduced. 
An existing two-dimensional fracture model has been successfully applied to many 
engineering problems (see Chapter 1 for details), but the disadvantage of this model is clear. 
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It does not differentiate finite element formulation with discrete element formulation, which 
means contact forces are calculated everywhere between finite elements, even in the 
continuum domain. This makes it difficult to identify origins of stresses used in the failure 
criteria and slows down the simulation significantly, because contact interaction is the most 
time consuming part in typical simulations. 
The three-dimensional fracture model described in this chapter is a new development to 
the existing three-dimensional FEMDEM code. It has three main features listed as follows. 
1. A new space discretisation scheme featuring three-dimensional joint elements has 
been developed. Using this scheme, any three-dimensional domain can be 
discretised by 4-node tetrahedral elements and 6-node joint elements, which are 
inserted between tetrahedral elements. The material failure criteria are applied to the 
joint elements whose failure would physically separate tetrahedral elements and 
generate discrete fracture surfaces. 
2. A Mohr-Coulomb failure criterion with a tension cut-off is used to determine the 
failure state of joint elements. The shear strength is defined as a function of the 
normal stress acting perpendicular to the shear direction. Therefore, fracturing 
behaviour both in tensile and in compressive stress fields can be accurately captured. 
3. The finite element formulation and the discrete element formulation are separated 
both in the space domain and in the time domain. In the space domain, the finite 
element formulation is only used for continua, while the discrete element 
formulation is only used for the interaction across discontinuities, including 
interaction between discrete bodies and fracture surfaces. In the time domain, the 
continuity between tetrahedral elements is only constrained by joint elements before 
fracture initiation, then after fracture initiation the interaction between tetrahedral 
elements on both sides of the fractures is purely simulated by contact algorithms. 
   It should be noted that the three-dimensional fracture model described in this chapter 
works on fixed meshes, which means it only allows fractures to propagate along tetrahedral 
element boundaries. Although it does not adaptively update meshes, the mesh dependency 
of fracture patterns does not affect the overall fracture pattern to a noticeable extent if the 
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element size is small enough compared with the scale of the domain. Moreover, a further 
development of the three-dimensional fracture model with adaptive remeshing function is 
introduced in Chapter 4. 
 
Figure 2.1: Flowchart of three-dimensional fracturing simulation within the FEMDEM 
method. 
Figure 2.1 shows the overall algorithm for three-dimensional fracturing simulations in 
the context of the FEMDEM method, and the steps of conducting such a simulation are 
listed below. 
Step 1: Model setup. 
The geometry of the model is set up using proprietary software, e.g. GiD, CUBIT, 
ANSYS, etc., and then meshed using 4-node tetrahedral elements. Loading and constraint 
conditions in the forms of force, velocity and pressure, etc., are defined on relevant 
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boundaries of the model using GiD. Different material properties can be defined and then 
assigned to different parts of the model, and numerical parameters, e.g. time-step, output 
frequency and accuracy requirement, etc., are also initialised at this stage. 
Step 2: Pre-processing. 
The original mesh of 4-node tetrahedral elements generated using proprietary software 
in Step 1 is used as a base mesh here, and then three-dimensional 6-node joint elements are 
inserted between tetrahedral elements. 
Step 3: Applying the mechanics solver with the fracture model. 
After the space discretisation in step 2, the mechanics solver with the fracture model is 
applied to calculate stresses and corresponding nodal forces in the continuum domain. Once 
the stress state meets the failure criteria, fractures will be formed and the domain will 
become a mixed domain with continua and discontinuities. The contact forces (distributed 
to finite elements as nodal forces) across discontinuities, including both boundaries of 
discrete bodies and discrete fracture surfaces, are calculated by the contact detection and 
interaction algorithms. At certain time-steps (defined by the output frequency), the results 
are output from the solver in a compressed file format to reduce the data storage space on 
computer hard disks. 
Step 4: Post-processing. 
After converting the result files to appropriate data formats, the results can be visualised 
and analysed in professional software, e.g. MayaVi and ParaView, etc. Many tools are 
available for in-depth analyses, such as plotting data with time, extracting a certain part 
from the entire domain and statistics tools. 
In this chapter, first the newly developed three-dimensional fracture model is introduced 
in the context of the FEMDEM method in Section 2.3. The new algorithms associated with 
the fracture model are described in detail in this section, where the foci are the space 
discretisation scheme, the failure criteria and the transition from continuum to 
discontinuum. It should be noted that the fracture model is described in the context of the 
three-dimensional FEMDEM method, so related algorithms in the existing three-
dimensional FEMDEM code used for fracturing simulations are also briefly described, 
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where references are given if readers want detailed information. Next, mesh size sensitivity 
of the three-dimensional fracture model is investigated by a series of tests in Section 0. 
Because the three-dimensional fracture model described in this chapter works on fixed 
meshes, fractures propagate along tetrahedral element boundaries and fracture patterns are 
dependent on the meshes. The influence of mesh on fracture patterns can be reduced to an 
acceptable extent but cannot be eliminated completely. Last, the computational efficiency of 
this fracture model is analysed in Section 2.5. Based on the data obtained from a series of 
models with the same geometry but different mesh sizes, the CPU time needed for different 
mesh sizes is compared. 
2.3 Three-dimensional fracture model in the context of the 
FEMDEM method 
2.3.1 Space discretisation and joint element 
The three-dimensional fracture model works in a domain that is discretised by 4-node 
tetrahedral elements and special 6-node joint elements. The 4-node tetrahedral elements 
have linear interpolation of the displacement field between the nodes, and constant strain 
and stress fields inside the element. In order to simulate the fracturing process explicitly in 
three dimensions, which means that the discontinuities caused by fracturing are not only 
represented mathematically but also located geometrically in space ‘physically’, one ideal 
solution is to allow tetrahedral elements to separate according to certain failure criteria so 
that fracture surfaces can be represented by the faces of tetrahedral elements. There are two 
main advantages of physically separating tetrahedral elements. First, the interaction between 
fracture surfaces can be captured realistically by modelling the contact between separated 
tetrahedral elements. Second, other media, such as fluid, can be introduced between discrete 
fracture surfaces for coupling simulations. 
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a. b. c. 
Figure 2.2: Schematic illustration of inserting a joint element between two tetrahedral 
elements. 
To achieve this objective of separating tetrahedral elements according to failure criteria, 
the original mesh of 4-node tetrahedral elements needs to be modified, so a special type of 
element – 6-node joint elements are inserted between tetrahedral elements. A mesh of two 
tetrahedral elements is taken as an example to illustrate the procedure of space discretisation 
in Figure 2.2. Figure 2.2a shows two adjacent tetrahedral elements 1 and 2 sharing three 
nodes a, b and c in a continuous mesh, which represents a standard finite element mesh that 
can be generated in any basic meshing software. Then these two tetrahedral elements are 
detached (Figure 2.2b), so they do not share nodes any more, which means all three nodes a, 
b and c shared between them before are being duplicated; new nodes a1, b1 and c1 belong to 
tetrahedral element 1, and a2, b2 and c2 belong to tetrahedral element 2. It should be noted 
that at this initial pre-processing stage, there is no deformation caused by any form of 
loading in the domain, so every pair of nodes a1-a2, b1-b2 and c1-c2 occupy the same 
coordinate position but have different node numbers in the mesh topology. The gap between 
tetrahedral elements 1 and 2 in Figure 2.2b is only for illustration purpose to show that these 
two tetrahedra do not share nodes any more. For example, the coordinates of the node pair 
a1-a2  
xa1  and  
xa1  are  
  
xa1 = xa2 = xa    (2.1) 
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where xa is the coordinate vector of the original node a. Last the duplicated nodes a1, b1, 
c1, c2, b2 and a2 are renumbered as N1 ~ N6, respectively, and a 6-node joint element 
N1N2N3-N4N5N6 is inserted between tetrahedral elements 1 and 2 (Figure 2.2c). The 
continuity between tetrahedral elements 1 and 2 is therefore constrained by this joint 
element N1N2N3-N4N5N6. 
In three dimensions, each 4-node tetrahedral element is bounded by four triangular 
faces; each triangular face is bounded by three edges; and each edge is defined by two 
nodes. The local nodal numbering convention for one tetrahedral element used here is 
shown in Figure 2.3a.  
 
a. A 4-node tetrahedral element. 
  
  
b. Description of the four faces of a 4-node tetrahedral element. 
Figure 2.3: A 4-node tetrahedral element and the description of its four faces. 
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The 6-node joint elements are generated from each triangular face of tetrahedral 
elements. To guarantee the local coordinate system associated with each joint element can 
be defined uniquely, and all the local coordinate systems in the domain are defined in the 
same order, the nodes of tetrahedral elements must be numbered in a proper and consistent 
way. The four nodes of a tetrahedral element are arranged in a way that the calculated 
volume of this tetrahedron is always positive, and each of the four triangular faces has three 
nodes numbered in a counter-clockwise manner, with the normal direction of each face 
pointing to the inside of the tetrahedral element. For example, in Figure 2.3, the tetrahedral 
element is described as element N1N2N3N4 (Figure 2.3a), and the four faces are described as 
face N1N2N3, face N2N4N3, face N3N4N1 and face N4N2N1, respectively (Figure 2.3b). 
 
Figure 2.4: Topology of tetrahedral element and joint element. 
The final mesh used for the three-dimensional fracture model is a mixed mesh of 4-node 
tetrahedral elements and 6-node joint elements. Each tetrahedral element is connected to 
four joint elements, and each joint element is connected to two tetrahedral elements. The 
topology of a domain consisting of five tetrahedral elements N1N2N3N4, N5N6N7N8, 
N9N10N11N12, N13N14N15N16 and N17N18N19N20 are shown in Figure 2.4. This domain has 16 
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joint elements, described as N1N2N3-N6N7N5, N2N4N3-N10N11N9, N3N4N1-N14N15N13, N4N2N1-
N18N19N17, N6N8N7-N7N8N6, N7N8N5-N5N8N7, N8N6N5-N5N6N8, etc. It should be noted that 
for joint elements at the domain boundaries, e.g. joint element N6N8N7-N7N8N6, they only 
have three nodes but are still described in the same way as 6-node joint elements by 
repeating node numbers in a reverse order. Here tetrahedral element N1N2N3N4 and one of 
its four neighbouring tetrahedral elements N5N6N7N8 are taken as an example, and the 
correspondence between tetrahedral elements and joint elements is listed in Table 2.1. 
Table 2.1: Correspondence between tetrahedral elements and joint elements. 
Element types Descriptions Connections 
4-node tetrahedral element N1N2N3N4 Joint element N1N2N3-N6N7N5 
Joint element N2N4N3-N10N11N9 
Joint element N3N4N1-N14N15N13 
Joint element N4N2N1-N18N19N17 
N5N6N7N8 Joint element N1N2N3-N6N7N5 
Joint element N6N8N7-N7N8N6 
Joint element N7N8N5-N5N8N7 
Joint element N8N6N5-N5N6N8 
6-node joint element N1N2N3-N6N7N5 Tetrahedral element N1N2N3N4 
Tetrahedral element N5N6N7N8 
N2N4N3-N10N11N9 Tetrahedral element N1N2N3N4 
Tetrahedral element N9N10N11N12 
N3N4N1-N14N15N13 Tetrahedral element N1N2N3N4 
Tetrahedral element N13N14N15N16 
N4N2N1-N18N19N17 Tetrahedral element N1N2N3N4 
Tetrahedral element N17N18N19N20 
N6N8N7-N7N8N6 Tetrahedral element N5N6N7N8 
Tetrahedral element N5N6N7N8 
N7N8N5-N5N8N7 Tetrahedral element N5N6N7N8 
Tetrahedral element N5N6N7N8 
N8N6N5-N5N6N8 Tetrahedral element N5N6N7N8 
Tetrahedral element N5N6N7N8 
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2.3.2 Stress in the continuum domain 
The algorithms of stress calculation for tetrahedral elements already exist in the three-
dimensional FEMDEM code and can be found in any literature on continuum mechanics, 
especially the paper by Xiang et al. (2009). Finite displacement, finite rotation and finite 
strain deformability is considered here for the 4-node tetrahedral elements, which means 
both rotations and strains can be arbitrarily large. During deformation, a particle in the 
domain moves from its initial coordinate xi = (xi, yi, zi)T to its current coordinate xc = (xc, yc, 
zc)T (Figure 2.5). 
 
Figure 2.5: Initial and current configurations of a tetrahedral element. 
Therefore, the deformation gradient matrix F is defined by 
 
 
F =
dxc
dx i
 (2.2) 
and the velocity gradient L is defined by 
 
 
L =
dvc
dx i
 (2.3) 
where vc is the current velocity vector, vc = (vxc, vyc, vzc)T. Then the Left Cauchy-Green 
strain tensor B is defined based on the deformation gradient F as 
  B = FFT   (2.4) 
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and the rate of deformation D is defined using the velocity gradient L as 
 
 
D = 1
2
L +LT( )   (2.5) 
The constitutive model used for 4-node tetrahedral elements is the Neo-Hookean 
material model, so the Cauchy stress tensor T can be calculated as 
 
 
T = µ
J
B − I( ) + λJ ln J( )I +ηD   (2.6) 
where µ and λ are Lamé constants, η is the viscous parameter, and J is defined by 
Equation 2.7. 
  J = det F( )   (2.7) 
Last, the nodal force contributed by the deformation of tetrahedral elements fint can be 
calculated as 
  fint = Tm  (2.8) 
where m is the normal vector of each triangular face of a tetrahedral element. 
2.3.3 Three-dimensional fracture model 
In three dimensions, deformation in the continuum domain will generate stresses both in the 
4-node tetrahedral elements and 6-node joint elements. Figure 2.6 shows different 
deformation scenarios that might happen in the three-dimensional fracturing simulations. 
Each 4-node tetrahedral element has only one integration point and therefore only one strain 
tensor and one stress tensor. There is no variation of strain and stress inside tetrahedral 
elements. As for the joint elements, the stress is also calculated from the deformation, but 
here the deformation is measured in terms of the relative displacement between two 
triangular faces of a joint element. For example, for direct tension in the vertical direction 
(Figure 2.6b), corresponding tensile stress will be generated in the joint element between 
these two tetrahedral elements; for direct shear deformation in the horizontal direction 
(Figure 2.6d), corresponding shear stress will be generated in the joint element. It is known 
that in reality most deformation scenarios are combinations of simple types of deformation 
(Figure 2.6e), so the stresses in joint elements are also combinations of tensile/compressive 
stresses and shear stresses. 
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a. b. c. d. e. 
Figure 2.6: Schematic illustration of different deformation scenarios in the continuum 
domain. Note that the magnitudes of deformation are exaggerated from real values for 
illustration purpose. (a) original configuration before deformation; (b) direct tension in the 
vertical direction; (c) direct compression in the vertical direction; (d) direct shear in the 
horizontal direction; (e) complex deformation. 
The three-dimensional fracture model introduced in this chapter is similar to the concept 
proposed by Hillerborg et al. (1976). The Hillerborg model is a further development of the 
Dugdale model (Figure 2.7). They both assume that there exists a plastic zone ahead of the 
real fracture, in which the material is softened but still continuous by the constraint of 
bonding stresses σb. The difference between these two models is that they assume different 
stress distributions inside the plastic zone; in the Dugdale model (Figure 2.7a), the bonding 
stress σb is assumed to be constant and equal to the material strength, or yielding strength 
σyield, 
    (2.9) 
where xfracture is the position of the real fracture tip, xplastic is the end of the plastic zone, 
so [xfracture, xplastic] defines the length of the plastic zone; in the Hillerborg model (Figure 
2.7b), the bonding stress σb depends on the position inside the plastic zone, 
    
if x = xfracture 
(2.10) if xfracture < x < xplastic 
if x = xplastic 
 
σ b x( ) =σ yield ,x fracture ≤ x ≤ xplastic
 
σ b =
0,
f x( ),
σ yield ,
⎧
⎨
⎪⎪
⎩
⎪
⎪
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where f(x) defines that the bonding stress σb decreases from material strength σy at the 
end of the plastic zone to zero at the real fracture tip, and it decreases linearly with the 
increasing fracture width w (Figure 2.7b). In reality, the plastic zone corresponds to a 
micro-fractured zone with some remaining ligaments for stress transfer. The bonding stress 
σb equals zero at the real fracture tip means at this position the material is physically 
discontinuous with no stress transfer. The failure criteria of the fracture model proposed in 
this chapter are applied to joint elements between tetrahedral elements, so the 
discontinuities in joint elements mean the detachment of tetrahedral elements, where the 
fracture surfaces are. 
  
a. Dugdale model. b. Hillerborg model. 
Figure 2.7: Comparison between Dugdale model and Hillerborg model (after Hillerborg et 
al., 1976). 
In this section, first the process of calculating stresses in the joint elements is described. 
Next, the stresses are used in the failure criteria to determine the failure states of the joint 
elements. Last, if the stresses in certain joint elements satisfy the failure criteria, they either 
initiate or propagate fractures where these joint elements are, so the local continuum 
medium becomes discontinuous. 
2.3.3.1 Failure criteria 
The stress of joint elements is calculated from the relative displacement between the two 
triangular faces N1N2N3 and N4N5N6 (Figure 2.8), which characterises the deformation of 
joint elements. 
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Figure 2.8: Local coordinate system of joint element. N16, N25 and N34 are midpoints 
between N1 and N6, N2 and N5, and N3 and N4, respectively. A, B and C are three integration 
points of this joint element N1N2N3-N4N5N6. N12 is the midpoint between N1 and N2, and N56 
is the midpoint between N5 and N6. N’12 is the projection of point N12 on the x’y’-plane 
along the z’-direction, and N’56 is the projection of point N56 on the x’y’-plane along the z’-
direction. 
The displacement vector δ of a joint element is defined as 
  δ = δ n ,δ s( )
T   (2.11) 
where δn is the normal displacement component, and δs is the shear displacement 
component. Each joint element has three integration points, such as A, B and C for joint 
element N1N2N3-N4N5N6 in Figure 2.8. The displacement vector δ is calculated at each 
integration point in a local coordinate system x’y’z’ (Figure 2.8), which is a three-
dimensional Cartesian coordinate system based on the orientation of this joint element. The 
x’y’-plane passes through three points N16, N25 and N34, which are midpoints between N1 
and N6, N2 and N5, and N3 and N4, respectively (Equation 2.12, 2.13 and 2.14). 
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x16 =
1
2
x1 + x6( )   (2.12) 
  
 
x25 =
1
2
x2 + x5( )   (2.13) 
  
 
x34 =
1
2
x3 + x4( )   (2.14) 
where x16 is the coordinate vector of point N16 in the global coordinate system, x16 = 
(x16, y16, z16)T,  and x25, x34, x1, x2, x3, x4, x5 and x6 are coordinate vectors of points N25, N34, 
N1, N2, N3, N4, N5 and N6, respectively. 
Note that the tetrahedral elements used here are linear elements, so the triangular faces 
of tetrahedral elements maintain their planar orientations during deformation; as a result, the 
three midpoints N16, N25 and N34 are always on the same plane and the x’y’-plane is 
uniquely defined. The positive x’-direction points from point N16 to point N25, and the 
positive z’-direction is perpendicular to the x’y’-plane and points to the triangular face 
N1N2N3. The normal displacement component δn is defined in the z’-direction, and the shear 
displacement component δs is defined in the x’y’-plane (Figure 2.8). 
Before loading starts, the two triangular faces N1N2N3 and N4N5N6 are overlapping, so 
both the normal and shear displacement components are zero at this stage. During loading, 
the deformation in the joint element is characterised by the relative displacement between 
triangular faces N1N2N3 and N4N5N6. Here integration point A is taken as an example to 
illustrate the calculation of the relative displacement. Point A is located at the midpoint 
between N16 and N25 (Equation 2.15), and it can be proved it is also the midpoint between 
N12 and N56 (Equation 2.16), because the edges of 4-node tetrahedral elements keep straight 
during deformation. 
  
 
x A =
1
2
x16 + x25( )   (2.15) 
  
 
x A =
1
2
x12 + x56( )   (2.16) 
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The coordinates of points N12 and N56 are calculated by interpolation from nodes N1 and 
N2 of tetrahedral element 1, and nodes N5 and N6 of tetrahedral element 2, respectively 
(Equation 2.17 and 2.18). 
 
 
x12 =
1
2
x1 + x2( )   (2.17) 
 
 
x56 =
1
2
x5 + x6( )   (2.18) 
where x12 is the coordinate vector of point N12 in the global coordinate system,  and x56, 
x1, x2, x5, and x6 are coordinate vectors of points N56, N1, N2, N5 and N6, respectively. 
Here the displacement vector δ at integration point A δA is defined as the relative 
displacement between points N12 and N56. The normal displacement component δn at 
integration point A δnA is therefore calculated as in terms of projection lengths (Prj) 
  δ nA = Prj ′z x12 − x56( )   (2.19) 
From Equation 2.19 it can been seen that the value of normal displacement δnA can be 
zero, positive or negative; if it is positive, it means the two tetrahedral elements 1 and 2 are 
pulled apart at integration point A and a tensile stress component will be generated; if it is 
negative, it means the two tetrahedral elements are pushed together at integration point A 
and a compressive stress component will be generated. This compressive stress in the joint 
element increases as the adjacent tetrahedral elements penetrate into each other so it will 
push them apart, which functions similarly to the contact force. It should be noted that the 
engineering mechanics sign convention is used here, so tensile stress is positive and 
compressive stress is negative, which are in accordance with the sign convention for the 
relative displacement. 
The shear displacement component δs at integration point A δsA is calculated in the x’y’-
plane, which can be defined as 
 
 
δ sA = Prj ′x
2 x12 − x56( ) + Prj ′y2 x12 − x56( )   (2.20) 
In numerical implementations, δsA can also be calculated by first projecting points N12 
and N56 onto the x’y’-plane along the z’-direction, generating two corresponding projections 
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N’12 and N’56. Because the tetrahedral elements are linear, the three points N’12, N’56 and A 
are always collinear, which means 
 
 
′N56 A
! "!!!!
+ A ′N12
! "!!!!
= ′N56 ′N12
! "!!!!!!
  (2.21) 
Therefore, the shear displacement at integration point A δsA is 
 
 
δ sA = ′N56 ′N12
! "!!!!!!
  (2.22) 
A stress vector σ of a joint element is defined as 
   (2.23) 
where σ is the normal stress component, corresponding to the normal displacement δn, 
and τ is the shear stress component, corresponding to the shear displacement δs. It should be 
noted that the term stress vector is specially defined for the joint elements. In three 
dimensions, the stress state at a material point is normally defined in the form of a tensor 
with nine components. Here these nine components are reduced to two components, so the 
term vector is used. The stress-displacement relation used for joint elements in the three-
dimensional fracture model is similar to the combined single and smeared crack model 
proposed by Munjiza et al. (1999). The stresses in joint elements are calculated based on 
this stress-displacement relation, which includes a strain softening part after the peak stress 
(Figure 2.9). The normal stress σ and shear stress τ are calculated following stress-
displacement curves of the same shape but different definitions of parameters on the curves. 
 
Figure 2.9: The stress-displacement relation for joint element. 
 σ = σ ,τ( )
T
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There are three key parameters to define the stress-displacement relation in Figure 2.9, 
peak stress f, maximum elastic displacement δp and critical displacement δc. Their physical 
meanings are explained below. The peak stress f on this stress-displacement curve 
represents the material strength, so for the normal stress component σ, it means the tensile 
strength ft; and for the shear stress component τ, it means the shear strength fs. In this model, 
the tensile strength ft is assumed to be a constant, while the shear strength fs is defined by 
the Mohr-Coulomb criterion with a tension cut-off, 
 
 
fs =
c −σ n tanφ,
c − ft tanφ,
⎧
⎨
⎪
⎩⎪
  
if σn < ft 
(2.24) 
if σn ≥ ft 
where c is the cohesion,  ϕ is the internal friction angle, σn is the normal stress acting 
perpendicular to the shear direction. Note here the engineering mechanics sign convention 
is used, so tensile stress is positive and compressive stress is negative. The Mohr-Coulomb 
criterion with a tension cut-off and the physical meanings of c and ϕ are illustrated in Figure 
2.10. 
 
Figure 2.10: A Mohr-Coulomb failure criterion with a tension cut-off. c is the cohesion, ϕ is 
the internal friction angle, ft is the tensile strength, τ is the shear stress in joint elements, and 
σ is the normal stress in joint elements. 
δp is the maximum elastic displacement corresponding to the material strength f. In the 
normal direction it is denoted by δnp, and in the shear direction it is denoted by δsp. δnp and 
δsp can be calculated as follows 
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δ np = 2
ft
p0
h   (2.25) 
 
 
δ sp = 2
fs
p0
h   (2.26) 
where ft is the tensile strength, fs is the shear strength defined in Equation 2.24, h is the 
characteristic size of joint element, which can be calculated as the average length of the 
element edges, po is the penalty term characterising the stiffness of the joint element so in 
the limit, 
 
 
lim
p0→∞
δ p = 0    (2.27) 
The value of the penalty term po is usually chosen as 
  E ≤ p0 ≤10E    (2.28) 
where E is the Young’s modulus used for the tetrahedral elements. The reason for 
choosing the value of the penalty term po in the range defined in Equation 2.28 is to achieve 
a balance between accuracy and computational efficiency. From the perspective of 
accuracy, as a type of the cohesive zone method the joint elements introduce an inherent 
length scale that is absent in homogeneous deformation so the bulk elastic properties are 
mesh-dependent and the domain exhibits a general softening effect with decreasing mesh 
size (Klein et al., 2001). Therefore, the penalty term should be large enough in order to 
reduce the extra elasticity in the system introduced by the joint elements (Turon et al., 
2007). From the perspective of computational efficiency, however, large penalty term may 
cause numerical instability problems (Schellekens and de Borst, 1993). The speed of stress 
wave increases with the increase of the penalty term so large penalty term requires small 
time-step in the explicit time integration to guarantee the numerical stability. Therefore, to 
ensure that both the numerical result is accurate and the simulation time is affordable, the 
penalty term po is chosen to be a value between E and 10E (Equation 2.28). 
δc is the critical displacement, at which the joint element fails. The definition of δc is 
based on the Griffith theory (1921), which assumes that a certain amount of energy is 
absorbed by the formation of a unit area of the fracture surface in a brittle medium. This 
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absorbed energy is defined as fracture energy Gf. It is a material property corresponding to 
the grey area under the stress-displacement curve in Figure 2.9, which can be calculated as 
 
 
G f = σ dδδ p
δc∫ ≈
1
3
fδ c    (2.29) 
Therefore the critical displacement δc is defined as 
 
 
δ c = 3
G f
f
 (2.30) 
 
Figure 2.11: Transition from elastic zone to discrete fracture via plastic zone around a single 
mode I fracture tip. The short vertical red bars between the red line and the blue line 
represent the magnitudes of normal stress σ. 
For a single mode I tensile fracture, for example, the physical meanings of δp and δc is 
illustrated in Figure 2.11. For this case, because it is pure tension, δp is represented by δnp 
and δc is represented by δnc. Figure 2.11 shows the transition from the elastic zone to the 
discrete fracture via the plastic zone. This figure is an extraction of the local area around the 
fracture tip. The white area in Figure 2.11 represents the continuum domain that is intact 
without any fractures. The stresses in the joint elements in this area are calculated based on 
the stress-displacement curve from 0 to δp in Figure 2.9, which means there is only elastic 
deformation, so it is denoted as the elastic zone in Figure 2.11. The physical fracture is 
represented by the light yellow area in Figure 2.11. The real fracture tip is at the position 
where normal stress σ of the joint element equals zero; therefore, this position corresponds 
 69 
to the point δ = δnc in Figure 2.9, where the normal displacement δn in the joint element 
reaches its maximum value δnc. After this moment, this joint element will fail and the stress-
displacement relation is not applied to this failed joint element anymore; instead, the 
interaction between the fracture walls will be counted as contact forces that are calculated 
by the contact algorithm. 
The orange area between the real fracture tip and the elastic zone is defined as the 
plastic zone, which corresponds to the strain softening part (δnp ~ δnc) in Figure 2.9. It is 
worth noting that in Figure 2.11 the short vertical red bars between the red line and the blue 
line represent the magnitudes of normal stress σ in the joint elements. In Figure 2.11, δnp 
corresponds to the position, where the normal stress σ in the joint element reaches its peak 
value, which is the tensile strength ft in this case; ahead of this position (to the right-hand 
side), the domain is at a strain softening stage (orange area), so the normal stress σ 
decreases from the tensile strength ft to zero at the real fracture tip. In the plastic zone, the 
normal displacements δn in the joint elements are increasing, but the normal stresses σ are 
decreasing, which means the stiffness of the material is also decreasing. 
Therefore, the normal stress σ within three distinct displacement ranges can be defined 
as a function of normal displacement δn (Equation 2.31), 
 
 
σ =
2
δ n
δ np
ft ,
2
δ n
δ np
−
δ n
δ np
⎛
⎝
⎜
⎞
⎠
⎟
2⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
ft ,
zft ,
⎧
⎨
⎪
⎪
⎪⎪
⎩
⎪
⎪
⎪
⎪
  
if δn < 0 
(2.31) 
if 0 ≤ δn ≤ δnp 
if δnp < δn ≤ δnc 
where δnp is the maximum elastic displacement in the normal direction, δnc is the critical 
displacement at failure in the normal direction, z is a heuristic softening parameter by curve 
fitting using experiment data of concrete in tension (Xian et al., 1991; Munjiza et al., 1999), 
which is calculated by Equation 2.32, 
  
 
z = 1− a + b−1
a + b
exp D a + bc
a + b( ) 1− a − b( )
⎛
⎝
⎜
⎞
⎠
⎟
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
a 1− D( ) + b 1− D( )c⎡⎣⎢ ⎤⎦⎥   (2.32) 
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where a = 0.63, b = 1.8 and c = 6.0 are material properties derived from experiment 
data, and D is a parameter calculated considering both the normal displacement δn and the 
shear displacement δs, which is given by Equation 2.33, 
 
 
D =
δ n −δ np
δ nc −δ np
,
δ s −δ sp
δ sc −δ sp
,
δ n −δ np
δ nc −δ np
⎛
⎝
⎜
⎞
⎠
⎟
2
+
δ s −δ sp
δ sc −δ sp
⎛
⎝
⎜
⎞
⎠
⎟
2
,
1,
0,
⎧
⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎩
⎪
⎪
⎪
⎪
⎪
⎪
  
if δnp < δn <  δnc and δs <  δsp 
(2.33) 
if δsp < δs <  δsc and δn <  δnp 
if δnp < δn <  δnc and δsp < δs <  δsc 
if δn ≥ δnc or δs ≥ δsc 
otherwise 
where δsp is the maximum elastic displacement in the shear direction, δsc is the critical 
displacement at failure in the shear direction, δnp is the maximum elastic displacement in the 
normal direction, and δnc is the critical displacement at failure in the normal direction. In a 
similar way, the shear stress τ can be calculated by substituting normal displacement δn with 
shear displacement δs, and other parameters in the normal direction (with subscript n) with 
the corresponding parameters in the shear direction (with subscript s). 
The failure criterion used in the three-dimensional fracture model is a Mohr-Coulomb 
failure criterion with a tension cut-off, as shown in Figure 2.10. It is a stress-based failure 
criterion involving stress components both in the normal direction σ and in the shear 
direction τ. A tension cut-off σ = ft is added to a classic linear Mohr-Coulomb failure 
envelope to modify the unrealistic tensile failure given by the original Mohr-Coulomb 
failure envelope. It can be seen from Figure 2.10 that under the failure envelope (blue area), 
the material is in a safe state of stress. Once the stress state in a joint element reaches the 
failure envelope (red line), the two triangular faces N1N2N3 and N4N5N6 of the joint element 
(Figure 2.2c) will physically detach, and a fracture with two discrete faces N1N2N3 and 
N4N5N6 will be formed. It should be noted that the three-dimensional fracture model used in 
this chapter is based on a fixed mesh, so fractures only propagate along tetrahedral element 
boundaries. 
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The three-dimensional fracture model proposed in this chapter works on a fixed mesh, 
which means the mesh does not change during the simulation and there is no failure 
criterion associated with tetrahedral elements. Therefore, fractures can only propagate along 
tetrahedral element boundaries. A typical facture surface obtained by using the three-
dimensional fracture model described in this chapter is shown in Figure 2.12. It can be seen 
that because the fracture pattern depends on the mesh, fracture surfaces are usually not 
smooth but with some roughness. This roughness, however, can represent the realistic 
microscopic roughness on fracture surfaces in quasi-brittle materials if the mesh size is 
small enough to represent the microscopic scale. 
  
Figure 2.12: A typical fracture surface obtained by using the three-dimensional fracture 
model based on a fixed mesh. 
Table 2.2: Numerical integration scheme for joint elements. 
 Integration points Area coordinates Weight coefficients 
 
A 
 
1
2
, 1
2
,0  
 
1
3
 
B 
 
0, 1
2
, 1
2
 
 
1
3
 
C 
 
1
2
,0, 1
2
 
 
1
3
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The stresses in the joint elements change non-linearly along the boundaries of joint 
elements, so numerical integration is needed to calculate the nodal forces contributed by the 
deformation of joint elements fjoint. The numerical integration scheme employed here is 
derived by Hammer et al. (1956), which is shown in Figure 2.8 and listed in Table 2.2. 
Each joint element has three integration points A, B and C, which are the midpoints of 
the three edges, respectively. Below the normal stress is taken as an example to describe the 
calculation of nodal forces in joint elements. Using the area coordinates and weight 
coefficients listed in Table 2.2, the nodal forces can be calculate as follows, 
  
 
f joint ,16 =
1
2
σ A ⋅
1
3
S + 1
2
σ C ⋅
1
3
S = 1
6
S σ A +σ C( )   (2.34) 
  
 
f joint ,25 =
1
2
σ A ⋅
1
3
S + 1
2
σ B ⋅
1
3
S = 1
6
S σ A +σ B( )   (2.35) 
  
 
f joint ,34 =
1
2
σ B ⋅
1
3
S + 1
2
σ C ⋅
1
3
S = 1
6
S σ B +σ C( )   (2.36) 
where S is the area of triangle N16N25N34, fjoint,16, fjoint,25 and fjoint,34 are the nodal forces 
due to normal stresses at nodes N16, N25 and N34, respectively. The nodal forces due to shear 
stresses can be calculated in a similar way. Then the total nodal force is the sum of these 
two parts. 
2.3.3.2 Transition from continuum to discontinuum 
The transition from continuum to discontinuum in the three-dimensional fracture model can 
be explained from two perspectives. From a physical point of view, the intact domain is 
linked with the discrete fracture via a plastic zone, where the stress gradually decreases 
from the material strength to zero. From a numerical point of view, the strain softening and 
failure is achieved by employing joint elements; after the failure of the joint element at the 
fracture tip, the two adjacent faces of this joint element are physically separated, and a 
fracture with these two faces as fracture surfaces is formed. 
After fracture formation, a strong discontinuity is generated across the fracture surfaces, 
which means the displacement is discontinuous across the fracture, 
   u⎡⎣ ⎤⎦ ≡ u
+ − u− ≠ 0   (2.37) 
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where + and – represents the positive surface and negative surface of the new fracture 
(Figure 2.13), and u is the displacement vector, which is defined as 
   u = u,v,w( )
T
  (2.38) 
where u, v and w are three displacement components in x, y and z-direction, 
respectively. 
 
Figure 2.13: Schematic illustration of positive and negative surfaces of a new fracture. 
Because the joint element N1N2N3-N4N5N6 in Figure 2.13 has already failed, the stress-
displacement relation for joint elements is not applicable to this joint element any more. 
Instead, the contact algorithm will be used to simulate the interaction between fracture 
surfaces. First, a contacting couple Coupleff including the two tetrahedral elements at both 
sides of the new fracture is formed as 
   
Coupleff = tet
+ ,tet−{ }   (2.39) 
where tet+ means the tetrahedral element at the positive side of the fracture and tet− 
means the tetrahedral element at the negative side of the fracture. Here the subscript ff is 
used to represent the contacting couple in which the two tetrahedral elements are in face-to-
face contact.  
Next, the tetrahedral elements that has one node of the same initial (before loading and 
no deformation) coordinates as one of the joint element nodes N1 are selected to form a 
group of tetrahedral elements as Group1, 
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Group1 = teti N1 ∈teti ,i = 1∼ n1{ }   (2.40) 
where teti is the ith tetrahedral element that satisfies the condition, and n1 is the total 
number of tetrahedral elements that satisfy the condition. Following the same convention, 
the other five groups of tetrahedral elements linked to nodes N2, N3, N4, N5 and N6 can be 
formed as 
   
Group2 = teti N2 ∈teti ,i = 1∼ n2{ }   (2.41) 
   
Group3 = teti N3 ∈teti ,i = 1∼ n3{ }   (2.42) 
   
Group4 = teti N4 ∈teti ,i = 1∼ n4{ }   (2.43) 
   
Group5 = teti N5 ∈teti ,i = 1∼ n5{ }   (2.44) 
   
Group6 = teti N6 ∈teti ,i = 1∼ n6{ }   (2.45) 
where n2, n3, n4, n5 and n6 are the numbers of tetrahedral elements linked to nodes N2, 
N3, N4, N5 and N6, respectively. 
Last, the contact detection algorithm is used to detect contacting couples that are in real 
contact in and between these six groups of tetrahedral elements. The contact detection 
algorithm is briefly introduced in the next section. It should be noted that contacting couples 
that still have joint elements connecting tetrahedral elements are excluded from this 
detection process. The final detected contacting couples can be described as 
  
 
Coupleij = teti ,tet j( ) teti ∈Groupm ,tet j ∈Groupn ,m = 1∼ 6,n = 1∼ 6{ }   (2.46) 
The contact scenarios for detected contacting couples due to fracturing can be various, 
e.g. node-node contact, edge-edge contact, edge-face contact, etc. Once the contacting 
couples are detected, the contact interaction algorithm is used to calculate the contact forces 
between fracture surfaces and then the contact forces are distributed to the nodes of 
tetrahedral elements at both sides of the discrete fracture (yellow area in Figure 2.14). This 
is briefly introduced in the next section. 
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Figure 2.14: Schematic illustration of the transition from continuum to discontinuum. The 
yellow area shows the contacting couples at both sides of the discrete fracture. 
2.3.4 Contact detection and interaction in the discontinuum domain 
Detection of contact in the discontinuum domain has two possible meanings: discrete bodies 
collide when they move towards each other, and the normal compression and frictional 
sliding between discrete fracture surfaces is occurring. It should be noted that the 
microscopic roughness of fracture surfaces is not considered here. These imply three 
different scenarios of contact as shown in Figure 2.15. Because the entire domain is 
discretised by tetrahedral elements, the contact detection and interaction algorithms in the 
three-dimensional FEMDEM code works on a tetrahedral element basis, which means the 
detected contacting couples are couples of tetrahedral elements that are in contact, and the 
contact forces are distributed to the nodes of tetrahedral elements. The detailed algorithms 
in this section can be found in the literature given below, so only a brief introduction is 
given here. 
 
 
b. Normal compression between fracture surfaces. 
 
a. Multi-body contact. c. Frictional sliding between fracture surfaces. 
Figure 2.15: Different scenarios of contact in the three-dimensional fracturing simulations. 
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The contact algorithms used in the three-dimensional fracturing simulations include two 
parts: contact detection and contact interaction. Munjiza (2004) first introduced them into 
the three-dimensional FEMDEM code. The contact detection algorithm used here is called 
no binary search (NBS) contact detection algorithm (Munjiza and Andrews, 1998; Munjiza, 
2004). This algorithm is very computational efficient because both the RAM space M and 
the CPU time T required for detection only increase linearly with the increase of element 
number N (Equation 2.47 and 2.48). 
  M ∝ N   (2.47) 
  T ∝ N   (2.48) 
The contact interaction algorithm used to handle the mechanical contact is based on the 
penalty function method (Munjiza and Andrews, 2000; Munjiza, 2004). In this algorithm, 
penetration between discrete elements will generate a pair of contact forces, which are equal 
and opposite acting on the two elements of a contacting couple. The two discrete elements 
of a contacting couple are named contactor and target, respectively (Figure 2.16).  
 
Figure 2.16: Contact force due to an infinitesimal overlap between a contactor element and 
a target element. 
The contact force fcontact generated due to penetration is then calculated as 
 
 
fcontact = gradϕci − gradϕt j( )Vij=βci∩βt j∫j=1
n
∑
i=1
m
∑ dVij   (2.49) 
where dVij is an infinitesimal overlap between contactor element  
βci  and target element 
 
βt j , m and n are the total number of tetrahedral elements into which the contactor and target 
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discrete elements are discretised, 
 
ϕci  and  
ϕt j  are potential functions for the contactor 
element 
 
βci  and target element  
βt j , respectively. 
Sliding friction is also considered as a type of contact. A Coulomb friction law was 
implemented into the three-dimensional FEMDEM code by Dr Jiansheng Xiang. Sliding in 
the tangential direction at the contact interface will occur when the tangential contact force 
ftan is greater than µN, where µ is the friction coefficient, and N is the normal pressure at the 
contact interface. 
2.3.5 Discretised equilibrium equations 
2.3.5.1 Governing equations 
In the three-dimensional fracturing simulations, the domain is discretised by 4-node 
tetrahedral elements and 6-node joint elements. The motions of element nodes are governed 
by internal forces and external forces acting on them. The governing equation for every 
individual node is given as 
  mi !v i + fint = fext   (2.50) 
where mi is the mass of node i,  !v i  is the acceleration vector of node i, fint is the internal 
force vector of node i, fext is the external force vector of node i. In three-dimensional 
fracturing simulations, the internal force fint is calculated from stresses of tetrahedral 
elements (Equation 2.8); the external force fext includes three parts, and is calculated as 
  
fext = f joint + fcontact + fload   (2.51) 
where fjoint is the external force vector contributed by the deformation in joint elements 
(Equation 2.34, 2.35 and 2.36), fcontact is the external force vector contributed by the contact 
interaction (Equation 2.49), including normal compression and sliding friction, fload is the 
external force vector contributed by external loading, such as body force and surface 
traction. 
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2.3.5.2 Explicit time integration 
A forward Euler method (FE) is used in the three-dimensional fracturing simulations for 
explicit time integration. After the calculation of all the parts contributing to the nodal force 
in Equation 2.50, the unbalance force funbalance can be calculated as 
   funbalance = fext − fint   (2.52) 
Then the acceleration and velocity at nodes are calculated as  
 
 
!v t =
fext − fint
mi
  (2.53) 
  v t+1 = v t + !v tΔt   (2.54) 
where  !v t  is the acceleration vector of node i at the current time-step t, vt is the velocity 
vector of node i at the current time-step t, vt+1 is the velocity vector of node i at the next 
time-step t+1, fext is the external force vector for node i,  fint is the internal force vector for 
node i, mi is the mass of node i, and Δt is the time-step. Based on the obtained velocity, the 
node coordinates can be updated, 
   (2.55) 
where xt is the coordinate vector of node i at the current time-step t, xt+1 is the 
coordinate vector of node i at the next time-step t+1. 
The choice of time-step is important for the numerical stability of the three-dimensional 
fracturing simulations, and both the FEM and DEM stability requirements should be 
considered. According to the FEM stability requirement, a time-step corresponding to 
approximately one-tenth of the time required for the stress wave to travel through a 
tetrahedral element is used. Based on the speed of stress wave propagating in a solid rod 
(Kolsky, 1964), the time-step required by FEM stability  ΔtFEM  is estimated as 
  
 
ΔtFEM ∼ 0.1h
ρ
E
  (2.56) 
where ρ is the density, E is the Young’s modulus, and h is the minimum length of the 
edges of tetrahedral elements. According to the DEM stability requirement (Tsuji et al., 
 x t+1 = x t + v t+1Δt
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1993), which is based on the oscillation period of contacting discrete particle motion, the 
time-step required by DEM stability  ΔtDEM  is estimated as 
 
 
ΔtDEM ∼
π
5
m
k
  (2.57) 
where m is the minimum mass of one single tetrahedral element, and k is the contact 
stiffness between tetrahedral elements (unit: N/m), which is a material property and is 
chosen to be k = E⋅h as a simplification. The ultimate time-step Δt used in the numerical 
simulations is the smaller value between  ΔtFEM  and  ΔtDEM , 
  Δt = min ΔtFEM ,ΔtDEM{ }  (2.58) 
In actual numerical modelling, a comparison between the values of  ΔtFEM  and  ΔtDEM  
can be estimated in the following way. In Equation 2.57, the smallest tetrahedral element in 
the domain can be assumed to be a regular tetrahedron, so the mass of it is 
 
 
m = ρh
3
6 2
 (2.59) 
Substituting m from Equation 2.59 and k = E⋅h into Equation 2.57 then gives 
 
 
ΔtDEM ≈ 0.2h
ρ
E
 (2.60) 
By comparing  ΔtFEM  from Equation 2.56 and  ΔtDEM  from Equation 2.60 in Equation 
2.58 it can be seen that normally the time-step Δt is governed by the FEM stability 
requirement. 
2.4 Mesh size sensitivity 
As a numerical model working in a discretised domain, the simulation results of the three-
dimensional fracture model are affected by the mesh size used to discretise the space 
domain. In this section, this effect is investigated by setting up a series of tests using models 
with the same geometry but consecutively refined meshes. It is worth mentioning that a 
study of the mesh size sensitivity of a two-dimensional fracture model in the FEMDEM 
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method was done by Munjiza and John (2002) so the shape of the domain and the loading 
condition in the tests of this section are designed to be similar to their research. 
2.4.1 Test setup 
The problem simulated here is the propagation of a single fracture at the centre of a square 
domain. The model is shown in Figure 2.17. 
 
Figure 2.17: Mesh sensitivity test setup. 
The size of the square domain is 120 mm × 120 mm in the xy-plane, and 20 mm 
thickness in the z-direction. Increasing pressure is applied at the central fracture surfaces as 
the loading condition. Because both the geometry and loading condition of the model are 
symmetric with respect to the central yz-plane, only the right half of the model is simulated 
(Figure 2.17) and a roller boundary condition, which means the translational displacement 
in the x-direction is constrained, is added to the left boundary of the right-half model. The 
effect of gravity is not considered here. The pressure boundary condition P, which increases 
linearly from 0, is applied to the two surfaces of the pre-existing central fracture. The 
loading rate is set to be 1.0×1010 Pa/s, so the loading function of pressure P (unit: Pa) with 
respect to time t (unit: second) is defined as, 
  P = 1.0×10
10 t   (2.61) 
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As the pressure increases, the fracture will start to propagate until it breaks the model 
into two parts. 
Table 2.3: Material properties in the mesh size sensitivity test. 
Material properties Values 
Density ρ (kg⋅m-3) 2340 
Young’s modulus E (GPa) 26 
Poisson’s ratio υ 0.2 
Tensile strength ft (MPa) 3 
Cohesion c (MPa) 15 
Internal friction angle ϕ (°) 30 
 
The material used in the tests is assumed to represent typical rock (Lama and Vutukuri, 
1978; Atkinson, 1987; Zoback, 2010) or unreinforced concrete properties (Popovics, 1998). 
Two values of fracture energy Gf, 10 N/m and 50 N/m, are tested to compare mesh size 
sensitivity at different fracture energy levels. The friction coefficient between fracture 
surfaces is set to be 0.6. 
 
a. Model 1, h = 20 mm. b. Model 2, h = 10 mm. c. Model 3, h = 5 mm. 
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d. Model 4, h = 2.5 mm. e. Model 5, h = 1.25 mm. 
Figure 2.18: Five finite element meshes employed in the mesh sensitivity test. 
Table 2.4: Mesh data in the mesh size sensitivity test. 
Models Element size h (mm) Element number N 
1 20  432  
2 10  3456  
3 5  27648  
4 2.5  221184  
5 1.25  1769472  
 
Five models with the same geometry and loading condition but different element sizes 
are tested. It should be noted that these tests are purely designed for investigating mesh size 
sensitivity, so the domain is meshed using structured 4-node tetrahedral elements to 
eliminate the influence of different mesh orientations. The five meshes are shown in Figure 
2.18 and the element sizes h and corresponding element numbers N are listed in Table 2.4. 
2.4.2 Numerical results 
The numerical results are presented in two groups according to the value of the fracture 
energy Gf. First the results of the five models using fracture energy Gf = 10 N/m are 
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compared, and then the results of Gf = 50 N/m are compared. Note that the stress contours 
show vertical stress component σyy, which acts perpendicular to the pre-existing fracture 
surfaces. An engineering mechanics sign convention is used here, which means tensile 
stress is positive and compressive stress is negative. The length of plastic zone can be 
measured from the real fracture tip to the point where the vertical stress component σyy 
reaches the tensile strength ft = 3 MPa, which can be identified as the reddest point (highest 
tensile stress magnitude) in the stress contour. A semi-transparent colour scheme is used to 
show fracture propagation inside this three-dimensional domain, where the yellow colour 
represents model boundaries and surfaces of the pre-existing central fracture, and the blue 
colour represents surfaces of newly formed fractures. 
2.4.2.1 Fracture energy Gf = 10 N/m 
The results of Model 1 with element size h = 20 mm are shown in Figure 2.19. It can be 
seen that the length of the plastic zone is equal to the element size (Figure 2.19a and b), 
which means the length of plastic zone is completely governed by the element size and 
independent of the material properties. This indicates that the stress gradient inside the 
plastic zone cannot be accurately represented using element size h = 20 mm for fracture 
energy Gf = 10 N/m; therefore, the results obtained above are only qualitative 
approximations. 
   
a. t = 260 µs. b. t = 280 µs. 
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c. t = 293 µs. d. t = 443 µs. 
 
Figure 2.19: Vertical stress and fracture sequence obtained for Model 1 (h = 20 mm) using 
Gf = 10 N/m. 
Results using refined mesh h = 10 mm for Model 2 are shown in Figure 2.20. It can be 
seen that in this case the length of the plastic zone, which spreads approximately 2 
elements, is not completely governed by the element size. However, the stress concentration 
zone ahead of the fracture tip is not a finely defined area. The element used to discretise the 
domain is 4-node tetrahedral elements, so the stress and strain in the element is constant and 
they are not continuous across element boundaries. This can be reflected on the stress 
contour, especially around the fracture tip, where abrupt change in stress magnitude across 
element boundaries happens. As a result, the magnitudes of stresses are only significantly 
amplified in an area with radius ~ 1 element size to form a vague stress concentration zone. 
Naturally, if more time was available to improve this study, more quantitative analysis 
could be conducted, e.g. using a different loading condition that has analytical or semi-
analytical solutions so that the numerical results could be compared with them, or using 
other numerical programs to simulate the same tests and comparing the results. 
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a. t = 260 µs. b. t = 272 µs. 
  
c. t = 284 µs. d. t = 292 µs. 
  
e. t = 296 µs. f. t = 436 µs. 
 
Figure 2.20: Vertical stress and fracture sequence obtained for Model 2 (h = 10 mm) using 
Gf = 10 N/m. 
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a. t = 240 µs. b. t = 264 µs. 
  
c. t = 276 µs. d. t = 284 µs. 
  
e. t = 288 µs. f. t = 448 µs. 
 
Figure 2.21: Vertical stress and fracture sequence obtained for Model 3 (h = 5 mm) using Gf 
= 10 N/m. 
 87 
  
a. t = 220 µs. b. t = 251 µs. 
  
c. t = 264 µs. d. t = 273 µs. 
  
e. t = 277 µs. f. t = 437 µs. 
 
Figure 2.22: Vertical stress and fracture sequence obtained for Model 4 (h = 2.5 mm) using 
Gf = 10 N/m. 
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a. t = 200 µs. b. t = 233 µs. 
  
c. t = 247 µs. d. t = 257 µs. 
  
e. t = 262 µs. f. t = 382 µs. 
 
Figure 2.23: Vertical stress and fracture sequence obtained for Model 5 (h = 1.25 mm) using 
Gf = 10 N/m. Note that the mesh is not shown here because it is too fine and the stress 
contour cannot be seen clearly with the mesh superimposed on it. 
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Further refined meshes with element size h = 5 mm (Figure 2.21), h = 2.5 mm (Figure 
2.22) and h = 1.25 mm (Figure 2.23) are tested. The results show the length of the plastic 
zone is independent of the element size. The length of the plastic zone is estimated from the 
actual fracture tip (the edge of the blue fracture surface) to the centre of the stress 
concentration zone (the dark red area). In Model 3 (h = 5 mm, Figure 2.21), the plastic zone 
spreads approximately 3 elements; in Model 4 (h = 2.5 mm, Figure 2.22), the plastic zone 
spreads approximately 6 elements; in Model 5 (h = 1.25 mm, Figure 2.23), the plastic zone 
spreads approximately 12 elements. Because the mesh size is consecutively halved, the 
length of the plastic zone is a constant in these three models, which means the effect of 
mesh size is negligible. 
The shape of the plastic zone ahead of the fracture tip is finely defined in these three 
models. Especially in Model 4 (h = 2.5 mm, Figure 2.22) and Model 5 (h = 1.25 mm, Figure 
2.23), it can be seen that the stress concentration zone is more like a cloudy area than the 
edged area in Model 2 (Figure 2.20). Moreover, although the stress is still not continuous 
across element boundaries, the change is much smoother than in the models using coarse 
meshes. 
2.4.2.2 Fracture energy Gf = 50 N/m 
Similar to the cases using fracture energy Gf = 10 N/m, the plastic zone cannot be 
characterised properly using coarse meshes (Model 1, h = 20 mm, Figure 2.24 and Model 2, 
h = 10 mm, Figure 2.25) at fracture energy Gf = 50 N/m. In these two models, the length of 
the plastic zone is governed by the element size, so the mesh has a significant influence on 
the fracture propagation. Because the fracture energy in this series of tests is greater, the 
theoretical length of the plastic zone is also greater. In Model 3 (h = 5 mm, Figure 2.26), the 
whole plastic zone especially the stress concentration area cannot be captured clearly 
because the horizontal dimension of the model is not long enough. 
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a. t = 460 µs. b. t = 494 µs. 
  
c. t = 498 µs. d. t = 648 µs. 
 
Figure 2.24: Vertical stress and fracture sequence obtained for Model 1 (h = 20 mm) using 
Gf = 50 N/m. 
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a. t = 440 µs. b. t = 471 µs. 
  
c. t = 476 µs. d. t = 586 µs. 
 
Figure 2.25: Vertical stress and fracture sequence obtained for Model 2 (h = 10 mm) using 
Gf = 50 N/m. 
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a. t = 420 µs. b. t = 441 µs. 
  
c. t = 449 µs. d. t = 589 µs. 
 
Figure 2.26: Vertical stress and fracture sequence obtained for Model 3 (h = 5 mm) using Gf 
= 50 N/m. 
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a. t = 370 µs. b. t = 391 µs. 
  
c. t = 402 µs. d. t = 409 µs. 
  
e. t = 413 µs. f. t = 503 µs. 
 
Figure 2.27: Vertical stress and fracture sequence obtained for Model 4 (h = 2.5 mm) using 
Gf = 50 N/m. 
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a. t = 300 µs. b. t = 337 µs. 
  
c. t = 354 µs. d. t = 367 µs. 
  
e. t = 372 µs. f. t = 502 µs. 
 
Figure 2.28: Vertical stress and fracture sequence obtained for Model 5 (h = 1.25 mm) using 
Gf = 50 N/m. 
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The plastic zone and stress concentration are captured well in the models using finer 
meshes. The length of the plastic zone is not governed by the element size. In Model 4 (h = 
2.5 mm, Figure 2.27) and Model 5 (h = 1.25 mm, Figure 2.28), the plastic zone extends 
several elements and the stress concentration zone is clearly defined. The change of the 
stress magnitude from the centre of the stress concentration (highest tensile stress) to the 
real fracture tip (zero tensile stress) is smoothly simulated. 
2.4.3 Discussion 
In the numerical simulations, the pressure applied at the surfaces of the pre-existing central 
fracture is linearly increasing with time (Equation 2.61). The value of internal pressure at 
which the pre-existing fracture starts to propagate is recorded as the fracture load (Figure 
2.17 and Equation 2.61). Ten fracture load values are obtained from the simulation of five 
models at two fracture energy levels and they are plotted in Figure 2.29. The normalised 
element size is the original element size divided by 20 mm, e.g. for Model 1 with the largest 
element size, the normalised element size is 
  h1 20mm = 1.0   (2.62) 
and for Model 5 with the smallest element size, the normalised element size is 
  h5 20mm = 0.0625   (2.63) 
The time needed for the pre-existing central fracture to propagate to the boundary of the 
model is also recorded in the simulations, which is called the fracture propagation time. Ten 
values are obtained from the numerical simulations and they are plotted versus the 
normalised element size in Figure 2.30. 
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Figure 2.29: Relation between fracture load and element size at two fracture energy levels. 
The fracture load is defined as the value of internal pressure at which the pre-existing 
fracture starts to propagate (Figure 2.17 and Equation 2.61). 
 
Figure 2.30: Relation between fracture propagation time and element size at two fracture 
energy levels. 
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It can be seen from Figure 2.29 that the fracture load increases with increasing element 
size at both fracture energy levels, i.e. the fracture load is greater if larger elements are used 
to discretise the model. The overall fracture load for fracture energy Gf = 50 N/m is greater 
than the fracture load for smaller fracture energy value Gf = 10 N/m. More specifically, the 
fracture load is greater for higher fracture energy at the same element size. The relation 
between the fracture load and the normalised element size is non-linear. The difference 
between the largest fracture load value and the smallest value is greater for higher fracture 
energy, i.e. for fracture energy Gf = 50 N/m, the largest fracture load is 4.90 MPa for Model 
1 (h = 20 mm), and the smallest fracture load is 3.09 MPa for Model 5 (h = 1.25 mm), so 
the difference is 1.81 MPa; for fracture energy Gf = 10 N/m, the largest fracture load is 2.63 
MPa for Model 1 (h = 20 mm), and the smallest fracture load is 2.10 MPa for Model 5 (h = 
1.25 mm), so the difference is 0.53 MPa, which is smaller than the difference for Gf = 50 
N/m (1.81 MPa). 
It is worth mentioning that the tensile strength of the simulated material is set to be 3 
MPa (Table 2.3). However, the fracture loads obtained from the simulations are either 
greater than 3 MPa (for Gf = 50 N/m) or smaller than 3 MPa (for Gf = 10 N/m). This 
discrepancy can be attributed to the dynamic loading rate and the difference between 
material response (at the element level) and structure response captured in terms of the 
maximum internal pressure that could be sustained on a specific specimen and the internal 
flaw geometry designed to exhibit Mode I failure. On the one hand, the stress-displacement 
relation involving the material strength defined for the joint elements (Figure 2.9) is fitted 
from quasi-static experiment data, while the loading rate used in the tests here (Equation 
2.61) is in the dynamic range. The choice of this dynamic loading rate is due to the 
limitation of the current CPU power. Ideally, a loading rate that can represent quasi-static 
experiment conditions should be used. However, the simulation time for quasi-static loading 
rates would be unbearably long. Once some methods have been introduced to increase the 
simulation speed, such as parallelisation and subdomain method, quasi-static loading rates 
can be investigated. On the other hand, the tensile strength listed as a material property in 
Table 2.3 is assumed to be a measure of strength at a single material point, but the fracture 
 98 
load recorded from the simulations is more of a structure response because the local stress 
causing fracture propagation at its tip is the stress transferred from the pressure boundary 
through the domain. 
It can be seen from Figure 2.30 that the fracture propagation time decreases with 
increasing element size, i.e. it needs longer time for the pre-existing fracture to propagate to 
the boundary if the model is discretised by smaller elements. Generally speaking, the 
fracture propagation time is longer for higher fracture energy, but for the smallest element 
size (Model 5, h = 1.25 mm) in the tests, the pre-existing central fracture takes longer time 
to reach the boundary at Gf = 10 N/m than at Gf = 50 N/m. Similar to the relation between 
the fracture load and the normalised element size, the relation between the fracture 
propagation time and the normalised element size is also non-linear. 
In finite element discretisation of the governing equations in the continuum domain, 
stress and strain fields in the vicinity of fractures obtained are only approximations of 
accurate values. In order for the finite element approximation to represent the stress gradient 
ahead of the fracture tip as accurately as possible, the size of finite elements needs to be 
small enough to represent the accurate size of the plastic zone, where the stress magnitude 
drops from the material strength to zero. If the element size is of the same order of 
magnitude or larger than the theoretical size of the plastic zone ahead of the fracture tip, the 
actual size of the plastic zone would be governed by the mesh size instead of the stress 
fields (Model 1, h = 20 mm and Model 2, h = 10 mm). The direct consequence of this kind 
of coarse mesh is that the gradient of stress distribution in the plastic zone would be ignored 
in numerical simulations. As a result, the stress field around the fracture tip is more of a 
uniform distribution, and the local stress concentration caused by fracturing would be lost. 
Therefore, the far-field stress has a more significant effect on the fracture propagation 
regarding magnitude and orientation than the local stress field around the fracture tip. In 
contrast, for a fine mesh (Model 3, h = 5 mm; Model 4, h = 2.5 mm and Model 5, h = 1.25 
mm), which can be defined for our purpose as when the element size is only a certain 
fraction (e.g. one third or one quarter) of the size of the plastic zone, the gradient of local 
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stress distribution from the fracture tip to the end of the plastic zone can be accurately 
captured.  
It can be seen from Figure 2.29 and Figure 2.30 that both the fracture load and the 
fracture propagation time change with the normalised element size nonlinearly, because in 
three dimensions, fracture trajectories are characterised by two-dimensional faces of 
tetrahedral elements. Therefore, the relations of the fracture load and the fracture 
propagation time in terms of the one-dimensional normalised element size are nonlinear. It 
should also be noted that the fracture load and fracture propagation time do not converge to 
stable values with decreasing element size (Figure 2.29 and Figure 2.30). This means the 
smallest element size (Model 5, h = 1.25 mm) in this series of tests is not small enough for a 
convergent solution. The tests stop at this element size because the computational time for 
even smaller element size is unaffordable from a realistic point of view. The CPU time per 
time-step for Model 5, which is discretised by the smallest element size h = 1.25 mm, is 
already as long as 2.62 s (see next Section 2.5). Naturally, if more time was available to 
further investigate the mesh size sensitivity, it would be interesting to simulate element size 
smaller than 1.25 mm and conduct more quantitative analyses. From an engineering point of 
view, however, to maintain a balance between numerical accuracy and computational 
efficiency, the result can be considered acceptable at a certain element size depending on 
specific problem configurations. 
The overall mesh sensitivity includes two parts: mesh size sensitivity and mesh 
orientation sensitivity. In this section, only mesh size sensitivity is investigated by a series 
of tests using models with the same geometry but different mesh sizes. The mesh 
orientation sensitivity of the three-dimensional fracture model proposed in this chapter can 
be explained in the following way. This fracture model is based on a fixed mesh so fractures 
only propagate along finite element boundaries. From a local point of view, fracture 
orientation is dependent on mesh orientation. However, if the element size is small enough 
compared with the dimension of the simulation domain, although at the element level 
fracture orientation may deviate from the accurate path, from a global point of view, this 
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deviation only has minor effects and an accurate approximation of the overall fracture path 
can still be obtained. 
2.5 Computational efficiency 
The CPU time is recorded for each simulation in the previous section. All of the simulations 
are run on a workstation with Intel Xeon CPU E5-2680 (2.70 GHz). The three-dimensional 
FEMDEM code with fracture model is a serial code, so each simulation only needs one 
CPU. The CPU time needed for one time-step during a fracture propagation phase is listed 
in Table 2.5 and plotted in Figure 2.31 for five different mesh sizes. It can be seen from 
Figure 2.31 that the CPU time per time-step increases linearly with increasing total element 
number. It should be noted that the CPU time also depends on the type of problem 
simulated. For example, the problem simulated here is standard single tensile fracture 
propagation; if there are multiple fractures or multiple body collisions in the domain, the 
CPU time might change non-linearly with the total element number. 
Table 2.5: CPU time per time-step for five meshes. 
Models Element size h (mm) Element number N CPU time per time-step (s) 
1 20  432   5.00 × 10−4 
2 10  3456   4.65 × 10−3 
3 5  27648   4.34 × 10−2 
4 2.5  221184   3.77 × 10−1 
5 1.25  1769472   2.62 
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Figure 2.31: Relation between CPU time per time-step and total element number. Note that 
the total element number is the original value divided by 106. The first three data points are 
amplified in the small graph at the right-hand side. 
2.6 Conclusions 
A three-dimensional fracture model has been developed in the context of the combined 
finite-discrete element method (FEMDEM). It discretises the simulation domain using 4-
node tetrahedral elements and special 6-node joint elements, which are inserted between 
tetrahedral elements. A plastic zone is assumed to exist ahead of the real fracture tip, and 
the deteriorated stress in the plastic zone is simulated by a strain softening relation defined 
in the joint elements. A Mohr-Coulomb failure criterion with a tension cut-off is used to 
determine the failure state of the joint elements, upon which the tetrahedral elements will be 
physically separated and a discrete fracture will be formed. After fracture formation, a 
contact algorithm deduced from contact mechanics, involving contact detection and contact 
interaction, is used to simulate the interaction between discrete fracture surfaces, including 
normal compression and sliding friction. The mesh size sensitivity and computational 
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efficiency of the proposed three-dimensional fracture model is investigated by simulating a 
series of models with the same geometry and loading condition but different mesh sizes. 
The proposed three-dimensional fracture model is capable of simulating the whole 
fracturing process, including pre-peak hardening deformation, post-peak strain softening, 
transition from continuum to discontinuum, and the explicit interaction between discrete 
fracture surfaces for both tensile and shear fracture initiation and propagation. This fracture 
model works on a fixed mesh basis, so fractures only propagate along tetrahedral element 
boundaries. If the element size is small enough compared with the dimension of the whole 
simulated domain, mesh size and mesh orientation only have negligible effects on the 
overall critical load and fracture pattern. The CPU time needed for three-dimensional 
fracturing simulations depends on the problem type. For a single tensile fracture 
propagation problem, the CPU time per time-step increases linearly with increasing total 
element number. 
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3.1 Abstract 
The three-dimensional fracture model proposed in Chapter 2 is the subject of a validation 
study using three different types of numerical tests: three-point bending tests, Brazilian tests 
and polyaxial compression tests. This fracture model has a Mohr-Coulomb failure criterion 
with a tension cut-off so it is capable of modelling both tensile and shear fracture initiation 
and propagation. The three-point bending tests investigate the effect of different loading 
velocities and mesh sizes on the peak load that the beam specimen can sustain. The 
Brazilian tests simulate the dynamic effect of different loading rates on the indirect tensile 
strength of the disc specimen. The polyaxial compression tests model the shear fracturing 
behaviour, such as shear directions and conjugate shearing, from different material 
properties. The numerical results are compared with theoretical solutions and physical 
experiment results. 
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3.2 Introduction 
In Chapter 2, the algorithms of a three-dimensional fracture model developed within the 
context of the combined finite-discrete element method (FEMDEM) were introduced, and 
the mesh sensitivity and computational efficiency of the fracture model were analysed by a 
series of numerical tests of a single mode I fracture propagation problem. In this chapter, 
the three-dimensional fracture model proposed in Chapter 2 is the subject of a validation 
study using three different types of numerical tests: three-point bending tests, Brazilian tests 
and polyaxial compression tests. The three-point bending test is chosen to validate the 
accuracy of the fracture model to simulate tensile fractures; the Brazilian test is used to test 
the fracture model to simulate major tensile fractures with minor shear crushing; and the 
polyaxial compression test is designed to simulate shear fractures in compressive stress 
fields. Each type of test includes a series of simulations investigating various factors that 
would affect the numerical results. It should be noted that the materials of all the models 
presented in this chapter are assumed to be isotropic and homogeneous, and there are no 
pre-existing flaws in the models. 
3.3 Three-point bending tests 
The first group of validation tests are three-point bending tests, i.e. where a beam supported 
at its two ends is compressed in the middle. The tests are chosen to mainly investigate the 
fracture propagation path and critical load in tensile stress fields generated by flexural 
deformation.  
3.3.1 Test setup 
The test setup for the three-point bending tests is shown in Figure 3.1. The dimensions of 
the beam specimen are 320 mm × 40 mm × 20 mm, which are the length, height and 
thickness in the x, y and z-direction, respectively (Figure 3.1a). 
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a. Dimensions, mesh and loading condition of the model. 
 
b. Inside of the beam specimen. Note that there are no pre-existing flaws. 
Figure 3.1: Test setup of three-point bending tests. 
Loading velocities Vy in the vertical y-direction are applied to the three platens to 
generate a three-point bending condition. The upper platen moves downwards and the two 
lower platens move upwards at the same velocity. It should be noted that there is in effect a 
twofold higher velocity with this setup than a conventional laboratory test where only the 
central platen moves. The value of loading velocity Vy is defined by a ramping curve as 
shown in Figure 3.2, which means the velocity increases linearly from zero to a constant 
value Vy in the first 1 ms of the simulation, and then keeps constant for the rest of the 
simulation time. This ramping of velocity is implemented to reduce the sudden impact 
effect when the loading starts. It should be noted that there are no pre-existing flaws in the 
beam specimen (Figure 3.1b). 
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Figure 3.2: Ramping loading velocity history for the three-point bending tests. 
Table 3.1: Material properties in the three-point bending test. 
Material types Beam Platen 
Density ρ (kg⋅m-3) 2340 7850 
Young’s modulus E (GPa) 26 200 
Poisson’s ratio υ 0.2 0.28 
Tensile strength ft (MPa) 3 −−− 
Cohesion c (MPa) 10.5 −−− 
Internal friction angle ϕ (°) 30 −−− 
Fracture energy Gf (J⋅m-2) 30 −−− 
 
The material of the beam specimen in the simulations is assumed to be homogeneous 
and isotropic, and represent typical rock (Lama and Vutukuri, 1978; Atkinson, 1987; 
Zoback, 2010) or fine concrete mortar (Popovics, 1998) properties; the platens are assumed 
to be made of steel (Table 3.1). The validity of the homogeneous material assumption will 
be discussed in Section 3.6. It should be noted that the three-dimensional fracture model is 
only applied to the beam specimen, and a viscoelastic constitutive model is applied to the 
steel platens, which can only deform without breaking. Therefore, strength properties, i.e. 
tensile strength, cohesion, internal friction angle, and fracture energy, are not needed for the 
platens. The friction coefficient is set to be 0.6 between fracture surfaces, and 0.1 between 
the beam specimen and platens. The whole domain is meshed by structured 4-node 
tetrahedral elements. The mesh size is ~ 2.5 mm for the beam specimen and ~ 6 mm for the 
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platens. A total number of 393216 elements are generated for the beam specimen and 87 
elements for the platens. The time-step in the numerical simulations is Δt = 1 × 10-8 s. 
3.3.2 Numerical results 
To investigate the effects of test condition variations on the numerical results, two series of 
numerical simulations are conducted. The first series investigates the effect of different 
loading velocities Vy on the peak load that the beam specimen can sustain. In this series of 
tests, a very fine mesh of element size ~ 2.5 mm is used for all four loading velocities Vy = 
0.02, 0.01, 0.005 and 0.002 m/s. The second series investigates the effect of different mesh 
sizes on the peak load. Here the numerical result of a coarse mesh of element size ~ 5 mm is 
compared with the result of the fine mesh of element size ~ 2.5 mm at a loading velocity Vy 
= 0.005 m/s. 
3.3.2.1 Effect of loading velocity 
In the first series of tests, four different loading velocities are applied to the same beam 
specimen, i.e. Vy = 0.02, 0.01, 0.005 and 0.002 m/s. The purpose of applying different 
loading velocities is to investigate the dynamic effect of loading velocities on material 
strength, which is also reflected on the structure strength, i.e. the peak load that the beam 
specimen can sustain. 
The numerical results are plotted in Figure 3.3. It should be noted that the load F (unit: 
N) is measured as the contact force in the vertical y-direction (loading direction) between 
the upper platen and the beam specimen. The maximum deflection δy (unit: mm) is 
measured as the maximum vertical displacement of the beam specimen, and it happens at 
the centre of the beam specimen in the three-point bending loading condition. It can be seen 
from the F – δy (load – maximum deflection) curves in Figure 3.3 that the peak load is 
slightly higher for higher loading velocity Vy = 0.02 m/s, but it appears to have converged to 
a stable value for loading velocities below Vy = 0.01 m/s, i.e. the peak loads obtained for 
loading velocities Vy = 0.01, 0.005 and 0.002 m/s are almost the same. This observation that 
the mechanical response of material is dependent on the loading rate is consistent with 
physical experiment results reported in the literature, such as split Hopkinson pressure bar 
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(SHPB) tests of cylindrical concrete specimens (Lambert and Ross, 2000) and spalling tests 
of instrumented concrete specimens (Weerheijm and Van Doormaal, 2007). 
 
Figure 3.3: Load – maximum deflection curves corresponding to four loading velocities in 
the three-point bending tests. Note that the load F is the contact force between the upper 
platen and the beam, and the maximum deflection δy is the maximum vertical displacement 
of the beam. 
It can also be seen that the brittle failure behaviour of the beam specimen is accurately 
captured by the fracture model. Here the brittle failure is defined as the significant loss of 
strength with fracture formation (Byerlee, 1968). After reaching the peak value, the load on 
the beam specimen immediately drops to zero, which means the beam specimen loses all its 
strength to sustain any load so the structure can be regarded as collapsed. It is worth 
mentioning that there are some fluctuations on the F – δy (load – maximum deflection) 
curves, especially near the peak loads. This is because the beam specimen itself slightly 
vibrates as the load increases near the peak value. The numerical results of loading velocity 
Vy = 0.005 m/s are shown below in Figure 3.4. 
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Velocity vector and magnitude. 
 
Horizontal stress. 
 
Fracture pattern. 
a. Maximum deflection δy = 0.151 mm. 
 
Velocity vector and magnitude. 
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Horizontal stress. 
 
Fracture pattern. 
b. Maximum deflection δy = 0.153 mm. 
 
Velocity vector and magnitude. 
 
Horizontal stress. 
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Fracture pattern. 
c. Maximum deflection δy = 0.161 mm. 
 
Velocity vector and magnitude. 
 
Horizontal stress. 
 
Fracture pattern. 
d. Maximum deflection δy = 0.182 mm. 
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Velocity vector and magnitude. 
 
Horizontal stress. 
 
Fracture pattern. 
e. Maximum deflection δy = 0.210 mm. 
 
Velocity vector and magnitude. 
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Horizontal stress. 
 
Fracture pattern. 
f. Maximum deflection δy = 0.230 mm. 
Figure 3.4: Numerical results of the three-point bending test with loading velocity Vy = 
0.005 m/s. Note that the maximum deflection δy is measured as the vertical displacement at 
the centre of the beam specimen. In the velocity figures, the velocity magnitude is 
calculated as , and the unit of velocity is m⋅s-1; In the horizontal stress 
contours, the engineering mechanics sign convention is used, so tensile stress is positive 
(red colour) and compressive stress is negative (blue colour). In the fracture pattern figures, 
a semi-transparent colour scheme is adopted in order to show the fracture development 
inside the beam specimen. The yellow colour represents the initial beam specimen surfaces 
and the blue colour represents fracture surfaces. 
The numerical results of loading velocity Vy = 0.005 m/s in Figure 3.4 show velocity 
and stress contours and three-dimensional views of fracture patterns. From the velocity 
contours it can be seen that the overall deformation in the beam specimen is bending 
(Figure 3.4a, b, c and d). When the fracture propagates through the whole beam specimen 
and reaches the upper boundary, the beam is completely divided into two parts in the 
horizontal direction (Figure 3.4e). As the platens continue moving, the fracture opens more 
 
vm = vx
2 + vy
2 + vz
2( )
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and the left and right halves of the beam specimen move in opposite directions (Figure 
3.4f). 
The fracture model accurately simulates the stress field and fracture development in 
three-point bending conditions. From the horizontal stress contours it can be seen that 
before fracture initiation, the upper part of the beam specimen is in compression and the 
lower part is in tension, with a neutral surface in the middle of the vertical y-direction and 
the highest tensile stress at the middle of the lower boundary (Figure 3.4a). When this high 
tensile stress reaches the tensile strength of the material, fracture first initiates here (Figure 
3.4b), exactly in the middle of the beam specimen because the geometry, mesh and loading 
condition are all symmetric. As the fracture develops, there is always a highly concentrated 
tensile stress zone ahead of the actual fracture tip to guide its propagation direction (Figure 
3.4c and d). After the fracture propagates to the upper boundary of the beam specimen, 
because there is no cohesion and friction between fracture surfaces, the stresses in the beam 
specimen are mostly relieved (Figure 3.4e and f). 
3.3.2.2 Effect of mesh size 
The second series of tests aim to investigate the effect of different mesh sizes on the peak 
load of the beam specimen. Two element sizes, 2.5 mm and 5 mm, are used to mesh the 
beam specimen of the same dimensions (Figure 3.5). The model meshed by element size 2.5 
mm is the same as the model simulated in the previous section for different loading 
velocities. The model meshed by structured 4-node tetrahedral elements of mean size ~ 5 
mm has 49152 elements for the beam specimen and 87 elements for the platens. The time-
step used for mesh size 5 mm is Δt = 2 × 10−8 s. It should be noted that the time-step used 
for the coarse mesh (5 mm) is twice the time-step for the fine mesh (2.5 mm), because the 
time-step is determined by the smallest element size in the domain. For structured meshes, 
when the average mesh size is halved, the smallest element size is also halved. From the 
simulations in the previous section, it is known that the peak load of the beam specimen 
converges to a stable value below loading velocity Vy = 0.01 m/s. Therefore, in this section, 
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the beam specimens meshed by 2.5 mm and 5 mm elements are simulated at the same 
loading velocity Vy = 0.005 m/s. 
 
a. Mesh size 2.5 mm. 
 
b. Mesh size 5 mm. 
Figure 3.5: The same beam specimen meshed by two different mesh sizes. 
 
Velocity vector and magnitude. 
 116 
 
Horizontal stress. 
 
Fracture pattern. 
a. Maximum deflection δy = 0.138 mm. 
 
Velocity vector and magnitude. 
 
Horizontal stress. 
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Fracture pattern. 
b. Maximum deflection δy = 0.146 mm. 
 
Velocity vector and magnitude. 
 
Horizontal stress. 
 
Fracture pattern. 
c. Maximum deflection δy = 0.167 mm. 
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Velocity vector and magnitude. 
 
Horizontal stress. 
 
Fracture pattern. 
d. Maximum deflection δy = 0.172 mm. 
Figure 3.6: Numerical results of the three-point bending test with coarse mesh ~ 5 mm and 
loading velocity Vy = 0.005 m/s. 
The numerical results of the beam specimen of mesh size 5 mm and loading velocity Vy 
= 0.005 m/s are shown in Figure 3.6. It can be seen that the evolution of velocity, horizontal 
stress and fracture pattern are all similar to the results of mesh size 2.5 mm in Figure 3.4, 
which also indicates that in terms of velocity, stress and fracture pattern, the coarse mesh 
can also give reasonable results because the size of elements can still be regarded as small 
compared with the dimensions of the beam specimen. 
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Figure 3.7: Load – maximum deflection curves of two mesh sizes in the three-point bending 
tests. Note that the loading velocities are the same, both at Vy = 0.005 m/s. 
The load F (contact force between the upper platen and the beam specimen) is plotted 
against the maximum deflection δy (vertical displacement at the centre of the beam 
specimen) for the two mesh sizes in Figure 3.7. It can be seen that the peak load for mesh 
size 2.5 mm is higher than the peak load for mesh size 5 mm, which indicates larger 
element size generates lower peak load in the three-point bending tests. The reason for this 
phenomenon is the difference in bulk stiffness caused by different mesh sizes. Joint 
elements used by the three-dimensional fracture model introduce extra elasticity into the 
domain and the system exhibits a general softening effect with decreasing mesh size. This 
mesh-dependent stiffness was first discussed in Chapter 2 and will also be see in the 
numerical results of Chapter 6. 
3.4 Brazilian tests 
The second group of validation tests are Brazilian tests, i.e. diametral compression tests of 
disc specimens. Following the simulations of tensile fractures in the three-point bending 
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conditions that generate tensile stress fields by flexural deformation, the Brazilian tests 
further examine the capability of the three-dimensional fracture model to simulate more 
complicated fracture patterns, which are major tensile fractures with minor shear fractures, 
in indirect tensile stress fields. To test the accuracy of fracture paths simulated by the three-
dimensional fracture model, unlike the structured mesh used for the three-point bending 
tests, the mesh used for the Brazilian tests is unstructured 4-node tetrahedral elements. 
3.4.1 Test setup 
The setup for the Brazilian tests is shown in Figure 3.8. A vertically placed disc specimen 
perpendicular to the z-direction is compressed diametrally between two platens placed 
horizontally. The diameter of the disc specimen is 40 mm and the thickness in the z-
direction is 15 mm (Figure 3.8a). Loading velocities Vy in the vertical y-direction are 
applied to the two platens to generate an indirect tensile stress field in the disc specimen. 
The upper platen moves downwards and the lower platen moves upwards at the same 
velocity. The value of loading velocity Vy is defined by a ramping curve similar to the one 
used in the three-point bending tests as shown in Figure 3.2, which means the velocity 
increases linearly from zero to a constant value Vy in the first 0.2 ms of the simulation, and 
then keeps constant for the rest of the simulation time. It should be noted that there are no 
pre-existing flaws in the disc specimen (Figure 3.8b). 
 
 
a. Dimensions, mesh and loading condition of 
the model. 
b. Inside of the disc specimen. Note that there 
are no pre-existing flaws. 
Figure 3.8: Test setup of Brazilian tests. 
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Table 3.2: Material properties in the Brazilian test. 
Material properties Values 
Density ρ (kg⋅m-3) 2340 
Young’s modulus E (GPa) 26 
Poisson’s ratio υ 0.2 
Tensile strength ft (MPa) 3 
Cohesion c (MPa) 15 
Internal friction angle ϕ (°) 30 
Fracture energy Gf (J⋅m-2) 50 
 
The homogenous and isotropic material used for the disc specimen is assumed to 
represent typical rock (Lama and Vutukuri, 1978; Atkinson, 1987; Zoback, 2010) or fine 
concrete mortar properties (Popovics, 1998) and the platens are assumed to be made of 
steel. It should be noted that the three-dimensional fracture model is only applied to the disc 
specimen, and the steel platens are assumed to be rigid, which means there is no 
deformation in the platens, so material properties are not needed for the platens. The friction 
coefficient is set to be 0.6 between fracture surfaces, and 0.1 between the disc specimen and 
platens. The domain is meshed using unstructured 4-node tetrahedral elements and the mean 
mesh size is ~ 1.2 mm. A total number of 51690 elements are generated for the disc 
specimen and 2854 elements for the platens. The time-step used in the simulations is Δt = 2 
× 10−9 s.  
3.4.2 Numerical results 
Four different loading velocities are tested for the same disc specimen in the Brazilian tests. 
The aim is to investigate the dynamic effect of different loading rates on the indirect tensile 
strength of the material.  
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Figure 3.9: Plots of load F versus vertical strain εyy of the disc specimen in Brazilian tests. 
The load F and vertical strain εyy obtained from numerical simulations are plotted in 
Figure 3.9 for loading velocities Vy = 0.1, 0.05, 0.02 and 0.01 m/s. It should be noted that 
since the upper and lower platens both move at the same velocity but in opposite directions, 
the load F is calculated as 
 
 
F = 1
2
Fupper + Flower( )    (3.1) 
where Fupper is the contact force between the upper platen and the disc specimen, and 
Flower is the contact force between the lower platen and the disc specimen. The vertical 
strain εyy of the disc specimen is defined by 
 
 
ε yy =
Δd
d
   (3.2) 
where d is the diameter of the disc specimen, which is measured as the vertical distance 
between the inner surfaces of the two platens. Because the platens are assumed to be rigid 
and there is no deformation in them, their centres keep on the same vertical line and they are 
always parallel. Therefore, this measured distance can represent the diameter of the disc 
specimen, regardless of whether it is intact or broken. This approach overcomes the 
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difficulty of sampling points on a three-dimensional broken disc specimen to calculate the 
current effective diameter of the deforming disc specimen. 
It can be seen from Figure 3.9 that the peak load of the disc specimen drops as the 
loading velocity decreases. However, it is found that the peak loads obtained from loading 
velocities Vy = 0.02 and 0.01 m/s are almost the same. It is known from Figure 3.9 that the 
peak load corresponding to loading velocity Vy = 0.01 m/s is F = 1844.76 N, so the indirect 
tensile strength fbt can be calculated by Equation 3.3. 
 
 
fbt =
2F
πdt
 (3.3) 
where d is the diameter of the disc specimen, d = 0.04 m, and t is the thickness, t = 
0.015 m (Figure 3.8a), so the calculated indirect tensile strength is fbt = 1.96 MPa. It should 
be noted that the indirect tensile strength obtained from the numerical simulation is smaller 
than the input value of tensile strength ft = 3 MPa (Table 3.2). This discrepancy might be 
explained from the perspectives of material properties and the test setup. The input tensile 
strength as a material property is used in the three-dimensional fracture model as a concept 
of direct tensile strength, which is different from the indirect tensile strength in terms of the 
definitions and the experiment methods used to obtain them. More specifically, the direct 
tensile strength is obtained from direct tension tests, i.e. pulling a bar specimen, which are 
normally difficult for quasi-brittle materials, as they break without significant deformation 
and the two ends clamped by experimental equipment can easily crush. The indirect tensile 
strength is obtained typically from Brazilian tests, which are better controlled for quasi-
brittle materials. Fairhurst (1964) concluded that a Brazilian test would underestimate 
tensile strength for a rock with a low ratio of compressive to tensile strength when the 
contact areas between the loading platens and the specimen are small. In the numerical tests 
presented here, the two loading platens are both with planar surfaces in contact with the disc 
specimen, which results in narrow strips of contact areas and localised contact forces. 
Because the material strength is not sufficiently high to resist the localised and concentrated 
contact forces at the two ends of the disc specimen, the disc fails in both tensile modes 
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(centre of the disc specimen) and shear modes (two ends in contact with the platens). 
Therefore, the structure resistance to the loading is underestimated. 
 
  
a. Vertical strain εyy = 1.03%. 
 
  
b. Vertical strain εyy = 1.59%. 
 
  
c. Vertical strain εyy = 3.11%. 
 125 
 
  
d. Vertical strain εyy = 3.15%. 
 
  
e. Vertical strain εyy = 4.01%. 
 
  
f. Vertical strain εyy = 4.15%. 
Figure 3.10: Numerical results of Brazilian tests at loading velocity Vy = 0.01 m/s. The left-
hand column shows the horizontal stress components (tensile direction). The middle column 
shows fracture patterns viewed from the positive z-direction. The right-hand column shows 
fracture patterns in three-dimensional views. 
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a. Vertical strain εyy = 1.06%. 
 
  
b. Vertical strain εyy = 3.37%. 
 
  
c. Vertical strain εyy = 4.78%. 
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d. Vertical strain εyy = 5.62%. 
Figure 3.11: Numerical results of Brazilian tests at loading velocity Vy = 0.05 m/s. The left-
hand column shows the horizontal stress components. The middle and right-hand columns 
show fracture patterns from two different angles. 
The numerical results of two loading velocities Vy = 0.01 and 0.05 m/s are presented in 
Figure 3.10 and Figure 3.11. It can be seen that both simulations obtain correct stress fields 
and fracture patterns that match theoretical predictions. Before fracture initiation, tensile 
stresses are distributed along the vertical diameter of the disc specimen and also there are 
small areas of compressive stresses distributed near the loading platens (Figure 3.10a and 
Figure 3.11a). Due to the high contact forces, shear fractures first initiate at the two ends of 
the disc specimen that are in contact with the loading platens (Figure 3.10b and Figure 
3.11b). Then for loading velocity Vy = 0.01 m/s, the central fracture propagates upwards 
until it penetrates through the whole disc specimen (Figure 3.10c – e), while for loading 
velocity Vy = 0.05 m/s, the central fracture propagates downwards (Figure 3.11c). This 
difference might be attributed to the dynamic effect caused by different loading velocities. 
The transient dynamic states when the central major fracture is formed in each simulation 
are sufficiently different to cause different propagation directions of the central fractures.  
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a. Vy = 0.01 m/s. b. Vy = 0.05 m/s. 
Figure 3.12: Comparison of final fracture patterns in Brazilian tests obtained from two 
loading velocities Vy = 0.01 and 0.05 m/s. 
   
a. Fine grain marble. b. White limestone. c. Sandstone. 
Figure 3.13: Fractured rock specimens in laboratory Brazilian tests (after Guo et al., 1993). 
Final fracture patterns of loading velocities Vy = 0.01 and 0.05 m/s are extracted for 
comparison in Figure 3.12. The final fracture patterns obtained from both loading velocities 
have major tensile splitting fractures in the middle of the disc specimen and minor crushing 
zones (shear fractures) near the two ends that are in contact with the loading platens. Figure 
3.13 shows some fractured specimens in laboratory Brazilian tests (Guo et al., 1993). The 
radius of the specimen is 27 mm and the thickness equals the radius. By comparing Figure 
3.12 and Figure 3.13 it can be seen that the final fracture patterns obtained from numerical 
simulations can represent realistic fractures obtained from laboratory experiments. 
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3.5 Polyaxial compression tests 
The third group of validation tests are polyaxial or true-triaxial compression tests, in which 
a cube specimen is compressed in orthogonal three-dimensional stress conditions. The 
three-dimensional fracture model is developed to simulate fracturing behaviour in complex 
stress fields, so after examining the validity of the model in three-point bending tests and 
Brazilian tests, which mainly generate critical tensile stress fields, this series of tests aims to 
use the fracture model to simulate shear fracturing behaviour in true three-dimensional, i.e. 
polyaxial, compressive stress fields. 
3.5.1 Test setup 
The test setup for the polyaxial compression tests is shown in Figure 3.14. A cube specimen 
is used as a representation of a homogeneous and isotropic geological unit. The edge length 
of the cube specimen is 500 mm (Figure 3.14a) and there are no pre-existing flaws (Figure 
3.14b). Three orthogonal pressure boundary conditions, which represent three principal 
stresses, are applied to the surfaces of the cube specimen. It should be noted that here the 
engineering mechanics sign convention is used, so tensile stress is positive and compressive 
stress is negative, and the three principal stress components are in the order of 
    (3.4) 
In the numerical simulations, the three principal stresses are applied simultaneously at 
the six boundary surfaces of the cube specimen. For geological conditions, however, the 
stress history path that might be most realistic to create in situ geomechanically induced 
fracture sets would apply hydrostatic stresses first and then deviatoric polyaxial stresses due 
to unloading. Because the domain investigated in this series of tests is a simple cube 
specimen and it is a validation study, the loading history is simplified as three principal 
stresses. It is worth mentioning that although it is not used in this series of tests, the stress 
path deformation can be defined in the numerical code and applied to complicated 
engineering problems (see Chapter 7). 
 σ 1 ≥σ 2 ≥σ 3
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a. Dimensions, mesh and loading condition of the 
model. 
b. Inside of the cube specimen. Note 
that there are no pre-existing flaws. 
Figure 3.14: Test setup of polyaxial compression tests. 
Table 3.3: Material properties in the polyaxial compression test. 
Material properties Test 1 Test 2 Test 3 
Density ρ (kg⋅m-3) 2700 2700 2700 
Young’s modulus E (GPa) 30 30 30 
Poisson’s ratio υ 0.27 0.27 0.27 
Tensile strength ft (MPa) 1.0 1.0 1.0 
Cohesion c (MPa) 0.5 2.0 3.8 
Internal friction angle ϕ (°) 33.4 23.8 12.4 
Fracture energy Gf (J⋅m-2) 60 60 60 
 
The material of the cube specimen in the polyaxial compression tests is assumed to 
represent weak limestone (Engelder and Peacock, 2001; Zoback, 2010). A friction 
coefficient equal to 0.6 is assigned on fracture surfaces. The whole cube domain is meshed 
by unstructured 4-node tetrahedral elements. The mean mesh size is ~ 27 mm (smallest 
mesh element size ~ 17 mm) and a total number of 55435 elements are generated. The time-
step in the numerical simulations is Δt = 5 × 10-8 s. 
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3.5.2 Numerical results 
Three sets of material properties are tested in the polyaxial compression tests. The aim is to 
compare three different materials that would become critically stressed at identical stress 
states but have inherently different strength related properties. Therefore, the only 
difference between the three types of materials is the cohesion c and internal friction angle 
ϕ, which are listed as follows: 
Test 1: c = 0.5 MPa, ϕ = 33.4° (tanϕ = 0.66); 
Test 2: c = 2.0 MPa, ϕ = 23.8° (tanϕ = 0.44); 
Test 3: c = 3.8 MPa, ϕ = 12.4° (tanϕ = 0.22). 
It should be noted that the internal friction angle in the third test (ϕ = 12.4°, tanϕ = 0.22) 
is not a very realistic value for rock material (Zoback, 2010). The main reason for choosing 
this value is to investigate the shear fracturing behaviour at three consecutively halving 
tangents of the internal friction angles (0.66, 0.44 and 0.22). For the purpose of testing 
different materials in the same stress state, the pressure boundary conditions are the same 
for all these three tests. 
   
a. Initial shearing. b. Conjugate shearing. c. Final pattern. 
Figure 3.15: Shear fracture formation in the polyaxial compression test with material 
properties of c = 0.5 MPa and ϕ = 33.4° (tanϕ = 0.66). Note that the orange dashed lines 
show the main shear direction and the blue dashed lines show the symmetric 
complementary conjugate direction. 
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a. Initial shearing. b. Conjugate shearing. c. Final pattern. 
Figure 3.16: Shear fracture formation in the polyaxial compression test with material 
properties of c = 2.0 MPa and ϕ = 23.8° (tanϕ = 0.44). 
   
a. Initial shearing. b. Conjugate shearing. c. Final pattern. 
Figure 3.17: Shear fracture formation in the polyaxial compression test with material 
properties of c = 3.8 MPa and ϕ = 12.4° (tanϕ = 0.22). 
The shear fracture development obtained from numerical simulations is shown in Figure 
3.15, Figure 3.16 and Figure 3.17. It should be noted that the orange and blue dashed lines 
in these figures represent the symmetric conjugate shearing directions, which have an angle 
of ± 45° ± ϕ/2 with the direction of the minimum compressive stress (horizontal direction) 
according to the Mohr-Coulomb theory. For example, for the first test of c = 0.5 MPa and ϕ 
= 33.4° (Figure 3.15), one of the theoretical shear directions (orange dashed line) is 
 
 
−45°− φ
2
= −61.7°  (3.5) 
For the second test of c = 2.0 MPa and ϕ = 23.8° (Figure 3.16), one of the theoretical 
shear directions (orange dashed line) is 
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45° + φ
2
= 56.9°     (3.6) 
For the third test of c = 3.8 MPa and ϕ = 12.4° (Figure 3.17), one of the theoretical shear 
directions (orange dashed line) is 
 
 
45° + φ
2
= 51.2°     (3.7) 
It can be seen from Figure 3.15, Figure 3.16 and Figure 3.17 that the shear directions 
obtained from numerical simulations are in good agreement with the theoretical directions. 
At the initial stages (Figure 3.15a, Figure 3.16a and Figure 3.17a), shear fractures initiate 
and propagate to make a macroscopic shear fracture (orange dashed lines) at an angle as 
predicted by the Mohr-Coulomb theory and in accordance with the element scale criteria 
implemented for failure on joint elements. Then several sets of small shear fractures 
develop in the complementary conjugate directions (blue dashed lines) to the first set of 
shear fractures (Figure 3.15b, Figure 3.16b and Figure 3.17b), and these first three or four 
significant conjugate shears grow to compensate for the strain caused by the sliding on the 
first macroscopic shear. The final shear fracture patterns in Figure 3.15c, Figure 3.16c and 
Figure 3.17c show a main set of continuous shear fractures through the whole cube 
specimen and several sets of small shear fractures orientated in the conjugate directions to 
the main originally formed set. 
The material properties and loading pressures in the polyaxial compression tests are 
specially chosen to make sure the cube specimen breaks in a manner predicted by the Mohr-
Coulomb theory. The Mohr circle representing the applied principal stresses and three 
Mohr-Coulomb failure envelopes corresponding to three sets of material properties are 
plotted in Figure 3.18. It can be seen that the Mohr circle just touches all of the failure 
envelopes, which means the applied principal stresses are sufficient to cause the cube 
specimen to fail according to the Mohr-Coulomb theory. The numerical results match these 
theoretical predictions very well. Naturally, if more time was available to further develop 
this validation study, it would be interesting to simulate stronger materials and subject them 
to stress histories, e.g. steadily increasing differential stresses. 
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Figure 3.18: Mohr circle and Mohr-Coulomb failure envelopes in the polyaxial compression 
tests. Note that the Mohr circle reprents the principal stresses (σ1 = − 3.75 MPa, σ2 = − 
9.375 MPa, σ3 = − 15 MPa) applied to the cube specimen. The three Mohr-Coulomb failure 
envelopes correspond to three sets of material properties: c = 0.5 MPa and ϕ = 33.4°, c = 2.0 
MPa and ϕ = 23.8°, c = 3.8 MPa and ϕ = 12.4°, respectively. 
  
a. Fracture pattern. b. Velocity vector. 
Figure 3.19: Illustration of shear deformation of the cube specimen in polyaxial 
compression tests. Note that the two figures show the same transient state during shear 
fracture development in the test with material properties of c = 3.8 MPa and ϕ = 12.4°. In 
figure (b), the colour of the arrows represent the magnitude of velocity vectors 
, and the velocity vectors are shown in a cut plane perpendicular to the 
z-direction and passing through the centre of the cube specimen. 
 
vm = vx
2 + vy
2 + vz
2( )
 135 
To further prove that the shearing behaviour is accurately captured by the three-
dimensional fracture model, the velocity vectors of a transient state during shear fracture 
formation in the polyaxial compression test with material properties of c = 3.8 MPa and ϕ = 
12.4° are shown in Figure 3.19. It can be seen that shear deformation is clearly illustrated by 
the velocity vectors, which corresponds very well with the formation of shear fractures. The 
continuous velocity field corresponds to elastic deformation in approximately a pure shear, 
however a discontinuous velocity clearly occurs in the main shear plane that shows the 
bottom right block is moving upwards and to the right in a left-lateral shear sense whereas 
the upper left material is relatively stationary. 
It is worth mentioning that the shear-failure-dominated fracture patterns obtained using 
the three-dimensional fracture model in the polyaxial compression tests are not as clean as 
the tensile-failure-dominated fracture patterns obtained in the three-point bending tests and 
Brazilian tests. In the tensile-failure-dominated fracture patterns, the major tensile fractures 
usually propagate without many branches, and therefore have continuous and clean fracture 
surfaces. In the shear-failure-dominated fracture patterns, however, multiple small shear 
fractures form at the same time, and then these fractures propagate and coalesce to form 
shear bands, which have multiple shear fractures distributed in narrow strips. This 
difference between tensile and shear failure modes is more significant when shear failure 
happens in compressive stress fields (Lockner et al., 1991), like the polyaxial compression 
condition presented in this section. 
3.6 Discussion 
The specimens being tested in the numerical simulations of this chapter are all assumed to 
be perfect material without pre-existing flaws, i.e. homogeneous and isotropic. This 
assumption is a simplification of real material properties, and all the imperfections, e.g. 
flaws, impurities, etc., are neglected. In physical experiments, this assumption is valid when 
the microstructures that cause heterogeneity are negligible in isotropic materials, which 
usually happens when the scales of microstructures are considerably smaller than the scale 
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of the whole model. In this case, failure in the model usually starts from the highest stress 
concentration zones. For example, in three-point bending tests, before fracture initiation, 
tensile stresses locally concentrate in the outer extending arc of the modelled beam. The 
tensile strength would be reached first in this region and then tensile fractures initiate from 
these locations. For the case of the bending test the inner arc compressive stresses are 
nowhere near high enough to initiate compressive shear before tensile stresses in the outer 
arc become critical. However, in the Brazilian test, while tensile stresses will progressively 
approach critical values near the centre, in many test setups, the boundary conditions 
promote high differential stresses near the platens. These are often sufficient for a realistic 
shear fracture criterion to be exceeded prior to tensile stresses becoming critical near the 
specimen centre. In the numerical simulation of this kind of loading condition, which 
generates heterogeneous stress fields, homogeneous and isotropic material can give ideal 
results because the locations of fracturing are controlled by the stress distributions. 
However, for a loading geometry that is supposed to generate homogeneous stress fields, 
such as direct tension tests and polyaxial compression tests, in physical experiments even if 
the material specimens can be justifiably considered as homogeneous and isotropic, 
fractures would still initiate from some pre-existing imperfections that exist in the model 
before loading starts. If these imperfections are not represented properly in the numerical 
model specimen, the locations of numerically grown fractures, especially the first fracture, 
which must initiate from the surface or from within an intact domain, can be governed by  
largely stochastic processes. The locations of these stochastic fractures are mainly 
influenced by the peak amplitudes of stress waves in the model and numerical instabilities. 
Therefore, it can be concluded that the homogeneous and isotropic assumption for the 
material is well suited (for un-laminated or un-foliated rock types) when the stress field 
before fracturing is heterogeneous, but that to model the response of a more homogeneous 
stress field it may be more appropriate to introduce pre-existing fractures or flaws, like the 
work of Paluszny and Zimmerman (2011) and Mahabadi et al. (2014). 
In the three-dimensional fracture model used in this chapter, fractures can only 
propagate along tetrahedral element boundaries. This provides convenience to realistically 
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simulate fracturing behaviour along grain boundaries for some quasi-brittle low porosity 
igneous or sedimentary rocks, like granite and tight sandstone. It requires that the size of 
tetrahedral elements be of the same order of magnitude as the grain size. This condition can 
be satisfied for laboratory specimens, which can be meshed with a reasonable number of 
elements. However, this condition is normally very difficult to satisfy in numerical 
simulations of realistic engineering projects, which typically have scales of several orders of 
magnitude higher than the grain sizes of materials, due to the consideration that the 
computational time and disk storage space required for the huge number of elements would 
be unaffordable. Future parallelisation of the numerical code and subdomain methods (see 
details in Chapter 8) may go some way towards finding solutions to this challenge although 
multi-scaling strategies must also be part of this picture for many applications. 
If more time was available to further validate the three-dimensional fracture model, it 
would be important to conduct more comprehensive comparisons between numerical 
simulations and physical experiments and analyse the results more quantitatively. In the 
case of three-point bending tests, many laboratory experiments have been done to 
investigate the relation between the strength and the loading rate. For example, Bažant et al. 
(1993) tested notched limestone specimens in three-point bending conditions, and observed 
that the strength of limestone increases with an increase in the loading rate. They found that 
when the loading rate slows by four orders of magnitude, the strength (maximum nominal 
stress) decreases by more than 16%. Ruiz et al. (2010) investigated the sensitivity of the 
strength of performance-designed high-strength concrete to the loading rate. They 
performed three-point bending tests on notched specimens at five loading rates spanning six 
orders of magnitude in the displacement rate and obtained load – displacement curves for 
different loading velocities (Figure 3.20). They found that the strength (peak stress) is 
higher as the loading rate increases, whereas the corresponding displacement δ is almost 
constant. More recently, Xing et al. (2013) investigated the dynamic fracture behaviour of 
the extruded 2024-T4 aluminium alloy by using an instrumented drop tower machine, and 
carried out dynamic three-point bending tests of notched specimens at different impact 
velocities. From the experiments they observed that the dynamic fracture behaviour of 
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2024-T4 is brittle, and the strength increases with the increase of loading rate. Currently, 
modelling loading rates spanning around five orders of magnitude seems to be an 
unaffordable task because the computational time would be too long, but with the future 
development of the numerical code, e.g. parallelisation and the subdomain method, the 
simulation of loading conditions that represent realistic laboratory experiments can be 
achieved. 
 
Figure 3.20: Load – displacement curves for high-strength concrete at different loading 
rates in three-point bending tests (after Ruiz et al., 2010). 
In the case of Brazilian tests, improved experiment conditions should be modelled in the 
future. It can be seen from the current results (Figure 3.10 and Figure 3.11) that shear 
fractures near the loading platens are generated before tensile splitting happens at the centre 
of the disc specimen, which is caused by the concentration of differential stresses and is 
affected by several factors (Mellor and Hawkes, 1971), such as the mechanical response of 
the loading platens, the loading velocity, and the shape of the contact areas between the disc 
specimen and the loading platens. To reduce the differential stress concentration caused by 
the contact between loading platens and the specimen, many improved loading jigs have 
been developed by different researchers, such as the one shown in Figure 3.21, which was 
proposed by Mellor and Hawkes (1971) and featured curved loading platens. If the 
differential stress concentration near loading platens can be controlled and reduced to a 
certain extent that it does not reach the shear strength given by the Mohr-Coulomb theory 
 139 
until the tensile stress magnitude at the centre of the disc specimen exceeds the tensile 
strength of the material, fractures in the disc specimen will first initiate at the centre and 
then propagate upwards and downwards, otherwise local shear fracturing near the loading 
platens happens before tensile splitting occurs at the centre of the disc specimen. 
 
Figure 3.21: Improved version of curved-jaw loading jig for Brazilian tests (after Mellor 
and Hawkes, 1971). 
3.7 Conclusions 
Three series of numerical tests, including three-point bending tests, Brazilian tests and 
polyaxial compression tests, were conducted in this chapter to study the validity of the 
three-dimensional fracture model proposed in Chapter 2. The three-point bending tests 
investigated the effect of different loading velocities and mesh sizes on the peak load that 
the beam specimen can sustain. The Brazilian tests simulated the dynamic effect of different 
loading rates on the indirect tensile strength of the material. The polyaxial compression tests 
modelled the shear fracturing behaviour, such as shear directions and conjugate shearing, 
from different material properties. 
The numerical results are in good agreement with theoretical solutions and physical 
experiment results. The simulations show that the three-dimensional fracture model is able 
to accurately model stress fields during the whole fracture formation process. Both tensile 
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and shear fracturing behaviour is correctly captured in corresponding stress regimes even 
within the same progressively deforming specimen. 
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4.1 Abstract 
The problem of mesh dependency of fracture patterns arises from the simulations using the 
three-dimensional fracture model that is based on a fixed mesh because fractures are only 
allowed to initiate and propagate along tetrahedral element boundaries, and the mesh does 
not change during the simulation. In this chapter, an adaptive remeshing algorithm is 
proposed. In this algorithm, any tetrahedral element where the maximum principal stress 
exceeds the material tensile strength is split from the centre into two refined tetrahedral 
elements, and the local mesh topology is updated. Two numerical examples, mode I single 
fracture propagation (internal pressure applied to the surfaces of an existing fracture) and a 
single-edge notched beam subject to three-point bending, are simulated using the three-
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dimensional fracture model with adaptive remeshing, and the results are compared with the 
ones obtained from fixed meshes. More accurate fracture patterns can generally be achieved 
by adaptive remeshing. This is especially so in these two examples where exact theoretical 
fracture patterns are obtained. 
4.2 Introduction 
The three-dimensional fracture model introduced in Chapter 2 and validated in Chapter 3 
works on a fixed mesh basis. The fractures are only allowed to initiate and propagate along 
tetrahedral element boundaries, and the mesh does not change during the simulation, so the 
fracture patterns are mesh-dependent. It can be seen from the numerical examples presented 
in Chapter 2 and Chapter 3 that the simulated fracture surfaces resemble realistic fracture 
surfaces in quasi-brittle materials if the mesh size is reasonably small. Particularly, if the 
mesh size is small enough to represent the grain size of the simulated materials, the obtained 
fracture surfaces can capture the realistic surface roughness correctly. However, the domain 
discretised by a finer mesh needs longer computational time, which sometimes can be 
unaffordable. Therefore, there is a need to develop a three-dimension fracture model that 
works on a mesh that can be updated according to the changing stress field as fractures 
initiate and propagate, which is named adaptive remeshing. The main advantage of using 
adaptive remeshing is that more accurate fracture patterns can be obtained even using 
relatively large tetrahedral elements initially. 
A three-dimensional fracture model using adaptive remeshing is presented in this 
chapter. This fracture model is developed based on the model presented in Chapter 2. The 
new feature is that the mesh is updated according to how the stress field changes with the 
fracture development. The mesh dependency of fracture patterns is therefore greatly 
reduced if not completely eliminated. In this model, although fractures are still only allowed 
to initiate and propagate along tetrahedral element boundaries, because the mesh is updated, 
the obtained final fractures can actually propagate through the original tetrahedral element 
geometries, which provide a better approximation of the fracture orientation. 
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The key problems associated with adaptive remeshing are: remeshing criteria, mesh 
topology updating and transfer of variables from the old to the new mesh. In this chapter, 
first the remeshing methodology focusing on these three key aspects is introduced. Next two 
numerical examples using adaptive remeshing are given; one is a mode I single fracture 
propagation problem, and the other one is a single-edge notched beam subject to three-point 
bending simulation. The numerical results are compared with the fracture patterns obtained 
using the fracture model based on the previously developed methodology of fixed meshes 
that cannot remesh, and the advantages are discussed. 
4.3 Adaptive remeshing methodology 
The adaptive remeshing algorithm proposed in this chapter is a local remeshing approach, 
which means only the tetrahedral elements that satisfy the remeshing criteria are refined, 
and the related neighbouring tetrahedral elements in the local area are updated; the other 
elements in the domain maintain their topologies. The overall flowchart of adaptive 
remeshing is shown in Figure 4.1. 
 
Figure 4.1: Flowchart of the overall adaptive remeshing algorithm. 
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4.3.1 Remeshing criteria 
Here the remeshing criteria means the criteria used to determine when and where the 
tetrahedral elements should be refined. The assumption is that fractures only propagate 
along tetrahedral element boundaries so refined tetrahedral elements provide more choices 
and therefore potentially more accurate fracture development paths. The maximum 
principal stress criterion is employed here, which means that the tetrahedral elements where 
the maximum principal stress σ1 exceeds the material tensile strength ft will be refined. 
More specifically, each of these elements will be split into two tetrahedral elements. In 
order to split tetrahedral elements, six potential splitting planes are defined in advance for 
each tetrahedral element. Every splitting plane passes one of the six edges of a tetrahedral 
element and the midpoint on the opposite edge. The actual splitting plane is the one of the 
six potential splitting planes whose normal direction is closest to the maximum principal 
stress direction n1. Split element qualities are controlled by an element quality check before 
actual splitting. If the smallest angle in the split elements is smaller than the threshold, this 
tetrahedral element will not be split. The flowchart of remeshing criteria is shown in Figure 
4.2 and the detailed algorithm is described below. 
First the maximum principal stress σ1 and its direction n1 is calculated in the current 
tetrahedral element. It should be noted that here the engineering mechanics sign convention 
is used, so tensile stress is positive and compressive stress is negative, and the three 
principal stress components are in the order of 
    (4.1) 
Each 4-node tetrahedral element has only one integration point so only one maximum 
principal stress is calculated from the stress tensor. If the maximum principal stress σ1 is 
greater than the material tensile strength ft, i.e. 
    (4.2) 
it means that this tetrahedral element has reached its strength limit so a fracture may form if 
the loading continues. It is worth mentioning that in a geomechanical publication (using the 
geomechanics sign convention, where compressive stress is positive and tensile stress is 
 σ 1 ≥σ 2 ≥σ 3
 σ 1 > ft
 145 
negative), this criterion for tensile fracture would of course be referring to a minimum 
principal stress σ3. 
 
Figure 4.2: Flowchart of the remeshing criteria. 
It should be noted that the assumption of the maximum principal stress criterion is that 
all fractures are caused by tensile failure. From a global point of view, there are two types 
of fracturing: tensile fracturing purely caused by tensile stresses, and shear fracturing, which 
may be purely shearing or accompanied by tension or compression. The assumption is valid 
for shear fracturing if mesh sizes are of the order of microstructures because shear fractures 
can be seen as groups of small tensile fractures distributed in a narrow shear band (Lockner 
et al., 1991). This will be further discussed in Section 4.5. It should also be noted that the 
choice of the maximum principal stress criterion here is a starting point for the development 
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of the adaptive remeshing algorithm and more complicated criteria can be implemented into 
this framework in the future work. 
If the maximum principal stress σ1 satisfies the criterion in Equation 4.2, theoretically 
this tetrahedral element should be split exactly according to the maximum principal stress 
direction n1. However, the refinement may generate tetrahedral elements with very poor 
qualities. Here the poor quality of tetrahedral elements means that the smallest angle 
between two faces in a tetrahedron is smaller than 10°, which means some edges of this 
tetrahedral element are too short. Because the time-step used for explicit time integration in 
the three-dimensional fracturing simulations is defined based on the shortest tetrahedral 
element edge in the discretised domain, the addition of very short element edges to the mesh 
means that the initial time-step is not suitable for the refined elements. To guarantee the 
numerical stability in the simulation, the initial time-step must be greatly reduced, which 
means the total computational time will be prolonged significantly. Moreover, tetrahedral 
elements with too sharp angles also cause instability in the contact algorithm, which will 
generate spurious contact forces. 
An example of splitting a tetrahedral element according to the exact principal stress 
direction n1 is shown in Figure 4.3. In this example, the maximum principal stress σ1 in the 
original tetrahedral element (Figure 4.3a) exceeds the tensile strength ft (Equation 4.2), so a 
splitting plane can be considered perpendicular to the principal stress direction n1. After 
splitting the original tetrahedral element, four smaller tetrahedral elements are generated in 
the refined mesh (Figure 4.3b), which are illustrated individually in Figure 4.3c-f. It can be 
seen that the qualities of some refined tetrahedral elements are very poor (Figure 4.3d and 
Figure 4.3f), which will cause numerical instability in the simulation. 
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a. b. 
 
 
  
c. d. e. f. 
Figure 4.3: Schematic illustration of splitting a tetrahedral element according to the exact 
maximum principal stress direction. (a) shows the maximum principal stress direction n1 
and the local principal stress plane perpendicular to n1, i.e. an ideal splitting plane according 
to the failure criterion, which has the potential to create poor shaped tetrahedra after 
splitting; (b) shows the tetrahedral element mesh generated after spliting; (c)-(f) show the 
four individual tetrahedral elements generated after splitting the original element, some 
having poor geometry. 
As an approximate solution to avoid generating small tetrahedral elements with very 
poor qualities, six potential splitting planes are predefined in a tetrahedral element (Figure 
4.4). Every potential splitting plane contains one of the six edges of a tetrahedral element 
and the midpoint on the opposite edge so a total of six potential splitting planes can be 
predefined in one tetrahedral element. The normal directions of the six potential splitting 
planes are calculated and denoted by s1, s2, s3, s4, s5 and s6. Therefore, these six normal unit 
vectors form a group S as 
  (4.3)  
S = si i = 1∼ 6{ }
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Figure 4.4: Six potential splitting planes predefined in a tetrahedral element. Note that the 
blue points are tetrhedral element nodes; the red points are midpoints on tetrahedral element 
edges, i.e. point N12 is the midpoint on edge N1N2, point N23 is the midpoint on edge N2N3, 
point N34 is the midpoint on edge N3N4, point N14 is the midpoint on edge N1N4, point N13 is 
the midpoint on edge N1N3, and point N24 is the midpoint on edge N2N4. 
The tetrahedral element qualities need to be assessed before actual splitting the element 
in order to avoid generating poor-quality tetrahedral elements. Here an element quality 
check is conducted before the actual splitting of the element. This check is based on the 
dihedral angles in the refined tetrahedral elements. If the dihedral angles between a potential 
splitting plane and its two neighbouring tetrahedral element faces both are greater than 10°, 
this potential splitting plane is selected into the group Sp (Equation 4.4), which contains all 
the potential splitting planes that pass the element quality check. 
  
Sp = si si ∈S ,si  passes element quality check{ }  (4.4) 
The tetrahedral element N1N2N3N4 in Figure 4.5 is taken as an example to show the 
procedure of the element quality check. For the potential splitting plane N12N3N4 with the 
normal unit vector s1, its two neighbouring tetrahedral element faces are N1N3N4 and 
N2N4N3. The normal unit vectors of face N1N3N4 and face N2N4N3 are denoted by n134 and 
n243, respectively. The dihedral angles between this plane N12N3N4 and the two tetrahedral 
element faces N1N3N4 and N2N4N3 are calculated as 
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  (4.5) 
  (4.6) 
The condition to pass the element quality check is 
  (4.7) 
 
Figure 4.5: A potential splitting plane with normal unit vector s1. Note that point N12 is the 
midpoint on edge N1N2. 
After the element quality check, every normal unit vector si,  
si ∈Sp , is compared with 
the maximum principal stress direction n1. The angle between these two direction vectors si 
and n1 is denoted by θi, 
 
 
θ i = n1,si
!( )    (4.8) 
and the cosine of θi can be calculated as 
 
 
cosθ i =
n1 ⋅si
n1 si
   (4.9) 
The objective of calculating the values of cosθi is to select the greatest value, which 
corresponds to the smallest angle θi between the normal direction of the ith potential 
splitting plane si and the maximum principal stress direction n1.  It should be noted that the 
values of cosθi, i = 1 ~ 6, calculated from Equation 4.9 can be positive, zero or negative. 
Therefore, if cosθi > 0, it means 0° ≤ θi < 90° (Figure 4.6a) and this original value of cosθi is 
 
α11 = s1,n134
!( )
 
α12 = s1,n243
!( )
 α11 >10
!  and α12 >10
!
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used for comparison with the other potential splitting planes; if cosθi = 0, it means θi = 90°, 
and the maximum principal stress is in or parallel to this potential splitting plane, so this 
plane is not considered to split the tetrahedral element and is deleted from the group Sp 
(Equation 4.4); If cosθi < 0, it means 90° < θi ≤ 180° (Figure 4.6b) so instead of using cosθi, 
the value of cos(180° − θi) is calculated and used for comparison with the other potential 
splitting planes. 
  
a. 0° ≤ θi < 90°. b. 90° < θi ≤ 180°. 
Figure 4.6: Angle θi between the maximum principal stress direction n1 and the normal 
direction of the ith potential splitting plane si. 
The normal direction of the actual selected splitting plane amongst the choices available 
is the potential splitting plane that has the smallest angle between the maximum principal 
stress direction n1 (Figure 4.7a), which is denoted by sp, 
 
 
n1,s p
!( ) = min n1,si!( ) si ∈Sp{ }    (4.10) 
After finding the actual splitting plane with normal unit vector sp, the original 
tetrahedral element can be split by this plane. Figure 4.7 shows an original tetrahedral 
element N1N2N3N4 being split into two refined tetrahedral elements N1Nn+3N3N4 and 
N2Nn+1N n+4Nn+2. It should be noted that besides the refinement of tetrahedral elements, a 
new joint element Nn+3N4N3-Nn+1Nn+2Nn+4 is also added between these two refined 
tetrahedral elements. After this splitting, four new nodes are generated in the mesh, which 
are Nn+1, Nn+2, Nn+3 and Nn+4. Here n in the subscript is the total number of nodes in the 
original mesh before mesh refinement. This local mesh topology update is described in 
detail in the next section. 
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a. b. 
Figure 4.7: Splitting a tetrahedral element into two. (a) shows the actual splitting plane with 
normal unit vector sp; (b) shows two refined tetrahedral elements generated after splitting 
the original element. n is the total number of nodes in the original mesh before mesh 
refinement.  
4.3.2 Local mesh topology update 
After splitting a single tetrahedral element, the connectivity in the local mesh is damaged. 
This problem is illustrated in Figure 4.8. It can be seen from Figure 4.8 that tetrahedral 
element 1 is split by a plane passing through point Nsp1. If the local mesh is not updated, the 
result would be at point Nsp1 the connectivity among these five tetrahedral elements is lost, 
which will cause the whole simulation to crash. Therefore, a local mesh topology update is 
necessary after splitting tetrahedral elements. 
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Figure 4.8: Local mesh before update. 
 
Figure 4.9: Local mesh after update. 
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A local mesh topology update algorithm is proposed in this section. This algorithm is 
illustrated in Figure 4.9. Here the local mesh is defined as the neighbouring tetrahedral 
elements adjacent to the same edge where the initial splitting midpoint is on. For example, 
in Figure 4.9, before splitting tetrahedral element 1, the original local mesh is defined as a 
group of elements Lo, 
  
Lo = tetrahedral element i i = 1∼ 5{ }    (4.11) 
where the original tetrahedral elements before update are denoted by tetrahedral element 
1 ~ 5. The elements in group Lo is arranged in an order that every two neighbouring 
elements in group Lo are also neighbouring tetrahedral elements in the mesh, which means 
that they are adjacent to the same joint element, and the last element in group Lo and the 
first element in the group are adjacent to the same joint element, so a closed cycle to find 
neighbouring tetrahedral elements is formed. 
Assume that the maximum principal stress in tetrahedral element N1N2N3N4 first 
exceeds the tensile strength, so it is split by a plane passing edge N3N4 and point P12, which 
is the midpoint on edge N1N2. First, the tetrahedral element 1 is split following the steps as 
listed below. 
1. Four new nodes denoted by Nn+1, Nn+2, Nn+3 and Nn+4 are added to the original mesh, 
where n in the subscript is the total number of nodes in the original mesh. Among 
them, nodes Nn+1 and Nn+2 are generated by duplicating the original nodes N3 and N4, 
respectively; nodes Nn+3 and Nn+4 are generated by adding this initially overlapping 
pair at the splitting midpoint P12. 
2. The original tetrahedral element 1 is deleted from the mesh and from the original 
local mesh group Lo, and two refined tetrahedral elements N1Nn+3N3N4 and N2Nn+1N 
n+4Nn+2 are added to the mesh. Therefore, the modified local mesh group L1 is 
  
L1 = tetrahedral element i i = 2 ∼ 5{ }    (4.12) 
3. One new joint element Nn+3N4N3-Nn+1Nn+2Nn+4 is added between the two refined 
tetrahedral elements N1Nn+3N3N4 and N2Nn+1N n+4Nn+2. 
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It should be noted that after conducting the steps listed above, there are two spurious 
joint elements in the mesh: one is between original tetrahedral element 1 and tetrahedral 
element 2 and the other one between 1 and 5. This is because tetrahedral element 1 is 
already deleted from the mesh but tetrahedral elements 2 and 5 are not updated yet. These 
two spurious joint elements will be corrected after splitting tetrahedral elements 2 and 5, 
respectively. 
   
a. b. c. 
Figure 4.10: Mesh topology update of two neighbouring tetrahedral elements. (a) shows the 
original mesh before update, where the double lines represent the joint element; (b) shows 
the interim mesh after only splitting tetrahedral element 1, where the dashed double lines 
represent the spurious joint element; (c) shows the final updated mesh after splitting both 
tetrahedral elements 1 and 2, where different coloured double lines are used to differentiate 
joint elements between different pairs of tetrahedral elements. 
After splitting the first tetrahedral element in the local mesh, every original 
neighbouring tetrahedral element in the modified local mesh group L1 is also split by a 
plane passing the splitting point P12 and one of its own edges that is opposite to the edge 
containing point P12. The process of splitting single tetrahedral element is the same as the 
one described in detail for splitting tetrahedral element 1. 
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This process of updating neighbouring tetrahedral elements is illustrated by a simplest 
case of two neighbouring tetrahedral elements in Figure 4.10. These two neighbouring 
tetrahedral elements are extracted from the mesh shown in Figure 4.9. The mesh before 
update is shown in Figure 4.10a. There are two tetrahedral elements 1 – N1N2N3N4 and 2 – 
N5N6N7N8, and one joint element N1N2N3-N5N6N7 between them. After splitting tetrahedral 
element N1N2N3N4 (Figure 4.10b), the original joint element N1N2N3- N5N6N7 now is called 
a spurious joint element, which means it still exists in the mesh topology but its connectivity 
is wrong, so this is an interim state. The first neighbouring tetrahedral element to be updated 
in the modified mesh group L1 (Equation 4.12) is tetrahedral element 2 – N5N6N7N8, which 
is also adjacent to the same joint element N1N2N3- N5N6N7 as tetrahedral element 1 – 
N1N2N3N4 does, but at the opposite side. To enforce the connectivity in the mesh, tetrahedral 
element 2 also needs to be split, so the original tetrahedral element 2 is deleted from the 
mesh, and two new refined tetrahedral elements N7N5Nn+6N8 and N6Nn+7Nn+5Nn+8 are added. 
After splitting this tetrahedral element, one new joint element Nn+6N5N8-Nn+8Nn+5Nn+7 
between the two refined tetrahedral elements is also formed. 
After the splitting of these two originally neighbouring tetrahedral elements 1 and 2, and 
the formation of new joint elements between refined tetrahedral elements, the original joint 
element N1N2N3- N5N6N7 between tetrahedral elements 1 and 2 needs to be updated as well. 
Therefore, the original joint element N1N2N3- N5N6N7 is deleted from the mesh, and one new 
joint element N1Nn+3N3-N5Nn+6N7 is formed to connect new tetrahedral elements N1Nn+3N3N4 
and N7N5Nn+6N8, and another new joint element N2Nn+1Nn+4-Nn+7Nn+5N6 is formed to connect 
tetrahedral elements N2Nn+1Nn+4Nn+2 and N6Nn+7Nn+5Nn+8. 
After splitting tetrahedral element 2, the local mesh group L1 is modified to L2 as 
  
L2 = tetrahedral element i i = 3∼ 5{ }    (4.13) 
It can be seen from Equation 4.13 that the number of elements is decreasing in the local 
mesh group as the mesh update goes on. Following the same procedure, the original 
tetrahedral elements 3, 4 and 5 are split in turn. After splitting the last tetrahedral element 5, 
the local mesh topology update is finished, and the new mesh is shown in Figure 4.9.  The 
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number of tetrahedral elements is doubled in this local area, increasing from 5 to 10, and the 
number of joint elements is tripled, increasing from 5 to 15. 
It should be noted that because the node numbers have been updated, the topologies of 
the original joints adjacent to the non-splitting tetrahedral element faces in the local mesh 
also need to be updated, which means the related node numbers in the joint element 
topologies need to be modified. For example, after local mesh updating, the node numbers 
of the original face N2N4N3 of tetrahedral element 2 have been updated to face N2Nn+2Nn+1, 
despite no change in the geometry (Figure 4.10). Consequently, the node numbers of the 
original joint element adjacent to the original face N2N4N3 need to be modified accordingly. 
4.3.3 Transfer of variables from the old to the new mesh 
After update the local mesh topology, relative variables on added new nodes need to be 
transferred from the old nodes. The variables associated with element nodes that need to be 
updated are coordinates and velocities, which are denoted by x = [x, y, z]T and v = [vx, vy, 
vz]T, respectively. The transfer of variables on element nodes is illustrated in Figure 4.11. 
 
Figure 4.11: Variables on nodes of split tetrahedral elements. 
There are four newly generated nodes in Figure 4.11, node Nn+1 ~ Nn+4. They can be 
classified into two types: one is generated by duplicating the original nodes, e.g. Nn+1 from 
N3, and Nn+2 from N4; the other one is generated by adding new nodes between original 
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nodes, e.g. Nn+3 and Nn+4 between N1 and N2. For the first type of new nodes generated by 
duplicating the original nodes, the variables on new nodes are simply being duplicated from 
the original nodes. For example, regarding the new node Nn+1, its variables are duplicated 
from the original node N3 as 
  xn+1 = x3    (4.14) 
  vn+1 = v3    (4.15) 
For the second type of new nodes generated by adding new nodes between original 
nodes, the variables on new nodes are transferred by interpolation. Because the edge N1N2 is 
split by its midpoint and the edge keeps straight, according to a linear interpolation rule, the 
coordinates on initially overlapping new nodes Nn+3 and Nn+4 can be calculated as 
 
 
xn+3 = xn+4 =
1
2
x1 + x2( )    (4.16) 
The velocity components are interpolated by 
 
 
vn+3,i = vn+4,i =
1
2
v1,i
2 + v2,i
2( )    (4.17) 
  
vn+3,i = sgn v1,i( ) ⋅ vn+3,i    (4.18) 
  
vn+4,i = sgn v2,i( ) ⋅ vn+4,i  (4.19) 
where  
vn+3,i ,  
vn+4,i ,  
v1,i  and  
v2,i  (i = 1, 2 and 3) are the velocity components of velocity 
vectors  vn+3 ,  vn+4 ,  v1  and  v2  in the x, y, and z directions in the global three-dimensional 
Cartesian coordinate system, respectively. This interpolation rule for velocities ensures the 
kinetic energy of tetrahedral elements is conservative after splitting elements. For example, 
in Figure 4.11, the kinetic energy of the original tetrahedral element N1N2N3N4 before 
splitting is Ek0, 
 
 
Ek 0 =
1
2
mi
i=1
4
∑ vi2     (4.20) 
where mi is the mass of node Ni. The mass of each node equals one quarter of the mass 
of this tetrahedral element mV0, 
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mi =
1
4
mV 0 , i = 1 ~ 4 (4.21) 
vi is the velocity magnitude of node Ni, 
 
 
vi = vix
2 + viy
2 + viz
2( )  (4.22) 
After splitting tetrahedral element N1N2N3N4, the kinetic energy of one new tetrahedral 
element N1Nn+3N3N4 is Ek1, 
 
 
Ek1 =
1
2
′m1v1
2 + mn+3vn+3
2 + ′m3v3
2 + ′m4v4
2( )     (4.23) 
The kinetic energy of the other new tetrahedral element N2Nn+1N n+4Nn+2 is Ek2, 
 
 
Ek 2 =
1
2
′m2v2
2 + mn+1vn+1
2 + mn+4vn+4
2 + mn+2vn+2
2( )     (4.24) 
The sum of the kinetic energy of these two new tetrahedral elements is 
 
 
Ek1 + Ek 2 =
1
2
′mivi
2
i=1
4
∑ + mn+1vn+12 + mn+2vn+22 + mn+3vn+32 + mn+4vn+42
⎛
⎝⎜
⎞
⎠⎟
    (4.25) 
Because each new tetrahedral element occupies half of the volume of the original 
tetrahedral element and the material density is a constant, the mass of node Ni (i = 1 ~ 4) 
also reduces to half of its original mass, 
 
 
′mi =
1
2
mi =
1
8
mV 0 , i = 1 ~ 4 (4.26) 
and the mass of new nodes Nn+i (i = 1 ~ 4) is 
 
 
mn+i =
1
8
mV 0 , i = 1 ~ 4 (4.27) 
Together with Equation 4.15, 4.17, 4.26 and 4.27, it can be proved that 
  Ek 0 = Ek1 + Ek 2     (4.28) 
Therefore, the kinetic energy is conservative after splitting tetrahedral element 
N1N2N3N4. 
After initialising the variables on all the new generated nodes in the entire domain, the 
mechanics solver of the three-dimensional FEMDEM code is called again to calculate the 
other variables on element nodes, e.g. nodal forces, and variables in tetrahedral elements 
and joint elements.  
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The time-step in the three-dimensional fracturing simulations is chosen based on the 
smallest tetrahedral element size in the domain. It is known from Chapter 2 that both the 
FEM and DEM stability requirements are considered to guarantee numerical stability. In the 
adaptive remeshing algorithm, elements are always split from their centres, so as a 
conservative estimation, if the smallest tetrahedral element in the original mesh is split from 
the midpoint on its shortest edge, both the updated minimum edge length and minimum 
mass of tetrahedral elements in the domain would reduce to half of their original values. 
Therefore the time-step after splitting tetrahedral elements is updated as 
 
 
Δtn =
Δtn−1
2
,n ≥1   (4.29) 
where n is the count of the maximum mesh update times conducted in one single 
original tetrahedral element, which is obtained by searching the entire domain, Δtn is the 
time-step after the nth mesh update, Δtn-1 is the time-step before the nth mesh update, so Δt0 
is the original time-step initialised at the beginning of the simulation.  It should be noted 
that with the reducing of time-step, the simulation time is prolonged. Therefore, in order to 
obtain simulation results in a reasonable period of time, the maximum number of mesh 
update operations in the numerical examples of this chapter is limited to one, which means 
every single original tetrahedral element can only be split once, i.e. the refined tetrahedral 
elements cannot be split again. 
4.4 Numerical examples 
Two numerical examples are presented in this section. The first one is a mode I single 
fracture propagation test and the second one is a single-edge notched beam subject to three-
point bending test. Each involves a comparison between the results obtained using the three-
dimensional fracture model based on a fixed mesh, which is introduced in Chapter 2 and 
validated in Chapter 3, and the results obtained using the fracture model with adaptive 
remeshing, which is proposed in this chapter. 
It should be noted that in the figures of fracture patterns shown in this section, a semi-
transparent colour scheme is adopted in order to show the fracture development inside the 
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model. The yellow colour represents the model boundaries and pre-existing fracture 
surfaces and the blue colour represents newly developed fracture surfaces. 
4.4.1 Mode I single fracture propagation test 
4.4.1.1 Model setup 
The first numerical example using the three-dimensional fracture model with adaptive 
remeshing is a simulation of mode I single fracture propagation. The model setup is shown 
in Figure 4.12. The dimensions of the domain are 160 mm × 100 mm × 20 mm, which are 
the height, width and thickness in the y, x and z-direction, respectively. A pre-existing 
closed fracture lies in the horizontal xz-plane in the middle of the domain, and extends 30 
mm from the left boundary into the model. 
  
a. b. 
Figure 4.12: Model setup for the mode I single fracture propagation test. (a) dimensions and 
mesh of the model; (b) pre-existing fracture surfaces, loading conditions and the theoretical 
fracture porpagation path (marked by red dashed lines). 
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A pressure boundary condition P, which increases linearly from zero, is applied to the 
two surfaces of the pre-existing fracture. The loading rate is set to be 1.0×109 Pa/s, so the 
loading function of pressure P (unit: Pa) with respect to time t (unit: second) is defined as, 
    (4.30) 
As the pressure increases, the fracture will start to propagate until break the model 
completely into two parts in the middle, as shown by the red dashed lines in Figure 4.12b. 
Table 4.1: Material properties in the mode I single fracture propagation test.  
Material properties Values 
Density ρ (kg⋅m-3) 2340 
Young’s modulus E (GPa) 26 
Poisson’s ratio υ 0.2 
Tensile strength ft (MPa) 3 
Cohesion c (MPa) 10.5 
Internal friction angle ϕ (°) 30 
Fracture energy Gf (J⋅m-2) 30 
 
The material used in the simulation is assumed to represent typical rock (Lama and 
Vutukuri, 1978; Atkinson, 1987; Zoback, 2010) or unreinforced concrete properties 
(Popovics, 1998). The friction coefficient between fracture surfaces is set to be 0.6. Two 
sets of numerical results are presented in the following two sections. The first one is the 
numerical results obtained using the three-dimensional fracture model based on a fixed 
mesh and the second one is obtained using adaptive remeshing. 
4.4.1.2 Numerical results using fixed mesh 
The numerical results obtained using the three-dimensional fracture model based on a fixed 
mesh are shown in this section. The fixed mesh size is ~ 20 mm, and the time-step Δt = 2 × 
10−8 s. 
 P = 1.0×10
9 t
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a. t = 4.132 ms. b. t = 4.220 ms. 
  
c. t = 4.288 ms. d. t = 4.588 ms. 
 
Figure 4.13: Vertical stress and fracture sequence obtained using a fixed mesh in the mode I 
single fracture propagation test. 
From the fracture mechanics theory it is known that under the pressure loading 
condition defined in Figure 4.12b and Equation 4.30, the pre-existing fracture should 
propagate horizontally following the original orientation, as shown by the red dashed lines 
in Figure 4.12b. However, it can be seen from Figure 4.13 that because the fractures can 
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only propagate along fixed tetrahedral element boundaries and there are no continuous 
element boundaries coinciding with the theoretical fracture path, the accurate solution 
cannot be obtained using the fixed mesh. First the pre-existing fracture bifurcates at the 
fracture tip into two branches (Figure 4.13b); the distance between them is one element 
length. Then both of these branched fractures start propagating horizontally, which are 
parallel to the theoretical propagation direction. Last the lower branch dominates the upper 
one and continues propagating until reaching the right boundary. At the same time, the 
upper branch stops inside the model and does not propagate any further. 
It can be seen from Figure 4.13d that the final fracture pattern obtained from the 
simulation using a fixed mesh has one major through-going fracture and one minor fracture 
stopping inside the model; the distance between them is one element length. It should be 
noted that the element size in this example is relatively large compared with the dimensions 
of the domain because the thickness dimension in the z-direction is only discretised by one 
layer of elements. Therefore, the distance between the two branched fractures is significant 
due to the large element size in this example. If a finer mesh is used, which means smaller 
tetrahedral elements are used to discretise the domain, although the pre-existing fracture 
will still bifurcate at its tip, the distance between the bifurcated fractures will not be as 
significant as the distance in this example, depending on how refined the tetrahedral 
elements are.  
4.4.1.3 Numerical results using adaptive remeshing 
The numerical results obtained using the three-dimensional fracture model with adaptive 
remeshing are shown in this section. The initial mesh size is ~ 20 mm, same as the fixed 
mesh size in Section 4.4.1.2. The initial time-step Δt = 2 × 10−8 s; after one mesh 
refinement, the time-step is automatically halved to be 1 × 10−8 s. 
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a. t = 1.884 ms. b. t = 2.332 ms. 
  
c. t = 2.356 ms. d. t = 2.412 ms. 
  
e. t = 2.428 ms. f. t = 2.448 ms. 
 165 
  
g. t = 2.456 ms. h. t = 2.468 ms. 
 
Figure 4.14: Maximum principal stress σ1 and fracture sequence obtained using adaptive 
remeshing in the mode I single fracture propagation test. 
The results shown in Figure 4.14 are in exact agreement with the theoretical prediction 
(Hertzberg, 1996; Anderson, 2005). As the pressure loading increases at the pre-existing 
fracture surfaces, a stress concentration zone develops in front of the fracture tip (Figure 
4.14a). When the maximum principal stress σ1 first exceeds the tensile strength ft in some 
tetrahedral elements inside this stress concentration zone (Equation 4.2), these tetrahedral 
elements are split, which provides an accurate prediction of the potential fracture path 
(Figure 4.14b). Then as the loading continues, the pre-existing fracture propagates along the 
refined tetrahedral element boundaries, and more mesh refinement is conducted ahead of 
the fracture tip following the fracture propagation (Figure 4.14c-h). The final fracture 
pattern shown in Figure 4.14h is a straight and clean horizontal fracture that cuts the model 
into two halves. 
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4.4.2 Single-edge notched beam test 
4.4.2.1 Model setup 
The second numerical example using the three-dimensional fracture model with adaptive 
remeshing is a simulation of a single-edge notched beam (SENB) subject to three-point 
bending. The model setup is shown in Figure 4.15. The dimensions of the beam are 325 mm 
× 40 mm × 20 mm, which are the length, height and thickness in the x, y and z-direction, 
respectively. A pre-existing closed fracture cuts vertically in the middle at the lower 
boundary, and extends 7.5 mm into the beam. Loading velocities Vy in the vertical y-
direction are applied to the three platens to generate a three-point bending condition. The 
upper platen moves downwards and the two lower platens move upwards at the same 
velocity. The value of loading velocity Vy is defined by a ramping curve, which means the 
velocity increases linearly from zero to a constant value of 0.1 m/s in the first 1 ms of the 
simulation, and then keeps constant for the rest of the simulation time. This ramping of 
velocity is implemented to reduce the sudden impact effect when the loading starts. As the 
flexural stress in the beam builds up, the pre-existing fracture will start to propagate 
vertically towards the upper boundary. The theoretical fracture propagation path is marked 
by red dashed lines in Figure 4.15c. 
 
 
 
a. b. c. 
Figure 4.15: Model setup of a single-edge notched beam subject to three-point bending. (a) 
dimensions, mesh and loading condition of the model; (b) expanded view of the middle 
notch; (c) notch surfaces and the theoretical fracture propagation path (marked by red 
dashed lines). 
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The material used for the beam is assumed to represent typical rock or unreinforced 
concrete properties and it is the same as the material used in the model I single fracture 
propagation test (Table 4.1). The platens are assumed to be made of steel, with the 
following properties: density ρ = 7850 kg⋅m-3, Young’s modulus E = 200 GPa and Poisson’s 
ratio υ = 0.28. It should be noted that the three-dimensional fracture model is only applied 
to the beam, and a viscoelastic constitutive model is applied to the steel platens, which can 
only deform without breaking. Therefore, strength properties, i.e. tensile strength, cohesion, 
internal friction angle and fracture energy, are not needed for the platens. The friction 
coefficient is set to be 0.6 between fracture surfaces, and 0.1 between the beam and platens. 
Two sets of numerical results are presented in the following two sections. The first one is 
the numerical results obtained using the three-dimensional fracture model based on a fixed 
mesh and the second one is obtained using adaptive remeshing. 
4.4.2.2 Numerical results using fixed mesh 
The numerical results obtained using the three-dimensional fracture model based on a fixed 
mesh are shown in this section. The fixed mesh size is ~ 5 mm, and the time-step Δt = 1 × 
10−8 s. 
 
a. t = 1.80 ms. 
 
b. t = 1.84 ms. 
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c. t = 2.02 ms. 
 
d. t = 4.00 ms. 
 
Figure 4.16: Horizontal stress and fracture sequence obtained using a fixed mesh in the 
simulation of a single-edge notched beam subject to three-point bending. 
It can be seen from Figure 4.16 that as the flexural stress builds up in the beam, a stress 
concentration zone develops in front of the pre-existing fracture tip (Figure 4.16a). As the 
magnitude of stress in this stress concentration zone increases while the loading continues, a 
small vertical fracture first develops at a distance of half an element length to the left of the 
accurate fracture propagation path (Figure 4.16b). Then this small fracture continues 
propagating upwards and downwards vertically, keeping its clean and straight fracture 
surfaces without any branches; at the same time, it is connected with the pre-existing 
fracture tip by an oblique fracture (Figure 4.16c). Last this offset fracture continues 
propagating until reaching the upper boundary. 
It is known from theory that under the three-point bending condition, the pre-existing 
fracture should propagate straight and vertically to the upper boundary of the beam because 
both the geometry and loading condition are symmetric with respect to the middle vertical 
yz-plane, where the pre-existing fracture is located. However, because the mesh cannot be 
updated as the fracture propagates, and there are no continuous tetrahedral element 
boundaries along the theoretical fracture propagation path (marked by red dashed lines in 
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Figure 4.15c), the final fracture pattern obtained from this fixed mesh offsets half an 
element size from the accurate path and therefore is an approximation of the accurate 
solution. 
4.4.2.3 Numerical results using adaptive remeshing 
The numerical results obtained using the three-dimensional fracture model with adaptive 
remeshing are shown in this section. The initial mesh size is ~ 5 mm, the same as the fixed 
mesh size in Section 4.4.2.2. The initial time-step Δt = 1 × 10−8 s; after one mesh 
refinement, the time-step is automatically halved to be 5 × 10−9 s. 
  
a. t = 1.08 ms. 
  
b. t = 1.56 ms. 
  
c. t = 1.76 ms. 
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d. t = 1.90 ms. 
  
e. t = 1.92 ms. 
  
f. t = 1.96 ms. 
  
g. t = 2.10 ms. 
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h. t = 2.12 ms. 
  
i. t = 2.24 ms. 
  
j. t = 2.84 ms. 
  
k. t = 9.22 ms. 
 
Figure 4.17: Maximum principal stress σ1 and fracture sequence obtained using adaptive 
remeshing in the simulation of a single-edge notched beam subject to three-point bending. 
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It can be seen from Figure 4.17 that the fracture pattern obtained in the simulation using 
adaptive remeshing is accurate and agrees with theory (Anderson, 2005). First, high tensile 
stresses are concentrated ahead of the pre-existing fracture tip (Figure 4.17a). Because both 
the geometry and loading condition of the beam are symmetric with respect to the middle 
vertical yz-plane, where the pre-existing fracture is located, the stress concentration zone is 
also perfectly symmetric with respect to this plane. When the maximum principal stress in 
the stress concentration zone exceeds the tensile strength, the related tetrahedral elements 
are split vertically, because the maximum principal stress is in the horizontal direction 
(Figure 4.17b and c). It should be noted that splitting tetrahedral elements does not mean the 
real fractures will immediately propagate through the elements being split. The stresses in 
the joint elements added between the refined tetrahedral elements need to build up. Besides, 
the fact that stresses exceeds the tensile strength only means that the joint elements enter the 
strain softening stage, and the real fractures will form at the end of the softening stage. As 
the deformation in the newly added joint elements between refined tetrahedral elements 
increases to the critical value for failure, the pre-existing fracture propagates between these 
refined tetrahedral elements, whose boundaries are in exact agreement with the theoretical 
fracture propagation path. It can be seen from Figure 4.17d-k that there is always a stress 
concentration zone ahead of the fracture tip, which induces the mesh refinement in the 
stress concentration zone and further guides the fracture propagation. 
The final fracture pattern obtained using adaptive remeshing (Figure 4.17k) is a clean, 
straight and vertical fracture exactly in the middle of the beam. The clean and straight 
facture surfaces mean that the simulation is smooth and stable. Therefore, no significant 
perturbations in the stress field cause branched fractures along the fracture propagation 
path. The vertical orientation of the fracture path means that the magnitude and direction of 
the stress concentration ahead of the fracture tip are accurately captured, so the local mesh 
can be updated following the maximum principal stress direction, and afterwards the 
fracture propagates following the refined tetrahedral element boundaries. 
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4.5 Discussion 
By comparing the numerical results obtained from the fixed meshes and adaptive 
remeshing, it can be seen clearly that accurate fracture patterns are obtained by adaptive 
remeshing, while the fixed meshes only give approximate solutions. It is worth mentioning 
again that the remeshing algorithm proposed in this chapter only allows tetrahedral elements 
to be split from the centre into two refined tetrahedral elements, in order to avoid generating 
poor-quality tetrahedral elements. Therefore, the splitting plane is not exactly perpendicular 
to the maximum principal stress direction in all cases. Instead, the actual splitting plane in a 
tetrahedral element is one of the six potential splitting planes predefined in it. Therefore, the 
fracture pattern given by the adaptive remeshing algorithm is still an approximation of the 
exact solution, but with higher accuracy. However, there is a probability that the predefined 
potential splitting planes coincide with the exact fracture paths; in this case, the numerical 
fracture patterns are the exact solutions. For example, in the two numerical examples 
presented in this chapter, the predefined potential splitting planes coincide with the 
theoretical fracture paths. As a result, the fracture patterns obtained from the numerical 
simulations are in exact agreement with the theoretically determined patterns. 
It should be noted that splitting tetrahedral elements provides more potential paths for 
the fractures to propagate. It does not mean that the fractures will propagate along the 
refined tetrahedral element boundaries immediately after mesh refinement. When the 
maximum principal stress in certain tetrahedral elements exceed the tensile strength, these 
tetrahedral elements are split and the local mesh is updated, so the stress field is more 
accurately characterised by the refined elements. However, the maximum principal stress 
exceeding the tensile strength only means the local joint elements enter the strain softening 
stage. The fractures only explicitly form between tetrahedral elements at the end of the 
strain softening stage. Therefore, the real fracture propagation usually happens shortly after 
the mesh refinement; these two events are not synchronised. 
It can be seen clearly from the two numerical examples that the exact fracture patterns 
are obtained by adaptive remeshing. More generally speaking, the three-dimensional 
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fracture model with adaptive remeshing gives more accurate solutions. However, it does not 
exclude the applicability of the three-dimensional fracture model based on a fixed mesh. It 
has been demonstrated by comparison between numerical results obtained from the fixed 
mesh and adaptive remeshing that for relatively small tetrahedral elements, the error given 
by a fixed mesh on the fracture pattern is acceptable. Moreover, if the tetrahedral element 
size is small enough to represent the microscopic scale of the material, e.g. the grain size, 
the simulations using a fixed mesh can capture the fracture surface roughness realistically. 
Besides the accuracy, another important aspect that needs to be considered when choosing a 
fixed mesh or adaptive remeshing is the computational time. It should be noted that the 
current adaptive remeshing algorithm can provide more accurate results, but does not 
guarantee the computational time is definitely shorter than the fixed mesh algorithm. This is 
because although there are fewer elements in the domain if it is discretised by relatively 
larger elements, the mesh refinement process consumes a lot of computational time. 
Moreover, after mesh refinement, in order to keep the simulation smooth and stable, the 
time-step needs to be reduced, which results in a prolonged computational time. The choice 
between a fixed mesh and adaptive remeshing depends on many factors. Basically, the 
adaptive remeshing algorithm is more suitable for a large domain, simple geometry and 
loading condition, and without too many fractures. 
The remeshing criteria used for adaptive remeshing in this chapter is based on the 
maximum principal stress criterion, which means the tetrahedral element where the 
maximum principal stress exceeds the tensile strength is going to be split. This criterion is 
based on the assumption that all fractures are caused by tensile failure. This assumption 
may be true on a microscopic basis for shearing because shear fractures can be regarded as 
groups of small tensile fractures narrowly distributed in a shear band. However, if the 
element size cannot represent the microscopic scale, the adaptive remeshing algorithm is 
only applicable to mode I tensile failure simulations. It should also be noted that the 
remeshing criteria do not consider material behaviour seen at the microstructural level 
where heterogeneity of strength exists. In future, more complicated factors could be 
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introduced into the remeshing criteria, so it can be further improved to make it suitable for 
more complicated stress fields. 
4.6 Conclusions 
An adaptive remeshing algorithm was proposed in this chapter. In this algorithm, the 
tetrahedral element where the maximum principal stress exceeds the material tensile 
strength is split from the centre into two refined tetrahedral elements, and the local mesh 
topology is updated, including the removal of old tetrahedral elements and joint elements 
and the addition of new refined tetrahedral elements and joint elements. Two numerical 
examples, a mode I single fracture propagation from an internally pressured initial idealised 
fracture and a single-edge notched beam subject to three-point bending, were simulated 
using the three-dimensional fracture model with adaptive remeshing, and the results were 
compared with the ones obtained from fixed meshes. 
The adaptive remeshing algorithm can accurately split tetrahedral elements based on the 
local stress field, and the qualities of the refined tetrahedral elements are controlled to 
prevent numerical instability. Local mesh topology is updated following the splitting of 
tetrahedral elements where the remeshing criteria are satisfied. After the local mesh update, 
the damaged mesh connectivity caused by splitting is restored. The transfer of variables 
from the old to the new mesh ensures the conservation of energy during mesh refinement. 
From the two numerical examples it can be seen that more accurate fracture patterns were 
obtained by adaptive remeshing. The choice between a fixed mesh and adaptive meshing 
depends on many factors. Generally speaking, the adaptive remeshing algorithm is more 
suitable for a large domain, simple geometry and loading condition, and without too many 
fractures. 
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5.1 Abstract 
As a consistent extension of the development work of the three-dimensional fracture model 
for the combined finite-discrete element method, the fixed-mesh-based fracture model is 
incorporated into an existing fluid-solid coupling model. A methodology of using this 
model to capture fracturing behaviour of solids in fluid-solid coupling simulations is 
proposed. To solve the discrepancy problem between meshes used by the fluid code and the 
solid code in the coupling model, a scheme to convert different meshes is developed. The 
numerical example of a fluid-driven fracture simulation shows that the coupling model with 
the fracture model obtains the correct critical load and propagation direction for fluid-driven 
fractures. 
 177 
5.2 Introduction 
In this chapter, the three-dimensional fracture model based on fixed meshes, which was 
introduced in Chapter 2 and validated in Chapter 3, is incorporated into an existing fluid-
solid coupling model. This two-way coupling model was developed in the AMCG (Applied 
Modelling and Computation Group) at Imperial College London (Xiang et al., 2012; Viré et 
al., 2012), and is based on a finite element fluid code Fluidity-ICOM and the three-
dimensional combined finite-discrete element (FEMDEM) code Y3D. The fluid code 
Fluidity-ICOM is a finite element open-source numerical code that solves non-hydrostatic 
Navier-Stokes equations on unstructured meshes. The FEMDEM code used in the original 
coupling model did not have a fracture model, so the main applications were limited to the 
modelling of interactions between fluids and unbreakable solids. In order to extend the 
scope of the newly developed three-dimensional fracture model and make the coupling 
model also suitable for breakable solids, e.g. the simulation of fluid-driven fractures, the 
fixed-mesh-based fracture model (Chapter 2) is incorporated into the coupling model by the 
author and Dr Jiansheng Xiang. More specifically, new algorithms for converting meshes to 
make the fracture model compatible with the coupling model were devised by the author, 
and the coding work to merge the fracture model into the coupling model was the work of 
Dr Jiansheng Xiang.  
The focus of this chapter is to introduce the new algorithms for converting meshes and 
present a numerical example of modelling fluid-driven fractures. The relatively complex 
formulation of the coupling model that was developed includes the work of several other 
researchers. Extensive study of the coupling model would be necessary for a detailed 
understanding; here, the general ideas are briefly introduced and important references are 
given. This chapter is organised as follows. First, the original three-dimensional fluid-solid 
coupling model without fracture model is briefly introduced, and the overall methodology 
of the newly developed coupling model with fracture model is proposed. Second, the 
detailed algorithms of converting meshes between the fracture model and the coupling 
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model for compatibility purpose are described. Third, a numerical example of modelling 
fluid-driven fractures is presented. 
5.3 Two-way fluid-solid coupling model 
5.3.1 Original coupling model without fracture model 
The three-dimensional two-way fluid-solid coupling model is developed on the basis of the 
FEM-based fluid code Fluidity-ICOM and the FEMDEM-based solid code Y3D. It belongs 
to the category of loosely coupled modelling, which means the fluid and solid dynamics 
equations are solved in separate numerical models and information is exchanged between 
the two models. Therefore, there are two parts in the coupling model corresponding to two 
numerical codes, the fluid code and the solid code. This coupled modelling strategy is in 
contrast to tightly coupled models, which solve both fluid and solid dynamics equations in a 
single numerical model. The coupling model introduced here is capable of simulating the 
mutual interactions between moving fluids and multiple unbreakable solid bodies, the latter 
being fully immersed in the fluids, so it is a type of immersed body method. 
 
a. b. c. 
Figure 5.1: An example of a fluid-solid coupling domain (after Viré et al., 2012). (a) a solid 
domain Vs (white area) immersed in a fluid domain Vf (grey area), so the whole domain 
 
V =Vf ∪Vs ; (b) the fluid mesh, where the solid domain is represented by a volume fraction 
on the fluid mesh (blue area); (c) the solid mesh. 
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An example of a solid sphere immersed in fluids is shown in Figure 5.1 to illustrate the 
basic concepts of the original fluid-solid coupling model. In this example, the solid domain 
Vs (sphere) is fully immersed in the fluid domain Vf (Figure 5.1a). The subscripts s and f are 
used to denote the solids and the fluids, respectively. The interaction between solids and 
fluids is simulated by filling the volumes covered by solids with the surrounding fluids and 
relaxing the flow to the solid behaviour in these volumes. The whole domain V, including 
the fluid domain Vf and the solid domain Vs,  
V =Vf ∪Vs , is discretised by the so-called 
fluid mesh (Figure 5.1b), which is the mesh used in the fluid code of the coupling model; 
meanwhile, an independent solid mesh (Figure 5.1c) is only used to discretise the solid 
domain Vs, which is the mesh used in the solid code of the coupling model. It should be 
noted that in the fluid model, the solid domain is also discretised and represented by a 
volume fraction on the fluid mesh, while in the solid model, it only discretises the solid 
domain and the fluid domain is not included. In the coupling model, the fluids are assumed 
to be incompressible, and therefore the solids that are compressible are modelled through 
time variations of a volume fraction in the fluid domain. In this way, incompressible and 
compressible materials are modelled in a compatible mass conserving way. 
In the coupling model, the solid mesh (used by the solid code) is fixed, which means it 
does not change during the simulation, while the fluid mesh (used by the fluid code) can be 
dynamically updated to increase accuracy and reduce computational cost at the same time. 
Another difference between the fluid code and the solid code in the coupling model is that 
the fluid code employs an implicit time integration scheme while the solid code employs an 
explicit time integration scheme, so two different time-steps are needed in the coupling 
simulations. In order to resolve the stress wave propagation in the solid domain, and 
because stress waves normally propagate much faster in solids, the time-step used in the 
solid code is typically much smaller than the time-step used in the fluid code. Therefore, the 
solid code runs a number of time-steps per fluid time-step, which unavoidably causes the 
problem of time staggering between solid and fluid models because their equations are not 
solved simultaneously. However, the small time-steps used in the fluid code, which means 
the time-steps used in the solid code are even smaller, ensure that the time-conservation 
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error arising from the time staggering problem in the coupling simulations does not affect 
the accuracy of the results (Viré et al., 2012). 
One of the main novelties of this coupling model is that spatial conservation is 
guaranteed at the discrete level independently of the mesh resolution and of the shape 
function orders used for the fluid mesh and the solid mesh. This is mainly achieved by using 
a common mesh, which is called the supermesh (Farrell, 2009; Farrell and Maddison, 
2011), to transfer data between the fluid mesh and the solid mesh. The supermesh is 
constructed from the volume intersection of the fluid and solid meshes, and ensures that 
Newton’s third law is satisfied at the discrete level and different representations of the 
discrete fields in each domain (fluid or solid) are compatible. Details of the above-
mentioned coupling model can be found in the publications by Xiang et al. (2012) and Viré 
et al. (2012). 
5.3.2 New coupling model with fracture model 
The fluid-solid coupling model was originally developed for simulating the interactions 
between moving fluids and multiple solid bodies, with an assumption that the solids cannot 
break. However, in some applications, such as fluid-driven fractures, fluids play a dominant 
role in the fracture propagation. Therefore, fracturing of solids must be taken into account 
and captured accurately in these kinds of coupling simulations. 
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Figure 5.2: Flowchart of modelling fractures in the coupling simulations. 
The flowchart for simulating fractures using the new fluid-solid coupling model 
together with the fracture model is shown in Figure 5.2. The detailed steps in this flowchart 
are listed as follows. 
1. A three-dimensional solid domain is set up and discretised by a solid mesh, which is 
a mixed mesh of 4-node tetrahedral elements and 6-node joint elements. It should be 
noted that this initial solid domain could be an intact domain or have pre-existing 
fractures. 
2. The solid domain is completely or partially immersed into fluids. If the initial solid 
domain is intact, then this solid domain will be surrounded by fluids; if the initial 
solid domain has pre-existing open fractures, the space between fracture surfaces 
will also be filled with fluids. Then the entire domain, including both solids and 
fluids, is discretised by a fluid mesh, which consists of a volume mesh of 4-node 
tetrahedral elements and a surface mesh of 3-node triangular elements covering the 
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solid domain. The surface mesh is used to identify the interfaces between fluids and 
solids. 
3. The entire domain is simulated using the two-way fluid-solid coupling model. The 
fluid pressures driving fracture propagation are introduced by applying pressure or 
velocity conditions to the fluid domain as external loading conditions. The loading is 
transferred to the solid domain by interactions between solids and fluids. 
4. As the fluids are incompressible and the solids are compressible, the external 
loading conditions on fluids will subsequently cause deformation of solids. This 
process is captured by first calculating the forces due to fluid-solid interactions at 
the solid boundaries, i.e. fluid-solid interfaces, and then applying these forces as 
external surface loading conditions to the solid domain.  
5. The solid code with the three-dimensional fixed-mesh-based fracture model is used 
to calculate the stresses in the solids caused by the boundary forces transferred from 
fluid pressures as well as the loading conditions applied to the solid domain itself. If 
the stresses somewhere in the solid domain satisfy the failure criteria, new fractures 
will be generated at these locations. 
6. A fracture network due to fluid pressures is obtained from the coupling simulations. 
If the initial solid domain is intact and fluid pressures are sufficiently high, fractures 
will develop at critical locations, where the stresses are highly concentrated. If the 
initial solid domain has pre-existing fractures, new fractures may develop from pre-
existing fracture tips and connect with other fractures to form new flow paths. 
 
In order to make this methodology actually work numerically, the three-dimensional 
fracture model must be incorporated into the fluid-solid coupling model. However, this 
work is not as easy as first thought. There is a fundamental incompatibility between the 
coupling model and the fracture model, which arises from the discrepancy in meshes. The 
fluid mesh used by the coupling model is continuous, which consists of two parts: a 
continuous volume mesh of 4-node tetrahedral elements and a continuous surface mesh of 
3-node triangular elements. The continuous surface mesh covers the solid domain in the 
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coupling model, which characterises the interface between fluids and solids. By contrast, 
the solid mesh used by the fracture model is discontinuous, which is a mixed volume mesh 
of 4-node tetrahedral elements and 6-node joint elements. Here the terms ‘continuous’ and 
‘discontinuous’ are used to describe the continuity of elements in different meshes. In the 
continuous volume mesh, neighbouring tetrahedral elements share nodes; so do the 
neighbouring triangular elements in the continuous surface mesh. In the discontinuous 
volume mesh, however, neighbouring tetrahedral elements do not share nodes, and they are 
connected by joint elements. 
 
a. A cube solid domain. 
  
b. Continuous volume mesh (4-node 
tetrahedral elements). 
c. Continuous volume mesh (semi-transparent 
colour). 
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d. Continuous surface mesh (3-node 
triangular elements). 
e. Continuous surface mesh (semi-transparent 
colour). 
  
f. Discontinuous volume mesh (4-node 
tetrahedral elements and 6-node joint 
elements). 
g. Discontinuous volume mesh (semi-
transparent colour). 
Figure 5.3: A cube solid domain represented by different meshes. A semi-transparent colour 
scheme is used in figures (c), (e) and (g) to show the inside of the domain. Note that in 
figures (f) and (g) the gaps between tetrahedral elements are exaggerated to represnet the 
existence of joint elements. 
The difference between meshes is illustrated by an example of a cube solid domain 
shown in Figure 5.3. The geometry of this cube domain is shown in Figure 5.3a. In Figure 
5.3b, this cube domain is discretised by a continuous volume mesh of 4-node tetrahedral 
elements. In this mesh, faces, edges and nodes of tetrahedral elements are shared by 
neighbouring elements. Note that a semi-transparent colour scheme is used to show the 
details inside the domain in Figure 5.3c and the mesh is the same as in Figure 5.3b. In 
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Figure 5.3d and e, only the boundary surfaces of this cube domain are discretised by a 
continuous surface mesh of 3-node triangular elements. The cube is a hollow domain in this 
surface mesh representation. Similarly to the continuous volume mesh, in this continuous 
surface mesh, edges and nodes of triangular elements are shared by neighbouring elements. 
In Figure 5.3f and g, the same cube domain is discretised by a discontinuous volume mesh 
of 4-node tetrahedral elements and 6-node joint elements. It should be noted that in these 
two figures the gaps between tetrahedral elements are exaggerated to represent the existence 
of joint elements. In this mesh, tetrahedral elements are separated by joint elements so it is 
called a discontinuous volume mesh. Each face, edge and node exclusively belongs to one 
tetrahedral element in this mesh, i.e. no neighbouring tetrahedral elements share faces, 
edges or nodes. The continuity of tetrahedral elements is not enforced by geometric 
connectivity but by the joint elements (see details in Chapter 2). 
The discrepancy in meshes between the coupling model and the fracture model creates 
an incompatibility problem because the coupling model needs to project variables on 
element nodes between the fluid mesh and the solid mesh and the variables cannot be 
directly projected between a continuous mesh and a discontinuous mesh. To solve this 
problem, a correspondence between element nodes in these two meshes must be defined 
first and then the variables can be projected according to this correspondence. One solution 
to find the correspondence is to introduce an intermediate mesh, which links the continuous 
mesh and the discontinuous mesh; another solution is to convert one mesh into the other 
form. Here the latter solution is adopted because the intermediate mesh solution typically 
requires higher computational cost. In this chapter, the discontinuous volume mesh used by 
the fracture model is converted into a continuous volume mesh, the same form of mesh used 
by the coupling model. More specifically, first a continuous volume mesh is generated from 
the discontinuous volume mesh, and then a continuous surface mesh is generated based on 
the continuous volume mesh. Therefore, in the new coupling model with the fracture model, 
there are two parts of numerical codes, the fluid code and the solid code, and two forms of 
meshes, the continuous mesh and the discontinuous mesh. The continuous mesh, including 
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a continuous volume mesh and a continuous surface mesh, is only used by the fluid code, 
while for the solid code with the fracture model, the mesh is still discontinuous. 
5.4 Conversion of discontinuous mesh into continuous mesh 
In this section, a scheme to convert the discontinuous volume mesh used by the solid code 
with the fracture model into a continuous volume mesh and a continuous surface mesh used 
by the fluid code in the coupling model is developed. For a clear understanding of the 
conversion scheme, here the definitions of different meshes are repeated as follows. 
1. A discontinuous volume mesh is defined as a volume mesh consisting of 4-node 
tetrahedral elements and 6-node joint elements (e.g. Figure 5.3f and g), which is 
used by the fracture model in the solid code of the coupling model. 
2. A continuous volume mesh is defined as a volume mesh only consisting of 4-node 
tetrahedral elements (e.g. Figure 5.3b and c), which is used in the fluid code of the 
coupling model. 
3. A continuous surface mesh is defined as a surface mesh only consisting of 3-node 
triangular elements (e.g. Figure 5.3d and e), which is used in the fluid code of the 
coupling model to identify the boundaries of the solid domain, i.e. fluid-solid 
interfaces. 
 
The scheme of converting a discontinuous mesh into a continuous mesh includes two 
steps. The first step is to initialise the continuous volume and surface mesh based on the 
discontinuous volume mesh. At this initialisation stage, first a continuous volume mesh is 
generated from the discontinuous volume mesh, and then a continuous surface mesh is 
generated based on the continuous volume mesh. It should be noted that this initial 
generation of continuous meshes in the entire domain is only conducted once as part of the 
pre-processing, after joint elements have been inserted between tetrahedral elements in the 
discontinuous mesh. The second step is to update the continuous volume and surface mesh 
dynamically when new fractures are formed. This happens before variables are projected 
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between the solid mesh and the fluid mesh at each fluid time-step. The update process will 
add new triangular elements to the continuous surface mesh to represent the newly 
generated fracture surfaces, and divide the continuous volume mesh at these new fractures. 
A simple example of dividing a continuous volume mesh is shown in Figure 5.4, where a 
through-going fracture near the centre of the model completely cuts it into two parts. 
  
a. Before fracturing. b. After fracturing. 
 Figure 5.4: An example of dividing a continuous volume mesh after fracturing. 
5.4.1 Initialisation of continuous volume and surface mesh 
A continuous mesh includes a volume mesh of 4-node tetrahedral elements and a surface 
mesh of 3-node triangular elements. Both types of elements are linear, so they are 
consistent. The initialisation process first generates a continuous volume mesh from the 
discontinuous volume mesh, and then a continuous surface mesh from the continuous 
volume mesh just generated. 
5.4.1.1 Initialisation of continuous volume mesh 
A cube solid domain is taken as an example here to illustrate the process of mesh 
conversion. The main difference between the discontinuous volume mesh and the 
continuous volume mesh is the topology of tetrahedral elements. In the discontinuous 
volume mesh, the four nodes of every tetrahedral element exclusively belong to this single 
tetrahedron, and the continuity of tetrahedral elements is enforced by joint elements inserted 
between them. In other words, for a non-deformed solid domain, there are several mesh 
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nodes superimposed at the same geometric point. In the continuous volume mesh, however, 
the nodes of each tetrahedral element are also shared by its neighbouring tetrahedral 
elements, i.e. there is only one mesh node at one geometric point. For example, in the 
discontinuous volume mesh shown in Figure 5.5a, mesh nodes A1 ~ A6 belong to different 
tetrahedral elements, respectively, e.g. node A1 exclusively belongs to tetrahedral element 1, 
although before deformation its coordinates are the same as A2 ~ A6. In the corresponding 
continuous mesh in Figure 5.5b, mesh node A is shared by six tetrahedral elements 1 ~ 6. It 
should be noted that before deformation the six nodes A1 ~ A6 in the discontinuous mesh 
(Figure 5.5a) and the node A in the continuous mesh (Figure 5.5b) have the same 
coordinates. During deformation, there might be displacements between nodes A1 ~ A6 in 
the discontinuous mesh (Figure 5.5a), so their coordinates may be different. 
  
a. Discontinuous volume mesh (tetrahedral 
elements and joint elements). 
b. Continuous volume mesh (purely 
tetrahedral elements). 
Figure 5.5: A cube solid domain discretised by a discontinuous volume mesh and a 
continuous volume mesh, respectively. Note that in the discontinuous mesh, the gaps 
between neighbouring tetrahedral elements are exaggerated to represent the discontinuity 
caused by the joint elements, which are inserted between tetrahedral elements. 
From the description above it is known that the main task of converting a discontinuous 
volume mesh into a continuous volume mesh is to find a group of nodes in the 
discontinuous mesh corresponding to one single node in the continuous mesh. Because the 
conversion is conducted in the pre-processing before loading starts, this group of nodes can 
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be found by searching mesh nodes that have the same coordinates in the discontinuous 
mesh. Therefore, the relation can be described as 
 
 
Nij ,d x ij ,d
initial = x i,c
initial , j = 1~ ni{ }→ Ni,c    (5.1) 
where the subscript d means the discontinuous mesh and c means the continuous mesh. 
There are a group of  ni  nodes in the discontinuous mesh corresponding to the ith node  
Ni,c  
in the continuous mesh. Here  
Nij ,d  is the jth node in this group, whose initial coordinate 
vector 
 
x ij ,d
initial = xij ,d
initial , yij ,d
initial , zij ,d
initial⎡⎣ ⎤⎦
T
 equals the initial coordinate vector of node  
Ni,c  in the 
continuous mesh, 
 
x i,c
initial = xi,c
initial , yi,c
initial , zi,c
initial⎡⎣ ⎤⎦
T
. The initial state here means the state before 
loading starts, so there is no deformation anywhere in the entire domain. In the case of the 
cube domain in Figure 5.5, nodes A1 ~ A6 in the discontinuous mesh (Figure 5.5a) 
correspond to one node A in the continuous mesh (Figure 5.5b), so this mapping can be 
written as 
 
 
Ai x Ai
initial = x A
initial ,i = 1~ 6{ }→ A    (5.2) 
There are no joint elements in the continuous mesh. The total numbers of tetrahedral 
elements are the same between the discontinuous mesh and the continuous mesh. The initial 
values of variables on mesh nodes in the continuous mesh, such as initial velocities and 
initial forces, can be inherited directly from any node in the group defined by Equation 5.1 
in the discontinuous mesh because at the initial stage they are all the same. 
During the loading process, the current node coordinates in the continuous mesh can be 
calculated as 
 
 
x i,c
current = 1
ni
x ij ,d
current
j=1
ni
∑    (5.3) 
where 
 
x i,c
current  is the current coordinate vector of the ith node  
Ni,c  in the continuous 
mesh, 
 
x i,c
current = xi,c
current , yi,c
current , zi,c
current⎡⎣ ⎤⎦
T
;  
 
x ij ,d
current  is the coordinate vector of node  
Nij ,d  in the 
discontinuous mesh, which is found by Equation 5.1, 
 
x ij ,d
current = xij ,d
current , yij ,d
current , zij ,d
current⎡⎣ ⎤⎦
T
;  ni  is 
the number of nodes that are superimposed at the same location before deformation in the 
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discontinuous mesh, which is also defined by Equation 5.1. In the case of the cube domain 
in Figure 5.5, the relation of current coordinates between meshes can be specified as 
 
 
x A
current = 1
6
x Ai
current
i=1
6
∑    (5.4) 
The other current values of variables on mesh nodes in the continuous mesh, such as 
current velocities and current forces are also calculated by averaging the values over the 
corresponding nodes in the discontinuous mesh, 
 
 
a i,c
current = 1
ni
a ij ,d
current
j=1
ni
∑  (5.5) 
where a represents any variable vector that needs to be projected between the 
discontinuous mesh and the continuous mesh, e.g. 
 
a = v = vx ,vy ,vz⎡⎣ ⎤⎦
T
, where v is the node 
velocity vector.  
5.4.1.2 Initialisation of continuous surface mesh 
After the initialisation of the continuous volume mesh, a boundary surface detection 
algorithm is used here to find the boundary surfaces of the solid domain. This algorithm 
searches over the entire continuous volume mesh and checks every triangular face of every 
tetrahedral element: if a triangular face is shared by two tetrahedral elements, this face is 
marked as an internal face; if a triangular face only belongs to one tetrahedral element, this 
face is marked as a boundary face. Once a boundary face is found in the continuous volume 
mesh, a triangular element representing this face is added to the continuous surface mesh. 
Therefore when the search over the entire solid domain has finished, the continuous surface 
mesh corresponding to the continuous volume mesh is completely established. 
Here once again a cube solid domain is taken as an example to illustrate the initialisation 
of a continuous surface mesh from a continuous volume mesh. As shown in Figure 5.6a, 4-
node tetrahedral element ABCD has four triangular faces ABC, BDC, CDA and DBA, among 
which only face ABC exclusively belongs to tetrahedral element ABCD; therefore, a 3-node 
triangular element ABC is formed in the continuous surface mesh (Figure 5.6b). In the same 
way, triangular elements EBA, FBE and CBF, etc., are added to the continuous surface 
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mesh subsequently, until the search over the entire solid domain finishes. It can be seen 
from Figure 5.6 that because this continuous surface mesh is generated from a continuous 
volume mesh, the connectivity between triangular elements is automatically guaranteed. 
  
a. Continuous volume mesh (tetrahedral 
elements). 
b. Continuous surface mesh (triangular 
elements). 
Figure 5.6: A cube domain represented by a continuous volume mesh and a continuous 
surface mesh, respectively. Note that the continuous surface mesh only covers the boundary 
surfaces. 
5.4.2 Update of continuous mesh after fracture formation 
When new fractures are generated in the solid domain using the fixed-mesh-based fracture 
model, there is no need to change the topology of tetrahedral elements in the discontinuous 
mesh. The reason is that fractures form between tetrahedral elements and neighbouring 
tetrahedral elements do not share nodes, so there is no addition, deletion or modification of 
nodes in the discontinuous mesh. In the continuous mesh, however, the newly formed 
fracture surfaces generate new solid boundaries, i.e. fluid-solid interfaces, so they should be 
correctly represented by updating both the continuous volume mesh and the continuous 
surface mesh, which means new nodes and elements need to be added to the continuous 
mesh. This mesh update process divides the continuous volume mesh from the new 
fractures, and adds new triangular elements to represent the new fracture surfaces in the 
continuous surface mesh. 
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b. Discontinuous mesh. 
 
a. Discontinuous mesh. c. Continuous mesh. 
Figure 5.7: Description of three edges of a 6-node joint element in discontinuous mesh and 
continuous mesh, respectively. 
In order to describe the process of updating the continuous mesh, first the edge 
description of joint elements is introduced. In Figure 5.7, a 6-node joint element N1N2N3-
N4N5N6 is inserted between tetrahedral elements 1 and 2 in the discontinuous mesh (Figure 
5.7a and b). This joint element is described by two triangular faces N1N2N3 and N4N5N6, so 
N1N2N3-N4N5N6 is called the face description of the joint elements in the discontinuous 
mesh. In the solid fracture model alone, one of the main algorithms is to calculate the 
relative displacements between triangular faces N1N2N3 and N4N5N6, so in that case, the face 
description of joint elements is necessary while the edge description is not needed (see 
details in Chapter 2). However, in the continuous mesh used by the fluid code in the 
coupling model, there is only one triangular face shared between tetrahedral elements 1 and 
2, so the face description of joint elements in the discontinuous mesh is not valid in the 
continuous mesh. Instead, an edge description is introduced for joint elements in the 
continuous mesh.  
The corresponding topology of joint element N1N2N3-N4N5N6 in the continuous mesh is 
shown in Figure 5.7c, where tetrahedral elements 1 and 2 share three nodes A, B and C at 
the same coordinate locations, i.e. two separate nodes N1 and N6 in the discontinuous mesh 
are represented by only one node A in the continuous mesh, N2 and N5 by B, and N3 and N4 
by C, respectively. It should be noted that in Figure 5.7, for illustration purpose the gap 
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between triangular faces N1N2N3 and N4N5N6 in the discontinuous mesh is exaggerated to 
show the discontinuity (Figure 5.7a and b). In real simulations, however, the relative 
displacements are very small. The three shared nodes A, B and C form a triangular face, 
which is shared by tetrahedral elements 1 and 2 in the continuous volume mesh. Therefore, 
each of the three sides of this joint element in the discontinuous mesh (blue areas in Figure 
5.7b) is represented by a single edge of a triangle in the continuous mesh (Figure 5.7c). 
Consequently, the edge description of joint element N1N2N3-N4N5N6 in the continuous mesh 
is ABC. 
The edge description of joint elements is important for the updating of the continuous 
mesh because not all failed joint elements can be represented as new solid boundaries in the 
continuous surface mesh; the addition of new triangular elements is determined by the edge 
properties of failed joint elements. More specifically, in this algorithm, only the edges that 
are on the existing solid boundaries are considered as active edges, which are counted for 
each failed joint element and the number is denoted by ESi, where i means the ith failed 
joint element. In the continuous mesh in three dimensions, each joint element has three 
edges, so the value of ESi can be 0, 1, 2 or 3 for one failed joint element. When ESi = 0, it 
means that none of the three edges of this failed joint element is on the solid boundaries, so 
this failed joint element is completely inside the solid domain. Because an assumption that 
non-fractured solids are impermeable is adopted here, meaning that fluids cannot go 
through the non-fractured solids that surround this internal failed joint element, therefore 
the fluid code is ‘blind’ to the fracture caused by this failed joint element and it does not 
need to be characterised in the continuous mesh used by the fluid code. The other three 
scenarios, corresponding to ESi = 3, 2 and 1, respectively, require updating the continuous 
mesh, and the detailed processes are described as follows. 
5.4.2.1 Three edges of a failed joint element on solid boundaries 
The first scenario for updating the continuous mesh is that all the three edges of a failed 
joint element are on the solid boundaries. In this case, the continuous mesh update only 
 194 
needs to detach one tetrahedral element from the rest of the solid domain in the continuous 
volume mesh and add two new triangular elements to the continuous surface mesh. 
  
a. Continuous volume mesh before update. b. Continuous surface mesh before update. 
  
c. Continuous volume mesh after update. d. Continuous surface mesh after update. 
Figure 5.8: Example of continuous mesh update when three edges of a failed joint element 
are all on the solid boundaries. 
Figure 5.8 shows an example of the continuous mesh updating process when three edges 
of a failed joint element are all on the solid boundaries, i.e. ESi = 3. The irregular domain in 
grey colour only represents solids, and fluids that surround the solids are not shown here. 
The failed joint element originally connects tetrahedral elements ABCD and ACBE in the 
discontinuous mesh, and is represented by a triangle ABC in the continuous mesh (red area 
in Figure 5.8a). It can be seen that all of its three edges AB, BC and CA are on the solid 
domain boundaries (red lines in Figure 5.8b). Once this joint element fails, tetrahedral 
element ABCD needs to be detached from the rest of the solid domain, so the continuous 
volume mesh is updated as shown in Figure 5.8c. The original nodes A, B and C are split, 
and become three pairs of nodes A1 and A2, B1 and B2, and C1 and C2. The original mapping 
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relation from discontinuous mesh nodes to continuous mesh nodes (Equation 5.1) is split at 
each pair of nodes. For example, the original mapping relation finds a list of nodes in the 
discontinuous mesh corresponding to one node, such as A, in the continuous mesh. After 
mesh updating, this list is split into two lists, corresponding to A1 and A2, respectively. After 
splitting the continuous volume mesh, two new triangular elements A1B1C1 and A2B2C2 are 
added to the continuous surface mesh (red areas in Figure 5.8d), and the topologies of the 
neighbouring elements are also updated, e.g. original triangular element ABE now becomes 
A2B2E. 
5.4.2.2 Two edges of a failed joint element on solid boundaries 
The next scenario for updating the continuous mesh is that two edges of a failed joint 
element are on the solid boundaries. In this case, the continuous mesh update needs to open 
a wedge-shaped gap in the continuous volume mesh and add two new triangular elements to 
the continuous surface mesh. 
  
a. Continuous volume mesh before update. b. Continuous surface mesh before update. 
  
c. Continuous volume mesh after update. d. Continuous surface mesh after update. 
Figure 5.9: Example of continuous mesh update when two edges of a failed joint element 
are on the solid boundaries. 
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Figure 5.9 shows an example of the continuous mesh updating process when two out of 
the three edges of a failed joint element are on the solid boundaries, i.e. ESi = 2. This solid 
domain is specially designed to illustrate this specific scenario here. The failed joint element 
originally connects tetrahedral elements ABCD and ACBE in the discontinuous mesh, and is 
represented by a triangle ABC in the continuous mesh (red area in Figure 5.9a). It can be 
seen in Figure 5.9a that only two edges AB and CA (red lines) are on the solid domain 
boundaries, and edge BC is inside the solid domain (blue line). As a result, in the 
continuous surface mesh shown in Figure 5.9b, only edges AB and CA (red lines) are on the 
surface mesh, while edge BC is not. Once this joint element fails, a wedge-shaped gap is 
open between tetrahedral elements ABCD and ACBE, so the continuous volume mesh is 
updated as shown in Figure 5.9c. It should be noted that this gap is exaggerated for 
visualisation purpose. In real simulations, however, the opening is very small. Only one 
original node A, which is shared by the two surface edges AB and CA, needs to be split, and 
generates a pair of nodes A1 and A2. After updating the continuous volume mesh, two new 
triangular elements A1BC and A2BC are added to the continuous surface mesh (red areas in 
Figure 5.9d). 
5.4.2.3 One edge of a failed joint element on solid boundaries 
The last scenario for updating the continuous mesh is that only one edge of a failed joint 
element is on the solid domain boundaries. This updating process is more complicated than 
the previous two. In this case, the continuous mesh updating algorithm needs to find one 
more failed joint element adjacent to the current one, and update this pair together to avoid 
an artificial exaggeration problem, which will be explained in detail by a following 
example. 
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a. Continuous volume mesh before update. b. Continuous surface mesh before update. 
  
c. Continuous volume mesh after update. d. Continuous surface mesh after update. 
Figure 5.10: Example of continuous mesh update when only one edge of a failed joint 
element is on the solid boundaries. 
Figure 5.10 shows an example of the continuous mesh updating process when only one 
edge of a failed joint element is on the solid domain boundaries, i.e. ESi = 1. The failed joint 
element originally connects tetrahedral elements ABCE and ACBF in the discontinuous 
mesh, and is represented by a triangle ABC in the continuous mesh (green area in Figure 
5.10a). It can be seen that only one edge CA (red line) is on the solid domain boundaries, 
and edges AB (yellow line) and BC (blue line) are both inside the solid domain. As a result, 
in the continuous surface mesh shown in Figure 5.10b, only edge CA (red line) is on the 
surface mesh. 
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It should be noted that the failure of this joint element ABC alone is only a necessary but 
not sufficient condition to update the continuous mesh. This can be explained by assuming 
an opposite situation, where the continuous mesh would be updated upon the failure of only 
one joint element ABC. If so, original nodes A, B or C needs to be split in the continuous 
mesh to introduce the local discontinuity caused by the failure of joint element ABC, which 
generates a fracture in the discontinuous mesh with an surface area equal to the area of 
triangle ABC. However, it can be seen that if only joint element ABC fails in the solid 
domain, none of its nodes can be split in the continuous mesh, otherwise at lease one of its 
neighbouring joint elements will be affected, and the updated fracture area in the continuous 
mesh will be larger than the area of triangle ABC, so cause a problem of artificially 
exaggerating the fracture surface area.  
In order to avoid this artificial exaggeration problem, the mesh updating algorithm 
needs to find one more failed joint element, which satisfies two conditions: first, it also has 
only one edge on the solid boundaries; and second, it shares one edge with the current failed 
joint element in the continuous volume mesh. Then this pair of failed joint elements is 
considered together and the local continuous mesh around them is updated. For example, in 
Figure 5.10a, the current failed joint element is ABC (green area). The mesh updating 
algorithm finds another failed joint element ADB (red area), which also has only one edge 
AD (red line) on the solid boundaries, and two edges DB (blue line) and BA (yellow line) 
both inside the solid domain. Besides, this neighbouring joint element ADB shares one edge 
AB with the current joint element ABC. Therefore, failed joint elements ABC and ADB are 
considered together to update the local continuous mesh. If at the current time-step only one 
joint element ABC fails in this cube solid domain, the continuous mesh updating algorithm 
will neglect this joint element and only process it until one more failed neighbouring joint 
element that satisfies the two conditions can be found at a certain following time-step. This 
may cause a problem that the discontinuities caused by fracturing are not synchronised 
between the discontinuous mesh and the continuous mesh, which can be seen in the 
numerical example presented in Section 5.5 and will be further discussed in the Section 5.6. 
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Once the pair of failed joint elements ABC and ADB are found in the solid domain 
(Figure 5.10a), the continuous volume mesh is updated as shown in Figure 5.10c. Only one 
original node A, which is on the original solid domain boundaries and shared by the two 
failed joint elements, needs to be split, and generates two nodes A1 and A2. After updating 
the continuous volume mesh, four new triangular elements A1BC, A2BC, A1BD and A2BD 
are added to the continuous surface mesh (green and red areas in Figure 5.10d) 
5.5 Numerical example 
5.5.1 Model setup 
The numerical example presented in this section is a simulation of a single fracture 
propagation driven by fluid pressures. The model setup is shown in Figure 5.11. The 
dimensions of the solid domain are 100 mm × 49 mm × 50 mm, which are the height, width 
and thickness in the y, x and z-direction, respectively. A pre-existing wedge-shaped fracture 
is inserted at the middle of the model and extends uniformly through the model in the z-
direction. The largest opening of this facture is at the left-hand boundary, which is 2.45 mm, 
and linearly decreases to zero at the fracture tip, which extends 24.5 mm from the left-hand 
boundary into the model in the x-direction. Therefore, the aspect ratio of this wedge-shaped 
pre-existing fracture, which is defined by opening/length, equals 1/10. The fluid domain 
surrounds the solid domain and is not explicitly shown in Figure 5.11. The solid material 
represents typical rock and the fluids are of high viscosity, which is necessary at the 
moment to guarantee numerical stability. 
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a. b. 
Figure 5.11: Model setup for the test of a single fracture propagation driven by fluid 
pressures. (a) dimensions and mesh of the model. Note that the largest opening of the pre-
existing fracture is at the left-hand boundary (2.45 mm) and linearly decreases to zero at the 
fracture tip; (b) a cut plane perpendicular to the z-direction and passing through the centre 
of the model. Note that in the result section, all the figures showing two-dimensional 
contours are generated in this cut plane. 
It can be seen from Figure 5.12a that the fluid domain surrounds the solid domain, 
which corresponds to the concept of ‘immersed body’. The loading condition for the fluid 
domain is a pressure condition P, which is first allowed to equilibrate at 15 MPa and then 
increases from 15 MPa at a loading rate of 2 × 104 MPa/s. The solid domain is stressed by a 
pressure boundary condition, which represents in situ stresses. Three pressures 20 MPa, 15 
MPa and 10 MPa are applied to the boundary surfaces of the solid domain (Figure 5.12b). It 
should be noted that here the engineering mechanics sign convention is employed, which 
means tensile stress is positive and compressive stress is negative. Therefore, under this 
convention in Figure 5.12b, the maximum principal stress σ1 = −10 MPa (σ2 = −15 MPa, σ3 
= −20 MPa, σ1 > σ2 > σ3) is applied in the vertical y-direction. However, if the 
geomechanics sign convention is employed, where compressive stress is positive and tensile 
stress is negative, the stress in the vertical y-direction should be the minimum principal 
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stress σ3 = 10 MPa (σ1 = 20 MPa, σ2 = 15 MPa, σ1 > σ2 > σ3). The initial fluid pressure of 15 
MPa and in situ stresses are designed to generate an initial tensile stress of 5 MPa in the 
vertical y-direction, which equals the tensile strength ft of the solid material. 
 
 
a. Fluid loading condition. b. Solid loading condition. 
Figure 5.12: Fluid and solid loading conditions for the fluid-driven fracture simulation. (a) 
is a two-dimensional view from the positive z-direction. The solid domain (grey colour) is 
surrounded by fluids (blue colour), and the loading for the fluid domain is a pressure 
condition P. The loading condition for the solid domain is a pressure boundary condition, 
where three different pressures are applied to the boundary surfaces perpendicular to the 
three orthogonal directions x, y and z, respectively. Note that the engineering mechanics 
sign convention is employed here, which means tensile stress is positive and compressive 
stress is negative. 
As introduced in Section 5.3, the time-step for the fluid code is normally larger than the 
time-step for the solid code in coupling simulations. In this example, the fluid time-step Δtf 
= 2.5 × 10−6 s and the solid time-step Δts = 5 × 10−9 s, so the solid code runs 500 time-steps 
per fluid time-step. An unstructured mesh is used for the solid domain. The average 
tetrahedral element size is  ~ 5 mm at the upper and lower boundaries and gradually reduces 
to ~ 2 mm near the pre-existing fracture. It should be noted that the solid mesh is fixed and 
does not change during the simulation, while the fluid mesh can be dynamically updated, 
e.g. refining near fluid-solid interfaces by adapting according to change in volume fraction 
of solid and coarsening elsewhere. 
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5.5.2 Numerical results 
The numerical results of a fluid-driven fracture simulation are shown in Figure 5.13. Driven 
by fluid pressures, the single fracture propagates nearly horizontally until reaching the right-
hand boundary of the solid domain. The irregular fracture path is attributed to the mesh 
dependency because the fracture model incorporated into the coupling model works on a 
fixed mesh (Chapter 2). The stress component illustrated in Figure 5.13 is the vertical stress 
in the y-direction, which is parallel to the general normal direction of the fracture surface so 
governs the propagation of this mode I type fracture. From the vertical stress contours it can 
be seen that the stress concentration ahead of the actual fracture tip is correctly captured by 
the fracture model in the solid code of the coupling model. 
The fracture propagation can also be seen from the solid concentration contours, which 
is defined to distinguish the fluid domain and the solid domain, where the value of 1 means 
pure solids (red area) and 0 means pure fluids (blue area). It can be seen that although the 
opening of the newly developed fracture is very small, some fluids have already flowed into 
it. The fluid mesh used by the fluid code in the coupling model is very refined near fluid-
solid interfaces and relatively coarse elsewhere, and is adaptively updated with the fracture 
propagation, which continuously generate new fluid-solid interfaces. As the new fracture 
surfaces define new fluid-solid interfaces, the fracture propagation can be viewed as the 
spread of the refinement in the fluid mesh. It should be noted that in Figure 5.13c and d, the 
fracture patterns from the solid code output, i.e. the three-dimensional fracture patterns, the 
two-dimensional patterns and the vertical stress contours, are different from the fracture 
patterns from the fluid code output, i.e. the solid concentration contours and the adaptive 
meshes. Basically, the fracture propagation seen in the fluid code is slightly behind the 
actual fracture propagation in the solid code, which is caused by the continuous mesh 
updating algorithm. This problem has been mentioned in Section 5.4.2.3 and will be 
discussed further in the next section. 
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Solid concentration. 
 
Three-dimensional fracture pattern. Adaptive mesh. 
 
 
Two-dimensional fracture pattern. Vertical stress. 
 
 
a. t = 0.108 ms. 
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Solid concentration. 
 
Three-dimensional fracture pattern. Adaptive mesh. 
 
 
Two-dimensional fracture pattern. Vertical stress. 
 
 
b. t = 0.178 ms. 
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Solid concentration. 
 
Three-dimensional fracture pattern. Adaptive mesh. 
 
 
Two-dimensional fracture pattern. Vertical stress. 
 
 
c. t = 0.238 ms. 
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Solid concentration. 
 
Three-dimensional fracture pattern. Adaptive mesh. 
 
 
Two-dimensional fracture pattern. Vertical stress. 
 
 
d. t = 0.263 ms. 
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Solid concentration. 
 
Three-dimensional fracture pattern. Adaptive mesh. 
 
 
Two-dimensional fracture pattern. Vertical stress. 
e. t = 0.378 ms. 
Figure 5.13: Numerical results of a fluid-driven fracture simulation. Three dimensional 
fracture pattern: a semi-transparent colour scheme is adopted, where the yellow colour 
represents solid domain boundaries and pre-existing fracture surfaces and the blue colour 
represents newly developed fracture surfaces. Two-dimensional fracture pattern: the local 
fracture development around the pre-existing fracture tip is shown in a cut plane as shown 
in Figure 5.11b. Solid concentration: a parameter defined to distinguish the fluid domain 
and the solid domain, where the value of 1 means pure solids (red area) and 0 means pure 
fluids (blue area). Adaptive mesh: the adaptively updated mesh used by the fluid code is 
shown in the cut plane. Vertical stress: the contour of the vertical stress component (in the 
y-direction) σyy is shown in different colours, where the red colour represents tension and 
the blue colour represents compression. Note that the intersection of three-dimensional 
meshes by cut planes tend to show what look like poor geometry triangular meshes but in 
fact the tetrahedral meshes themselves are of good qualities. 
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5.6 Discussion 
The fluid-solid coupling model with the fracture model correctly captures a single fracture 
propagation driven by fluid pressures. However, the main problem seen from Figure 5.13 is 
that the fracture propagation seen by the fluid code is slightly behind the actual fracture 
propagation simulated by the fracture model in the solid code. This problem is caused by 
the continuous mesh updating algorithm. When joint elements fail, they will definitely 
generate discrete fractures in the discontinuous mesh used in the solid code. However, when 
the discontinuous mesh is converted into a continuous mesh for the fluid code in the 
coupling model, only the failed joint elements that satisfy certain conditions are taken into 
account to split the continuous mesh and generate discrete fracture surfaces. Therefore, 
those failed joint elements that do not satisfy these conditions are neglected in the 
continuous mesh updating process when they first fail, and will only be processed after 
some time-steps when they satisfy the conditions. These conditions are specified in Section 
5.4.2. This lagging problem happens for part of the failed joint elements that have only one 
edge on the solid domain boundaries. As a suggestion for future improvement, a solution is 
proposed and illustrated below. 
  
a. Continuous volume mesh before update. b. Continuous surface mesh before update. 
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c. Splitting tetrahedral elements in the 
continuous volume mesh before update. 
d. Corresponding continuous surface mesh 
after splitting tetrahedral elements. 
  
e. Continuous volume mesh after update. f. Continuous surface mesh after update. 
Figure 5.14: Example of continuous mesh update involving splitting tetrahedral elements 
when only one edge of a failed joint element is on the solid domain boundaries. 
Figure 5.14 shows an example of updating the continuous mesh and avoiding the 
lagging problem. The basic idea is to split the tetrahedral elements originally connected by 
the failed joint element before updating the mesh for the failed joint element that has only 
one edge on the solid domain boundaries. In Figure 5.14a, joint element ABC (red area) 
fails. It has only one edge CA (red line) on the solid domain boundaries, and the other two 
edges AB and BC (blue lines) are inside the solid domain. According to the continuous mesh 
updating algorithm described in Section 5.4.2, the continuous mesh cannot be updated upon 
the failure of joint element ABC alone, because splitting any of its three nodes would 
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artificially exaggerate the fracture surface area. Therefore, the proposed solution first splits 
the two tetrahedral elements ABCD and ACBE, which are originally connected by joint 
element ABC in the discontinuous mesh (Figure 5.14c). This splitting process will add one 
new node F to the continuous mesh. After the splitting of tetrahedral elements in the 
continuous volume mesh, the newly added node F is split into two nodes F1 and F2, which 
are at either side of joint element ABC, respectively. Then the continuous volume and 
surface mesh can be updated (Figure 5.14d and e) and the fracture added in the continuous 
mesh maintains the same surface area (triangle ABC) as the fracture in the discontinuous 
mesh. Therefore, the lagging problem will be avoided and the fracture propagation will be 
synchronised in the fluid code and the solid code of the coupling model. 
The main components of the modelling of hydraulic fracturing are addressed in the 
numerical example presented in this chapter. However, it should be noted that one key part 
is neglected in the current coupling model, which is the poro-elastic fluid exchange between 
matrix rock and the fracture fluid, sometimes referred to as fluid leak-off (Nolte, 1988; 
Monteagudo, et al., 2011; Carrier and Granet, 2012; Secchi and Schrefler, 2012). One more 
limitation of the current coupling model is that the incompressible fluid assumption may be 
leading to greater numerical instability. To solve the above-mentioned issues, research has 
been in progress to extend the coupling model to compressible fluids, where the fracture 
model can be exploited in the future for blasting fragmentation simulations. 
5.7 Conclusions 
The three-dimensional fracture model based on fixed meshes, which was introduced in 
Chapter 2 and validated in Chapter 3, was incorporated into an existing fluid-solid coupling 
model. A methodology of using this model to capture fracturing behaviour of solids in 
fluid-solid coupling simulations was proposed. To solve the discrepancy problem between 
meshes used by the fluid code and the solid code in the coupling model, a scheme to convert 
the discontinuous volume mesh used by the solid code with the fracture model into a 
continuous volume mesh and a continuous surface mesh used by the fluid code was 
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developed. A numerical example of a fluid-driven fracture simulation was presented and the 
results were analysed from both the fluid code and the solid code output. 
The new fluid-solid coupling model with the fracture model is capable of simulating 
fractures in coupling simulations. One major application of this model is the simulation of 
fluid-driven fractures, where fluid pressures play a dominant role in the fracture 
propagation. The numerical example presented in this chapter shows that the coupling 
model with the fracture model obtains the correct critical load and propagation direction for 
fluid-driven fractures. Several important phenomena, such as stress concentration ahead of 
the fracture tip, adaptive refinement of fluid mesh as a response to the fracture propagation 
and fluids flowing into fractures, are properly captured in the numerical test. This work is a 
consistent extension of the development work of the three-dimensional fracture model for 
the FEMDEM method, and importantly, it broadens the application of the fracture model. It 
is worth mentioning that more tests need to be conducted and more detailed and quantitative 
analyses need to be done to improve this model. 
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6.1 Abstract 
Rubble-mound breakwaters covered by armour layers of concrete units are widely used 
coastal structures. Originally the design of these armour layers was based mainly on 
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hydraulic stability criteria, lacking consideration of the structural integrity of the units at 
real scale. In this work, the three-dimensional FEMDEM code with fracture model is 
applied to investigate the structural integrity of concrete armour units under dynamic and 
extreme loading conditions. Two types of concrete armour units are studied. Dolosse units 
are simulated in drop tests and pendulum tests, and the numerical results are compared with 
physical experiments and real site observations. Core-Loc units of prototype scale are 
simulated under an imaginary extreme loading condition, which represents a close but not 
touching configuration of interlocking units that are lifted, and then dropped from slightly 
above a horizontal and sloping base. The whole structural response of concrete armour 
units, including multi-body interaction, rigid-body motion, continuum deformation, fracture 
initiation and propagation, and post-fracturing interaction between discrete fracture 
surfaces, is accurately captured by three-dimensional numerical simulations. 
The paper listed below has been extracted from this chapter. 
Guo, L., Latham, J.-P., and Xiang, J. (2015). Numerical simulation of breakages of 
concrete armour units using a three-dimensional fracture model in the context of the 
combined finite-discrete element method. Computers & Structures, 146:117-142. 
6.2 Introduction 
Rubble-mound coastal structures are widely used for breakwaters in harbour construction 
and for revetments to protect shorelines. They rely on massive randomly placed concrete 
units (or huge pieces of rock known collectively as armourstone). These are placed on the 
seaward slopes in granular layers to withstand and dissipate the forces of the expected storm 
waves. Breakwaters in deep water are typically covered by armour layers of concrete units 
and there are many different shapes of concrete unit designed to be used in different ways, 
e.g. as double layers or single layers (CIRIA/CUR/CETMEF, 2007). The interlocking 
slender types of armour unit such as the Tetrapod and Dolos (plural Dolosse) which are 
placed randomly in double layers have largely given way to a new generation of 
interlocking concrete armour units that are chunkier and structurally more robust like the 
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Core-Loc, Accropode I, Accropode II and Xbloc. These newer units are also placed 
randomly but in single layers and at high enough packing densities to greatly inhibit 
movement under wave action. However, some movement cannot be ruled out and so there 
remains a poorly understood risk posed by the potential for breakage of concrete units, 
especially with increasingly large units. For example, if under wave action units are still 
able to rock and collide, the larger are the colliding bodies, the higher are the dynamic 
tensile stresses generated. 
This chapter focuses on two different tasks required to illustrate the potential use of the 
new three-dimensional fracture model within the FEMDEM program. The first task 
addressed in Section 6.3 below will emphasise its capability to model fracture processes 
resulting from a controlled collision that features a single brittle concrete unit.  For this task 
the Dolos unit is modelled, with two objectives. The first is to compare numerical 
simulation results of the new three-dimensional fracture model with Burcharth’s destructive 
impact experiments on Dolos (Burcharth, 1981b), i.e. perform a validation exercise for the 
fracture code. The second objective is to use the fracture model to explore the structural 
integrity of the Dolos unit and its vulnerability to fracturing. 
Further to the code validation presented in Chapter 3, and having validated the code in 
Section 6.3 specifically for the fracturing of one concrete unit, the Dolos, under dynamic 
loading (actually these impact simulations are performed as two- and three body collision 
problems), the second task, presented in Section 6.4, is an application to a much more 
complex problem. This second example fully illustrates the fracturing capability embedded 
within the FEMDEM multi-body solver as applied to one of the modern generation of single 
layer armour unit systems, the Core-Loc, for which there is considerable practical use and 
interest amongst coastal engineers today.  
Before presenting the results of simulations in Sections 6.3 and 6.4 which have the 
potential to be applied to any existing or as yet to be developed concrete unit type, it is 
perhaps important to recognise the historical context, key research efforts and especially the 
uptake of numerical models, that have led to a better understanding of structural integrity of 
armour layers so far. Much of this effort has been directed towards the Dolos unit, a unit 
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that remains one of the preferred choices for armour layers in several parts of the world, 
especially South Africa, its country of origin.   
Originally the design of concrete armour layers (armour unit size and shape, seaward 
slope, etc.) was based mainly on hydraulic stability criteria for a given design storm. This 
lacked consideration of the structural integrity of the units and the layer itself should 
breakages develop and progressively make the layer therefore unstable. In the nineteen 
seventies and eighties, however, severe breakages of concrete armour units were reported in 
several cases of breakwater failures (Burcharth, 1987), notably the Sines breakwater in 
Portugal. Therefore, the assessment of structural integrity of armour layers was understood 
to be an important and necessary factor in the design of such breakwaters. 
 
Figure 6.1: Crescent City breakwater covered by Dolosse units, California, USA (after 
Myrick and Melby, 2005). The weight of each Dolos unit is 38.1 t. The red units are 
instrumented with internal strain gages for monitoring purpose. 
Concrete armour units historically and today are invariably made of unreinforced 
concrete. The decision not to reinforce is based on cost and the high corrosion cracking 
potential of seawater penetrating any reinforced concrete. Among the various types of 
slender concrete armour units used on breakwaters, Dolosse units are a traditional and 
classical design which has been employed for decades in coastal engineering. A typical 
breakwater covered by Dolosse units at Crescent City, California, USA is show in Figure 
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6.1. Because of the long history of using Dolosse units, during which several breakwater 
failure cases occurred, a large number of research studies have been devoted to the 
structural stability of the Dolos unit. One main research area is monitoring at breakwater 
sites that have used Dolosse units. For example, Kendall and Melby (1992), Appleton et al. 
(1996), and Myrick and Melby (2005) have all contributed towards a comprehensive 
monitoring study of Crescent City breakwater, California, USA. Another main research area 
is the combination of analytical approaches with laboratory experiments. Burcharth 
(1981b), Terao (1982), Zwamborn and Scholtz (1986, 1988), Lin et al. (1986), and Hall et 
al. (1987) investigated the structural response of Dolosse units under different dynamic 
loading conditions by combining analytical and experimental methods. All these study 
methods led to a better understanding of how these interlocking Dolosse units work in 
reality and what might be done to improve their design (Burcharth, 1983; Timco, 1984; 
Burcharth et al., 1990). From a numerical code development point of view, these physical 
experiments also provide data for code validation. For example, Burcharth (1981b) 
systematically tested the relation between sizes of full-scale Dolosse units and their 
dynamic strength, and investigated the fracture patterns under different dynamic loading 
conditions, as well as the influence of reinforcement, concrete properties and surface cracks 
on the strength of the units. The data from Burcharth’s work (1981b) are used for code 
validation in this research. 
One developing area that continues to attract more and more interest is the use of 
numerical modelling programs to simulate the structural integrity of concrete units such as 
Dolosse units. The numerical modelling approach has many advantages for coastal 
engineers. One is that it can significantly reduce the cost and labour needed for physical 
experiments. Another is that numerical modelling can accurately control loading and set up 
extreme conditions representative of full-scale units, which would help investigate 
complicated conditions that are difficult to set up in laboratories, and which are needed to 
test the strength limits of Dolosse units of different design sizes. Tedesco et al. (1987, 1991, 
1992), Scott et al. (1990), and Rosson and Tedesco (1992, 1993) have all applied FEM-
based numerical programs to simulate the structural response of the Dolos unit under static 
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and dynamic loading conditions. They plotted time histories of stresses at several key points 
on Dolosse units and derived iso-stress curves for Dolosse units of different sizes. Although 
many insights were obtained by examining the stress fields in Dolosse units, and many 
other unit types have since been subjected to similar FEM stress analysis, these modelling 
tools cannot explicitly initiate and develop discrete fractures. Furthermore, without the 
multi-body capability of the discrete element method (DEM), their FEM codes alone cannot 
capture the multi-body loading of all the contacts existing in a real granular armour layer 
system of interlocking units.   
Development of numerical technology capable of modelling the behaviour of rubble-
mound coastal structures has been a long-term goal of the research group (AMCG, Applied 
Modelling and Computation Group, Imperial College London) that also supports this 
research into three-dimensional fracture modelling. FEMDEM computer codes appear 
uniquely well suited as a means to study armour layer behaviour and this has led to 
considerable advances in the ability of numerical methods to examine the latest generation 
of single layer unit systems such as Core-Loc. A source of references and progress towards 
this goal was presented in Latham et al. (2013a) where full scale Core-Loc armour layers 
built with 242 units, each of 8 m3 concrete volume, were successfully simulated using a 
‘rigid’ behaviour version of the FEMDEM program which runs faster than the deformable 
FEMDEM program used in this work to model fracture. Under static (and dry) conditions, 
contact force distributions corresponding to a range of different packing densities (one of 
the key parameters in construction specification), were evaluated numerically in their study. 
However, in this context, while considerable advances have been made in the numerical 
construction of realistic armour layers, a current drawback is that capturing the detailed 
geometry, internal stresses and modelling fracture (which requires the deformable version 
of the FEMDEM program) is prohibitive in terms of CPU when it comes to simulating a 
representative section of a breakwater under any kind of prolonged disturbance, e.g. as 
would be required for design purposes. In the meantime while research with multi-body 
methods is in development, effort continues to examine the likely extreme loading and 
stresses that the next generation of units is likely to be exposed to on site.  
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Several important studies of the structural response of Core-Loc units under disturbance 
were conducted by Melby and co-workers, e.g. see Melby (2002). Their work tested the 
strength of Core-Loc units in laboratory conditions and used the finite element method for 
numerical simulations of individual units to further investigate the stresses that might be 
expected in extreme cases of loading. 
Table 6.1: Types and origins of loads on armour units (after Burcharth, 1981a). 
Types of loads Origins of loads 
Static Weight of units 
Prestressing Settlement of underlayers 
Wedge effect and arching due to movements under 
dynamic loads 
Dynamic Impact Rocking/rolling of units 
Missiles of broken units 
Placing during construction 
Pulsating Gradually varying wave force including slamming 
 Earthquake 
Abrasion Suspended material 
Thermal Stresses due to temperature differences during hardening processes 
Freeze-thaw 
Chemical Corrosion of reinforcement 
 Sulphate reactions, etc. 
 
One further key capability to be addressed before numerical modelling can be applied in 
design work is to define and find a means of applying the wave loading conditions that units 
are exposed to. According to previous research, there are five main types of loads acting on 
armour units (Burcharth, 1981a; Howell, 1988; Burcharth et al., 1991), which are listed in 
Table 6.1. The complexity of the in situ loading conditions makes it very difficult even 
impossible to accurately represent reality in physical experiments and numerical 
simulations. Therefore, some simplified loading conditions are derived from reality to 
represent typical loading conditions. The focus of this chapter is on the numerical 
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investigation of the structural response of concrete armour units subject to impact loading 
conditions. For example, the impact loading may occur because of rocking and rolling of 
armour units subject to wave-induced forces, which can be simplified by drop tests in a 
laboratory environment; or the impact loading may occur when pieces of broken units 
(missiles) are thrown against other units by the waves, which can be simplified into 
pendulum type tests in a laboratory environment. It is worth mentioning that even a small 
motion of an armour unit can cause it to suffer severe breakages. This is because the mass 
of the unit is often made very large (for hydraulic stability) and hence impacts can involve 
very large forces. These create high amplitude tensile stress waves sufficient to exceed the 
invariably unreinforced concrete strength, which after some years after construction 
typically have mean values of 3.5 – 4.3 MPa (Franco et al., 2000). 
To recap, the research objective of this chapter is to apply the three-dimensional 
FEMDEM code with the fixed-mesh-based fracture model (Chapter 2) to the investigation 
of structural integrity of concrete armour units under dynamic and extreme loading 
conditions. The focus is on the numerical simulation of fracturing behaviour in complex 
stress fields and the interaction between multiple bodies. First, in Section 6.3, Dolosse units 
are simulated in two tests, the drop test and the pendulum test. The results are compared 
with Burcharth’s experiments (1981b) as a means of validating the code’s accuracy. 
Second, in Section 6.4, Core-Loc units are simulated under an imaginary extreme loading 
condition, which gives some insights into a worst case failure scenario. The potential that 
the technology has to capture the complex physical behaviour of armour layers including 
how they may progressively break up is shown. 
6.3 Simulation of Dolosse units under dynamic loading 
conditions 
A typical Dolos unit (shown in Figure 6.2) consists of two flukes, which are oriented at 
right angles to each other, and an intermediate stem, or trunk, which connects the two 
flukes. The dimensions of the Dolosse units simulated in this chapter are shown in Figure 
 220 
6.2, which are smaller than the dimensions of prototype Dolosse units employed in 
breakwater construction. It is worth noting that Burcharth (1981b) tested full-scale Dolosse 
units in physical experiments; here the dimensions are scaled down, but the ratios a/H, b/H 
and c/H are kept the same as the original units. This choice is based on the consideration of 
a balance between high accuracy and affordable CPU time. On the one hand, high accuracy 
is required to compare numerical simulations with physical experiments, so element size 
should be small enough to correctly represent the stress gradient in the plastic zone around a 
fracture tip. On the other hand, refined element size in three dimensions leads to a 
significant increase in the total element number, which will prolong the CPU time 
considerably. Therefore, to achieve a balance between high accuracy and affordable CPU 
time, the dimensions of simulated Dolosse units are scaled down from prototype 
dimensions. The three-dimensional FEMDEM code is currently being parallelised; once this 
is done, full-scale Dolosse units can be simulated with guaranteed high accuracy. In order to 
make these relatively small Dolosse units of normal concrete properties show breaking 
behaviour, the magnitude of dynamic loading is chosen to be relatively higher than the 
loading conditions acting on the larger Dolosse units used in Burcharth’s original tests 
(1981b). 
 
Figure 6.2: Geometry of Dolosse units. H: total length of Dolos unit, a: width of stem, b: 
width of fluke at its end, c: width of chamfer. Note, in Burcharth’s original units (1981b), H 
= 2.32 m. 
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In these tests, Dolosse units are simulated under two controllable dynamic loading 
conditions: a drop test (a hammer drop test) and a pendulum test. The drop test is designed 
to model the impact from wave-induced rocking of the units; the pendulum test is designed 
to model the impact from concrete pieces of broken units that are thrown against the units 
by waves. 
The setup of the tests are similar to the ones used by Burcharth (1981b), who specially 
chose the supporting and loading conditions to ensure the units break in the stem, because in 
reality most damaged Dolosse units are fractured through the stem at a position close to the 
fluke. Burcharth’s tests (1981b) involved repeated cycles of impacts, which are typically 6-
8 strikes until the units break completely into two pieces. A notable difference is that the 
current material constitutive model in the three-dimensional FEMDEM code does not 
consider cyclic loading and fatigue of material. As a consequence, in the numerical 
simulations of this section a single strike is applied as the impact loading and only a 
partially through-going fracture is generated without breaking the units completely into two 
parts. 
6.3.1 Drop tests 
6.3.1.1 Test setup 
The drop test is designed to model the impact from wave-induced rocking of the units. 
There are two main types of drop tests: hammer type drop tests and free fall uncontrolled 
drop tests; here the drop test refers to the hammer type drop test. The setup of the drop test 
is shown in Figure 6.3. It should be noted that the simulated model, including the Dolos unit 
and the base, is scaled down from the original model in Burcharth’s test (1981b). In the test, 
first the Dolos unit is placed on a base in such a condition that it can stay stable without 
extra support. Then, the right end of the Dolos unit is lifted a certain height until the stem is 
at an angle of 26° to the horizontal plane (xz-plane), i.e. the rotation angle θ of the Dolos 
unit about the pivot axis is equal to 26°. Here the angle is specially chosen to ensure that the 
Dolos unit can break (given the assumed representative concrete properties in Table 6.2) but 
not crush excessively. This is based on three considerations. First, from simulated tests of 
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other rotation angles it is known that for smaller angles the Dolos unit does not break, and 
for larger angles the lower part of the right fluke crushes severely to small pieces. Second, 
the objective of this research is to investigate the breakages of Dolosse units, so loading 
conditions which do not cause breakages are excluded. Third, from a reality point of view, 
the Dolosse units are very unlikely to crush into small pieces even if they break. Lastly, the 
Dolos unit is released and drops from this initial position, so under gravity an impact 
loading condition will be generated once the lower end of the right fluke hits the base as a 
flat-on-flat impact. From the simulation results, it is known that applying an angle of 26° to 
this hammer type drop test on Dolosse units of H = 1 m delivers comparable dynamic stress 
magnitudes to those generated in the tests of Burcharth (1981b) on the larger Dolosse units 
of H = 2.32 m and rotation angle ~ 8°. Once the parallelisation of the three-dimensional 
FEMDEM code is done, the full-scale Dolosse units of H = 2.32 m subject to exact loading 
conditions as in Burcharth’s work (1981b) can be simulated with guaranteed high accuracy. 
          
Figure 6.3: Drop test setup. 
Velocity constrained boundary conditions are applied to the base. The bottom surface of 
the base is restrained in the y-direction; the two left-hand and right-hand surfaces are 
restrained in the x-direction; the two front and back surfaces are restrained in the z-
direction. These conditions ensure there is no rigid body motion of the base. The fracture 
model is only applied to the Dolos unit and a viscoelastic constitutive model is applied to 
the base. Therefore, fracturing only occurs in the Dolos unit, and only viscoelastic 
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deformation without fracturing is allowed to happen in the base. In reality, however, some 
of the impact energy would be absorbed by local inelastic deformation near the impact point 
in the base, so the simulated failure scenarios are conservative estimations of the dynamic 
response of Dolosse units. The acceleration of gravity g is set to be 9.8 m/s-2. 
The type of material assigned to the Dolos unit and the base is unreinforced concrete. 
The same values are used for both the Dolos unit and the base (Table 6.2), however the 
difference is the Dolos unit is allowed to break but the base is only viscoelastically 
deformed without breaking. The concrete properties used in these tests are assumed to 
represent realistic Dolosse unit properties commonly employed in breakwater projects. The 
friction coefficient µ between the Dolos unit and the base is set to be 0.6. 
Table 6.2: Material properties in the drop test. 
Concrete properties Values 
Density ρ (kg⋅m-3) 2340 
Young’s modulus E (GPa) 26 
Poisson’s ratio υ 0.2 
Tensile strength ft (MPa) 3.3 
Cohesion c (MPa) 16.5 
Internal friction angle ϕ (°) 30 
Fracture energy Gf (J⋅m-2) 50 
 
The whole domain is meshed by unstructured 4-node tetrahedral elements, and the same 
mesh size is assigned to both the Dolos unit and the base (Figure 6.3). The average mesh 
size is approximately 2.9 cm. A total number of 170282 tetrahedral elements are generated. 
The Dolos unit consists of 67240 elements, and the base consists of 103042 elements. A 
time-step Δt = 5 × 10-8 s is used in the numerical simulations. 
6.3.1.2 Results of intact Dolosse units 
In this test, the Dolos unit is assumed to be perfectly intact, which means there are no pre-
existing imperfections in the Dolos unit before applying the impact loading. A cut plane 
perpendicular to the z-direction and passing through the centre of the Dolos unit (shown in 
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Figure 6.4) is made to show velocity and stress contours in this plane, and in the three-
dimensional view of fractures, a semi-transparent colour scheme is adopted in order to show 
the fracture development inside the Dolos unit. From practical experience, it is known that 
under this loading condition the fractures are mostly tensile failures, so only stress contours 
of σ1, which governs tensile failure, are shown here (Figure 6.5). 
 
Figure 6.4: A cut plane perpendicular to the z-direction and passing through the centre of 
the Dolos unit. 
During the drop test, shortly after the right fluke hits the base, there are two major stress 
concentrations in the Dolos unit (Figure 6.5b). One occurs in the upper stem-fluke corner 
(Figure 6.5b), which causes the first initiation of fractures in the Dolos unit. The other one 
is at the lower part of the stem where it touches the base, but the magnitude of stress 
concentration here is not large enough to initiate fractures. This stress concentration can be 
avoided by lowering the top left surface of the base and inserting a small plate between the 
left fluke of the Dolos unit and the base surface. 
Then fractures further develop in the upper stem-fluke corner from the surface to the 
inside until the second stress concentration occurs in the middle of the top part of the stem 
(Figure 6.5d). It is worth noting that the stress concentration zone advancing the fracture tip 
moves as this fracture propagates inwards from the surface (see Figure 6.5e). 
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After some development, the fractures start initiating in the lower stem-fluke corner 
(Figure 6.5f), which means the next stress concentration in the Dolos unit occurs here. At 
the same time, another stress concentration occurs near the right boundary surface at the 
upper part of the right fluke, but the magnitude of stress here does not build up to the 
critical value for failure. After that, there is no new initiation of fractures in the Dolos unit; 
the only fracturing events are propagation of existing fractures. It can be seen that due to 
dynamic stress wave effects and fracture propagation, there are still stress concentrations in 
the Dolos unit, but the magnitudes are significantly reduced. Once the Dolos unit bounces 
off the base all the concentrated stresses are relieved and no more new fractures are formed 
in the Dolos unit (Figure 6.5i). 
 
a. t = 0.05 ms. 
 
b. t = 0.45 ms. 
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c. t = 0.50 ms. 
 
d. t = 0.90 ms. 
 
e. t = 0.95 ms. 
 
f. t = 1.35 ms. 
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g. t = 1.45 ms. 
 
h. t = 2.20 ms. 
 
i. t = 2.40 ms. 
Figure 6.5: Numerical simulation results of the drop test of a Dolos unit arranged in time 
sequence. Note that the time starts when the lower end of the right fluke hits the base. The 
left-hand column shows the velocity vector and magnitude in the cut plane perpendicular to 
the z-direction, where 
 
vm = vx
2 + vy
2 + vz
2( ) , and the unit of velocity is m⋅s-1; the middle 
column shows the maximum principal stress σ1 in the cut plane perpendicular to the z-
direction, where tensile stress is positive, and compressive stress is negative, and the unit of 
stress is Pa; the right-hand column shows the three-dimensional fracture development in the 
Dolos unit, where the yellow colour represents the surfaces of the Dolos unit and the blue 
colour represents fracture surfaces. 
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6.3.1.3 Results of Dolosse units with pre-existing surface cracks 
It is known that surface cracks can exist in Dolosse units after casting even before the units 
are used in practice or subjected to dynamic tests (Burcharth 1981b, Figure 6.6). The 
generation of these surface cracks can be attributed to various reasons, such as the 
contraction of concrete during production stages and inappropriate placement of concrete 
units during construction. Considering these pre-existing surface cracks is essential to make 
numerical simulations as realistic as possible for practical engineering conditions. 
Therefore, several surface cracks are numerically introduced in the upper and lower stem-
fluke corners of the Dolos unit before applying impact loading. A section cut by two 
parallel planes both perpendicular to the x-direction (shown in Figure 6.7) is made to show 
the fracture development inside the Dolos unit. The initial state of the pre-existing surface 
cracks is shown in Figure 6.8a. They extend from the surface at the chamfer connection 
running inside for approximately one element length (blue areas in Figure 6.8a). 
The results of the drop test of the Dolos unit with pre-existing surface cracks are shown 
in Figure 6.8. It should be noted that in Figure 6.8 a section cut by two parallel planes both 
perpendicular to the x-direction (shown in Figure 6.7) is made to show the fracture 
development inside the Dolos unit. The motion and stress evolution of this Dolos unit with 
pre-existing surface cracks are very similar to the intact one, so only fracture development 
is shown here for comparison. 
It can be seen from Figure 6.8 that fractures first initiate from the pre-existing surface 
crack tips in the upper stem-fluke corner (Figure 6.8b). After they propagate 1 – 2 element 
lengths, new fractures start to initiate in the middle of the top part of the stem and also 
develop from pre-existing surface crack tips in the lower stem-fluke corner (Figure 6.8c). 
The newly formed fractures in the lower stem-fluke corner only propagate for 2 – 3 element 
lengths and the final failure pattern (Figure 6.8d) shows that more new fractures of a greater 
areal extent are formed in the upper stem-fluke corner than in the lower corner. 
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Figure 6.6: Typical surface cracks observed before testing in Dolosse units (after Burcharth, 
1981b). 
 
Figure 6.7: A section cut by two parallel planes both perpendicular to the x-direction to 
show the fracture development inside the Dolos unit. One cut plane is perpendicular to the 
x-direction and pass through the centre of the right fluke, and the other one is also 
perpendicular to the x-direction but pass through the stem. 
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a. t = 0 ms. b. t = 0.50 ms. 
  
c. t = 1.40 ms. d. t = 2.45 ms. 
Figure 6.8: Fracture development in the drop test of a Dolos unit with pre-existing surface 
cracks arranged in time sequence. Note that the time starts when the lower end of the right 
fluke hits the base. In the three-dimensional semi-transparent view, the yellow colour 
represents surfaces of the Dolos unit, and the blue colour represents fracture surfaces, 
including both pre-existing surface cracks and newly formed fractures; in the cross-section 
view, the yellow colour represents surfaces of the Dolos unit, and the blue colour represents 
pre-existing surface cracks, and the orange colour represents newly formed fractures. 
6.3.2 Pendulum tests 
6.3.2.1 Test setup 
The pendulum test is designed to model the impact from concrete pieces of broken units 
that are thrown against the units by the waves. The setup of the pendulum test is shown in 
Figure 6.9. It should be noted that the simulated model, including the Dolos unit and the 
base, is scaled down from the original model in Burcharth’s test (1981b). In this test, a 
Dolos unit is placed on a base in such a condition that it can stay stable without extra 
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support. The base is similar to the base used in the drop tests (Figure 6.3), except a block 
with height equal to 1/12 H is added to prevent the translational motion of the right fluke in 
the x-direction. A cylinder with length equal to diameter and weight equal to 1/5 of the 
Dolos unit is pulled back a certain height h and then released to hit the unit. The impact 
point is 1/12 the length of the Dolos unit length H measured from the end of the fluke. The 
position of the pivot and the length of the pendulum are chosen so that when the cylinder is 
at its resting equilibrium position, it just touches the surface of the Dolos unit. To ensure 
that the Dolosse units break but do not crush in the pendulum tests conducted with only one 
strike, the pulled back height h of the cylinder is chosen to be 0.2 m, so when the cylinder 
hits the Dolos unit at its lowest position, the impact velocity v0 equals 2 m·s-1 (Equation 
6.1). The acceleration of gravity g is set to be 9.8 m/s-2. 
  (6.1) 
 
Figure 6.9: Pendulum test setup. 
Velocity constrained boundary conditions are applied to the base similarly to the drop 
test. These conditions ensure that there is no rigid body motion of the base. The fracture 
model is only applied to the Dolos unit and a viscoelastic constitutive model is applied to 
the cylinder and the base. Therefore, fracturing only occurs in the Dolos unit, and only 
viscoelastic deformation without fracturing is allowed to happen in the cylinder and the 
 v0 = 2gh
 232 
base. As mentioned above, in reality, some of the impact energy would be dissipated by 
local inelastic deformation near the impact point both in the cylinder and in the base, so the 
simulated failure scenarios are conservative estimations of the dynamic response of Dolosse 
units. 
The type of material assigned to the Dolos unit and the base is unreinforced concrete; 
the material of the cylinder is assumed to be steel. The material properties are shown in 
Table 6.3. Note that for the viscoelastic constitutive model applied to the cylinder, strength 
properties, i.e. tensile strength, cohesion, internal friction angle, and fracture energy, are not 
needed. Two values of friction coefficient µ are used in the test: µ is set to be 0.6 between 
the Dolos unit and the base (concrete-concrete contact), and 0.1 between the Dolos unit and 
the cylinder (concrete-steel contact). 
Table 6.3: Material properties in the pendulum test. 
Material types Concrete Steel 
Density ρ (kg⋅m-3) 2340 7850 
Young’s modulus E (GPa) 26 200 
Poisson’s ratio υ 0.2 0.28 
Tensile strength ft (MPa) 3.3 −−− 
Cohesion c (MPa) 16.5 −−− 
Internal friction angle ϕ (°) 30 −−− 
Fracture energy Gf (J⋅m-2) 50 −−− 
 
The whole domain is meshed by unstructured 4-node tetrahedral elements, and the same 
mesh size is assigned to the Dolos unit, the cylinder, and the base (Figure 6.9). The average 
mesh size is approximately 2.9 cm. A total number of 187294 tetrahedral elements are 
generated. The Dolos unit consists of 66637 elements; the cylinder consists of 7104 
elements; the base consists of 113553 elements. A time-step Δt = 5 × 10-8 s is used in the 
numerical simulations. 
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6.3.2.2 Results of intact Dolosse units 
In the first test, the Dolos unit is assumed to be perfectly intact, which means there are no 
pre-existing imperfections in the Dolos unit before applying the impact loading. For results 
visualisation, a cut plane perpendicular to the z-direction and passing through the centre of 
the Dolos unit (shown in Figure 6.10a) is made to show velocity and stress contours in this 
plane, and a section cut by two parallel planes both perpendicular to the x-direction (shown 
in Figure 6.10b) is made to show the fracture development inside the Dolos unit. The results 
are shown in Figure 6.11. It is known that under this loading condition the fractures are 
mostly tensile failures so only stress contours of σ1, which governs tensile failure, are shown 
here. 
 
a. A cut plane perpendicular to the z-direction and pass through the centre of the Dolos unit. 
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b. A section cut by two parallel planes both perpendicular to the x-direction to show the 
fracture development inside the Dolos unit. One cut plane is perpendicular to the x-direction 
and pass through the centre of the right fluke, and the other one is also perpendicular to the 
x-direction but pass through the stem. 
Figure 6.10: Sections cut for result visualisation.  
 
a. t = 0 ms. 
 
b. t = 0.1 ms. 
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c. t = 0.2 ms. 
 
d. t = 0.3 ms. 
 
e. t = 0.4 ms. 
 
f. t = 0.5 ms. 
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g. t = 0.6 ms. 
 
h. t = 0.7 ms. 
 
i. t = 0.8 ms. 
 
j. t = 0.9 ms. 
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k. t = 1.0 ms. 
Figure 6.11: Numerical simulation results of the pendulum test of a Dolos unit arranged in 
time sequence. Note that the time starts when the cylinder hits the Dolos unit. From left to 
right: the first column shows the velocity vector and magnitude in the cut plane 
perpendicular to the z-direction, where 
 
vm = vx
2 + vy
2 + vz
2( ) , and here the unit of velocity is 
m⋅s-1; the second column shows the maximum principal stress σ1 in the cut plane 
perpendicular to the z-direction, where tensile stress is positive, and compressive stress is 
negative, and the unit of stress is Pa; the third column shows the three-dimensional fracture 
development in the Dolos unit, where the semi-transparent yellow colour represents 
surfaces of the Dolos unit and the blue colour represents fracture surfaces; the fourth 
column shows the cross-section view generated by cutting the model as shown in Figure 
6.10b, where the yellow colour represents surfaces of the Dolos unit and the orange colour 
represents fracture surfaces. 
It can be seen that shortly after the cylinder hits the Dolos unit (t = 0.2 ms, Figure 
6.11c), a very small part of the Dolos unit crushes at this impact point. This shear fracture 
only has the surface area of one element size and does not propagate further. Then, the 
stress concentration zone develops in the middle of the right boundary of the right fluke 
(Figure 6.11d, e), but the magnitude of stress here is not large enough to initiate fractures. 
At t ~ 0.8 ms, the stress concentration in the lower stem-fluke corner is built up high 
enough to initiate the first tensile fracture in the Dolos unit (Figure 6.11i). Note that the 
stress concentration zone ahead of the fracture moves with the propagation of fractures from 
the surface to the inside; this phenomenon is accurately captured in Figure 6.11i-k. When 
the bottom end of the right fluke is detached from the base due to rotational motion caused 
by the strike of the cylinder, the stress field in the Dolos unit becomes relatively stable; 
most concentrated stresses are relieved, and only one exists at the fracture tip, but it is 
reducing and does not develop new fractures any more (Figure 6.11k). In this final fracture 
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pattern, except the small crushing at the impact point, the fractures in the lower stem-fluke 
corner are the only failures in the Dolos unit. 
6.3.2.3 Results of Dolosse units with pre-existing surface cracks 
In the second test, several surface cracks are introduced in the upper and lower stem-fluke 
corners of the Dolos unit before applying impact loading (Figure 6.12a), which is similarly 
implemented as in the drop test. They extend from the surface at the chamfer connection 
running inside for approximately one element length (blue areas in Figure 6.12a). 
The results of the pendulum test of the Dolos unit with pre-existing surface cracks are 
shown in Figure 6.12. It should be noted that in Figure 6.12 the Dolos unit is cut by two 
parallel planes (shown in Figure 6.10b) to show the fracture development inside the Dolos 
unit, and in the three-dimensional view of fractures a semi-transparent colour scheme is 
adopted. The motion and stress evolution of this Dolos unit with pre-existing surface cracks 
are very similar to the intact one, so only fracture development is shown here for 
comparison. 
  
a. t = 0 ms. b. t = 0.20 ms. 
  
c. t = 0.75 ms. d. t = 0.80 ms. 
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e. t = 0.85 ms. f. t = 0.90 ms. 
Figure 6.12: Fracture development in the pendulum test of a Dolos unit with pre-exiting 
surface cracks arranged in time sequence. The colour scheme used here is the same as in 
Figure 6.11. 
The results of the Dolos unit with pre-existing surface cracks in the pendulum test 
(Figure 6.12) show similar fracture development as the intact units show. First, a local shear 
fracture of one element size develops in the right fluke at the impact point (Figure 6.12b). 
Then, new fractures propagate from the tips of pre-existing surface cracks in the lower 
stem-fluke corner (Figure 6.12c), and extend into the Dolos unit for approximate 2 – 3 
element lengths (Figure 6.12d-f). Similar to the fracture pattern formed in the intact Dolos 
unit, these new fractures are the only significant failures caused by the strike of the cylinder; 
there are no new fractures in other parts of the Dolos unit, except the local crushing at the 
impact point. 
6.3.3 Discussion 
6.3.3.1 Comparison between physical experiments and numerical simulations 
One of the main objectives of this research is to validate the numerical code by comparing 
the numerical simulation results with Burcharth’s physical experiment results (1981b). It 
should be noted that there are two major differences between physical experiments and 
numerical simulations, which are listed as follows: 
1. Dolosse units of full-scale dimensions were used in physical experiments 
(Burcharth, 1981b), which are larger than the Dolosse units tested in the numerical 
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simulations. The simulated Dolosse units are scaled down from full-scale 
dimensions so that high accuracy and affordable CPU time can be guaranteed. 
However, this has necessitated the use of a somewhat higher drop angle for hammer 
drop tests and a higher swing height in the pendulum tests. 
2. The Dolosse units were struck several times until they completely broke into two 
pieces in physical experiments (Burcharth, 1981b). Because cyclic loading and 
material fatigue are not taken into account in the material constitutive model applied 
in the FEMDEM code, the Dolosse units are only struck once in numerical 
simulations. Therefore, no fractures are fully developed such that they would break 
Dolosse units into two parts, but the locations and evolution of fractures are still 
accurately captured. 
In Burcharth’s results (1981b) of drop tests, it is reported that fractures initiate from the 
upper stem-fluke corner then spread to the lower corner (Figure 6.13a); it is also stated that 
in a few drop tests the fracturing starts through the middle part of the stem instead of the 
upper corner. By comparing the numerical simulation result of the drop test (Figure 6.13b, 
c) with the physical experiment result (Figure 6.13a), it can be seen that fractures develop in 
a similar way; the fracturing starts from the upper stem-fluke corner, then in the middle part 
of the stem, last in the lower stem-fluke corner. These fracture patterns have also been 
reported from real site monitoring (Myrick and Melby, 2005). Figure 6.15 shows typical 
Dolos unit breakages at Crescent City, California, USA. 
In physical pendulum tests (Burcharth, 1981b), fractures develop in the opposite sense 
compared to the drop tests, and start from the lower stem-fluke corner then propagate to the 
upper corner. Similarly, in numerical simulations major fracturing develops only in the 
lower stem-fluke corner, and a small piece of fracture near the impact point. It is reasonable 
to assume that if the numerical pendulum test continues for several more strikes, the Dolos 
unit is most likely to break into two pieces along the path from the lower stem-fluke corner 
to the upper corner. 
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a. Physical experiment result (after 
Burcharth, 1981b). 
b. Numerical simulation result, 
t = 0.50 ms. 
c. Numerical simulation 
result, t = 2.40 ms. 
Figure 6.13: Comparison between physical experiments and numerical simulations of drop 
tests of intact Dolosse units. Note that figure (a) shows the schematic summary of the 
observed fracture modes in Burcharth’s tests (1981b). 
 
a. Physical experiment result (after 
Burcharth, 1981b). 
b. Numerical simulation 
result, t = 1.0 ms. 
Figure 6.14: Comparison between physical experiments and numerical simulations of 
pendulum tests of intact Dolosse units. 
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a. Example of fluke-stem fracture. 
 
b. Example of middle-stem fracture. 
Figure 6.15: Examples of Dolos unit breakages from monitoring at Crescent City 
breakwater, California, USA (after Myrick and Melby, 2005). 
The numerical simulation results of the Dolosse units with pre-existing surface cracks 
show similar differences between the drop test and the pendulum test as the comparison of 
intact Dolosse units shows. In the drop test, fractures first propagate from pre-existing 
surface crack tips in the upper stem-fluke corner, then in the lower corner, resulting in a 
larger area of new fractures in the upper corner than the lower corner (Figure 6.16a); in the 
pendulum test, major fractures only propagate from pre-existing surface crack tips in the 
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lower stem-fluke corner without any fracturing in the upper corner (Figure 6.16b). These 
differences are consistent with the observations in physical experiments (Burcharth, 1981b). 
  
a. Drop test, t = 2.45 ms. b. Pendulum test, t = 0.90 ms. 
Figure 6.16: Comparison of final fracture patterns of Dolosse units with pre-existing surface 
cracks in the drop test and the pendulum test. The three-dimensional fractures are shown on 
the left-hand side of figure (a) and (b), where the semi-transparent yellow colour represents 
surfaces of the Dolos unit, and the blue colour represents fracture surfaces, including both 
pre-existing surface cracks and newly formed fractures. The cross-section views on the 
right-hand side are obtained by cutting the Dolos unit using two parallel planes (Figure 
6.10b), where the yellow colour represents surfaces of the Dolos unit, and the blue colour 
represents pre-existing surface cracks, and the orange colour represents newly formed 
fracture surfaces. 
Although the obtained fracture patterns in physical experiments and numerical 
simulations are representative of typical failure scenarios of Dolosse units, it is worth noting 
that in reality the constraints are more complex as units are always more restricted by the 
effects of their neighbour unit contact forces. Because stress distribution and fracture 
development are very sensitive to loading conditions and external constraints, the fracture 
patterns observed in real sites may be different from the ones obtained here. 
6.3.3.2 Effect of surface cracks 
The effect of surface cracks on fracture development in Dolosse units subject to dynamic 
loading conditions are investigated by comparison between intact Dolosse units and 
Dolosse units with pre-existing surface cracks (Figure 6.17 and Figure 6.18). It can be seen 
that the main effect of the inserted surface cracks is to restrict the newly formed fractures to 
develop from pre-existing surface crack tips. In drop tests, fractures in the upper stem-fluke 
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corner of the intact Dolos unit are mainly formed at the outer side of the chamfer, which is 
attached to the fluke; in contrast, fractures develop at the inner side of the chamfer, which is 
attached to the stem, for the Dolosse units with pre-existing surface cracks, because the 
surface cracks only exist at this side, and the new fractures propagate from pre-existing 
surface crack tips. In the pendulum tests, the intact Dolos unit has fractures that form more 
vertically in the lower stem-fluke corner; while the new fractures are developed more 
inclined towards the fluke in the lower corner of the Dolos unit with pre-existing surface 
cracks, because the surface cracks are not orientated vertically but more towards the fluke. 
Therefore, the surface cracks have a significant effect on the location and orientation of 
newly formed fractures, since the stresses are highly concentrated at these crack tips. It is 
worth noting that in reality surface cracks might exist anywhere in Dolosse units. The cases 
studied in this research represent the least safe situation, where surface cracks only exist in 
the right stem-fluke corners, because from the tests of intact Dolosse units it is known that 
fractures are most likely to form at these locations under the specific loading conditions 
applied here. 
  
a. Final fracture pattern of the intact Dolos 
unit in the drop test. 
b. Final fracture pattern of the Dolos unit 
with pre-existing surface cracks in the drop 
test. 
Figure 6.17: Comparison of final fracture patterns in drop tests. The semi-transparent 
yellow colour represents surfaces of the Dolos unit; the blue colour represents fracture 
surfaces, including both pre-existing surface cracks and newly formed fractures. 
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a. Final fracture pattern of the intact Dolos 
unit in the pendulum test. 
b. Final fracture pattern of the Dolos unit 
with pre-existing surface cracks in the 
pendulum test. 
Figure 6.18: Comparison of final fracture patterns in pendulum tests. 
Another point worth noting is that surface cracks do not have a significant effect on the 
strength of Dolosse units. It can be seen from Figure 6.17 and Figure 6.18 that the patterns 
and degrees of fracturing are very similar between intact Dolosse units and Dolosse units 
with pre-existing surface cracks. The area of fractures formed in intact Dolosse units are of 
the same order of magnitude as the area of both pre-existing surface cracks and newly 
formed fractures in Dolosse units with pre-existing surface cracks, where only the surface 
cracks having new fractures propagated from them are taken into account. This point is 
consistent with Burcharth’s (1981b) conclusion, which stated that surface cracks had 
negligible influence on the strength of unreinforced Dolosse units. Whereas surface cracks 
have minor effects on the strength of Dolosse units under dynamic loading conditions 
studied in this research, it does not indicate surface cracks can be ignored, as in reality they 
can affect the long-term durability of Dolosse units significantly. 
6.4 Simulation of multi-body Core-Loc units under gravity 
There are very few physical laboratory experiments reported in the literature which directly 
examine breakages of Core-Loc units. Turk and Melby (1998) investigated the dynamic 
response of Core-Loc units with laboratory scale (32 kg) and prototype scale (9.2 t) in drop 
tests and compared the results with Dolosse units, proving that the prototype Core-Loc units 
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are more robust than Dolosse units under tested conditions. This research is an attempt to 
investigate the potential of the three-dimensional fracture model to simulate possible 
breakages of Core-Loc units. It should be noted that the scenario for the boundary 
conditions and the results obtained from the numerical simulation as shown in this section 
cannot be taken to indicate potential failures that would be observed in Core-Loc units in 
reality. The simulation is purely designed for scientific research purpose. 
6.4.1 Simulation setup 
The objective of this simulation is to investigate complex multi-body interactions between 
Core-Loc units in an artificial situation. The system consists of five full-scale Core-Loc 
units (Figure 6.19) apparently ‘resting’ on a slope. The true boundary conditions at the 
beginning of the simulation are in fact that all of the five Core-Loc units are lifted a very 
small height ~ 0.016 m, and they are also positioned to be very close but not in contact with 
each other, with an average nearest contact distance for each unit of ~ 0.032 m. Therefore, 
when the simulation begins and they are released under gravity, they will fall down and 
would eventually reach a stable resting state, but during the fall process their motions will 
cause multiple collisions with the base slope and with each other. It should be noted that it 
would take a significantly longer time for the system to reach an equilibrium state of rest 
than the simulated time period that has been sampled here, so the final scenario (t = 0.1 s) 
obtained from this simulation is a transient state, and does not represent any stable static 
situations. All of the five Core-Loc units are of the same dimensions: the length of the Core-
Loc unit is 3.31 m, and the weight is 18.72 t (a volume of 8 m3). The acceleration of gravity 
g is set to be 9.8 m/s-2. 
Velocity constrained boundary conditions are applied to the base. The bottom surface of 
the base is restrained in the y-direction; the two left-hand and right-hand surfaces are 
restrained in the x-direction; and the two front and back surfaces are restrained in the z-
direction. These conditions ensure that there is no rigid body motion of the base. The 
fracture model is only applied to the five Core-Loc units and a viscoelastic constitutive 
model is applied to the base. Therefore, fracturing can only occur in the Core-Loc units, and 
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only viscoelastic deformation without fracturing is allowed to happen in the base. In reality, 
however, some of the collision energy between the Core-Loc units and the base would be 
absorbed by local inelastic deformation at the collision point in the base, so the simulated 
scenarios are conservative estimations of the response of Core-Loc units as there is a 
maximum degree of fracturing. 
 
a. Model setup. b. Mesh of the model with numerals 
differentiating Core-Loc uints. 
Figure 6.19: Model setup and mesh of the simulation of multi-body Core-Loc units. 
The type of material assigned to the Core-Loc units and the base is unreinforced 
concrete. The same values are used for both the Core-Loc units and the base as in the drop 
tests of Dolosse units (Table 6.2), however the difference is the Core-Loc units are allowed 
to break, but the base can only viscoelastically deform without breaking. The friction 
coefficient µ between Core-Loc units, and between Core-Loc units and the base is set to be 
0.6. A brief discussion of the selection of values of µ was given in Latham et al. (2013a). 
The whole domain is meshed by unstructured 4-node tetrahedral elements (Figure 
6.19b). The same mesh size is assigned to all five Core-Loc units, which is approximately 
0.15 m. The base uses a coarser mesh, with average element size of 1.5 m. A total number 
of 98734 tetrahedral elements are generated. Each Core-Loc unit consists of 19331 
elements, and the base consists of 2079 elements. A time-step Δt = 2 × 10-7 s is used in the 
numerical simulation. A point to note is that in this simulation, Core-Loc units of full-scale 
dimensions are simulated, so the element size is much larger than the element size used for 
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Dolosse units of ~ 1 m. This is due to the consideration of achieving affordable CPU time 
and guaranteeing the accuracy is still acceptable. 
6.4.2 Results 
The simulation models a period of real time of 0.1 s. The evolution of stresses and fractures 
are shown in Figure 6.20. Because of the complex geometry of Core-Loc units, even under 
relatively simple loading conditions, which is only gravity, the stress field in the system is 
very complicated. Therefore, it is hard to say fractures are caused purely by tensile failures 
or shear failures. By comparing the three figures in each row of Figure 6.20, it can be seen 
that most fractures are caused by a combination of effects including both excessive tensile 
stresses and differential stresses. 
 
a. t = 0.061 s. 
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b. t = 0.063 s. 
 
c. t = 0.067 s. 
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d. t = 0.084 s. 
 
e. t = 0.100 s. 
Figure 6.20: Numerical simulation results of interactions between multi-body Core-Loc 
units under gravity on a slope base. The left-hand column shows maximum principal stress 
σ1 ( σ 1 ≥σ 2 ≥σ 3 ), where tensile stress is positive, and compressive stress is negative. The 
middle column shows differential stress σD = σ1 – σ3. The right-hand column shows three-
dimensional fractures using a semi-transparent colour scheme, where the yellow colour 
represents surfaces of Core-Loc units, and the blue colour represents fracture surfaces. 
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6.4.3 Discussion 
The transient state of the five Core-Loc units at t = 0.1 s is shown in Figure 6.21. The results 
of this simulation are further analysed by plotting the energy in the system versus time. It is 
known that fracturing behaviour cause energy dissipation, so by analysing the energy 
evolution in the system, fracturing events can be identified by a corresponding energy loss. 
This is based on the assumption that fracturing behaviour is the only or dominant energy 
dissipation mechanism in the system, which is valid in this simulation. In the numerical 
code, energy can be dissipated by three mechanisms: viscous damping, friction and 
fracturing. The first two mechanisms in the fracturing simulation work in the same way as 
in the purely elastic simulation. Only the fracture model introduces the third mechanism 
into the system to dissipate energy. Therefore, by comparing results of the fracturing 
simulation and the elastic simulation, the energy dissipated by fracturing can be clearly 
identified. 
 
Figure 6.21: Transient failure scenario of Core-Loc units at time t = 0.1 s. On the left-hand 
side, a global figure shows the transient state of these five Core-Loc units after 0.1 s under 
gravity. On the right-hand side, a semi-transparent colour scheme is used to show fracture 
development inside the Core-Loc units. The yellow colour represents surfaces of Core-Loc 
units, and the blue colour represents fracture surfaces. See numerals to differentiate Core-
Loc units. 
 252 
Here two forms of energy are calculated: gravitational potential energy Ep (Equation 
6.2) and kinetic energy Ek (Equation 6.3), 
  (6.2) 
  (6.3) 
where Ep is the total gravitational potential energy of each Core-Loc unit, Ek is the total 
kinetic energy of each Core-Loc unit, N is the total number of element nodes on the 
numerical mesh associated with each Core-Loc unit, mi is the mass of node i on the mesh, hi 
is the vertical distance between node i and the surface of zero gravitational potential energy, 
which is assumed to be the upper horizontal surface of the base, vi is the velocity magnitude 
of node i. 
6.4.3.1 Unbroken and non-colliding unit (unit 4) 
From Figure 6.21 it can be seen that Core-Loc unit 4 does not break. Through careful 
checking of its motion during the simulation, it is found that it also does not collide with the 
base or the other Core-Loc units. Thus, during the simulation time, the motion of Core-Loc 
unit 4 is purely free falling. This can be clearly validated in the energy plots shown in 
Figure 6.22. Because there is no form of energy dissipation in Core-Loc unit 4, the curves 
from the fracturing simulation completely overlap the curves from the elastic simulation. It 
should also be noted that in the numerical simulation, energy is perfectly conserved (Figure 
6.22c). 
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a. Gravitational potential energy Ep. 
 
b. Kinetic energy Ek. 
 
c. Energy Ep + Ek. 
Figure 6.22: Time histories of energy of Core-Loc unit 4. Graph (a), (b) and (c) show plots 
of gravitational potential energy Ep, kinetic energy Ek, and energy sum Ep + Ek of Core-Loc 
unit 4 versus time, respectively. The red dashed line is the simulation result using the 
fracture model, and the blue solid line is the result using the viscoelastic model. 
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6.4.3.2 Unbroken but colliding unit (unit 5) 
Core-Loc unit 5 does not break but collides with the base during the simulation period. The 
energy loss caused by the collision events can be identified especially in Figure 6.23c. 
There are two energy drops in Figure 6.23c; each corresponds to one collision event (Figure 
6.23d and Figure 6.23e). By comparing the velocity magnitude of Core-Loc unit 5 (the 
right-most one) in Figure 6.23d and Figure 6.23e, it can be seen that the second collision 
(Figure 6.23e) is more severe than the first one (Figure 6.23d), which generate vertical 
colliding velocities of ~ 0.1 m·s-1 and ~ 0.05 m·s-1 to Core-Loc unit 5, respectively. The 
viscous damping is relevant to velocity gradient, so the second collision dissipates more 
energy than the first one, resulting in a greater drop on the energy plot (Figure 6.23c). 
There are two points to note here. First, the energy is only calculated in the form of 
gravitational potential energy Ep and kinetic energy Ek. The indentations on the plot of 
energy sum Ep +  Ek mean the energy is being transformed into elastic deformational energy 
in Core-Loc unit 5 during the collisions. The elastic strain energy is recovered once Core-
Loc unit 5 bounces off the base. Second, there is a small gap between the curves from the 
fracturing simulation and the ones from the elastic simulation, especially in Figure 6.23c. 
This is due to the difference in stiffness caused by introducing joint elements for the 
fracture model (see details in Chapter 2 and Chapter 3). The system becomes more 
compliant after adding joint elements, which causes a small delay in the response of the 
system. 
 
a. Gravitational potential energy Ep. 
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b. Kinetic energy Ek. 
 
c. Energy Ep + Ek. 
 
d. Vertical velocity contour at t = 0.021 s. 
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e. Vertical velocity contour at t = 0.063 s. Note that the magnitude of velocity in this figure 
is greater than figure (d). 
Figure 6.23: Time histories of energy of Core-Loc unit 5. Figure (d) and (e) show vertical 
velocity contours (y-direction) at two specific moments t = 0.021 s and t = 0.063 s, 
corresponding to point A and point B in graph (c), respectively. 
6.4.3.3 Broken units (units 1, 2 and 3) 
Core-Loc units 1, 2 and 3 break during the simulation period (Figure 6.21). Here unit 1 is 
taken as an example and the energy evolution is plotted in Figure 6.24. It can be seen that 
fracturing events are always accompanied by energy losses. This can be validated by 
comparing plots of energy sum Ep + Ek from the fracturing simulation and the elastic 
simulation (Figure 6.24c). It can also be seen that all the fractures are initiated by collisions. 
In the elastic simulation, the energy can be mostly or entirely restored after collisions. In the 
fracturing simulation, however, because collisions always cause fracturing, energy cannot 
be restored but is dissipated during collisions. 
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a. Gravitational potential energy Ep.  
 
b. Kinetic energy Ek.  
 
c. Energy Ep + Ek.  
Figure 6.24: Time histories of energy of Core-Loc unit 1. On the right-hand side, three 
figures show three-dimensional fractures at three specific moments corresponding to point 
A (t = 0.062 s), point B (t = 0.067 s) and point C (t = 0.080 s) in graph (c), respectively. 
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6.4.3.4 Diversity of failure modes 
Different failure modes are generated by the complex stress field in this simulation. 
Transient failure modes of Core-Loc units 1, 2 and 3 at the end of the simulation are shown 
in Figure 6.25, Figure 6.26 and Figure 6.27, respectively. For each figure, the fractures are 
viewed from four different angles to fully exhibit the three-dimensional situations. Straight 
and clean fractures of large areas are formed in Core-Loc unit 1 (Figure 6.25) and Core-Loc 
unit 3 (Figure 6.27). Especially in Core-Loc unit 3 (Figure 6.27), a major fracture develops 
in the middle of unit, which would cut it into two pieces and cause fatal failure with respect 
to structural integrity. Crushing usually happens at the ends of Core-Loc units where they 
collide with the base or the other units. Crushing generates many small pieces and 
fragments down to element size, but this behaviour is very localized to small areas near the 
impact points. It is worth mentioning that the crushing behaviour can be simulated more 
realistically if finer mesh is employed, but that will need much longer CPU time. Typical 
shear failure can also be seen particularly in Core-Loc unit 1 (Figure 6.25c), where a shear 
fracture cuts off the top end of the unit. 
 
a. b. c. d. 
Figure 6.25: Three-dimensional view of transient failure pattern of Core-Loc unit 1 at t = 
0.1 s from different angles. The first one from the left is the original orientation as shown in 
Figure 6.21. Note that the semi-transparent yellow colour represents surfaces of the Core-
Loc unit, and the blue colour represents fracture surfaces. 
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a. b. c. d. 
Figure 6.26: Three-dimensional view of transient failure pattern of Core-Loc unit 2 at t = 
0.1 s from different angles. The first one from the left is the original orientation as shown in 
Figure 6.21. 
 
a. b. c. d. 
Figure 6.27: Three-dimensional view of transient failure pattern of Core-Loc unit 3 at t = 
0.1 s from different angles. The first one from the left is the original orientation as shown in 
Figure 6.21. 
The simulations of Dolosse units and Core-Loc units show that the three-dimensional 
fracture model within the FEMDEM method is capable of capturing the whole process of 
fracturing in complex stress fields. However, the current code still has some limitations, 
which set out the directions for future work. One major challenge is to realistically represent 
the extreme wave loading of a design storm in the model. At present, the code cannot 
simulate cyclic rocking of armour units because cyclic loading and material fatigue are not 
taken into account in the material constitutive model applied in the FEMDEM code. Once 
the material constitutive model has been improved in this aspect, the wave actions can be 
applied in two possible ways. The first one is to apply a wave proxy, which simplifies wave 
impacts as cyclic loading conditions (Xiang et al., 2013). In the wave proxy, drag forces and 
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buoyancy forces are applied to the armour units to represent the effects of wave run-up and 
run-down and periodic submergence. The second one is to couple the FEMDEM method 
with a CFD (Computational Fluid Dynamics) code, e.g. Fluidity (Viré et al., 2012), and set 
up models with both solids domain (armour units, slope base, etc.) and fluids domain (wave 
action, etc.), so the wave loading on structures can be realistically simulated. 
Another major challenge to the numerical modelling of such coastal structures is to 
significantly boost the simulation speed. The current algorithms of the fracture model and 
contact mechanics are complicated, resulting in unaffordable CPU time for large-scale 
problems. However, to fully understand the structural behaviour of prototype armour units 
and correctly represent the complex constraints received from surrounding units, not only 
should the dimensions of armour units be those of full-scale but also the number of armour 
units considered should be sufficient to represent the stochastic variability of a real section 
of breakwater trunk. This demands a significant increase in computational time and 
resources. In this respect, mesh adaptivity, code parallelisation and the subdomain method 
are believed to offer the best strategy for a solution. 
6.5 Conclusions 
The three-dimensional FEMDEM method with fracture model was applied to the 
investigation of the structural integrity of concrete armour units under dynamic and extreme 
loading conditions. Dolosse units were simulated in drop tests and pendulum tests, and the 
numerical results were compared with physical experiments and observations from site. 
Core-Loc units of prototype scale were simulated under an imaginary extreme loading 
condition, which represented a close but not touching configuration of interlocking units 
that were lifted, then dropped from slightly above a horizontal and sloping base. The results 
of Core-Loc units were thoroughly analysed from an energy point of view. 
The whole structural response of concrete armour units, which includes multi-body 
interaction, rigid-body motion, continuum deformation, fracture initiation and propagation, 
and post-fracturing interaction between discrete fracture surfaces, was accurately captured 
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by three-dimensional numerical simulations. Transient dynamic response including that by 
fracturing was explicitly characterised. Various failure modes in complex stress fields were 
obtained. The energy-based analysis provides a helpful tool to identify the degree of 
fracturing in the system, which is an important factor for the mechanical stability and long-
term structural integrity assessment of the breakwater. The results give an insight into the 
understanding of progressive damage and reserve stability of a system of essentially strong 
but breakable concrete units. Applying this fracture model in the FEMDEM program it is 
possible, in principle, to systematically consider different concrete armour unit types and 
armour layer designs with respect to frequency and mode of failure in response to wave 
actions in the future, provided that the loading of waves can be realistically applied and the 
CPU power and run time is available.  
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Chapter 7  
Application of fracture models to the simulation of 
fracture development in multi-layered rock 
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7.1 Abstract 
Naturally fractured reservoirs are an important source of hydrocarbons. Fracture patterns 
characterising such reservoirs can be generated stochastically, but these have limited ability 
to capture realistic cross-cutting, branching, and truncation relations. Computational models 
capable of generating fracture geometries according to geomechanical principles offer a 
means to create a numerical representation of a more realistic rock mass structure. In this 
work, the fractures initiate and propagate discretely using the combined finite-discrete 
element method. First, a two-dimensional three-layer model undergoing layer normal 
compression is simulated with the aim of illustrating fracture pattern development and 
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examining the controls on fracture spacing in multi-layered rock. Second, a two-
dimensional seven-layer model is simulated under various loading conditions, including 
direct tension parallel to the layering with different vertical pressures, and bending with 
clamped and un-clamped boundaries; the aim is to illustrate fracture pattern and fracture 
aperture development in multi-layered rock. Third, a three-dimensional multi-layer model 
subject to in situ stresses is simulated with the aim of generating realistic fracture networks 
in three dimensions. 
The two-dimensional research in this chapter is derived from and expands upon Latham, 
et al. (2012) and Guo, et al. (2013). 
7.2 Introduction 
Naturally fractured reservoirs around the world are an important source of hydrocarbons. 
The difficulty in characterising such reservoirs is mainly attributed to the lack of sufficient 
sub-surface data to create realistic fracture network models (Nelson, 2001). The first 
fracture network models simulated by Priest and Hudson (1976) provided a basis for the 
development of Discrete Fracture Networks (DFNs), which are now widely used to estimate 
permeability in reservoir engineering. Although DFNs have brought many benefits to 
reservoir engineers, they lack certain mechanically realistic fracture relations, such as cross-
cutting, branching, and truncation; these fractures, however, have a significant impact on 
the bulk flow and geomechanical properties of a reservoir. Understanding mechanisms and 
processes of fracture pattern formation can help predict fracture characteristics in different 
stress regimes. One study area of great importance is the research of fracture development 
in relation to multi-layered rock to understand the role of fractures in vertical fluid 
migration across and within sedimentary rock layers (Figure 7.1). In this chapter the focus is 
on the formation of tensile fractures; before introducing the numerical simulation, an 
introduction to the structural geological setting for the models presented below is given. 
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Figure 7.1: Photo of one section including sequence boundaries, which mark the sequences 
that are traced in red colour, from Fremont Canyon, Wyoming, USA (after Zahm and 
Hennings, 2009). 
A considerable amount of literature exists on the tectonic setting and stress regimes that 
exist in the Earth’s crust, and the brittle and ductile structures that are produced in 
sedimentary rock as a consequence. A good discussion of the mechanical principles and 
concepts used to analyse geological structures including those mentioned below can be 
found in the book by Price and Cosgrove (1990). Sedimentary sequences in reservoir basins 
at different stages in their geological evolution to the present day may have been exposed to 
phases of deformation involving both layer extension and layer compression. Research on 
layered rock (Wu and Pollard, 1995) concluded that opening-mode tensile fractures are a 
common occurrence, and these are often confined and terminated by layer boundaries. 
However, sometimes through-going fractures are observed which penetrate many layer 
boundaries. The mechanisms allowing this significant pathway for fluids to develop are not 
well understood and are the subject of great interest to structural geologists and reservoir 
engineers concerned with the integrity of cap rock. 
Such multi-layer systems appear to have been subjected to direct layer parallel tensile 
stresses. Although intuition might suggest all three principal stresses in the ground will be 
compressive (σ1 < 0, σ2 < 0, and σ3 < 0), there is a range of circumstances in which this is 
not so and tensile stresses initiate geological structures. One example is a half-graben basin 
overlying a major listric, i.e. upward steepening fault.  In such basins a roll-over anticline 
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forms in the downward warping upper sequence, where direct tensile stresses build up in the 
multilayer sequence, as it is forced to stretch and fill the missing space. Another is the 
stretching of a sequence overlying an ascending diaper, e.g. a salt dome structure. Also, a 
very common occurrence even to considerable depths in a reservoir is where, e.g. due to 
rapid sediment burial, the absolute value of elevated fluid pressures p (p < 0) may exceed 
the absolute value of applied maximum principal stress  σ 1  ( 0 >σ 1 ≥σ 2 ≥σ 3 ). Therefore, the 
maximum effective principal stress  ′σ 1  (Equation 7.1), i.e. accounting for pore fluid pressure 
and governing tensile failure, is in many respects equivalent to a direct tension ( ′σ 1 > 0 , 
Figure 7.2). 
  (7.1) 
 
Figure 7.2: Schematic illustration of total stress and effective stress using the engineering 
mechanics sign convention. 
It should be noted that the engineering mechanics sign convention is used here, which 
means tensile stress is positive and compressive stress is negative. If the geomechanics sign 
convention is employed, where compressive stress is positive and tensile stress is negative, 
when the absolute value of elevated fluid pressures p (p > 0) exceeds the absolute value of 
applied minimum principal stress  σ 3  ( σ 1 ≥σ 2 ≥σ 3 > 0 ), the minimum effective principal 
stress  ′σ 3  (Equation 7.2) is equivalent to a direct tension ( ′σ 3 < 0 , Figure 7.3). 
  ′σ 3 =σ 3 − p   (7.2) 
 ′σ 1 =σ 1 − p
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Figure 7.3: Schematic illustration of total stress and effective stress using the geomechanics 
sign convention. 
Whereas buckle folds are associated with layer parallel compression, forced folds 
develop by boundary deflections at high angles to the bedding and are more readily 
acknowledged as facilitating stretching. There are, however, interesting analogies between 
forced folds and unstratified buckle folds. Two end member models for the deformation 
within layers folded by buckling are Tangential Longitudinal Strain (TLS) and Flexural 
Flow (FF) (Ramsay, 1967). Tangential Longitudinal Strain (TLS) is deformation response 
where the material behaves isotropically; the outer-arc stretches, and the inner-arc 
compresses, and the neutral surface, which will move during fold amplification, separates 
the material being extended parallel to the compression direction from that which is being 
shortened. Flexural Flow (FF) is a deformation field that would be associated with a 
transversely anisotropic behaviour allowing easy shear parallel to the layering. When 
interface slip is activated as a dominant deformation mechanism in fold amplification, the 
term flexural slip is used. 
These various settings that are known to initiate tensile fractures perpendicular to layer 
boundaries, namely direct layer parallel extension and forced folding, have informed the 
choice of boundary conditions that have been applied to the layered models in this research. 
A few numerical modelling studies have also been attracted by this problem. Bai and 
Pollard (2000) simulated an elastic three-layer model, where vertical fractures were inserted 
in the central layer as pre-existing fractures. Tang et al. (2008) modelled the entire fracture 
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evolution until saturation using a strain-dependent FEM-based degradation model. The 
work of Bai and Pollard (2000) and Tang et al. (2008) used two-dimensional models with 
the boundary condition in which only tensile stress directed parallel to the associated layers 
was applied. Discussion of the fracture evolution caused by layer normal compressive stress 
in layered rock, e.g. induced by overburden or burial, was outside the scope of their papers. 
Both of their studies assumed that the two materials across the layer boundaries were 
initially welded together, i.e. no slip or opening was permitted along the boundary. 
Interestingly, Tang et al. (2008) were able to show that delamination was almost certainly 
occurring in their simulations. Here delamination means the two sides of an interface 
between two adjacent layers have relative displacement. Slip between beds and on curved 
sections of otherwise planar faults contributes to pull-apart structures and thus slip between 
opposite sides of an interface cannot be considered negligible. 
A better solution to numerical modelling of layered rock is to introduce discrete surfaces 
as layer interfaces and use contact mechanics to simulate the interaction of neighbouring 
layers at interfaces. The objective of this chapter is to apply the FEMDEM numerical 
method with fracture model to mechanically simulate the growth of realistic fracture 
patterns in layered rock. 
The first part of the work (Latham et al., 2012) in this chapter models fracture pattern 
development and examines the controls on fracture spacing to layer thickness ratio in a two-
dimensional three-layer shale-limestone-shale sequence. The second part (Guo et al., 2013) 
models fracture formation in a two-dimensional seven-layer limestone sequence subject to 
direct tension and bending conditions with the focus on the fracturing behaviour across 
layer interfaces. The third part models a realistic three-dimensional multi-layer model in an 
in situ stress condition; fully three-dimensional fracture development, which is associated 
with stress heterogeneity and stress concentration in the complex stress field, is 
investigated. 
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7.3 Simulation of a two-dimensional three-layer model 
undergoing layer normal compression 
One key aspect of numerical modelling studies on layered rock is fracture spacing to layer 
thickness ratio of layer-bound fracture sets. Clearly, it would be advantageous for flow 
prediction if fracture spacing could be inferred from bed thicknesses deduced from drilling. 
Opening-mode tensile fractures are common in sedimentary rock, and their spacing is often 
proportional to the thickness of the fractured layer (Ladeira and Price, 1981; Wu and 
Pollard, 1995; Tang et al., 2008). The growth of fractures in layered sequences has been 
described in terms of ‘Sequential Infilling’, where the term ‘Fracture Saturation’ is given to 
the strata when no more fractures can infill even with increasing strain (Bai et al., 2000). 
In this section, a classical three-layer sandwich model (shale-limestone-shale) is taken 
as the problem domain to study the controls on the fracture spacing in the central competent 
layer (limestone). The focus is on the modelling of tensile fractures in a competent layer 
(limestone) surrounded by indirect stretching of the incompetent matrix (shale), in which 
condition tensile fracturing in the competent layer (limestone) occurs by stress transfer from 
extension of incompetent neighbouring layers (shale). 
It should be noted that the numerical code used in this section is an existing two-
dimensional FEMDEM code Y2D, which is very similar to the code originally published 
with Munjiza’s book (2004), but in addition has a Coulomb friction law implemented 
(Xiang et al., 2009). It can simulate fracturing both in tensile mode and shear mode, but the 
shear strength fs is independent of mean stress, only working as a constant, which is set as 
3.5 times the tensile strength ft here (Equation 7.3). 
  (7.3) 
7.3.1 Three-layer shale-limestone-shale model 
The model investigated here has identical dimensions to a case investigated by Tang et al. 
(2008), where the central layer of 0.03 m thickness and 0.6 m length is sandwiched between 
two layers of 0.045 m thickness and 0.6 m length (Figure 7.4). Tang et al. (2008) applied 
 fs = 3.5 ft
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direct tension boundary conditions in the x-direction and set the central layer stiffer but with 
lower strength than the matrix layers so that tensile fractures initiate first in the central 
layer. This is because the tensile strains are forced to increase evenly in the inner and outer 
layers, but with tensile stresses building up to critical values first in the central layer due to 
greater stiffness. In their model, they introduced heterogeneity through a homogeneity 
index. Here the material is assumed to be homogeneous through all three layers. In this 
work the material stiffness and yielding properties are selected as reasonable for a 
limestone-shale multilayer (e.g. Engelder and Peacock, 2001). Details of the material 
properties can be found in Table 7.1. 
Table 7.1: Material properties used in the two-dimensional three-layer model. 
Rock types Shale Limestone 
Density ρ (kg⋅m-3) 2400 2700 
Young’s modulus E (GPa) 10 50 
Poisson’s ratio υ 0.15 0.25 
Tensile strength ft (MPa) 2 10 
Shear strength fs (MPa) 7 35 
Fracture energy Gf (J⋅m-2) 30 50 
 
 
Figure 7.4: Three-layer model and its boundary conditions. 
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Figure 7.5: Mesh of the three-layer model. 
A layer-normal compressive stress regime is considered. The maximum for the average 
vertical strain is set at εyy = 0.01 or 1%. A time-step of 5.0 × 10−8 s ensures stable results 
with elements of ~ 2 mm in the central limestone layer and ~ 5 mm in the surrounding shale 
layers (Figure 7.5). It is worth noting that in this early work automatic meshing was applied 
with a result that regular alignment of joint elements (triangular element boundaries) is 
inevitable. This problem is solved in the seven-layer model presented in Section 7.4 by 
introducing unstructured meshes. The simulation performed is equivalent to a large 
composite specimen subjected to a rock mechanics test in a plane strain rig (zero strain in z-
direction) with constant velocity-control ±vy for the upper and lower boundaries and 
constant confining pressure P for the left and right end boundaries. Deformation rates are 
almost dynamic by normal test standards with average vertical strain rates of ~ 8 × 10-1 s-1 
for ±vy = 0.05 m·s-1. Stress waves generated by the instantaneously applied confining 
pressures were initiated, but are largely swamped by the build up of stresses imposed by 
convergence of the upper and lower boundaries. During the simulation, inelastic as well as 
elastic stretching in the shale is generated which contributes to tensile stresses being 
imparted to the central limestone layer. 
The properties of the layer interfaces are significant; frictionless contacts would 
preclude tensile stress generation in the limestone. The contacts between limestone and 
shale layers is given a frictional property; here a frictional coefficient µ = 0.5 is used for 
sliding between fracture walls within either rock type as well as for the horizontal interfaces 
between them, which behave like pre-existing closed cracks with no cohesion. Sliding on 
the interface will therefore contribute to local delamination when σyx ≥ 0.5σyy. 
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Four model conditions spanning a range of confining pressures are chosen to illustrate 
fracture development in the three-layer model as follows: 
Model 1: P = 1 MPa, 
Model 2: P = 0 MPa, 
Model 3: P = 5 MPa, 
Model 4: P = 10 MPa. 
7.3.2 Results 
The values of average vertical strain εyy, expressed as percentage identifies different stages 
in each simulation of fracture development as shown in Figure 7.6. Model 1 has moderately 
low confinement (P = 1 MPa); fragments wedging out as end-effects are only slightly 
suppressed, which is realistic for flexural flow settings of folded multilayers. Figure 7.6a 
shows the yielding in the shale physically expressed as conjugate shear fractures at 
appropriate bulk σyy values given by the material properties (see bulk stress-strain curves in 
Figure 7.7). The first tensile fracture is initiated by a stress concentration caused by shear 
displacements in the shale perturbing the lower boundary of the limestone layer at about εyy 
= 0.127%, but no fractures have developed in the middle region of the model. Fracture infill 
is not by idealised model sequential infill as the second and third fractures grow 
simultaneously. Fracture 4 grows in the centre of the longest intact segment. Details in 
Figure 7.6e show this tensile fracture propagating towards a tensile σxx amplifying ahead of 
the crack tip. Fracture 5 initiates (like fracture 1) then 6 grows between 3 and 4, 7 between 4 
and 5, 8 between 2 and 5, 9 between 4 and 6, which is in approximate order of longest 
segment. The peak average vertical stress of ~ 17.5 MPa at εyy ~ 0.120% drops rapidly 
afterwards (Figure 7.7), and by εyy = 0.177%, the 10th and last fracture in the longest 
unbroken segment of limestone has developed. This phase of very rapid sequential fracture 
development is accompanied by the main rapid drop in bulk vertical stress (Figure 7.7). 
From this point, strain in the limestone is increased by opening of fractures and interface 
slipping while in the shale, there is steady shear displacement on conjugate shear surfaces 
and a very slight increase in fracture density. During the long post-fracture saturation phase 
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of fracture opening, the longer limestone segments suffer bending stresses; these are not 
sufficient to initiate further tensile fractures, but could explain the stress fluctuations 
between 0 and 5 MPa (Figure 7.7). 
Model 2 (P = 0 MPa, Figure 7.6b) with no confinement has a very rapid period of 
formation of multiple tensile fractures and delamination similar to Model 1, however 
damage to the end of the shale layers inhibit tensile fractures from forming near to the ends. 
The lack of confinement enables the failed model to stretch out smoothly with zero 
resistance. 
Model 3 is highly confined (P = 5 MPa, Figure 7.6c). The initial pressure pulse sets up a 
transient stress wave as seen in the pre-peak loading curve and various vibration modes with 
stress amplitudes below those for yielding (Figure 7.7). Onset of tensile fracturing in the 
limestone layer near the left end is at a higher peak average stress (~ 20 MPa) and εyy = 
0.145%; thereafter orderly sequential infilling develops as each longest segment fractures 
first.  After fracture 11 and after fracture 14, longer periods of straining in the shale precede 
the next fracture.  Resistance to continued layer normal shortening falls to a post peak value 
of ~ 11 MPa by εyy = 0.350% with stress fluctuations of higher amplitude possibly 
associated with more significant stick-slip frictional events. Fractures continue to infill in 
the limestone after this point. Detail observation shows that fractures in the limestone often 
propagate away from a perturbation at the shale boundary for over several mesh elements 
and with a significant shear component on the advancing crack before a local tensile stress 
ahead of the crack tip redirects the crack orientation towards the y-direction. This shear 
initiation at these higher mean stresses appears to provide a new mechanism to continue 
splitting the limestone at the higher strain levels. 
Model 4 (P = 10 MPa, Figure 7.6d) can be understood with reference to Figure 7.7 and 
Figure 7.8 as a more extremely confined case than Model 3, with frictional behaviour even 
more dominant, and the shale exhibiting a diffuse shear fracture refined down to mesh 
element level towards the later stages. Figure 7.6d shows that by εyy = 0.200% only three 
fractures have formed in the limestone during the main stress drop. Frictional resistance to 
shearing in the shale maintains the residual bulk stress at ~ 17 MPa with additional 
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fracturing in the limestone appearing to reaching saturation between εyy of 0.800% and 
1.000% (Figure 7.8) with an average spacing to layer thickness ratio S/tf of ~ 0.8, where S is 
the average distance between fractures in the central limestone layer, and tf is the thickness 
of this layer, which equals 0.03 m. 
 
A. εyy = 0.126%. 
 
B. εyy = 0.127%. 
 
C. εyy = 0.131%. 
 
D. εyy = 0.139%. 
 
 
E. εyy = 0.148%. 
 
F. εyy = 0.161%. 
1
1 3 2
1 3 24 5
1 3 24 56 7
1 3 24 56 7 8
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G. εyy = 0.177%. 
 
H. εyy = 1.000%. 
a. Model 1: confining pressure 1 MPa. 
 
A. εyy = 0.198%. 
 
 
B. εyy = 1.000%. 
b. Model 2: confining pressure 0 MPa. 
 
A. εyy = 0.198%. 
 
B. εyy = 1.000%. 
c. Model 3: confining pressure 5 MPa. 
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 275 
 
A. εyy = 0.198%. 
 
B. εyy = 1.000%. 
d. Model 4: confining pressure 10 MPa. 
 
A. εyy = 0.139%. 
 
   
B. εyy = 0.138%. C. εyy = 0.139%. D. εyy = 0.140%. 
e. Stress concentration of Model 1. 
Figure 7.6: Numerical simulation stages of fracture patterns forming in a shale-limestone-
shale model subject to steady shortening normal to the layering at 0.05 m⋅s-1. (a)-(d) show 
four models with different degrees of constant layer-parallel confining pressure. Note that 
shear fractures develop first in the shale and soon after, the limestone develops extension 
fractures which infill in a sequence (see numerals). (e) shows details of the horizontal stress 
during tensile fracture propagation, where tensile stress is positive and compressive stress is 
negative. 
1 2 3
1 2 3 456 78 910 111213 14 15
1 3 24 5
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Figure 7.7: Bulk stress versus strain normal to layering is shown for different confining 
pressures acting parallel to the layers. 
 
Figure 7.8: Accumulation of numerically modelled fractures in the central (limestone) layer. 
Note that saturation happens after a certain number of fractures. 
7.3.3 Discussion 
Average fracture spacing to layer thickness ratio S/tf at saturation is 1.8 (P = 0 MPa) and 1.7 
(P = 1 MPa) for the lower confining pressure cases similar to that for the homogeneous case 
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obtained by Tang et al. (2008). At higher confinement, however, the mean stress is higher, 
and normal stresses across the frictional layer interface inhibit sliding so that for P = 5 MPa, 
S/tf = 1.0 and at P = 10 MPa, S/tf = 0.8; these fractures are more clustered into swarms or 
zones. 
Multi-layered rock undergoing increasing layer-normal compression during slow burial 
in a geological basin setting may develop a steady inelastic deformation in the shale layers 
as they yield and stretch pervasively or they may deform with more localised shearing 
deformation styles. This phenomenon has been simulated by explicitly forming discrete 
conjugate shear fractures (along the mesh boundaries which all contain joint elements) in 
the shale layers instead of using a continuum plasticity model. The geological applicability 
of these results depends to a large extent on whether this localized expression of yielding in 
the shale is considered geologically realistic as these simulations suggest localization of 
tensile fractures in the limestone is in many but not all cases related to stress concentrations 
caused by local shearing in the shale. 
A possible mechanism favouring S/tf < 0.8 is suggested by those models at higher 
confining pressures. Under the higher mean stresses, shear fractures in the shale normally 
arrested by the limestone, often promote stress concentrations and shear fractures, which 
eventually propagate into the competent limestone across the boundaries. These shear 
fractures in the limestone which are initiated near the shale-limestone boundaries amplify 
the stresses at the advancing fracture tips. The fractures transform back from shear mode 
into tensile mode as they straighten towards the direction of maximum compressive stress 
and propagate through the otherwise compressed material. The high reported incidence of 
S/tf < 0.8 in geological sedimentary sequences (Bai and Pollard, 2000) could also be 
explained by internal fluid pressures in the Earth’s crust; high internal fluid pressure could 
cause effective stress to change its mode from compression to tension, which will generate 
tensile fractures once it reaches the rock material’s tensile strength. 
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7.4 Simulation of a two-dimensional seven-layer model 
undergoing layer parallel tension and bending 
The model simulated in this section corresponds to a seven-layer horizontal limestone 
composite sampled from within the vertical section of a large wavelength fold (Price and 
Cosgrove, 1990). The scale of the sampled composite is considerably smaller than the scale 
of the major fold, so layer curvature can be neglected. The focus of this research is on the 
investigation of fracture propagation across layer interfaces and the relation between 
fracture initiation and layer interface delamination. 
It should be noted that the numerical code used in this section is an improved version of 
the original two-dimensional FEMDEM code Y2D. The main improvements are as follows: 
1. A Mohr-Coulomb model with tension cut-off has been implemented by Dr 
Jiansheng Xiang (Guo et al., 2013) to define shear strength as a function of mean 
stress (Equation 7.4), instead of a constant value, 
  fs = c −σ tanφ   (7.4) 
where fs is shear strength, c is cohesion, σ is the normal stress acting perpendicular 
to the shear direction (tensile stress is positive and compressive stress is negative), 
and ϕ is internal friction angle. 
2. A Coulomb friction law has been re-implemented by the author; the new numerical 
code is more robust and stable (see Appendix A). 
3. A ramping algorithm for velocity and pressure loading has been implemented by the 
author. The original version of the code applies velocity and pressure 
instantaneously and this can have the same influence on the simulation as an impact 
loading that would immediately propagate stress waves into the deforming domain. 
The improved version allows the user to define a certain period of time during which 
the loading velocity or pressure increases linearly from 0 to a designed value. 
4. A post-processing program has been developed by Dr Jiansheng Xiang to calculate 
fracture aperture values both in normal and shear directions (Latham et al., 2013b). 
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5. A post-processing program has been developed by the author to differentiate 
between fractures that are initiated by a tensile failure or a shear failure mechanism 
using different colours for visualisation. 
7.4.1 Seven-layer limestone model 
The model investigated here is a seven-layer all-limestone sequence (as shown in Figure 
7.9), in which the layers are numbered from the upper layer to the lower layer. The green 
and blue colours represent two types of limestone with an approximate 20% difference in 
material properties (Table 7.2). A Mohr-Coulomb type material with tensile strength cut-off 
is used for quasi-brittle failure of intact rock in this simulation. The material within each 
horizontal layer is modelled as isotropic and homogeneous material. The length of the 
model is 0.6 m and the thickness of the whole model is 0.2 m, which consists of layers 1, 3, 
5 and 7 of 0.02 m thickness and layers 2, 4 and 6 of 0.03 m, 0.04 m and 0.05 m thickness, 
respectively. All of the seven layers are meshed using unstructured 3-node triangular 
elements with an average size of 2 mm. A time-step of 1.0 × 10−8 s is used in the numerical 
modelling to ensure stable results. During the simulation, different loading conditions are 
considered, including direct tension parallel to the layers and bending. 
 
Figure 7.9: Seven-layer limestone model. See numerals for different layers. 
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Table 7.2: Material properties used in the two-dimensional seven-layer model. 
Layer numbers 1, 3, 5 and 7 2, 4 and 6 
Density ρ (kg⋅m-3) 2500 2700 
Young’s modulus E (GPa) 50 60 
Poisson’s ratio υ 0.25 0.35 
Tensile strength ft (MPa) 4.2 5.0 
Cohesion c (MPa) 10 12 
Internal friction angle ϕ (°) 25 30 
Fracture energy Gf (J⋅m-2) 50 60 
 
The simulation performed in this section is equivalent to a large composite specimen in 
a plane strain rig of a rock mechanics test; therefore, the plane strain assumption is applied 
here. Special attention is paid to layer interfaces, the properties of which have a significant 
influence on the fracture patterns. On the one hand, welded interfaces, i.e. no slipping or 
opening is permitted, would result in the multi-layered system behaving as intact rock with 
some alternating competent and incompetent material properties; however, slipping between 
beds is an important process given the geological evidence of bedding plane interface shear 
and pull-apart structures (Price and Cosgrove, 1990). On the other hand, frictionless 
contacts would preclude shear stress transfer between layers. An alternative is to treat layer 
interfaces as pre-existing closed cracks with no cohesion, and permit slip to occur according 
to a frictional contact law. Here a Coulomb friction law is applied to govern both sliding 
between opposite sides of a fracture and sliding on an interface between layers. In all 
models presented below, the friction coefficient µ is set at 0.6. Sliding on the interface will 
therefore contribute to local delamination when σyx ≥ 0.6σyy. 
7.4.2 Direct tension results 
In the first example shown in Figure 7.10, direct tension loading conditions parallel to the 
material layers are applied to the model. The left boundary is fixed in the x-direction, and 
the lower boundary is fixed in the y-direction, and thus the lower-left point is fixed both in 
the x- and y-directions. A velocity-controlled constraint condition in the x-direction vx is 
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applied to the right-hand boundary, and different pressures in the y-direction Py ranging 
from 0 MPa to 10 MPa are applied to the upper boundary. Both the velocity and pressure 
conditions are applied as a linear ramp-up from zero to the designed boundary constraint 
values over the first 0.002 s in the numerical modelling. 
 
Figure 7.10: Direct tension loading parallel to layers. 
The values of mean horizontal strain εxx expressed as a percentage identifies different 
stages in each simulation of fracture development as shown in Figure 7.11. The tensile 
strains in the x-direction are forced to increase evenly in all seven layers. Although tensile 
stresses developed in the thin, weaker layers (layer 1, 3, 5 and 7) are smaller than the thicker 
layers, the tensile strength of layer 1, 3, 5 and 7 is also smaller. For the case of zero applied 
pressure in the y-direction (Figure 7.11a and b), the tensile fractures first initiate in three of 
the thinner layers. Then tensile fractures subsequently grow in the thick layers, however 
none are connected across interfaces with fractures in neighbouring layers. When fracture 
generation is saturated, i.e. no new fractures are generated with increasing strain, most 
layers have only one fracture. This is because stress is no longer transferred from the right-
hand boundary after the model has been totally pulled apart, i.e. fractures can be seen to link 
from the top to the bottom and these will simply open up with further applied strain. 
Figure 7.11c-h show the results of models with non-zero pressures in the y-direction, 
which are introduced to model the effect of layer-normal compression during slow burial in 
a geological basin setting. At an early stage, the most significant difference compared with 
the Py = 0 MPa model is that tensile fractures initiate almost simultaneously both in thick 
and thin layers in the upper part of the model. This preferential position of initial fractures is 
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caused by the applied pressures and the difference in boundary constraints. In this series of 
models, the pressures in the vertical direction are applied at the upper boundary, which 
results in an additional layer horizontal extension being sensed first at the top a little before 
the reaction force is taken up at the bottom, and the upper boundary is completely free from 
displacement constraints so the fractures have a greater probability of developing in the 
more deformed upper part. For greater values of Py, fracture generation becomes more 
localised with fracture connection across layer interfaces occurring. For Py = 1 MPa, 
fractures propagate across layer interfaces in two layers (layer 4 and 5, layer 6 and 7, 
respectively); for Py = 5 MPa, fractures propagate across layer interfaces in three layers 
(layer 3, 4 and 5); for Py = 10 MPa, fractures propagate across layer interfaces in five layers 
(layer 3 – 7). This phenomenon will be discussed in detail in the discussion section. 
 
a. Py = 0 MPa, εxx = 0.013%. 
 
b. Py = 0 MPa, εxx = 0.107%. 
Model 1: vertical pressure 0 MPa. 
 
c. Py = 1 MPa, εxx = 0.015%. 
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d. Py = 1 MPa, εxx = 0.107%. 
Model 2: vertical pressure 1 MPa. 
 
e. Py = 5 MPa, εxx = 0.020%. 
 
 
f. Py = 5 MPa, εxx = 0.107%. 
Model 3: vertical pressure 5 MPa. 
 
g. Py = 10 MPa, εxx = 0.026%. 
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h. Py = 10 MPa, εxx = 0.107%. 
Model 4: vertical pressure 10 MPa. 
Figure 7.11: Numerical results of fracture patterns forming in the seven-layer limestone 
composite subject to direct tension parallel to the layering, for four models covering a range 
of vertical pressures. 
7.4.3 Bending results 
In the second example, two bending conditions are modelled. In both cases, the seven-layer 
limestone model is pushed up by a point velocity in the y-direction vy at the middle point of 
the lower boundary. In the actual simulation, however, this point velocity is applied along a 
very short horizontal line instead of a single point in order to reduce stress concentrations 
near the loading area. It can be seen from Figure 7.12 that the only difference between these 
two models lies in the boundary constraint conditions at the left and right ends. In Figure 
7.12a, the two ends of the model are clamped, which means both the translation and rotation 
are constrained, while in Figure 7.12b, the two ends are just supported by wedges, which is 
similar to a three-point bending test with differential displacements possible at the layer 
ends.  
 
a. Two ends are clamped. In this case, the layer ends are completely fixed. 
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b. Two ends are supported but not clamped. In this case, the layer ends can rotate. 
Figure 7.12: Bending conditions of the seven-layer limestone model. 
The contour plot of the horizontal stress component σxx of the clamped model (Figure 
7.13a) shows that before the first fracture initiates, the seven-layer model has come to a pre-
failure state. There exists a neutral surface in every layer, which separates the tensile and 
compressive stress fields. However, the middle region and end zones have the opposite 
distribution of horizontal stress. In the middle region of every layer the upper part is in 
tension and the lower part is in compression, but at the left and right ends the upper part is 
in compression and the lower part is in tension because of the clamped boundary 
constraints. The tangential longitudinal strain model is reasonably well exhibited throughout 
all layers. When fractures start to initiate and until fractures have saturated (Figure 7.13b), 
mainly tensile fractures develop in the tensile stress fields and shear fractures develop in the 
compressive stress fields. Due to the mesh dependency of the fracture orientation, a few 
very short shear fractures of one or two element edge length are distributed along the tensile 
fracture path. The length of both tensile and shear fractures are proportional to the layer 
thickness. 
The un-clamped model exhibits typical behaviour of a three-point bending beam for 
every layer. The horizontal stress contour prior to fracture initiation (Figure 7.13c) shows a 
different pre-failure state compared with the clamped model. Although the middle region of 
every layer has a similar stress distribution to the clamped model, the left and right ends are 
almost free of horizontal stress, a consequence of the constraint-free boundary conditions. 
These different horizontal stress distributions govern the difference in fracture patterns 
(Figure 7.13d). The un-clamped model has only one dominant tensile fracture in the middle, 
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though separated by a few very short shear fractures due to mesh dependency as noted in 
Figure 7.13b. 
 
a. Clamped model before fracture initiation. 
 
b. Clamped model at fracture saturation. 
 
c. Un-clamped model before fracture initiation. 
 
d. Un-clamped model at fracture saturation. 
Figure 7.13: Horizontal stress contours σxx (unit: Pa) and fracture patterns of the seven-layer 
limestone model subject to bending conditions. For the stress contours, tensile stress is 
positive and compressive stress is negative. For the fracture patterns, the red colour 
represents tensile fractures; the yellow colour represents shear fractures; and the blue colour 
represents layer interfaces and model boundaries. 
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To summarise the differences, in the freely un-clamped model (Figure 7.12b), although 
a neutral surface associated with Tangential Longitudinal Strain (TLS) is seen to develop in 
all layers prior to fracture, once tensile fracture initiates in the tensile zone (almost 
simultaneously in all layers), the freely rotating limb boundary conditions permit interlayer 
slip causing the inner-arc compression zones to relax, and the neutral surface migrates as 
the tensile cracks propagate with further bending. Compression is unable to build 
significantly on the inner-arcs once outer-arc fracture has propagated and shifted the neutral 
surface. Returning to the clamped model, it is clear that the models are quite similar up until 
fracture initiation, but in this case the TLS patterns are developed and retained well after the 
first fractures start to form. This is because there is no slip allowed, and the inner-arc 
compressive stresses cannot be relieved through interlayer slip as further amplification 
occurs. 
Although quite different to conventional layer compression models associated with the 
production of buckle folds, the models studied here were subject to different forms of 
bending. Noting that the models investigated only have very low strains and are not easily 
compared with geological structures, through-going fractures in the hinge region were in 
one case developed and in another were not. The boundary conditions promoting the 
through-going fracture were suggested to be more likely to exist in forced folding of layered 
rock where interlayer slip is available. This can then act as a mechanism for accommodating 
strain, relieving compression zones, and resulting in the tensile cracks propagating fully 
across the layers. 
7.4.4 Discussion 
Fracture aperture plays an important part in permeability analysis of geological systems. In 
this simulation, fracture apertures can be extracted in the post-processing (Latham et al., 
2013b). The normal apertures of models subject to direct tension with pressure Py = 0 MPa 
and 10 MPa (as shown in Figure 7.10) are shown in Figure 7.14. The fracture apertures of 
the model under zero pressure (Figure 7.14a) correspond to the fracture patterns as shown in 
Figure 7.11b. All the major tensile fractures are fully developed and largely opened to ~ 0.7 
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mm. The second tensile fractures in layer 2 and layer 6 are just opened to ~ 0.1 mm, which 
is due to the cessation of stress transfer from the right-hand boundary. The interfaces in the 
upper part of the model delaminate more than the interfaces in the lower part. The wide-
open fractures and fully delaminated interfaces together provide potential paths for 
relatively rapid fluid flow. The model with pressure Py = 10 MPa (Figure 7.14b) has no 
delamination at interfaces because of the high pressure in the y-direction; therefore, vertical 
stress has a significant influence on the delamination at layer interfaces. 
 
a. Py = 0 MPa, εxx = 0.107%. The dashed frame shows a window for stress and aperture 
analysis in Figure 7.16. 
 
 
 
b. Py = 10 MPa, εxx = 0.107%. Note that a through-going fracture across the interfaces of 
layer 4-7 is shown in detail. 
Figure 7.14: Normal apertures (unit: m) of the seven-layer limestone model subject to direct 
tension parallel to the layering. 
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Figure 7.15: Schematic illustration of the influence of effective vertical stress on the 
formation of through-going fractures (after Casabianca and Cosgrove, 2012). 
 
Figure 7.16: Horizontal stress and normal aperture of the segment in the analysis window 
shown in Figure 7.14a. 
Another important effect caused by vertical pressure is the formation of through-going 
fractures, which are important for fluid flow analysis in multi-layered systems. Low vertical 
stress enables the interface between fractured and non-fractured layers to delaminate, which 
can impede tensile fracture propagation across an interface (Casabianca and Cosgrove, 
2012, Figure 7.15). The pressure Py applied here acts as an effective vertical stress. The 
results shown in Figure 7.14 therefore are consistent with this explanation. 
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A further investigation of the seven-layer model subject to direct tension with pressure 
Py = 0 MPa suggests the timing of fracture initiation and layer interface delamination are 
highly relevant. A segment of the model is extracted from a window as shown in Figure 
7.14a, and the bulk horizontal stress of layer 2 and 3, as well as normal aperture at the 
interface between layer 2 and 3, is plotted versus bulk horizontal strain in Figure 7.16. The 
plot suggests that it is the critical difference in horizontal stresses in the two layers that 
initiates delamination followed by aperture opening. The initiation of the first fracture is 
accompanied by a rapid drop in bulk horizontal stress. It can be seen that a tensile fracture 
first initiates in layer 3 as it has a relatively lower tensile strength; then simultaneously, two 
tensile fractures develop in layer 2 of higher tensile strength at a higher stress level. This 
corresponds well with the fracture formation sequence shown in Figure 7.11a and b. The 
rapid increase in normal aperture indicates the delamination at the layer interface, which 
happens just after the initiation of fractures in layer 2. This indicates interface delamination 
occurs after the fracture initiation in the neighbouring layers on both sides of the interface. 
The tensile strengths in Figure 7.16 are slightly higher than the input values assigned for 
material properties. This, together with other results at different loading rates, show the 
strength generally increases with an increase in the loading rate. The materials are 
somewhat stronger, but the fracture behaviour is essentially similar for a range of 
engineering type loading rates. It is also worth noting that stress fluctuations at post-peak 
stages in Figure 7.16 indicate stick-slip frictional events between layer 2 and 3. 
With respect to forced folding in geological sequences with units of very low 
competence contrasts such as in limestone sequences, the modelling results provoke some 
speculation. It is suggested that significant through-going fracture in the hinge is more 
likely where slip on interfaces between main structural units is uninhibited. It might be 
argued that this is more likely in a sequence where structural units are thinner with respect 
to the span of the folded region. In contrast, and by the same reasoning, it could be 
suggested that thicker units giving rise to stubbier looking fold structures that suppress 
rotation and interface sliding, in addition to outer-arc fracture, might be more inclined to 
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express inner-arc compressive deformation features, whether by shear failure or, perhaps 
more likely, by pressure solution seam development. 
According to the numerical method used in the simulations of this section, fractures can 
only propagate along element edges, which means the fracture patterns obtained are mesh 
dependent. This mesh dependency (in the unstructured mesh models) results in asymmetry 
of the fracture pattern and fracture aperture under symmetric boundary conditions. 
7.5 Simulation of a three-dimensional multi-layer model 
In this section, a realistic three-dimensional multi-layer model is simulated under an in situ 
stress condition. This model is extracted from a large fracture network from the Bristol 
Channel Basin (Figure 7.17, Belayneh and Cosgrove, 2004) and then stressed by pressure 
boundary conditions, which represent a set of effective principal stress states. The three-
dimensional fracture model based on a fixed mesh (see Chapter 2) is applied to investigate 
stress heterogeneity and fracture formation in full three-dimensional in situ stress 
conditions. It is worth noting that in this section, fractures grow from heterogeneous stresses 
caused by an existing fracture network, while in the previous two sections, fractures grow 
from intact rock. 
7.5.1 Three-dimensional multi-layer model 
The model simulated here is generated by extruding a two-dimensional fracture network, 
which is a section of 1.5 m × 1.5 m from a realistic two-dimensional fracture pattern map 
(see the green box in Figure 7.17). The fracture pattern extracted from Figure 7.17 
originally is a fracture map of one near horizontal limestone horizon exposed in a wave cut 
platform. First it has been put vertical so gravity acts normal to one of the discontinuity sets 
– the most persistent set – that to aid interpretation may be viewed as if it was the bedding 
plane or sedimentary layering direction. This two-dimensional ‘fracture pattern’ is then 
extruded in the out-of-plane direction (perpendicular to the original map) by 0.5 m (Figure 
7.18a). The fracture distribution inside the model can be seen by using a semi-transparent 
colour scheme in Figure 7.18b. There are two major sets of fractures in this model, along 
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the layering direction are persistent fractures, which may be viewed as if they are the layer 
interfaces separating beds of identical intact rock; the other set are non-persistent fractures, 
some of which terminate at layer interfaces and some are connected through several layers.  
  
Figure 7.17: Fracture pattern mapped from the Bristol Channel Basin (after Belayneh and 
Cosgrove, 2004). The green box shows the extracted section of 1.5 m × 1.5 m being 
simulated. 
 
a. Dimensions of the three-dimensional 
multi-layer model. Different colours 
represent different units. 
b. Fracture distribution inside the three-
dimensional multi-layer model. The semi-
transparent grey colour represents the outer 
boundary of this model, and the purple colour 
represents original fracture surfaces. 
Figure 7.18: Dimensions and fracture distribution of the three-dimensional multi-layer 
model. 
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Pressure boundary conditions are applied to all six boundary surfaces (Figure 7.19). 
Note that in this section stresses use the engineering mechanics sign convention, which 
means tensile stress is positive and compressive stress is negative. The three components of 
effective principal stresses follow . The two surfaces perpendicular to the x-
direction have traction Px = σ’1 = 2.5 MPa; the two surfaces perpendicular to the z-direction 
have pressure Pz = σ’2 = − 7.5 MPa; the two surfaces perpendicular to the y-direction have 
pressure Py = σ’3 = − 15 MPa. This set of effective principal stress data has taken fluid 
pressure into account and is designed to represent an in situ effective stress condition. The 
three-dimensional fixed-mesh-based fracture model is applied to the whole domain. The 
acceleration of gravity g is set to be 9.8 m/s-2, which acts in the negative y-direction. It is 
worth mentioning that the direction of gravity has no significant effect on the deformation 
that is modelled as the scale and rate of boundary condition application does not permit 
body force at the top and the bottom of the model to be significantly different. 
 
Figure 7.19: Mesh and the in situ stress condition for the three-dimensional multi-layer 
model. 
The rock properties assigned to this model are assumed to be representative of a quite 
typical limestone. The material properties are shown in Table 7.3. The friction coefficient µ 
is set to be 0.6 at layer interfaces and fracture surfaces. 
 ′σ 1 ≥ ′σ 2 ≥ ′σ 3
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Table 7.3: Material properties used in the three-dimensional multi-layer model. 
Rock properties Values 
Density ρ (kg⋅m-3) 2700 
Young’s modulus E (GPa) 60 
Poisson’s ratio υ 0.35 
Tensile strength ft (MPa) 5.0 
Cohesion c (MPa) 12 
Internal friction angle ϕ (°) 30 
Fracture energy Gf (J⋅m-2) 60 
 
The whole domain is meshed by unstructured 4-node tetrahedral elements (Figure 7.19). 
The average mesh size is approximately 2.4 cm. A total number of 486425 tetrahedral 
elements are generated. The choice of time-step is important for the numerical stability of 
the three-dimensional fracturing simulations. Here a time-step Δt = 5 × 10−8 s is used in this 
simulation. 
7.5.2 Results 
It can be seen from Figure 7.20 that all new fractures propagate from existing fracture tips. 
As the stress wave propagates from boundaries to the inside of the model, stresses start to 
build up and amplify at existing fracture tips, resulting in a heterogeneous stress field. When 
the amplified stresses increase to the material strength, fractures start to propagate from 
theses stress concentrations, and the stress concentration zones spread with the propagation 
of fractures. This fracturing process causes the stress heterogeneity in the model to change 
all the time, though the exact relation between degree of fracturing and stress heterogeneity 
is not clear yet. It can also be seen that this heterogeneous stress field mostly generates 
tensile fractures with a few minor shear fractures as well. For example, in the middle-right 
area, the upper end of an existing fracture first propagates into the neighbouring layer as a 
tensile fracture, and then bifurcates into two branches as shear fractures. 
The original fracture distribution has a significant effect on the formation of new 
factures. From the results in the previous two sections, it is found that typical fracture 
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infilling behaviour is to initiate new fractures in the longest segment first. In this simulation, 
however, fractures in intact segments are always initiated by stress concentrations around 
the junctions of layer interfaces and existing fractures. The locations of new fractures in 
intact segments are independent of their length. 
Although this simulation is designed to represent a static situation, typical dynamic 
phenomena can still be seen from the results. Especially at the early stage of the simulation 
(Figure 7.20a-c), the stress contours clearly show the propagation of stress waves from 
boundaries to the inside and the interaction of stress waves from different directions. 
Despite the fact that the dynamic effect has significantly been reduced by applying the 
pressure boundary conditions at a very low loading rate, a few initiations of new fractures 
are still the results of transient dynamic response of the model. The final fracture pattern 
(Figure 7.20f), however, can be seen as a stable state because no more new fractures are 
developed afterwards, and the large stress amplitudes are gradually being reduced by 
viscous damping. 
 
a. 1800 time-steps. 
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b. 2100 time-steps. 
 
c. 2400 time-step. 
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d. 2600 time-steps. 
 
e. 2800 time-steps. 
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f. 3000 time-steps. 
  
 
Figure 7.20: Stress and fracture evolution in the three-dimensional multi-layer model under 
an in situ stress condition. The left-hand column figures show colour contours of the 
magnitude of the maximum principal stress σ1 ( σ 1 ≥σ 2 ≥σ 3 ), where tensile stress is 
positive and compressive stress is negative. It should be noted that in the geomechanics sign 
convention (compressive stress is positive and tensile stress is negative) the stress 
component being shown is the minimum principal stress which has the significance that 
when the magnitude exceeds the tensile strength, tensile failure can be expected to occur, 
i.e. dark red on the scale shown here. The right-hand column shows fracture development 
inside the model. Note a semi-transparent colour scheme is used to differentiate discrete 
surfaces, where the grey colour represents model outer boundaries, and the purple colour 
represents original fracture sets, and the green colour represents newly developed fracture 
surfaces. 
7.6 Conclusions 
Two models were simulated in two-dimensional conditions. First, frictional sliding on shear 
fractures within incompetent rock and tensile fracturing in competent rock was investigated 
for a three-layer shale-limestone-shale model. Fracture spacing to layer thickness ratios at 
fracture saturation from 1.8 to 0.8 were obtained for several different confining pressures 
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considered in the modelling. These were compatible with both high and low ratios observed 
from geological sequences. This work also suggested layer interface properties and 
behaviour cannot be considered negligible in layered rock because the delamination at the 
interface and slipping between layers contributed to fracture pattern development. Second, 
fracture patterns and fracture apertures of a seven-layer limestone model with low 
competence contrast and under various loading conditions were investigated. The model 
subject to direct tension showed that higher vertical pressures enabled fractures to propagate 
across layer interfaces to form through-going fractures. The delamination at layer interfaces 
occurred only after fracture initiation had taken place on each side of the interface. 
One multi-layer model extracted from a realistic fracture pattern was simulated in a full 
three-dimensional in situ stress condition. A different response from the previous two 
models was observed. Fractures grew from stress concentrations caused by existing fracture 
patterns in this third simulation series. The distribution of existing fractures had a 
significant effect on the formation of new fractures, which always initiated from existing 
fracture tips. Three-dimensional stress heterogeneity caused by fracturing was accurately 
captured. 
The results show the FEMDEM method is capable of generating fracture patterns 
according to geomechanical principles of rock failure. Both tensile and shear fractures can 
either initiate from intact rock or grow from existing fracture tips in two-dimensional and 
three-dimensional stress regimes. The FEMDEM method together with various post-
processing programs provides an ideal tool to examine in detail the formation of fractures as 
well as timing and location of slipping and delamination in multi-layered rock. 
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8.1 Discussion 
From the literature review in Chapter 1 it became clear that the most needed attributes of a 
fracture model for quasi-brittle materials were that it should: be three-dimensional, consider 
realistic microstructures of materials, be suitable for complex static and dynamic stress 
fields, include both tensile and shear fracture initiation and propagation, have mechanisms 
for single fracture growth and multiple fracture interaction, and be able to simulate fracture 
surfaces of arbitrary shapes without mesh dependency, etc. The research presented in this 
thesis is an attempt to go one step forward towards this goal. The three-dimensional fracture 
model proposed in this thesis can simulate the whole fracturing process for both tensile and 
shear fracture initiation and propagation. The FEM formulation and DEM formulation are 
combined and a smooth transition from continuum to discontinuum is achieved. Fractures 
can propagate along tetrahedral element boundaries or through tetrahedral elements by 
adaptive remeshing (splitting tetrahedral elements).  
The framework to develop the three-dimensional fracture model proposed in this thesis, 
the combined finite-discrete element method (FEMDEM), has attracted a great deal of 
interest from several other research groups working in many countries. It is therefore worth 
clarifying the difference between the three-dimensional fracture model proposed in this 
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thesis and the other code development work on this subject in the international FEMDEM 
community. 
Two-dimensional FEMDEM codes with a fracture model have been widely applied to a 
variety of engineering problems over at least 15 years. However, the three-dimensional 
FEMDEM codes that have been reported for almost as long have not until very recently 
included a fracture model, which has limited FEMDEM applications to engineering 
problems. This fact was widely recognised and perhaps unsurprisingly, a conference paper 
(Lei et al., 2010) on this subject showed some results of a preliminary three-dimensional 
fracture model based on the FEMDEM method. However, the numerical example presented 
of a three-point bending beam using a symmetric mesh only demonstrated that initially 
connected element nodes could be separated upon failure in the middle of the beam. There 
was no significant content regarding modelling methodology that was considered in any 
way useful for the objective of this PhD research. 
In the international FEMDEM community, many code developments and applications 
focus on the two-dimensional code. For example, a research group from the University of 
Toronto launched a new version of the two-dimensional FEMDEM code called Y-Geo 
(Mahabadi et al., 2012a) with several improvements, and applied it to several engineering 
problems (see details in Chapter 1). However, to the author’s knowledge this group has not 
presented any three-dimensional fracture modelling results. Regarding the development of 
the three-dimensional FEMDEM code, especially on fracture modelling, there are two main 
groups other than our own AMCG (Applied Modelling and Computation Group) group at 
Imperial College London that have developed usable three-dimensional fracture models. 
The first is the group from Swansea responsible for the code ELFEN, which is a 
commercial software tool developed by Rockfield Software Ltd (see details in Chapter 1). 
Although the origin of ELFEN is similar to the FEMDEM formulation, in its years of 
extensive development, the fracture model in ELFEN developed to be more like a plasticity-
damage model that still achieves explicit fracture walls (Klerck, 2000; Klerck et al., 2004), 
without joint elements (cohesive elements). Therefore, the formulation of adding three-
dimensional joint elements for fracture modelling in this thesis is totally different from 
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ELFEN, and currently there is no comparison of the computational performance between a 
plasticity-damage and a joint-element (cohesive-element) explicit fracture model in the 
context of the three-dimensional FEMDEM code. The second code is called MUNROU, 
which is developed by the Los Alamos National Laboratory (LANL) in the USA (Rougier 
et al., 2014). The advantage of their code is that it is fully parallelised. However, their 
presented formulation has fractures that can only propagate along tetrahedral element 
boundaries so the fracture patterns are mesh dependent. Compared with this model, the 
fracture model presented in this thesis allows fractures to propagate not only along 
tetrahedral element boundaries but also through tetrahedral elements by adaptive remeshing 
(splitting tetrahedral elements), which can greatly reduce, if not completely eliminate, the 
mesh dependency of fracture patterns. 
8.2 Conclusions 
A three-dimensional fracture model was developed in the context of the combined finite-
discrete element method (FEMDEM). It discretises the simulation domain using 4-node 
tetrahedral elements and 6-node joint elements, which are inserted between tetrahedral 
elements. The weakened stress in the plastic zone ahead of the fracture tip is simulated by a 
strain softening relation defined in the joint elements. A Mohr-Coulomb failure criterion 
with a tension cut-off is used to determine the failure state of joint elements, upon which the 
tetrahedral elements will be physically separated and a discrete fracture will be formed. 
After fracture formation, a contact algorithm involving contact detection and interaction is 
used to simulate the interaction between discrete fracture surfaces, including normal 
compression and sliding friction. The fracture model was the subject of a validation study 
using three-point bending tests, Brazilian tests and polyaxial (i.e. true-triaxial) tests. 
The proposed fracture model is capable of simulating the whole fracturing process for 
both tensile and shear failure, including pre-peak hardening deformation, post-peak strain 
softening, transition from continuum to discontinuum, and explicit interaction between 
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discrete fracture surfaces. The fractures can either initiate from intact material due to stress 
concentration in heterogeneous stress fields or grow from existing fracture tips. 
An adaptive remeshing algorithm was developed for the proposed three-dimensional 
fracture model to simulate discrete fractures with less mesh dependency. In this algorithm, 
the tetrahedral element where the maximum principal stress exceeds the material tensile 
strength is split from the centre into two refined tetrahedral elements, and the local mesh 
topology is updated. After the local mesh update, the transfer of variables from the old to 
the new mesh ensures the conservation of energy during mesh refinement. From the two 
numerical examples, a mode I single fracture propagation from an internally pressured 
initial idealised fracture and a single-edge notched beam subject to three-point bending, it 
can be seen that the adaptive remeshing algorithm can accurately split tetrahedral elements 
based on the local stress field, and the qualities of the refined tetrahedral elements are 
controlled to prevent numerical instability. 
The proposed fracture model (based on fixed meshes) was extended so as to improve its 
compatibility when used with a two-way fluid-solid coupling model. To solve the 
discrepancy problem between meshes used by the fluid code and solid code in the coupling 
model, a scheme to convert the discontinuous volume mesh used by the solid code with the 
fracture model into a continuous volume mesh and a continuous surface mesh used by the 
fluid code was developed. The new coupling model was applied to simulate a fluid-driven 
fracture propagation problem. Correct critical load and propagation direction was obtained 
from the numerical modelling. Several important phenomena, such as stress concentration 
ahead of the fracture tip, adaptive refinement of fluid mesh as a response to the fracture 
propagation and fluids flowing into fractures, were correctly captured in the numerical test.  
A comprehensive numerical modelling study was carried out to investigate explicit 
fracture development and to evaluate the damage mechanisms of concrete armour units on 
breakwaters. Dolosse units were simulated in drop tests and pendulum tests. Core-Loc units 
of prototype scale were simulated under an imaginary extreme loading condition, which 
represented a close but not touching configuration of interlocking units that were lifted, then 
dropped from slightly above a horizontal and sloping base. 
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The whole structural response of concrete armour units, including multi-body 
interaction, rigid-body motion, continuum deformation, fracture initiation and propagation, 
and post-fracturing interaction between discrete fracture surfaces, was accurately captured 
by three-dimensional numerical simulations. Transient dynamic response including that by 
fracturing was explicitly characterised. Various failure modes in complex stress fields were 
obtained. The results indicate that this is an approach to breakwater modelling that can give 
an insight into the understanding of progressive damage and reserve stability of concrete 
armour unit systems. 
A thorough numerical simulation was conducted to investigate fracture network 
formation and growth in multi-layered rock in two-dimensional and three-dimensional 
models. Two models were simulated in two-dimensional conditions. First, frictional sliding 
on shear fractures within incompetent rock and tensile fracturing in competent rock was 
investigated for a three-layer shale-limestone-shale model. Fracture spacing to layer 
thickness ratios at fracture saturation from 1.8 to 0.8 were obtained for several different 
confining pressures, which were compatible with both high and low ratios observed from 
geological sequences. This work also suggested that the delamination at the interface and 
slipping between layers contribute to fracture pattern development. Second, a two-
dimensional seven-layer limestone model with low competence contrast was modelled 
under various loading conditions. The model, when subjected to direct tension showed that 
higher vertical pressures enabled fractures to propagate across layer interfaces to form 
through-going fractures. The delamination at layer interfaces occurred only after fracture 
initiation had taken place on each side of the interface. 
Moreover, one three-dimensional multi-layer rock model extracted from a realistic 
fracture pattern was simulated in a true three-dimensional in situ stress condition. Because 
fractures grew from stress concentrations caused by existing fracture patterns, the 
distribution of existing fractures has a significant effect on the formation of new fractures. 
Three-dimensional stress heterogeneity caused by fracturing was accurately captured. The 
results show that the three-dimensional fracture model is capable of generating fracture 
patterns according to geomechanical principles of rock failure. 
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8.3 Future Work 
8.3.1 Numerical model improvement 
The proposed three-dimensional fracture model has the ability to model the whole 
fracturing process of both tensile and shear fracture initiation and propagation in complex 
stress fields with less mesh dependency. However, there are still some aspects that need to 
be improved. 
The biggest limitation of the current fracture model is that the computational time 
sometimes can reach an unaffordable level for realistic engineering-scale problems. The 
number of tetrahedral elements used to discretise the domain increases as the scale of the 
domain grows, so the corresponding data storage space needed on computer hard disks and 
the computational time also increase. The adaptive remeshing algorithm developed in this 
thesis can help solve this problem to a certain extent because even when the initial element 
size is relatively large, fractures can still propagate along the correct path by adaptive mesh 
refinement. Therefore, the ideal transient state of the mesh would be that elements are 
refined around fracture tips but relatively coarse elsewhere. However, when the domain has 
multiple fractures of a high fracture density, the number of tetrahedral elements needed to 
refine the local meshes around fractures would still be very large, so it is better to introduce 
some complementary solutions to work together with the adaptive remeshing algorithm. In 
this aspect one solution is parallel computing, which has shown some promising results 
from other groups (Owen and Feng, 2001), so parallelisation of the code seems to be a 
reasonable option for the improvement of the computational efficiency of the three-
dimensional fracture model with adaptive remeshing. The other solution is the substructure 
or subdomain method, which uses complicated algorithms for the local domain around 
fractures but relative simple algorithms for the intact domain. In this area, Han and Atluri 
(2002) proposed an SGBEM-FEM alternating method for the simulation of three-
dimensional surface crack growth. This method uses the symmetric Galerkin boundary 
element method (SGBEM) in the cracked local subdomain, and the finite element method 
(FEM) in the uncracked global domain. Wyart et al. (2008) developed a substructuring FE-
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XFEM method, which combines the extended finite element method (XFEM) and the finite 
element method (FEM), to simulate three-dimensional fracture propagation. They 
decomposed the whole domain into the safe domain (no cracks), where the FEM 
formulation is used, and the cracked domain, where the XFEM formulation is used. These 
methods can expedite the simulation of large-scale engineering problems and maintain the 
same accuracy. Similar approaches can be developed for the FEMDEM method, in which 
the fracture model is only applied to the subdomain around existing fractures and stress 
concentration zones, while the intact domain can be simulated by a viscoelastic model. 
The materials in the numerical examples of this thesis are assumed to be isotropic and 
homogeneous. This assumption is reasonable for the problems where the scales of 
heterogeneity and microstructures are too small compared with the scale of the whole 
domain so they can be neglected. However, from a practical point of view, there are far 
more engineering problems where the materials cannot be assumed to be isotropic and 
homogeneous, especially for quasi-brittle materials, e.g. rock and unreinforced concrete, 
where grains, aggregates and initial flaws, etc., all have significant influence on the 
mechanical response of these materials because new fractures normally grow from initial 
imperfections. Therefore, realistic material heterogeneity and microstructures need to be 
considered in the future numerical models. In this aspect, Mahabadi et al. (2012b) proposed 
a micromechanical approach for introducing the geometrical and material heterogeneity of 
geomaterials into two-dimensional numerical models. They first obtained the instrumented 
indentation modulus and fracture toughness of the constituent phases of a crystalline rock 
by conducting grid micro-indentation and micro-scratch tests and then input these 
parameters into numerical models. They also used X-ray micro Computed Tomography 
(CT) technology to obtain the spatial distribution of minerals and performed thin section 
analysis to quantify the microcrack density of the rock specimen. By using this approach, 
they obtained more accurate and realistic mechanical response of rock specimens. However, 
currently this approach has only been applied to two-dimensional specimens. In the future 
work, introducing some technology like this into three-dimensional fracturing simulations 
would be of great importance. 
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The material constitutive law used for the current model does not consider cyclic 
loading and material fatigue. This is not suitable to several industry disciplines, such as 
aircraft structures under vibration and breakwaters under wave action. In order to be able to 
simulate cyclic loading conditions, the material constitutive law must be modified to take 
separate unloading paths into account, because material follows different stress-strain 
relations under loading and unloading. This is a widely recognised problem in fracture 
modelling and some promising approaches were identified by Chen et al. (2013), Kolednik 
et al. (2014), Tamayo-Mas and Rodríguez-Ferran (2014) and Kolluri et al. (2014), etc. 
8.3.2 More validation tests 
In this thesis, the three-dimensional fracture model was only validated by some standard 
laboratory tests. More validation tests, especially those involving interactions between 
multiple fractures, need to be done. Particularly, a considerable amount of physical 
experimental research has been carried out to investigate fracture coalescence of pre-
existing fracture patterns. 
 
Figure 8.1: Fracture geometry recognized in fracture coalescence experimental research. 
These experiments showed that fracture geometry as shown in Figure 8.1, i.e. fracture 
length, overlap, spacing and fracture angle, have significant influence on the coalescence 
patterns. For example, Bobet and Einstein (1998a), Wong and Chau (1998), Sagong and 
Bobet (2002), and Wong and Einstein (2009a and 2009b) investigated fracture coalescence 
by loading rock or rock-like specimens with carefully machined idealised pre-existing 
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‘fracture patterns’ in uniaxial and biaxial compression tests, and obtained various 
coalescence scenarios for different fracture geometry. Yan (2008) reviewed previous 
published experiments on fracture behaviour and coalescence patterns. A typical fracture 
pattern and coalescence observed in a uniaxial compression test is shown in Figure 8.2 
below. 
 
Figure 8.2: Fracture coalescence in a uniaxial compression test (after Bobet and Einstein, 
1998a). 
Although several numerical results have been reported on the modelling of fracture 
coalescence (e.g. Bobet and Einstein, 1998b; Tang et al., 2001; Lee and Jeon, 2011, etc.), 
there is still a need for a truly versatile three-dimensional fracture code that can get the 
coalescence correct and then also handle multi-bodies. Moreover, Bobet and Einstein 
(1998a) showed that the secondary cracks usually propagate as shear cracks in the same 
plane but, depending on the geometry, they also propagate out of plane as either tensile or 
shear cracks. Therefore, the three-dimensional fracture model is necessary in order to 
accurately capture the out-of-plane behaviour of fracture propagation. The emphasis of 
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numerical validation tests could be put on the simulation of fracture propagation processes 
and coalescence patterns, and the investigation of the effects of geometric parameters, 
material properties, and stress conditions, etc., on fracture patterns. 
8.3.3 Possible applications 
Coastal structure resilience is an extremely topical problem being addressed by groups in 
many national laboratories and universities. The application of the three-dimensional 
fracture model to the simulation of breakages of concrete armour units has shown very good 
results. The next step can be the investigation of the effects of various sizes, shapes and 
concrete properties on the failure modes and critical loads of concrete units. To take a step 
further, it is better to introduce realistic wave actions into numerical simulations. Good 
results may be achieved by applying a wave proxy, which simplifies wave action as cyclic 
loading conditions (Xiang et al., 2013), or using the two-way fluid-solid coupling model 
with fracture model introduced in Chapter 5. Indeed, these methods may be applied to any 
assemblies of fragile complex-shaped bodies and there are many examples in industry, such 
as packed bed catalysts. 
Another possible application of the three-dimensional fracture model is to investigate 
the stress heterogeneity in fractured rocks and further estimate the effective permeability 
from the fracture networks. Discrete Fracture Network (DFN) models usually generate 
fracture patterns stochastically, which are not very realistic from a geomechanical and 
geological perspective. The fracture model proposed in this thesis can be applied to generate 
fracture patterns in certain in situ stress conditions so the fracture networks obtained from 
numerical modelling can represent correct geomechanical and geological principles. Then 
the effective permeability of the fractured rock may be estimated from the geometric 
parameters of the fracture network. Leung and Zimmerman (2012) proposed an approach to 
do so in two dimensions, but there is no existing method for three-dimensional fracture 
networks. For these models to be more accurate under different in situ stress conditions, 
constitutive models for the micro-scale roughness that affects dilation during compression 
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and shear of real fractures (Olsson and Barton, 2001) will also need to be introduced into 
the FEMDEM framework. 
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Appendix A 
Re-implementation of a Coulomb friction law in the 
two-dimensional FEMDEM code 
 
In the original version of the two-dimensional FEMDEM code, the sliding friction law was 
not fully validated. During the author’s research on applying the two-dimensional code to 
simulate fracture development in multi-layered rock (see Chapter 7), an error was found in 
the numerical code that would cause unstable and spurious friction forces. To solve this 
problem, a Coulomb friction law has been re-implemented in the two-dimensional 
FEMDEM code by the author. Sliding in the tangential direction at the contact interface will 
occur when the tangential contact force ftan is greater than µN, where µ is the friction 
coefficient, and N is the normal pressure at the contact interface. 
To thoroughly validate the Coulomb friction law re-implemented in the two-
dimensional FEMDEM code, a benchmark test is simulated with different friction 
coefficients. The setup of the benchmark test is a square block with an initial horizontal 
velocity vxi sliding on a horizontal base (Figure A.1a). Due to the friction between the 
square and the base, the square will stop at a certain distance, which is called the stop 
distance L and can be calculated analytically by 
  
 
L =
vxi
2
2µg
   (A.1) 
where g is the acceleration of gravity, g = 9.8 m/s-2. Three different friction coefficients 
µ = 0.1, 0.5 and 1.0, and six different initial horizontal velocities vxi = 0, 1, 2, 3, 4, and 5 m/s 
are tested in the numerical simulations. The numerical results for initial horizontal velocity 
vxi = 5 m/s are shown in Figure A.1, and all of the numerical results are compared with 
theoretical solutions in Figure A.2. 
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a. Test setup. 
 
b. Initial state. 
 
c. Transient state. 
 
d. Final state. 
Figure A.1: Benchmark test setup and numerical results for initial horizontal velocity vxi = 5 
m/s. 
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Figure A.2: Comparison between numerical results and theoretical solutions. 
From Figure A.2 it can be seen that the numerical results are in good agreement with 
theoretical solutions calculated by Equation A.1 for all the friction coefficients and initial 
horizontal velocities being simulated. 
 
 
 
 
