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Introduction
The longest journey begins with a single step.
- Confucius
1.1 Software maintenance and evolution
“Everything in software changes. The requirements change. The design changes. The tech-
nology changes. The team changes. The team members change. The problem isn’t change
per se, because change is going to happen; the problem, rather, is the inability to cope with
change when it comes” [18]. Lehman and Belady [164] were the first to describe their ob-
servations of changes to a large software system due to maintenance and evolution over time.
This resulted in the first five laws of software evolution being formulated in 1980 [162], while
three more were added in the late nineties [163]. These laws state, amongst others, that large
software systems will continue to grow and change, and that their quality will decline unless
rigorously adapted to take into account the changes in the operational environment [165].
The alternative to system evolution is total replacement, which is often not feasible. The cost
of even an hour downtime can range from $180.000 USD in the case of Amazon to nearly
$6.500.000 USD in the case of software for brokerage operations [111].
The inability to cope with change is a long-standing problem and ever since those early
days researchers have approached this problem in different ways. Mens and Demeyer [192]
identified six lines of attention:
1. Dimensions of Software Evolution: within this branch, researchers focus their atten-
tion on the what and why of software evolution; as opposed to the other themes, which
focus more on the how. The empirical work performed in this branch of research
studies the nature of the software evolution phenomenon, and seeks to understand its
driving factor, its impact, and so on.
2. Reverse and Re-Engineering: reverse engineering is typically regarded as the initial
phase of re-engineering [53] and forms the start of a process to come to a refurbished
1
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version of the existing software system. This theme primarily focuses on technology,
methods, tools and activities.
3. Incremental Change Techniques: closely related to re-engineering are a set of related
activities supporting the process of change. These include tasks such as change impact
analysis, change propagation, restructuring, refactoring and regression testing.
4. Managerial Issues: software maintenance is often a major activity which is consum-
ing large resources to no clear quantifiable benefit for the organization [19]; research
aligned to this theme, therefore, focuses on ways for measuring and estimating the cost
and effort of software maintenance.
5. The Software Process: another area of research looks into ways of supporting the
software maintenance and evolution process, for example configuration management is
a crucial activity; moreover, when taking a broader view, there are additional activities
such as end user support and process improvement [19]; a lot of research is also done on
new development paradigms of which agile software development and service-oriented
architectures are well-known examples.
6. Model Evolution: finally, there are various artifacts produced and used during the
lifetime of the software system which are subject to change as well ranging from re-
quirements and design documentation to the executables and data being actively used;
developing methods, tools and techniques to make sure that maintenance and evolution
activities are synchronized and traceable across these different artifacts is an active
field of study.
The work detailed in this thesis focuses on two of these lines of attention, namely on
“managerial issues” and on “reverse and re-engineering”. The two areas encompass very dif-
ferent sets of problems as we will see in the remainder of this chapter. The cover of this thesis
illustrates both aspects. The construction of the Tower of Babel was a major operation push-
ing the limits of both management and communication1. The picture shows a man holding
a scepter and handing out instructions. Furthermore, a large amount of people is busy with
all sorts of tasks related to the construction work who all need to communicate. As Brooks
also noted in his seminal book The Mythical Man-Month [47, Ch. 7], the story ended with an
abandoned project when communication and knowledge transfer failed, and effective man-
agement became impossible. IT projects cope with similar problems and thus face a similar
fate.
1.2 Managerial issues
The overall U.K. spending on IT is projected to be a monumental £ 22.6 billion (or e 26
billion euros) [255]. Against this background, it is alarming that significant numbers of com-
plex software and IT projects—up to 15 percent [58]—still fail to deliver key benefits on time
1. . . Then they said, ”Come, let us build ourselves a city with a tower whose top shall reach the heavens, so that
we may not be scattered all over the earth.” . . . Come, let us go down, and there make such a babble of their language
that they will not understand one another’s speech.” Thus the Lord dispersed them from all over the earth, so that
they had to stop building the city. (Genesis 11:1-9)
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and to target cost and specification. Complex IT systems are integral to the functioning of
our society. They are ubiquitous and their significance will inevitably increase in the years to
come. Yet horror stories of colossal IT project failures hit the headlines on what seems like a
daily basis. There is a widespread perception that success rates for the delivery of IT projects
are unacceptably low. However, good engineering practices are routinely implemented in a
number of sectors. Some of the achievements in large scale IT projects are truly remarkable,
as for example the high level of safety achieved by Philips for the software operating its MRI
scanners (see Chapter 3).
Boehm [33] already noted that a very important issue has to do with the economics of
software evolution. It turns out that, in many cases, the reason for evolving software is non-
technical [192]. Thus, also the success rate of IT projects does not depend solely on proper
technical engineering practices. Managers involved in software evolution and software main-
tenance have great difficulty in defining, justifying, budgeting, staffing, supervising, account-
ing for, marshalling resources for, and assessing the work when coarse non-objective mea-
sures are used [57]. This observation presents a challenge to researchers to provide solutions
to these managerial issues.
Research in this area is primarily focused on software metrics. Software metrics is a
collective term used to describe the very wide range of activities concerned with measurement
in software engineering. These activities range from producing numbers that characterize
properties of software code (these are the classic software ’metrics’) through to models that
help predict software resource requirements and software quality [89]. Examples include the
all old lines-of-code and complexity metrics, but also defect counts and function points [36,
90, 129, 190, 198]. However, measurements should generate value to the organization [89,
199, 288]. It is vital for the success of a measurement program that the organization has a
clear plan on why the measurements program is necessary, what needs to be measured to
achieve the goals and how to act if the desired performance is not being achieved. For this
purpose, insights from other fields of research, such as statistics and economics [149, 280],
are invaluable for opening doors to new directions of study.
1.3 Reverse and re-engineering
For many developers, the code they write today becomes tomorrow’s legacy that their children
or their children’s children may stare at some day, trying to use it, adapt it, evolve it, asking
the question, “What the heck was this developer thinking?” Such systems are, in a sense, the
victim of their own success. They have been in operation for tens of years and have seen a
great number of changes over that time. So whatever structure originally existed has long
since disappeared. Without current documentation, maintenance is done using the source
code because it is the only reliable source of information about the system. Over time, the
software becomes very difficult to maintain, yet the organization’s requests for maintenance
become more frequent and more insistent.
Chikofsky and Cross [60] provide a definition of the key terms of this area of research.
Furthermore, they state that: “The cost of understanding software, while rarely seen as a
direct cost, is nonetheless very real. It is manifested in the time required to comprehend
software, which includes the time lost to misunderstanding. By reducing the time required
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Figure 1.1: The horseshoe process model for reengineering.
to grasp the essence of software artifacts in each life-cycle phase, reverse engineering may
greatly reduce the overall cost of software.” Thus, as software maintenance consumes any-
where between 50 and 90 percent of the overall life-cycle effort and costs [33, 128, 140],
even a small improvement due to better reverse and re-engineering techniques will result in
a sizable reduction in these areas. It is therefore not strange that this field receives a lot of
attention as shown by this small selection of PhD theses [143, 144, 235, 248, 253, 277].
Canfora and Di Penta [53] provide an overview of the field of reverse engineering, main
achievements, areas of application and highlight possible future trends. The research in this
area is typically focused in one of three areas, as captured by the so-called horseshoe model
depicted in Figure 1.1. First, reverse engineering may be necessary an up-to-date description
of the system is no longer available. The main activities, in this case, are recovering doc-
umentation on the subject system that existed or should have existed. Furthermore, design
recovery is concerned with obtaining meaningful higher level of abstractions beyond those
obtained by examining the system itself.
This activity is typically followed by either a restructuring, or reengineering phase. Re-
structuring and reengineering are regarded as two alternative techniques for software reno-
vation [272]. Restructuring the system involves transforming the subject system from one
representation into another at the same level of abstraction. The system’s externally observ-
able behavior remains the same. Alternatively, reengineering involves constructing a view of
the system on a higher level of abstraction. Subsequently, a transformation is applied on this
higher level. Finally, in a forward engineering phase a new system is created based on the
new restructured or reengineered design.
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1.4 Research questions
This thesis is the product of research in the diverse field of software evolution and mainte-
nance. We discuss the results and lessons learned from a re-engineering project. Furthermore,
we provide managers with handles to monitor the progress of their projects and keep the end-
product at a high level of quality without sacrificing the time it takes to bring the product to
the market. Finally, the results from this thesis provides developers with invaluable insights
into the software they have to maintain and evolve.
Because of this split in the focus of this research more detailed questions also cover a
wide range of subjects. When working together with industry in an applied research project,
it is important to get an understanding of their processes and way-of-working. We therefore
wanted to learn more about these topics by emerging ourselves within the organization by
addressing a concrete issue. This work led to us to questions regarding project management
as well as to engineering questions concerning documentation and knowledge management.
On the one hand, we wanted to know at what point in time during a project a certain level
of quality is reached. How can the quality level of a software system be quantified using
historical data? And is it possible to predict when the software has been sufficiently tested to
ensure the required level of quality?
On the other hand, we asked ourselves the question how can we assign meaning to source
code? Is it possible to read software like a book and understand the story being told? How
can the various stories be related to each other? And can the different threads in the storyline
be identified from the available information? To answer these important questions various
obstacles needed to be overcome as we will discuss in Chapter 5. To make the results even
more relevant, the research was executed in close cooperation with a company developing
large software-intensive systems.
As these results were obtained using real-world data and by combining the expertise of
both researchers and practitioners, they are valuable to companies who set great store by the
quality of their system and documentation.
1.4.1 Re-engineering in a brownfield environment
Greenfield development is great fun, simply because you get to start with a clean slate and,
thus, are not burdened by anything from the past. Reality is, however, that IT systems are
generally not implemented on Greenfields anymore. Most organizations have an existing,
complex systems landscape. This landscape includes both the business and its enabling IT
systems. These IT systems, in turn, are comprised of applications and their data deployed on
often complex network and computer infrastructure.
To understand the problem, one has to be able to describe it and put it into words. Hopkins
and Jenkins [114] coined the term “Brownfield” to describe the environment in which most
development activities nowadays take part. In contemporary civil engineering, Brownfield
land means places where new buildings may need to be designed and erected considering the
other structures and services already in place. Similarly, in software engineering it refers to
the fact when evolving and maintaining software, we have to take into account both the exist-
ing software on top of which new capabilities have to be build and the existing environment
in which the system has to operate and with which it has to communicate.
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A striking example is enabling the services of retail banks to be accessible via the Internet.
Such systems are generally old, written in Cobol, and difficult to adapt. The organization’s
software system provides valuable functionality, that has been proven in practice. Thus, it
should be reused whenever possible. Unfortunately, this is easier said than done and var-
ious researchers have approached this challenge from different angles [86, 140, 142, 249].
Chapter 2 describes our experiences of transferring existing software applications to a new
platform. It details both the approach we followed, and the lessons we learned from this
project.
It also forms the prelude to the other two subjects discussed in this thesis. From this
project we learned that at least two things are of major importance in contemporary software
engineering. First, the success of large re-engineering projects depends to a large degree on
proper planning. We discuss this topic in Section 1.4.2. Furthermore, it is often difficult
to gain an understanding of the software from the documentation alone not in the last place
because it is often out-of-date or even non-existent. Therefore, one would like to use the
software as a source of information. We elaborate this topic further in Section 1.4.3.
1.4.2 Maintaining quality in a competitive market
In Section 1.2 we listed various problems regarding project management when it comes to
evolving software. In particular, providing estimates on the duration of a project remains
problematic. IT projects are notorious for not meeting their deadlines and large overspend-
ings. The failure rates of software projects are high. Charette writes [58]:
Of the IT projects that are initiated, from 5 to 15 percent will be abandoned
before or shortly after delivery as hopelessly inadequate. Many others will arrive
late and over budget or require massive reworking. Few IT projects, in other
words, truly succeed.
Charette continues to recite a long list of software projects gone wrong in the “Software
Hall of Shame”. Notable examples from this list are Ford Motor Company abandoning a
purchasing system after deployment costing $ 400 million USD and UK Inland Revenue
which was confronted with software errors contributing to a staggering $ 3.45 billion USD
tax-credit overpayment.
Among the most common factors of why software projects fail so often are poor reporting
of a project’s status and inaccurate estimates [58, 118, 245]. Chapter 3 shows how to get a grip
on the expected duration of a project. Using historical information from various repositories
such as defect and time management systems we describe a model to estimate the duration
of a project. This approach includes determining the required level of quality in order to
meet the requirements detailed in safety regulations. Furthermore, by modeling the trend
with which defects are found throughout the life-cycle of a project, we show this trend is
useful for monitoring a project’s progress. This information is useful to see whether a project
will make it’s intended deadline or whether appropriate measures need to be taken in order
prevent time overruns.
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1.4.3 Semantics as a source of information
In Section 1.3 we described the field of reverse and re-engineering. This activity starts with
analysis of the existing system. Typically, existing documentation is outdated (if it exists at
all), the system’s original architects are no longer available, or their view is outdated due to
changes made by others or the knowledge is stored in other sources such as in scaffolding
code instead of the code for the final product [237] where it is not easily found. Much
knowledge in an organization is “tacit”, i.e., unformalized knowledge that is only known to
a small community inside a company [141]. With an industry average programmer turnover
rate of approximately 26% [201], it is inevitable that knowledge will leave the enterprise and
has to be recreated. As software engineers often do not maintain the documentation of their
software [168], knowledge on the source code slowly evaporates.
One thing, however, is for sure: the software implements all of the required functions.
It is therefore often the principal (or even the only) source for knowledge, expertise, and
business rules that may not be available anywhere else. It is an ideal source for recovering
the system’s design and redocumenting the system. Using an approach originally developed
for automatically analyzing texts written in natural languages, we have created an approach
to read the source code as if it where its own documentation. The result is a visualization of
the software archive showing the different story lines with a short description of each story
by listing the most frequently occurring words.
Chapter 4 goes into the general approach for extracting the story-lines from the source
code. The names of variables and functions as well as the comments in the source code
contain valuable information on the story being told. The context in which different words
are being used provides us with information on the relations between the words. In order to
get from source code written in some programming language like C# or Java, to something
which is interpreted by tooling geared towards interpreting text written in natural languages
like English or Dutch, we need to take several steps in order to clean up the input a bit.
Subsequently, Chapter 5 details our investigation into the various settings for the different
steps. While the premise is fairly simple, i.e. read the software as a book, in practice this
is not so straightforward. For instance, we have to deal with an abundance of abbreviations
which are not used consistently. Moreover, some of the mathematical underpinning has been
tested for analyzing texts written in natural languages, but applying these techniques to source
code is still in its infancy. We have experimented with various different settings for each of
the parameters. Using the best settings for our case, we have performed a case study to test
the approach in practice. the results of this case study are discussed in this chapter as well.
1.5 Evolvability and Darwin
In September 2005, the Darwin2 project started [263]. Darwin has the objective to develop
architectures, methods and tools for optimizing system evolvability, like the ability of a sys-
tem to evolve easily in the face of changing requirements. This is expected to result in a
faster time-to-market for product iterations whilst maximizing technology reuse. The Dar-
win project was a collaboration between:
2http://www.esi.nl/darwin/
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• the Embedded Systems Institute,
• Philips Healthcare MRI,
• Philips Research, and
• five Dutch Universities: University of Twente, Delft University of Technology, Eind-
hoven University of Technology, VU University Amsterdam, and University of Gronin-
gen.
The PhD project of the author is one of the sub projects of the Darwin project. Achieving
the goals of Darwin requires an industrial study case. For this, the project has teamed up with
Philips Healthcare MRI which is a manufacturer of high end medical devices. In particular,
we joined forces with the Magnetic Resonance Imaging (MRI) division. The MRI machine
has grown historically over the last 25 years in a bottom-up fashion. However, compared to
other medical devices the MRI machine is relatively young, which makes that there are nu-
merous questions still without an answer. Moreover, the field of MRI research is developing
quickly in various directions. Combined with the inherent complexity of the system, the com-
plexity of its context, the organizational complexity, and the understandable conservatism of
the medical world, it is easy to understand that achieving evolvability, for systems such as
MRI machines, is by no means a trivial task.
1.5.1 Philips Healthcare
Philips’ healthcare activities date back to 1895, after it bought CHF Muller of Hamburg,
which manufactured the first commercial X-ray tube, and 1918, when it first introduced a
medical X-ray tube. By 1933, the company was manufacturing medical X-ray equipment in
Europe and the United States. Philips is now among the top three in the market alongside
General Electric (GE) and Siemens.
Through various acquisitions over the last decade, Philips has been able to expand its pro-
fessional business and aggressively pursue opportunities in the key North American market—
which now accounts for approximately 50 percent of the division’s sales—as well as emerg-
ing markets (Europe and Africa: 29 percent, Asia: 17 percent, Latin America: 4 percent).
This growth has made Philips Healthcare an important pillar in Philips’ overall business.
This is also depicted in Figure 1.2a. Sales from the healthcare division now account for 35
percent of the overall sales of Philips. If we look at the total sales revenue in Figure 1.2b,
healthcare solutions even account for 41 percent of the overall sales revenues.
Philips Healthcare delivers a wide range of healthcare solutions. Its home healthcare solu-
tions include products which provide the ability to monitor health at home, allowing patients
to live independently with the knowledge that they are connected to care when they need it.
Furthermore, Philips Healthcare provides professional solutions. This includes ultrasound
imaging, automated external defibrillators (AEDs), image management services and patient
monitoring, and customer services such as consultancy and education.
However, Philips Healthcare is probably best known for its imaging systems. This busi-
ness consists of X-ray, Computed Tomography (CT), MR and nuclear medicine imaging
equipment, used to create images of various parts of the body in varied detail for radiologists
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(a) Philips Healthcare accounts for 35 percent of the
overall sales of Philips worldwide.
(b) Philips’ healthcare solutions account for 41 per-
cent of the overall sales in billions of dollars.
Figure 1.2: Philips sales figures.
and cardiologists. In the remainder of this section we focus on Philips Healthcare MRI, the
industrial partner within the Darwin project.
1.5.2 Magnetic Resonance Imaging
Magnetic resonance imaging (MRI), or more accurately nuclear magnetic resonance imag-
ing (NMRI), is a medical imaging technique most commonly used in radiology to visualize
detailed internal structure and limited function of the body. Magnetic resonance imaging is
a relatively new technology. The first MR image was published in 1973 [157, 92] and the
first cross-sectional image of a living mouse was published in January 1974 [158]. The first
studies performed on humans were published in 1977 [64, 112]. By comparison, the first
human X-ray image was taken in 1895.
Magnetic resonance imaging was developed from knowledge gained in the study of nu-
clear magnetic resonance. In its early years the technique was referred to as nuclear magnetic
resonance imaging (NMRI). However, because the word nuclear was associated in the public
mind with ionizing radiation exposure it is generally now referred to simply as MRI. Sci-
entists still use the term NMRI when discussing non-medical devices operating on the same
principles.
How MRI works
To understand how MRI works, we focus on the biggest and most important component in an
MRI scanner: the magnet. The remainder of the scanner is built around it. The field strength
of a magnet is expressed in tesla (symbol: T). MRI scanners found in hospitals around the
world today, usually contain a magnet with a field strength of 1.5T although the share of
high-end 3T scanners is increasing. In comparison, the strength of the Earth’s magnetic field
on the equator is 31µT (3.1×10−5T) and the strength of a typical refrigerator magnet is 5mT.
The human body is largely composed of water molecules which each contain two hydro-
gen nuclei or protons. When a person goes inside the powerful magnetic field of the scanner,
the magnetic moments of some of these protons align with the direction of the field. So in-
stead of them being just in a random arrangement, the magnetic field tries to pull them into
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(a) Philips 3T Achieva system. The small open-
ing (called the bore) is clearly visible. The casing
around it holds the superconducting magnet as well
as the liquid helium to cool it.
(b) Philips Panorama HFO. This system provides a
360-degree panoramic viewing angle and spacious
160 cm-wide patient aperture ensuring a comfort-
able, relaxing MRI experience for anxious, elderly,
obese or claustrophobic patients.
Figure 1.3: Impression of the Philips Healthcare MRI system.
alignment similar to a whole set of compass needles.
Next, a radio frequency transmitter very briefly emits a signal which flips the protons out
of their aligned position. As soon as the signal is turned off, the protons start to move back
to their original position. An image is constructed because the protons in different tissues
return to their equilibrium state at different rates. By changing the parameters on the scanner
this effect is used to create contrast between different types of body tissue or between other
properties, as in functional MRI and diffusion MRI. MRI is used to image every part of
the body, and is particularly useful for tissues with many hydrogen nuclei and little density
contrast, such as the brain, muscle, connective tissue and most tumors.
Philips Healthcare MRI
To illustrate the complexity of the MRI systems, some indicative numbers of Philips Health-
care MRI products and its development are provided. The development involves 400 people,
across all before mentioned disciplines, on three main sites and a few smaller sites distributed
throughout the world. The total software archive contains about 10 different programming
languages, 9 million lines of codes, and uses about 50 different technologies. All of this is
consolidated in one single archive on which, at any time, about 150 software developers are
working concurrently to add new functionality, and to perform service to the installed base
of around 7000 Philips MRI systems worldwide. All this is excluding the research into break
away innovation, marketing and so on.
The MRI system is not unique with respect to its complexity. Many other examples of
complex system exist, such as wafer steppers used in the semiconductor industry for creating
patterns in semiconductor materials to create integrated circuits. Other examples are large
airplanes, the particle collider at CERN and the nuclear fusion reactor at ITER. All these
products are complex and require large multidisciplinary teams to design and create them.
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This makes the results presented in this thesis all the more important and relevant to work in
these areas.
1.6 Origin of the chapters
Parts of this PhD thesis have been published previously. In this section the different origins
are listed.
Chapter 2 on transferring software in a brownfield environment is based on [265]. It has
been presented as part of the Industry Track at the 13th European Conference on Software
Maintenance and Reengineering.
Chapter 3 on balancing time-to-market and quality is based on [270, 271]. An early ver-
sion [271] of this chapter will be published as part of a collection of publications originating
from the Darwin project. The full version [270] has been submitted for publication in an
internationally recognized journal.
Chapters 4 and 5 on complementing software documentation are based on [266, 267,
268, 269]. An early version [266] of this chapter has been presented at the 12th European
Conference on Software Maintenance and Reengineering. An extended abstract [268] of
this chapter will be published as part of a collection of publications originating from the
Darwin project. A small part of chapter 5 on hierarchical clustering has been submitted to an
internationally recognized journal [267]. Finally, a full paper [269], containing the contents
of both chapters, has been submitted for publication in an internationally recognized journal
as well.
There are also some additional publications which are not part of this thesis, but which
were produced as part of this project:
• A Practice-Driven Systematic Review of Dependency Analysis Solutions [51] will be
published in a special issue of the Empirical Software Engineering Journal on “Em-
pirical Studies in Software Architecture: Opportunities, Approaches, and Challenges”.
A preliminary version [52] was presented at the “Workshop on Empirical Assessment
in Software Architecture”. In both cases the main author is T. B. Callo Arias and the
co-authors are P. van der Spek (author of this thesis) and P. Avgeriou.
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A Brownfield Approach to Transferring Software to a
New Framework
In the long history of humankind (and animal-kind, too), those who have
learned to collaborate and improvise most effectively have prevailed.
- Charles Darwin
2.1 Introduction
Very few IT projects are delivered on “Greenfield” sites anymore. Most businesses already
have a significant and complex IT environment. Some are so complex that they could be
considered contaminated or polluted by their complexity [114]. The reality of every-day
software is that the installed base is much more brittle than we could even dream of [279].
We call such environments Brownfield sites.
When confronted with the task of getting yesterday’s programs to perform today’s tasks,
companies are reluctant to throw away the software and rightfully so. This software is the re-
sult of a huge amount of investments. It records knowledge, expertise, and business rules that
may not be available anywhere else than in the source code. The costs and risks for develop-
ing a replacements system will be unaffordable and most likely it would take years before the
functionality of the legacy code would reliably be replaced by the new system [12]. This has
led engineers to develop ways in which existing software can be used in new environments.
Despite the overwhelming body of evidence that maintenance and enhancement needs
more attention and is more difficult than software development from scratch, there is little
focus on these topics [242, 275, 279]. Much of the techniques and methods, which have been
developed over the last decade, do not originate from the research community. In fact, they
come from industry, where they were born as a child of expediency [242].
This chapter presents the main results and lessons learned from an industrial re-engineering
project aimed at creating several independent applications out of existing software and mov-
ing them to a new framework. Given the bewildering array of legacy systems and the many
differences between them, it seems unlikely that a single generic approach would be suitable
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for all systems. However, a set of comprehensive guidelines to drive re-engineering projects
is essential. The reported experience is therefore meant to be instructive for carrying out
future re-engineering projects. In particular, the chapter presents and integrates experiences
with the following subjects:
• problem analysis,
• managerial realities, and
• technological issues.
Structure of the chapter Next, in Section 2.2 we introduce the real-world case which
is used throughout the chapter. In Section 2.3 we describe the individual steps taken in this
project and the challenges we faced at each of these steps. Section 2.4 contains an overview of
some related work. Finally, Section 2.5 concludes the chapter and proposes several possible
future activities.
Figure 2.1: Excerpts from Philips Healthcare portfolio.
2.2 A real world modification example
Philips Healthcare consists of many business units making different products for the same
customers, i.e. hospitals and clinical facilities (see Figure 2.1). These products are used for
image acquisition, processing, reviewing, archiving, reporting and printing. The main clinical
product lines developed by Philips Healthcare are based on X-ray, computed tomography
(CT) and magnetic resonance imaging (MRI).
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Most of these Business Units had their own legacy (SW) product architectures that have
evolved in isolation of one another, often in different companies that have been acquired
by Philips in recent years. These architectures were optimized for the products they make.
Traditionally, this modality centric approach has been the right choice, but today customer
demands are changing.
More and more, customers expect a coherent healthcare solution, where each product
offers a standard Philips Graphics User Interface, a standard Philips Image-Viewing and Re-
porting experience, a standard Workflow solution and excellent interoperability. This also
includes the interoperability with 3rd party equipment and enterprise IT.
2.2.1 Introduction to the CLINAPP project
CLINAPP is the codename for a project which was carried out at Philips Healthcare as part
of the Darwin project [263]. Details of the functionality and a number of parameters of the
project have been made anonymous. The CLINAPP project was concerned with modifying
clinical applications from the software for MRI scanners. The clinical applications constitute
a subset of the software and are primarily used for performing post processing operations
on previously performed scans. Examples of such applications are diffusion, angiography,
spectroscopy and functional MRI 1.
Problem statement. The modification effort was initiated by the following statement:
Clinical applications should be independent from the rest of software archive and
be able to run on any system using a uniform user interface for all business units.
Currently clinical applications form an integral part of the software for MRI scanners
at Philips Healthcare. Releasing a new application therefore means releasing a new version
of the complete software package, which also includes the control software for the MRI
scanners, scan protocols and more. In the future the MRI division of Philips Healthcare
wants to be able to deploy and release clinical applications separately from the rest of the
software.
At the same time, these applications will be modified in order to work on a new frame-
work which will be shared by several business units. This framework will be providing a
full-fledged working environment in which the clinical applications load as a sort of plugins.
Furthermore, it facilitates building new applications using various kinds of viewing compo-
nents, while legacy applications are connected via special interfaces. The framework will also
provide more generic functionality like logging, exception handling and database access.
In the end, this new framework should provide a more uniform architecture throughout
the software system and provide a similar graphical interface for all Philips Healthcare appli-
cations created by the various business units. By providing a uniform interface the various
applications should be easier to use by the hospitals.
1An introduction into these topics can be found here: http://en.wikipedia.org/wiki/MRI.
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Summary of the system. For the purpose of this chapter, we have investigated a single
clinical application used for post processing images coming from an MRI scanner. This
application consists of nearly 90.000 LOC, written primarily in C#, spread over 22 building
blocks [230, 264]. The entire software archive consists of about 7 million lines of code mostly
consisting of C, C++, and C#, spread over nearly 600 building blocks.
2.3 Analysis of the re-engineering problems
This chapter deals with isolating part of an existing software archive and transferring this
part to a new framework by means of a systematic approach and a lot of persistence. In
order to refer to the part that will be transferred we opt for the term aggregate since this term
expresses the implied attributes most accurately. The etymology of this word goes back to the
Latin verb aggregare which translates as “to flock together”. In this way, this word captures
the need to group together different parts of the existing system for the purpose of migration.
More common terms such as component, part, module, or object do not sufficiently capture
these two traits.
In this section we will describe the general approach and exemplify the hazards using
experiences from the CLINAPP project. A bird’s-eye view of the approach is presented below:
1. Explore: Getting acquainted with the source and destination framework
2. Isolate: Isolate the aggregate from the rest of the archive
3. Transfer: Transfer the aggregate to the new framework
4. Test: Validate the aggregate to test correctness
We will discuss each of the steps and the problems we encountered in the remainder of
this paragraph.
2.3.1 Knowledge gathering
As we will be transferring part of an existing software archive to a new framework, we need to
know how well the two worlds match and identify any gaps. Even though the new framework
provides largely the same functionality as the existing framework, inevitably there are some
differences. These differences will not only be in terms of functionality, but for instance also
the terminology will be different.
Functionality. The functionality itself as well as the way this functionality is implemented
by both frameworks will be different. The initial phase therefore includes comparing the
functionality of both frameworks as required by the package and already try and identify
some of the gaps and making an initial estimate of how well the two worlds could come
together programmatically.
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As a first step, the requirements and design documentation of the package are useful for
this purpose. However, as legacy systems rarely have an accurately documented architec-
ture [132] this is generally not sufficient to get a proper overview. Therefore, other sources
of information, like system experts, have to be used as well.
A very useful source of information is the existing system. For the CLINAPP project
we used the test scenarios and performed these tests on the current systems in order to
get acquainted with the clinical applications and observe how the documented functional-
ity presents itself in the working package.
Terminology. The fact that even minor differences in functionality could cause problems
is obvious. Problems due to differences in terminology are perhaps less expected, but nev-
ertheless cause a lot of misunderstandings during the startup phase of a project. In the case
of the CLINAPP project, both the source and the target framework provided a “processing
service”. However, the functionality was far from the same. While in the source framework
the processing service provided functionality for running jobs (e.g. printing an image) in the
background, the target framework’s processing service was meant for controlling the various
processes of the entire framework. Instead, the service for submitting jobs to be run in the
background was called “job service”. Being aware of these kinds of differences early in the
project prevents a lot of misunderstandings.
Building a so-called ontology might be helpfull in this case. An ontology provides
a shared vocabulary, which can be used to model a domain—that is, the type of objects
and/or concepts that exist, and their properties and relations [11]. Different ontologies can be
mapped onto each other, for instance to point out differences in terminology. This is an active
area of research called knowledge engineering, which is special kind of ontology engineering.
Some useful references include [1, 251, 262].
Interfaces. Packages such as the clinical applications rarely stand on their own. Usually
they are part of a larger environment both at the customer as well as at the supplier. Next to
the programmatic interfaces, which come with problems of their own as we will see in Sec-
tion 2.3.2, the application will have various other interfaces such as the required datamodel,
various industry-wide or company-specific standards, or external applications which use its
output.
In the CLINAPP project we came across several of these interfaces which needed to be
taken into account. For handling, storing, printing, and transmitting information on the im-
ages created by the MRI scanner, the DICOM image standard [193] is used. Unfortunately,
the current framework and the new framework handled this standard in slightly different
ways. In the end these differences could be dealt with quite easily. However, more in general,
if the differences are very large, it might even mean that migrating to the target framework is
not an option.
Another example from the CLINAPP project is the fact that the logging output from clin-
ical applications is fed to automated tools which are able to identify problems with the appli-
cations. For this purpose, the logfiles need to be in a specific format and thus it might not be
possible to simply replace the existing logging functionality with the functionality provided
by the new framework.
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In general, it is important to identify all dependencies and all interfaces the package has.
This should not only include dependencies and interfaces in the software, but also to other
datamodels, applications, processes etc.
Problem size. Next to exploring the as-is situation, it is also necessary to look ahead and
explore the to-be situation. There are several aspects which play a role in how the transfer will
be executed. For example, when planning such a process it is necessary to know whether the
transfer will be done only once or, as in the case of the clinical applications in the CLINAPP
project, will need to be repeated more times.
Another important aspect is how the packages will be expected to develop. As we will
see, different transfer scenarios have a different effect on the size of the package. If the
packages are expected to change, depending on the kind of change, the fact that their size is
reduced is an important factor.
The actual questions that need to be answered here will vary from project to project.
Therefore, we do not assume to be able to give a complete overview of questions that should
be asked. The two aspects mentioned above both came up during our investigation of the
CLINAPP project and serve as examples for other projects.
2.3.2 Isolate the aggregate
Determine the aggregate’s core
In order to isolate the aggregate from the rest of the system, we somehow need to determine
a starting point from which to start our analysis. Dependency analysis tools need a starting
point from which to determine the dependencies. The part of the existing software archive
containing the heart of the aggregate is the most obvious choice for serving as a starting point
as it is the one part that will always have to be transferred. Moreover, it usually is well-
understood and well-documented how the core is implemented and where it is located in the
archive.
The hearts of the clinical applications, which are the post-processing algorithms, were
located in a single buildingblock. Each clinical application occupies its own buildingblock.
This knowledge could be used as input to dependency analysis tools in order to determine the
relations with the rest of the system.
Determine its relations to the rest of the system
While clustering and decomposition techniques are useful when creating a reusable compo-
nent from an existing system, these techniques are less suitable when an application has to
be isolated from a monolithic system. Such an application usually provides various kinds of
functionality making it hard to be identified by means of clustering. Program slicing tech-
niques are more suitable in this case.
Most program slicing algorithms exploit graph or matrix representations of programs at
different levels of abstraction. These representations usually depict the call or control flow
relations between different parts of the system. Subsequently, a program slicing algorithm is
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applied to select the statements relevant to a computation, even if they are scattered through-
out the program.
Not unlike most industrial software systems, the software from Philips comprises a mul-
titude of languages, notations, and technologies. This heterogeneity very much challenges
all attempts to derive simple solutions that are evidently correct and complete. Heterogeneity
is also the source of the 500 language problem [151], which is about the mere challenge of
obtaining quality front-ends for source-code analysis and transformation.
In our case, we used a commercial tool, called Visual NDepend2, which is capable of
analyzing Microsoft .NET assemblies (i.e. written in C# in our case) and showing their
dependencies (based on the following constructs: namespaces, types, members, methods, and
fields). It uses the Dependency Structure Matrix [234] to display the result of the analysis.
An example is shown in Figure 2.2.
Figure 2.2: Dependency Structure Matrix for the CLINAPP project.
Although in this phase of the project the dependencies need not be determined exhaus-
tively, as it only serves as input for determining the most appropriate transfer scenario, we
nevertheless want to point out a few risks associated with dependency analysis. Specifically,
we want to point out problems due to including and missing dependencies.
Transitive closure. The first step, after identifying the core, is to look for the dependencies
of the core and, subsequently, decide whether or not these need to be included when trans-
ferring the aggregate. This is done by determining the transitive closure on the dependency
graph such as the one depicted in Figure 2.2. When and where to cut this graph depends on
the transfer scenario as we will discuss in Section 2.3.3.
Transitive closure on call graphs, cited as a fundamental technique for predicting change
impact [38], is relatively inexpensive. However, it is highly inaccurate, identifying impact
where none exists and failing to identify impact where it does exist [159]. Furthermore,
using program slicing the graph is cut at the desired point(s). However, program slices are
2Available from: http://www.ndepend.com/.
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Listing 2.1: Difficulties with transitive closure.
1 sw i t ch ( o p t i o n ) {
2 case AWHWOPT 1: re turn AWASW 1 module ( ) ;
3 case AWHWOPT 2: re turn AWASW 2 type ( ) ;
4 . . .
5 case AWHWOPT n: re turn AWASW n available ( ) ;
often imprecise as reusable functions because they contain unnecessary statements for the
function to be recovered. [156]. This is illustrated in Listing 2.1.
The switch-statement in Listing 2.1, which is part of a utility function related to hardware
(HW) options (OPT), determines what value to return based on the value of the variable option.
When this function occurs in the dependency graph for the aggregate’s core, this will result in
all functions being called from within the switch to be included as well, even when in reality
only a few cases are actually relevant. Although this is a slightly contrived example, it does
illustrate the kind of problems that have to be dealt with. Another example is a part of a
function which is located inside an if-statement for which the condition will never evaluate
to true.
In the case of the CLINAPP project we decided to copy entire source files without iden-
tifying exactly which part of the source file was really necessary. Even though this approach
causes the aggregate to be larger than strictly necessary, it is easier to realize and, in prac-
tice, works faster compared to more advanced techniques like program slicing. Furthermore,
and perhaps more importantly, in this way the differences between the source files in the two
archives is kept very small which makes maintenance easier. As the two archives will exist
next to each other for some time in order to be able to provide support to existing customers,
the fact that the task of merging changes between the two archives is relatively straightfor-
ward, is an important advantage.
Missing dependencies. Next to being imprecise, the static analysis techniques as described
here are also incomplete. For example, the dynamics of polymorphism and inheritance in
object-oriented languages make it virtually impossible to produce a control flow graph of
manageable size [154].
Furthermore, when it comes to heterogeneous software systems, consisting of source code
written in multiple programming languages and using different programming paradigms, de-
pendency analysis tools run into problems [151]. They are commonly restricted to a specific
paradigm and support only a few languages. This results in the graph and matrix representa-
tion to only present information to the extent of what the tool is able to handle. In practice
this means, certain dependencies will be overlooked.
An example from the CLINAPP project is shown in Listing 2.2. This way of dynamically
loading of DLL’s in C# is generally not captured by any dependency analysis tool even though
it is possible to check this statically. Moreover, it is a typical example of a dependency of
which not even experts of the system are actively aware, because the import is only done in
a single place and the calls to the C-functions are shielded by C#-methods thus hiding the
C-code from their view.
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Listing 2.2: Runtime DLL import.
1 [ D l l I m p o r t ( "GeometryTransformations.dll" ) ]
2 p r i v a t e s t a t i c ex te r n void
3 AWBASGEO sl ice to pat dot NET wrapper ( . . . ) ;
One way of compensating for the missing dependencies is by means of dynamic analy-
sis [106, 154, 159, 232]. However, dynamic analysis has the drawback of being very labor-
intensive and a practical drawback of using dynamic analysis is that one has to ensure that the
code is sufficiently exercised to reflect in a complete manner the interactions that take place
between objects [10].
In the case of the CLINAPP project we reverted to a slightly more mundane approach:
trial-and-error. As we expected the amount of dependencies still hidden after having done
the static analysis to be minimal we relied on the linker and debugger to help pinpoint any
missing dependencies. More in general, existing test-cases are useful to determine whether
or not the application can successfully perform every task it is designed for.
2.3.3 Transfer the aggregate to the new framework
After having isolated the aggregate and determined its dependencies with the existing system,
next it has to be transferred to its new environment. Several scenarios have been proposed for
such a transfer [27, 243]:
• Transformation
• Redevelopment
• Encapsulation
• Migration
Transformation, i.e. migration from one programming language to another, is especially
useful when the modifications are captured in a series of mechanical steps which can be exe-
cuted by a tool. The effort required to create the specification for the various transformation
steps is regained when the modifications have to be repeated throughout the entire system.
When the necessary changes are one-of-a-kind, as in the CLINAPP project, creating the spec-
ification becomes more of a burden than an advantage.
Redevelopment, commonly referred to as Big Bang or Cold Turkey [46], although from
an idealistic point of view often the preferred choice by engineers because of the chance
to clean up the code and the opportunity to closely connect to the architecture of the new
framework, is also not a real option. In reality, the risk of failure is usually too great for orga-
nizations to seriously contemplate a redevelopment approach [27]. Another very real concern
stems from the fact that technology and business requirements are constantly changing. Thus,
at the end of a long process, an organization might find itself with a redeveloped system based
on obsolete technology that no longer meets its business needs.
It must be noted that sometimes redevelopment is the only option, even when considering
the risks involved with such a project. An example is the situation where an existing applica-
tion, written in C++, needs to be transferred to a new framework written in C#. In this case,
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the overhead involved with connecting the two worlds, for instance by using a wrapper, might
simply be to much. Obviously, migrating the existing code is not an option either. However,
as in the case of the CLINAPP project both the application and the intended new framework
have been written (mainly) in C#, connecting the two by means of a wrapper or by migrating
the existing code are both possible.
Therefore, this leaves us with the choice between encapsulation and migration. We have
examined both options in the context of the CLINAPP project. In the next paragraphs we
will discuss our experiences and what kind of information is useful to decide which option to
choose.
Encapsulation
Given the drawbacks of redevelopment, many organizations are forced to seek alternative
ways to cope with their legacy software systems. Most practical solutions addressing en-
capsulation make use of some kind of design pattern [97] like adapter, decorator, facade, or
wrapper. In the case of the CLINAPP project we considered wrapping which surrounds exist-
ing data, individual programs, application systems, and interfaces with new interfaces. The
advantage of this approach is that the bulk of the changes will be located in a single location.
The wrapper will act as a mediator and translator between the legacy application and the new
framework.
However, the wrapper also becomes a potential source of problems. As the data-structures
will differ between the legacy code and the new environment, the wrapper will have to take
care of translating the communication between the two. When, as was the case in the CLI-
NAPP project, the data-structures are very similar and contain the same information, this will
not be a problem. When the differences get larger and perhaps even a difference exists with
respect to the available information, things are becoming more problematic. Translations will
be taking more time, impacting the overall performance, and if certain information is missing
this must somehow be compensated for.
Next to being a translator, the wrapper often also acts as a mediator exchanging state and
control information between the legacy application and the new framework. In and of itself
this is not a problem. However, taking into account the larger picture of the application and
its environment and the wrapper becomes a potential source of problems. Listing 2.3 shows
and example of synchronizing the state of the clinical application and the framework from
the CLINAPP project.
Listing 2.3: Synchronize state.
1 p r o t e c t e d o v e r r i d e Dai . I D a t a O b j e c t
2 I n t e r n a l C o m m i t S t o p T a s k ( ) {
3 view . D e a c t i v a t e ( t r u e ) ;
4 destroyMRView ( ) ;
5 . . .
As there is no way to guarantee that the view is both deactivated and subsequently de-
stroyed, for example due to an error in the Deactivate-method, this could lead to a (partially)
deactivated clinical application which will no longer restart as it has not been destroyed.
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Even though there are some risks associated with this solution, it is becoming increas-
ingly popular in industry [242]. Though it may not be the cleanest solution, encapsulation is
definitely the most economical one, at least in the short range.
Migration
When redevelopment is unacceptably risky, next to wrapping, migrating the legacy software
system to a new environment is a good alternative. Although it is a much more complex
undertaking than wrapping, if successful, migration’s long-term benefits are also greater. For
example, migration offers more flexibility, better system understanding, easier maintenance,
and reduced costs [27].
One problem with migration, which is often overlooked, is not so much its technical com-
plexity as it is a problem of programmer’s ego’s. Weinberg [286] observed that in companies
where developers are not territorial about their code, and encourage other people to look for
bugs and potential improvements in it, improvement happens dramatically faster than else-
where. He referred to this as “egoless programming”. On a similar note, we claim that in such
an environment the decision between either encapsulation or migration will be less influenced
by the developer’s personal perspective and background.
In the CLINAPP project we observed that the developers at the MRI division of Philips
Healthcare had a “natural” preference for the encapsulation scenario, whereas the third-party
supplying the new framework was more in favor of the migration scenario. Although such a
bias might exist for good reasons, than these reasons should be the grounds for deciding in
favor of either scenario and not the personal preferences.
Next to the social aspect, a migration effort is not at all without its technical difficul-
ties. As their is some overlap in the functionality provided by the new framework and the
functionality available in the legacy application, it is important to understand the operations
and interactions of the application. A poor understanding leads to incorrect requirements
and ultimately to failed migration projects. Thus, to begin, engineers should have a good
understanding of the legacy application’s data and interfaces [27].
Furthermore, the reused code needs to be adapted to use the data-structures of the new
framework. Although more difficult to realize than the translation done inside the wrapper, it
does eliminate the additional time required for the translations and it allows for adapting the
code to cope with the differences in information contained in the old and new data-structures.
Choosing a scenario
Choosing a scenario requires examining several aspects of both scenarios. Moreover, it re-
quires an overview of the priorities of the overall project in order to value the differences
between the two scenarios. As the functionality remains the same as the original application,
the existing test cases remain useful to validate the behavior of the end result. On a side note,
although the functionality did not change, due to the new framework buttons and menus are
sometimes labeled differently and mouse actions sometimes change as well. However, this
should not result in the core function behaving differently as well. Thus, the idea of what
a specific test is supposed to prove, does not change, but some specific steps might need
modification.
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User interface. The fact that these visual differences exists can also be used as a point of
consideration when choosing either of the two scenarios. Although in both cases, the appli-
cation will be integrated into the new framework, the integration of the migration application
will be better compared to the wrapped application. When user interface harmonization is
one of the envisaged end results, as is the case for the CLINAPP project, this could count as a
big plus for the migration scenario.
Maintenance. The impact either solution will have on maintenance is also an important
point of consideration. While encapsulation usually introduces new code in the form of the
wrapper, the migration scenario allows for removing code implementing functionality which
is also provided in the new framework. In the CLINAPP project we also experienced this.
While the wrapped version of the application constituted roughly 90.000 LOC, when we mi-
grated the same application we were able to reduce this number to approximately 10.000
LOC. Comparing the impact on maintenance, however, requires to consider more than just
these numbers. For instance, using historical data it is possible to get an insight in the amount
of maintenance the eliminated code required, thus providing insight in the amount of mainte-
nance that will be saved.
Moreover, an insight is required in the amount of maintenance that is to be expected
due to changes in the framework. In the case of the wrapped application, changes in the
framework will mostly affect the wrapper, whereas the migrated application will probably
need maintenance in several different places.
Reliability. Other factors should be taken into account as well. We have already mentioned
the possible impact on the performance of the application when a wrapper is used. Another
factor is the reliability. As usually the existing code has been around for some time and has
undergone rigorous testing, it is considered – and perhaps rightfully so – to be more mature
and to contain less bugs. The new framework, on the other hand, will not be as mature and
well-tested. Moreover, as part of the migration modifications have been made to the core of
the application. Depending on the size and amount of modifications this will also have an
impact on the reliability.
On the other hand, only taking the maturity level of both codebases into account ignores
the fact that a migration, as described for the CLINAPP project, opens up the possibility of
removing code from the archive that provides functionality which is also available in the
new framework. In this way, the source code will be reduced to its core. In case of the
clinical applications this means that the code is reduced to the specific MRI post-processing
algorithms. Not only does this mean that maintenance is decreased, it also means that the
maintenance effort will be focused on less code. Furthermore, as the replacement parts from
the new framework will be shared by more people, bugs in that part of the system are likely to
be discovered and fixed sooner. As more people are trying to trace a bug, then it is likely one
of them will find the easiest path immediately, and nail the bug in a much shorter time [227].
Repeatability. Finally, next to the long term benefits of either solution, we also need to
take short term benefits and drawbacks into account. In the case of the CLINAPP project
the chosen solution needed to be repeated for each and every clinical application. While
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the wrapper is reusable in these cases, the migration each time will be started from scratch.
In a world where time-to-market has become a critical ingredient for success, the fact that
the wrapper is created faster and with a higher chance of success is an important factor in
deciding which scenario to choose.
Execute the transfer
Depending on the chosen solution several tasks remain in order to isolate the aggregate and
realize its transfer to the new framework. In the case of a migration the first step is to try
and connect the core to the new framework trying to use as much functionality from the
new framework as possible. Only when a specific function is not available in the destination
framework, we turn to the source framework and copy the required functionality.
When creating a wrapper this process is almost reversed, as most of the functionality
from the original framework will be reused. In order to get a full overview of what needs to
be copied from the existing software archive, the dependency graphs need to be extended to
provide a more complete picture.
Replacing functionality. As the new framework, on which the clinical applications will be
operating, will also replace other parts of the existing software system, it is also possible to
approach the problem from a different angle. Whereas the clinical applications are a clearly
identifiable part of the software system and identifying their interfaces in order to modify
them in order to work with the new framework is relatively easy. Most of the other functions
the framework will provide, like logging and access to the image database, are of a more
general nature. These functions are used at various places throughout the system and not
always in a systematic way.
As the software system evolved gradually and parts of the system where added, modi-
fied or removed, this process is reflected in the source code [162]. Ideas regarding proper
architecting and programming have changed over the years (i.e. the use of technologies like
CORBA and COM, and the introduction of object-oriented programming languages) causing
discrepancies between the way in which different parts of the system access the generic func-
tionality which, in future versions, will be provided by the new framework. At the time of
writing, work on replacing generic functionality within the context of the CLINAPP project
has just started. A more in depth investigation will therefore be part of future work.
Data. Until now, we have only discussed transferring source code, but other artifacts such
as resource files, language files, and data also need to be transferred. Of the examples, trans-
ferring data arguably is the most difficult to do. Ideally, the target database is populated
with the data from the legacy database, either in one go or in separate steps, by dividing the
data into independent fragments. In order to do this, the existing database schema needs to
be mapped onto the target schema and the required transformation needs to be worked out.
Other strategies, in which the legacy database is kept in active use, also exist.
As in the case of the CLINAPP project, the database did not change, we have not explored
this subject further. The reader is referred to [21, 22, 27, 46, 61, 108, 109] for a more in depth
discussion on migrating data.
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Documentation. Finally, as part of the transfer the documentation on the system needs to
be updated. In the case of the wrapping scenario, it is necessary to describe the inner workings
of the wrapper and show how it connects the legacy application to the new framework.
On the other hand, for the migration scenario the changes to the documentation will be
more extensive and will need to describe the new architecture of the applications.
In both cases, the documentation should include how the transfer was performed, in or-
der to be able to repeat it, and what the differences between the original and new situation
are. And as we will see in the next section, not only the architectural and design documen-
tation needs to be updated, also other documents such as test and requirements will require a
thorough review in order to reflect the changes to the software.
2.3.4 Running and testing the aggregate
Having isolated the aggregate and transferred it to the new framework, the final step in the
process is running and subsequently testing the application. In practice, this step still poses
a challenging task. Although static analysis tools are able to identify various kinds of de-
pendencies, they also have blind spots, next to the limitations we observed earlier, which
cannot be remedied by applying dynamic analysis. Dependencies due to file or database
communication, undocumented assumptions on the structure and contents of data structures,
and different interpretations of a specification can cause a multitude of problems at run time.
Especially the last point is often difficult to unravel. An example is shown in Listing 2.4.
Listing 2.4: Generate UID.
1 f o r ( i n t j = 0 ; j < d i f f u s i o n M a p s . l e n g t h ; j ++) {
2 . . .
3 DAIUti l . S e t S t r i n g V a l u e (
4 d i f f u s i o n M a p s [ j ] ,
5 DicomSopIns tanceUid ,
6 U i d G e n e r a t o r . GenerateUID ( ) ) ;
7 }
In line 3 a unique identifier (UID) is added to a diffusion map. This UID is needed to
distinguish images from each other. In the old situation, this UID was not being used and the
viewer would just present the provided image. In the new framework, however, the viewing
component does check the UID and will not change the displayed image unless the UID is
different. In the end, only this single line was needed to solve the problem, but identifying
these problems is a tedious task for which it is hard to prepare. Although we would have liked
to have had some documentation on this and other assumptions, it is notoriously difficult to
document them [99] and there are no clear-cut solutions available.
By executing existing tests, it is possible to identify these kinds of problems. Unfortu-
nately, existing tests cannot always be reused as-is. Even when functionality has not changed,
tests might need modification because of behavioral differences between the source and des-
tination framework. Using the knowledge gathered in the early phases on the differences is
helpful when modifying the tests, but even then tests should be performed with great care
keeping in mind what each step is supposed to proof.
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2.4 Related Work
The CLINAPP project follows naturally from a line of research and practice done in the area
of software analysis and modification.
Large software portfolios and problems of massive software modifications, such as Y2K
and Euro, have been discussed in [278]. Although the problems presented in this chapter
are different from the CLINAPP project, the discussion clearly shows that when dealing with
large software portfolios, there is no such thing as “the solution”. Researchers have therefore
focused on identifying systematic approaches instead of finding solutions to specific prob-
lems. Jacobson et al. [123] show how an object-oriented development method is used to
gradually modernize an old system. More recently, Postma et al. [216] described the 3RDBA
approach. The approach is based on systematically gathering all required information needed
to make well-founded decisions regarding the evolution of the architecture. Also, Bartolomei
et al. [15] describe a wrapper-based approach to migrate from one API to another.
In other work, the focus of the re-engineering effort is not on the source code itself, but on
the structure of the software archive. Ro¨tschke [230] describes an approach in which graph
transformations are used to re-engineer a large medical imaging system.
The migration approach described in this chapter is different from these approaches as
well as from well known approaches such as the Big Bang and Chicken Little strategies [46],
the Butterfly methodology [27], and the Iterative Re-engineering method [21] in that it fo-
cuses on reusing as much of the legacy system as possible while transferring the application
to the new framework and explicitly excludes adding functionality. This greatly reduces the
risks associated with the project and facilitates comparing the output with the output from the
legacy application in order to verify that the behavior has not changed.
2.5 Concluding remarks
In this chapter, we have discussed the process of transferring part of a software portfolio to a
new framework as a separate entity. We have discussed the technical complexities associated
with such a process, which need to be understood to successfully complete transfer projects.
To this end, we have discussed one specific project in detail. By using the experiences we
gained from this project we have provided detailed insight into the nuts and bolts of a transfer
process in a brownfield environment, and we have described the pitfalls of such projects
together with possible solutions along with a description of the design decisions which need
to be taken along the way. Others can use our work or a variant thereof to conduct transfer
processes for their own software systems.
The results of this study have been used as input to a large-scale re-engineering effort
which will result in set of clinical applications capable of running on the new framework.
Moreover, the existing framework will be phased out and the entire archive will be restruc-
tured accordingly.
The success of such a large re-engineering project depends to a large degree on proper
planning [241]. As is the case with this project, it is difficult to predict the impact such a
project will have on the software archive without an analysis of the entire portfolio. Using
the results from this exploratory study, it is possible to create a more detailed planning and
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estimate the associated costs.
2.5.1 Future Work
Next to the technical difficulties which are inherently part of a transfer scenario such as
encapsulation or migration, other aspects play a role as well in choosing one over the other.
Because the functionality will remain basically the same, it is necessary to take other aspects,
such as maintenance costs and quality [241], into account in order to choose either migration
or encapsulation. To do so, we must
• ascertain current quality,
• calculate current maintenance costs, and
• assess the software’s current business value.
Attaining these objectives requires a software metrics program; otherwise there is no data
available to prove anything. So justification of a transfer scenario consists of four steps:
• introduce a measurement program,
• analyze software quality,
• analyze maintenance costs, and
• assess the software’s business value.
Further work should focus on obtaining these metrics. This should help to justify the re-
engineering effort and provide insight in the benefits of the project. In fact, these numbers
are useful for monitoring the project and measure its success.
3
Balancing time to market and quality in embedded
software systems
If we deliver on time, but the product has defects,
we have not delivered on time.
- Philip Crosby [63]
3.1 Introduction
Denver’s new international airport was to be the pride of the Rockies, a wonder of modern
engineering, but software glitches in an automated baggage-handling system forced Denver
International Airport to sit empty nine months after airplanes were to fill these gateways and
runways [101]. In 2003, a local outage that went undetected due to a “race condition” [218]
in General Electric Energy’s monitoring software caused a power-outage in North America,
affecting 40 million people in the U.S.A. and 10 million people in Canada, with an estimated
financial loss of $6 billion [25]. Finally, in another, infamous case, six known accidents
involved massive radiation overdoses due to software-related accidents in a computerized
radiation therapy machine called the Therac-25 [169].
It is notoriously difficult to balance the time-to-market and quality of a delivered prod-
uct [226]. In the case of the Therac-25 a combination of inadequate management, overconfi-
dence in software qualities, less-than-acceptable software engineering practices, and unreal-
istic risk assessments culminated to the disastrous outcome. In the competitive commercial
software market, companies feel compelled to release software the moment it is ready. The
optimal release moment is not easily found. It treads the line between releasing poor-quality
software early and high-quality software late. As Crosby already noted [63], if software is
released while it still contains significant defects, it has not been delivered on time. The task
of delivering on time gets even more difficult when the company operates in a regulated mar-
ket in which quality is of the utmost importance. Finding a sound answer to the question, “Is
the software good enough to release now?” is critical to a company’s survival. That answer
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is sometimes based on the opinion of experts, but historical data can put this judgment on
firmer footing.
The results reported in this chapter are based on empirical data obtained from Philips
Healthcare MRI, which develops large software-intensive systems for healthcare applications.
These systems combine high-end hardware components with a large amount of software into
a single, complex product. The complexity is not just in the sheer size of the physical ma-
chine or the amount of code required to operate it, but also in the multitude of connections
and interactions between the two. The Magnetic Resonance Imaging (MRI) system is not
unique with respect to its complexity. A modern car, for instance, may contain 20 to 30 mi-
croprocessors, with software controlling aspects such as engine ignition, pollution control,
security, air-conditioning, car radio, or even the seat position [247, 250]. Another example of
a complex system is a modern television [276]. A television consists of mechanics, electro-
optics, electronics and software. It typically takes 100 software engineers 2 years to build the
software for a high-end television. Many more comparable complex systems exist, such as
copiers, wafer steppers used in the semiconductor industry, airplanes, and military systems.
MRI scanners, therefore, are a typical example of systems engineering in practice.
In this chapter, we provide a contribution to the body of empirical knowledge by de-
scribing a number of results from a quantitative study of defect management data of a major
commercial system. We inferred from the data that the measured defect rate of the software
in Philips’ MRI scanners is once per 1,175 device-years. In the IEC 61508 standard this
failure rate is defined as Safety Integrity Level 3 (SIL3), the second highest possible safety
level specified in this standard. The highest safety integrity level, SIL4, is only attainable
when redundancy is build into the system. For instance, by duplicating critical components,
by combining different safety measures, or by implementing multiple instances of the same
system.
Repositories such as time tracking systems, versioning systems, and defect tracking sys-
tems are useful to aid in managing software projects. Practitioners and researchers increas-
ingly recognize the potential benefit of mining this information to monitor the performance
of the project [65]. Despite some heroic efforts from a small number of research centers and
individuals [90, 171, 198, 203, 236, 296] there continues to be a lack of published empirical
data relating to the quality of realistic commercial systems [91, 190]. An exception is a study
in which the number and rate of recalls and safety alerts of automated external defibrillators
(AED) [238] is determined. They state that:
Although AEDs are complex medical devices designed to function during life
threatening emergencies, little is known about their reliability.
So, also others observed that surprisingly not much is known about the reliability of
life-critical systems. The AED study is based on publicly available information. They use
information from the database of the Food and Drug Administration (FDA). The FDA-data
is limited compared to the data that we use in this chapter. Some argue even that the FDA
provides only a small fraction of the actual numbers of failures [102]. We hope that our
study will stimulate others to also use a rich information set. In that way we believe that a
clear picture of the level of safety and reliability ensues which is attainable for life-critical
software-intensive systems.
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We make no claims about the generalization of the specific numbers mentioned in this
chapter, but in time they can form part of a broader picture. The method described in this
chapter, however, is more generally applicable and is relevant in other companies and for
different types of projects. In short, the main contributions of this work are as follows.
• We give a detailed description of the historical data from a defect tracking system and
time tracking system for a large commercial embedded system.
• We propose a method showing how to use this data to monitor the progress of a project.
Furthermore, we predict when a certain level of quality is met. For this purpose we did
the following.
– We inferred a formula providing a rough indication of the number of defects given
the effort spent thus far (effort-to-defect formula).
– We modified the reliability growth model by Bishop and Bloomfield [30] to obtain
a worst case bound on the number of residual defects in the source code.
– We fit a model based on the Normal curve to predict when a certain level of
quality, defined as the number of residual defects, is reached.
• We show that the often advocated Rayleigh model is not always the appropriate model
to predict the trend with which defects are submitted during a project.
• We show that defect trends over time can be modeled by well-known time series models
(ARIMA), but they cannot be used for predicting long-term deadlines.
Organization of the chapter In Section 3.2 we provide an overview of the systems engi-
neering field of Magnetic Resonance Imaging. Next, in Section 3.3, we describe the context
in which Philips Healthcare MRI develops its systems and software. Subsequently, in Sec-
tion 3.4, we describe the data we have used for our analysis. Then, in Section 3.5, we start
with the first step of our method and show how the data was used to estimate the expected
number of defects that must be solved over the course of the project. Section 3.6 details the
second step of our method and shows how the data was used to calculate the level of qual-
ity. Next, in Section 3.7, we describe how we combine these two estimations and estimate
the time-to-market. Section 3.8 discusses threats to validity. Section 3.9 provides a brief
overview of related work. Finally, in Section 3.10, we summarize our method and provide
concluding remarks.
3.2 Magnetic Resonance Imaging
Table 3.1 shows that there is a fair amount of complexity involved with Magnetic Resonance
Imaging (MRI), both in the system as well as in the organization. MRI development requires
a multidisciplinary design team with competences in areas such as physics, electronics, me-
chanics, material science, software engineering, and clinical science. All the disciplines have
to work together effectively on many aspects of system design. Adding to the complexity is
that the work is carried out in geographically spread locations and in different timezones.
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(a) Philips 3T Achieva system. The small open-
ing (called the bore) is clearly visible. The casing
around it holds the superconducting magnet as well
as the liquid helium to cool it.
(b) The result of a scan showing a patient’s neural
system.
Figure 3.1: Impression of the Philips Healthcare MRI system.
Figure 3.1a shows an example of a modern MRI scanner. In clinical practice, MRI is used
to distinguish pathological tissue (such as a brain tumor) from normal tissue. One advantage
of an MRI scan is that it is believed to be harmless to the patient. It uses strong magnetic
fields and non-ionizing radiation in the radio frequency range, unlike CT scans (where CT
stands for computed tomography) and traditional X-rays which both use ionizing radiation.
Table 3.1: Impression of system and organizational complexity.
item quantification (approximately)
total MRI fte’s1 (sales, service, . . . ) 1,000
multi-site development (worldwide) 3 main sites and a few satellites
different technologies used 50
development fte’s 400 (multidisciplinary)
software engineers 150
programming languages 10
lines of code 9 million
installed base (worldwide) 7,000
1 Full-time equivalent (FTE) is a way to measure a worker’s involvement
in a project. An FTE of 1.0 means that the person is equivalent to a
full-time worker, while an FTE of 0.5 signals that the worker is only
half-time.
MRI machine The MRI scanner consists of three main components. First, the main mag-
net, which polarizes the sample. Next, the gradient system which is used to localize the MRI
signal. The third component is the radio frequency system, which transmits pulses into the
patient’s body while they are in the scanner. Next to that, there are many other secondary
components. The whole system is controlled by one or more computers. Next to comput-
ers controlling the system, there are separate computer systems responsible for handling the
input from the various hardware components, converting the data into a picture and provid-
ing tools for performing complex operations on the raw data to provide the clinician with
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Figure 3.2: A ferromagnetic floor buffer was introduced into the scanner room by an unin-
formed evening worker. The magnet cowling received substantial penetration. No one was
injured. It should be noted that this accident did not involve an MRI scanner from Philips
Healthcare MRI. Source: [62].
the necessary views on the data for diagnosing the patient. The system with all its related
components itself does not fit in a single room, but comprises several rooms with different
conditional requirements, to house the subsystem components.
MRI equipment is expensive. The most common type of MRI scanner sold today often
costs between $1 million and $1.5 million USD. High-end scanners often cost between $2
million and $2.5 million USD. Construction of MRI suites can cost up to $500,000 USD,
or more. The magnet is the largest and most expensive component of the scanner. The
remainder of the scanner is built around it. The field strength of a magnet is expressed in
tesla (symbol: T). MRI scanners found in hospitals around the world today, usually contain a
magnet with a field strength of 1.5T although the share of high-end 3T scanners is increasing.
In comparison, the strength of the Earth’s magnetic field on the equator is 31µT (3.1×10−5T)
and the strength of a typical refrigerator magnet is 5mT.
The most common kind of magnet found in MRI scanners is a superconducting electro-
magnet which is cooled using liquid helium to 4 Kelvin (-269 degrees centigrade). Once the
magnet has been energized, a common practice is to short-circuit the windings with a piece
of superconductor. The windings become a closed superconducting loop, the power supply
is turned off, and persistent currents will flow for months, preserving the magnetic field. The
advantage of this persistent mode is that stability of the magnetic field is better than is achiev-
able with the best power supplies, and no energy is needed to power the windings. In short,
once the MRI machine is turned on, it is on permanently.
The MRI suite can be a very dangerous place if strict precautions are not observed. Metal
objects turn into dangerous projectiles if they are taken into the scan room. For example,
paperclips, pens, keys, scissors, hemostats, stethoscopes and any other small object can be
pulled out of pockets and off the body without warning, at which point they fly toward the
opening of the magnet (where the patient is placed) at very high speeds, posing a threat to
everyone in the room. Credit cards, bank cards and anything else with magnetic encoding
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will be erased by most MRI systems. Patients undergoing MRI examinations are required to
remove all metallic objects, often by changing into a gown or scrubs. The magnetic field and
the associated risk of missile-effect accidents remains a permanent hazard as superconductive
MRI magnets retain their magnetic field, even in the event of a power outage.
Figure 3.2 shows what happened when a ferro-magnetic object was introduced near the
MRI scanner [62]. In this case, the object was brought in the vicinity of the MRI scanner by
an inexperienced employee of the hospital. The sheer force of the MRI scanner’s magnetic
field pulled the tile from his hands and into the bore damaging the magnet’s protective casing
on it’s way in. This incident by no means stands on its own [191] and although in this case
nobody was hurt, similar incidents have happened with a less fortunate outcome [82]. The
average costs of such accidents have been estimated at $43,172 USD [137]. With the increase
of the share of 3T MRI scanners, this problem is receiving more attention [126].
Philips Healthcare MRI as well as other companies manufacturing MRI scanners have
certification programs in place to allow suppliers of medical devices, which need to be used
near MRI scanners, to test their equipment. Medical equipment and other medical devices
such as implants which are marked MR-Safe or MR-Conditional are safe to use in the prox-
imity of MRI scanners provided the conditions for safe operation are defined and observed.
MRI scans As the body is largely composed of water molecules, which each contain two
hydrogen nuclei or protons, when a person goes inside the powerful magnetic field of the
scanner, the magnetic moments of some of these protons align with the direction of the field.
An image can be constructed because the protons in different tissues return to their equilib-
rium state at different rates. By changing the parameters on the scanner this effect is used
to create contrast between different types of body tissue or between other properties, as in
functional MRI and diffusion MRI. MRI is used to image every part of the body, and is par-
ticularly useful for tissues with many hydrogen nuclei and little density contrast, such as the
brain, muscle, connective tissue and most tumors.
Scanning a patient in an MRI scanner typically takes between 15 and 30 minutes, and
consists of different scans, each lasting between 30 seconds and 10 minutes. The exact dura-
tion of the examination and scans depends on various aspects such as image resolution, and
the volume that is imaged. MRI scanners generate multiple two-dimensional cross-sections
(slices) of the tissue. Figure 3.1b shows the result of a neural examination. The image shows
various slices of the patient’s brain and spine. On the left a complete overview of the brain
and spine are shown.
Although the duration of the scans does not seem that long, in practice the length of
the procedure is problematic for most patients. Before the scan starts, the patient needs
to be positioned with pin-point accuracy within the bore using a table, whose movements
are controlled by hardware components combined with dedicated software. For the entire
duration of the scan, the patient needs to stay perfectly still as any movement can possibly
distort the results of the scan. Even though the patient’s movements are limited as much as
possible, this is trying for the patient.
Variability Although MRI machines are the same when looking at the global setup and
components, there also are a lot of differences between them. For instance, there are sev-
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eral types of MRI machines (e.g. open or cylindrical systems) and various types of magnets
(e.g. 1.5T or 3T). To add to this complexity, third parties regularly update their product port-
folio and decommission older versions of their product, resulting in different MRI scanners
having different versions of the same component.
As opposed to their hardware platform, Philips’ software is (almost entirely) proprietary
and has been under development for approximately 25 years. The variability in the software
is therefore less compared to the hardware variability. In its core, the software is the same
for each MRI scanner Philips produces. However, some things are different because of dif-
ferences in hardware (requiring different hardware drivers) and differences in the underlying
computer systems. For example, Philips Healthcare MRI supports several operating systems
(i.e. VAX/VMS and Windows) which requires the software development department to take
into account the differences between them and allow for sufficient flexibility to make the soft-
ware run on all of them. All of these differences require some level of variability and add to
the complexity of developing and maintaining the systems [125].
3.3 Challenges in the Medical Device Industry
Regulations The market for medical devices, such as MRI scanners, is a so-called “regu-
lated market”. Various regulating agencies exist to formulate and enforce the rules in such
markets and take appropriate actions when they are broken. For instance, the market for
healthcare applications in the United States is regulated by the Food and Drug Administration
(FDA). Users trust medical devices because of a belief that FDA regulations ensure safety.
Being compliant to the rules enforced by the FDA implies at least the following issues.
• Management of Documentation and Records.
• Identification and Traceability.
• Document Control (e.g. document access) and Change Management.
• Managing Risk.
If a manufacturer fails to comply, the consequences can have a severe impact. Moreover,
not only should the company create and maintain these documents, it should also make sure
that the sources are stored properly and remain fully accessible for 15 years onwards. In the
regulations documents [145, 260], a case is described where a manufacturer did not posses
the software source code of a part that behaved erratically in the field. The component sup-
plier had withdrawn without granting the manufacturer the right to access the source code.
Therefore, there was no practical way to maintain the software. In the end, the manufacturer
was forced to recall the product, and all known units were collected and destroyed. The ex-
ample illustrates the realities of failing to comply to the regulations. Maintaining a rigorous
quality control process is, therefore, simply business-critical to many organizations.
Growing volumes and recalls At the same time, Philips Healthcare MRI has to deal with
a growing volume of software and product variants which are being actively used. Since
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competition is fierce, also in this industry, a sound method to determine the right release
moment is crucial in order to avoid the risk of quality problems in operation.
In some cases, we noticed that apparently the release moment and the quality level were
not in sync. An example of the latter are three separate but related recalls of automobiles
by Toyota Motor Corporation which occurred at the end of 2009 and start of 2010. Toyota
initiated the recalls, the first two with the assistance of the National Highway Traffic Safety
Administration (NHTSA), after several vehicles experienced unintended acceleration. Not
long thereafter Toyota reported a nearly 10% drop [56] in their car sales in the United States.
Buyers had lost their trust in Toyota and decided to buy a different brand instead.
Also in 2009, Philips Healthcare recalled its HeartStart FR2+ Devices [208, 261]. These
devices were found to contain a memory chip that had a higher than expected rate of failure.
Failure of this chip could render the Automated External Defibrillator (AED) inoperable and
prevent it from delivering therapy when indicated. An important difference from the Toyota-
recalls is that Philips Healthcare issued a voluntary recall of a limited number of the AEDs
with the knowledge of the appropriate regulatory agencies. While such a recall is still an
expensive exercise and should be avoided, a proactive recall, as opposed to the forced recalls
in the case of Toyota, can even benefit the reputation of a company as it shows its continuous
involvement in quality and safety.
Growing healthcare market Finally, Philips Healthcare MRI has to deal with both the
advantages and disadvantages of a growing healthcare market. With the advances in health-
care science and the increasing life expectancy of people especially in western civilizations,
Philips Healthcare MRI has to cope with an increasing market demand as well as with increas-
ing competition. Operating in a global market means that Philips Healthcare MRI makes use
of its various possibilities in terms of potential customers but also in terms of globalizing its
development activities. Currently, Philips Healthcare MRI concentrates its developments in
three sites across the world. Although beneficial in many ways, it also brings the complex-
ity of having to coordinate across geographically spread development groups, both internally
as well as with external suppliers. This makes Philips Healthcare MRI dependable on the
quality control mechanisms of third parties which, as we illustrated earlier, entails very real
risks.
3.3.1 Dealing with challenges
We have come a long way since the incidents surrounding the Therac-25. Medical devices
are now subject to strict requirements and the companies manufacturing them are required to
have a risk management system in place as detailed in ISO 14791 [122]. Figure 3.3 shows the
risk qualification matrix1 in use at Philips Healthcare MRI which is based on this standard.
The matrix shows that while problems with a catastrophic severity level should almost always
be fixed, problems with a negligible severity level are at worst undesirable, but they do not
need to be fixed in order for a product to be safely released to the market. Furthermore,
they are required to follow the requirements for a management system for the design and
manufacture of medical devices as detailed in ISO 13485 [121].
1In this figure, ‘intervention’ means the patient needs medical attention.
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Figure 3.3: Risk qualification in MR based on ISO 14971.
Table 3.2: Safety integrity levels - demand and continuous mode.
Safety
Integrity
Level
Probability of dangerous fail-
ure on demand, average
(Low Demand mode of operation)
Probability of dangerous fail-
ure per hour
(Continuous mode of operation)
SIL4 ≥ 10−5 to < 10−4 ≥ 10−9 to < 10−8
SIL3 ≥ 10−4 to < 10−3 ≥ 10−8 to < 10−7
SIL2 ≥ 10−3 to < 10−2 ≥ 10−7 to < 10−6
SIL1 ≥ 10−2 to < 10−1 ≥ 10−6 to < 10−5
Surprisingly enough there are no strict quality requirements to which companies have to
commit. Although international standards like IEC 61508 [120] are in place for “electrical/-
electronic/programmable electronic safety-related systems”, no such standards are enforced
for medical devices. This standard defines four levels of safety for complex systems. Ta-
ble 3.2 shows the Safety Integrity Level (SIL) levels as described by this standard.
In Section 3.6.1 we will use this standard to calculate the reliability of Philips’ MRI scan-
ners. Here we will show how this standard has been used in the context of a large system
engineering project to determine the system’s reliability and to take additional measures to
ensure the overall safety of the system. The standard makes a distinction between systems
which are used only in special occasions and those which are used continuously. MRI scan-
ners are an example of system’s which operate continuously. Once the magnet is turned on,
the system is never turned off unless a serious accident occurs. An example of a system
which is used only in special occasions is the Maeslantkering, a storm surge barrier in the
Nieuwe Waterweg in the Netherlands. Figure 3.4 shows an aerial view of the barrier. After
the great flood disaster in 1953, the Dutch government drafted the Delta Plan, with measures
to prevent such calamities from occurring in the future. This Delta Plan is a defense plan
involving building a network of dams in Zeeland and upgrading the existing dikes to a defect
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Figure 3.4: The Maeslantkering, a storm surge barrier in the Nieuwe Waterweg.
rate of 10−4, i.e., one flooding every 10,000 years [258].
The Maeslantkering is operated using a control system that decides about opening and
closing of the barrier and that also completely autonomously performs these tasks. Because
of the dangers and costs involved, very strict safety and reliability requirements are imposed
on the control software. The failure probability for not closing the barrier when this is deemed
necessary should be less than 10−4, and the failure probability for not opening the barrier
when requested should be less than 10−5 [258]. In other words, the control software for the
Maeslantkering has to adhere to the highest safety standards defined in the IEC standard for
on demand systems, namely SIL4.
However, research has shown [282, 115] that the software system alone does not meet
these demands. Yet, by combining different safety measures, i.e. by adding redundancy, it is
possible to increase the reliability of the system as a whole. In the case of the Maeslantkering,
human operators were appointed to verify the decisions made by the control software. The
reliability of the overall system increased due to this measure as the failure rate of the control
software was estimated by some at 1 dangerous failure in 10 demands. We estimate the
failure rate of human operators at 1 dangerous failure in 100 demands. This is a conservative
estimate as can be seen from Table 3.3. Then the combination of the control software plus a
team of people would presumably result in an overall failure rate of 1 in 1000, as required by
the Delta Plan. Of course, this needs a true evaluation.
Even though they are not required to do so, companies like Philips Healthcare MRI still
keep a close eye on the regulations in these standards to control the quality and reliability
of their systems. With the rules detailed in such standards, if adapted for evaluating soft-
ware [29], we provide defect removal efficiencies and bounds for defect rates, so that real-
istic quantification of defect rates for safety-critical software-intensive systems becomes a
reality [282]. Historical data is of great help for these types of analyzes. In the remainder
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Table 3.3: General human-error probability data per demand [139]. Human operators were
assigned to review the decisions made by the control software of the Maeslantkering to in-
crease the overall reliability of the system.
Description Human-error
probability
General rate of errors involving very high stress levels 0.3
Complicated non-routine task, with stress 0.3
Operator fails to act correctly in the first 30 minutes of an emer-
gency situation
0.1
Operator fails to act correctly after the first few hours in a high
stress situation
0.03
Error in a routine operation where care is required 0.01
Error in simple routine operation 0.001
Selection of the wrong switch (dissimilar in shape) 0.001
Human-performance limit: single operator 0.0001
Human-performance limit: team of operators performing a well
designed task
0.00001
of this chapter we will provide an overview of the data we used for our analysis and we will
show how we used this data to monitor the quality of a software-intensive system.
3.4 The basic data
The presented data originates from various repositories available at Philips Healthcare MRI.
We have used information from the current defect management system ClearQuest as well
as its predecessor ClearDDTS. Furthermore, we have examined data from the version man-
agement system ClearCase and from the time management system. In the remainder of this
section we will describe the projects we have chosen for this analysis as well as the available
data and their characteristics.
3.4.1 Characteristics of the historical data
Until now we have been talking about defects, however, we have not yet provided a proper
definition. SWEBOK [41] defines defect as either an error, fault or failure. These, in turn,
are defined in IEEE610.12-90 as below.
• Error: “A difference between a computed result and the correct result [discovered be-
fore release]”.
• Fault: “An incorrect step, process, or data definition in a computer program [discovered
after release]”.
• Failure: “The [incorrect] result of a fault”.
Philips Healthcare MRI uses a single database to store problems discovered in the soft-
ware both before and after release. We have therefore opted for using the term defects as
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defined by the SWEBOK and do not discriminate between whether the problem was detected
before or after release.
Defects We collected the defect information from eight projects as stored in ClearQuest.
These defects were mostly submitted to the defect management system as part of test phases
of the projects. Each project consists of several phases. The last phases of the project com-
prise different stages of testing including alpha-, beta-, and integration-tests. Finally, once
the product is deemed of sufficient quality it is installed on a limited set of systems for field
testing. The bulk of the defects is submitted in these phases and are discovered as part of the
rigorous testing procedure carried out by the test engineers of the system verification depart-
ment. Defects discovered in earlier stages are usually resolved without submitting an official
defect report.
The oldest defect in this dataset dates back to December 1995. The most recent defect
dates are from November 2009. In total we collected a little over 28,000 defects for this
period of nearly 15 years. It should be noted that this number does not provide a complete
overview of all defects submitted over this period, as this number does not include defects
from projects running in parallel to the eight projects we examined. Moreover, this number
only refers to the work done on the software of the MRI scanners. The defect information for
hardware-related development is tracked separately.
Checkins We also examined the data from the version management system, ClearCase. We
tried to match this information with the projects we wanted to study. However, this proved im-
possible as development related to a specific project is sometimes done on a separate branch,
sometimes on different branches (e.g. different sub projects on different branches), and some-
times multiple projects are carried out on a single branch. Although it is possible to separate
the projects based on timestamps, the results of such an exercise are not very accurate.
Time registration A third source of information was the data from the time management
system. For recent projects we turned to the current time management system and exported
the information for the projects we were investigating. For older projects the data was not
readily available. In these cases, only an Excel-sheet was available with an export of the data
from an older time management system.
In order to compare the projects, we aggregated this data at the project level. Splitting the
data at other levels, e.g. in groups for development, marketing, testing etc., proved impossible
as this was not recorded for all projects. Moreover, over the past ten years, the manner in
which hours were recorded and rules on how to do this have changed frequently, making any
kind of analysis on lower levels of granularity difficult.
Field problem reports We also collected problems reported with systems in active use,
called field problem reports (FPR). An FPR records a problem reported with an MRI system
in use by a hospital, clinic or research facility. They are not tied specifically to an individual
project, but are entered into the defect management system when they occur. For the most
part they contain information similar to regular defects. The procedure with which they are
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Figure 3.5: Number of operational Philips Healthcare MRI scanners since 1984.
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handled, however, differs significantly as they first need to be examined before resulting in
one or more defects which will be solved in a specific project.
As FPRs are not linked to a specific project, unlike defects, checkins and time registration,
we extracted all FPRs from the repository. In total we collected 12,710 FPRs, the oldest of
which dates from September 1994 and the most recent dates from December 2009. While
this might seem like a large number, only a handful of these FPRs are concerning incidents
which could potentially have harmed a patient. Most of them, however, are not at all safety-
related such as “popup window covers messages”, “print issue” or translation errors. For our
analysis we only used safety-related incident reports.
Installed base Finally, we collected information on the installed base of Philips Healthcare
MRI scanners. The installed base of MRI scanners are all those scanners which are in active
use and are being serviced by Philips Healthcare MRI. Figure 3.5 shows the increase in
the number of Philips Healthcare MRI scanners which are in active use since 1984. Our
information on the installed base includes information on the shipping date, the original hard-
and software release, the decommissioning date (if applicable) and many other data besides.
Defect management data
We will describe the data from the defect management system in little more detail. We will
also show its limitations. For managing the defects reported during the development process
as well as for problems reported for systems being used by hospitals, Philips Healthcare MRI
uses IBM Rational ClearQuest. This system allows to register information on defects and
monitor the activities related to that defect. A typical defect report in ClearQuest contains at
least the following elements.
• Headline: One-line description of the defect, written by the submitter.
• Project: The ClearQuest-project; this usually relates to one of the running or com-
pleted projects at Philips Healthcare MRI.
• Problem Type: This is either “Problem Report” or “Change Request”.
• Responsible Group: The (development-) group that is responsible for the system-part
in which the problem is found.
• SubSegment: For software: The Functional Cluster2 in which the problem occurred.
For other groups ’NA’ (indicating this information is not available).
• Version: The version in which the defect occurred. This is either a released software-
version or a label of the current development stream.
• Severity: Describes the impact of the defect for the product. In theory, the severity can
only change when it was completed incorrectly or when a work-around is implemented
which reduces the impact. There are five severity levels.
2The Functional Clusters form a high-level decomposition of the software archive, similar to more well-known
concepts such as subsystems.
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1. Critical: Must be fixed before product release; Safety, crashes, hang ups.
2. Major: Must be fixed before product release; Performance, memory.
3. Average: Should be fixed in this release, though does not block release.
4. Minor: Documentation.
5. Enhancement: Corresponds to a “Problem Type” of type “Change Request”.
• Priority: Describes the priority of the defect. This field is used to indicate the impor-
tance of the defect for the project (see also Severity).
Moreover, for each action it is logged who handled a defect and when this happened. Each
defect goes through several steps, as shown in Figure 3.6. Starting from the state “Submit-
ted” the defect will go through several phases before reaching an endstate like “Duplicate”,
“Validated” or “RejectAccepted”. An initial assessment of the defects’ description will result
in an immediate reject, or an accept. In some cases the defect will be forwarded to another
project, for instance when the related software is the responsibility of another department. A
rejected defect will always get a second opinion. If the second reviewer agrees, the rejection
will be accepted. Otherwise, it will be resubmitted, as indicated by the arrow going from
’Rejected’ back to ’Submitted’.
An accepted defect will be investigated in more detail as to what the cause of the problem
might be. Once an underlying root-cause has been identified, it will be assigned to a devel-
oper. The developer will open the defect and implement a solution. After having resolved the
problem, the software will undergo rigorous verification and validation to determine whether
indeed the problem has been solved.
Although this process is rigorously structured, the defect data confronted us with several
problems with respect to its usability. Large organizations, such as Philips Healthcare MRI,
adjust themselves to stay ahead of their competition and to be able to face new challenges.
This means that they make changes in the organization as well as to the tools they use to
support their (development) processes. In general, these kinds of changes make the analysis
of historical data difficult or even entirely impossible at least when trying to analyze the data
from before the change. In our case the effects were limited, although we had to put an effort
in cleaning up the data so that comparisons over a longer period became possible.
Changes in the organization A very visible change to the organization of Philips Health-
care MRI was a change in the usernames being used throughout the organization. Figure 3.7
shows the months in which a specific username was active, i.e. made checkins into the ver-
sion management system. The vertical axis shows a list of unique usernames occurring in the
checkin information from the version management system. If a username was active in con-
secutive months this results in a line being drawn. Between the end of 2004 and the start of
2005 a radical shift was made to a new scheme for usernames. These kinds of changes have a
profound effect on the reliability of historical data, the types of analysis that are possible and
how far back you can go in the history.
Changes in the toolset Another problem we faced was the fact that between 2004 and
2005 Philips Healthcare MRI migrated from ClearDDTS to its successor ClearQuest. While
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Figure 3.6: ClearQuest state diagram for defect management as used by Philips Healthcare
MRI.
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Figure 3.7: At the start of 2005 a change was made in the usernames assigned to develop-
ers. These kinds of organizational changes can have a profound impact on the usability of
historical data.
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all defect reports were imported into ClearQuest, their history could not be imported directly.
Fortunately, as part of the transition, Philips added an attachment to each defect imported
into ClearQuest containing the complete history from ClearDDTS. We could therefore export
these attachments and parse their contents in order to be able to obtain an overview of defect
trends before the introduction of ClearQuest.
Completeness of the data Although the fields “Responsible Group”, “Priority”, “Subseg-
ment”, and “Version” can contain potentially useful information, in practice we found that
we could not use these fields. As we used data not only from projects which are currently
running, but also from projects which were completed already several years ago, we found
that these fields did not always contain data as their use was enforced only after those projects
were completed.
Moreover, even when these fields were used it proved that information related to a field
such as “Responsible Group” was outdated due to organizational restructurings. Tracking the
(names of) development groups over time proved to be impractical as groups were merged,
split up, added, removed and merged again making the results of any analysis questionable.
Similarly, the contents of the SubSegment-field has changed over time due to restructurings
of the software archive over time.
In general, usage of fields changes over time and careful thought has to be given which
fields can be used and how their contents should be interpreted. Some fields are relevant over
multiple projects, while others are only relevant with a single project.
Obtaining usable information For our analysis we focused our attention on those parts
of the data which were least subject to any organizational change and thus would provide
the most reliable information. This means we used the severity information, the timestamps
related to submission of a defect and state transitions, and information from the Project-field.
We collected this data by exporting the information from the various repositories and
importing it in a SQLite3 database. This allowed us to easily create queries on the data and
provided us with the necessary flexibility for our various analyzes. Furthermore, we used the
statistical programming environment R [222] to carry out the various computations described
in the remainder of this chapter and to generate the pictures showing the results.
3.4.2 Characteristics of the projects
We have examined the historical data for eight software projects at Philips Healthcare MRI
to illustrate how to balance time-to-market with quality. We took these eight projects since
all of them primarily dealt with development of and updates to the user interface parts of the
system.
The oldest project dates back to the start of this millennium and ran approximately from
May 2000 until September 2004. This project included a major overhaul of the user interface.
Subsequent projects added new clinical applications and updates. The most recent project in
our dataset started in May 2009 and is still running at the time of writing. Next to that, we
3http://sqlite.org/
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Figure 3.8: Characteristics for a single project.
also investigated the entire FPR-database and the complete information on the installed base.
These two repositories are not linked to a specific project.
During this time, the total amount of source code grew from around 3.5 million lines of
code to nearly 9 million. The bulk of this code, around 2.5 million lines, has been written
in C, since 2004 the share of C++ and C# code has been steadily increasing, while the total
amount of C code has remained more or less stable. Furthermore, various other technologies
such as Java and XML are used.
If we zoom in on the data of a single project, we get a picture like Figure 3.8. This figure
shows the following information. Figure 3.8a shows the number of different people involved
over the lifetime of the project. We counted the unique usernames occurring in the defect
management data and version management history in order to create this graph. On average
there are around 300 different people involved over the entire lifetime of a project from the
start of gathering requirements to the end where the product is delivered. Around 100 of
them are actively involved in software development activities. Thus, this graph shows the
portion of people involved in development and testing, but excludes other project roles such
as management or people working on requirements and documentation.
Figure 3.8b and Figure 3.8c show the number of checkins and the number of defects
being submitted per month. Unlike the other three graphs, the graph displaying the number
of checkins does not show a regular distribution. Although we cannot be sure as to why this
is, there are various reasons for this particular pattern. The checkin behavior of developers
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usually is related to whatever developers are doing at that moment and is not necessarily
related to the number of defects they are working on.
Furthermore, the number of checkins required for resolving a single defect varies greatly
depending on the kind of changes which are required. Also, a refactoring results in an entirely
different checkin-pattern compared to a bugfix. As we are looking for a predictable pattern
which can be captured in a theoretical model, the irregular distribution of the checkins over
time does not provide a good starting point.
The number of defects being submitted per month show a far more regular distribution
compared to the checkins. There is only one potential outlier, notably around the 18th month.
However, this is easily explained from the development practices at Philips Healthcare MRI.
In this case, this was December and usually a lot of people will be on holiday during these last
few weeks of the year, resulting in a drop in the number of defects being submitted. Thus, the
outlier is presumably real data and not an artifact. Other than that, the information coming
from ClearQuest seems a good candidate for capturing it in a theoretical distribution relating
to fault behavior.
Finally, Figure 3.8d shows the number of hours spent over the entire life-cycle project as
recorded in the time tracking software. As this is a separate system, it is very hard to link
the two data sources on detailed levels such as individual people. At best, we can compare
the number of hours spent to statistics collected from the defect tracking system and this is
precisely what we have done as we will show in the next section.
3.5 Estimating number of defects
The most common basis used for estimating is the so-called “expert opinion” [37]. It seems
to be a built-in human characteristic to prefer precision over accuracy. By this is meant that
humans prefer a specific, single value that pretends to certainty (and which the estimator
“knows” is probably wrong) over a range value that almost certainly includes the most prob-
able value and hence is correct, but which retains some level of uncertainty. The results from
our study allow for range estimates, which usually are far more valuable than a single point
estimate [37].
To predict the defect trend and estimate when the required level of quality is reached, we
first need a rough estimate of the total amount of defects which will be found in the software.
It is likely that there will be a relation between the size of a project and the amount of defects
that will materialize in the course of the project. Therefore, we used information on the
project size from five of the selected projects. For the oldest project, as well as for projects
running in other countries, this information was not available to us.
In particular, we collected the amount of time spent on these projects in terms of per-
son hours, and the amount of defects identified in those projects. The results are shown in
Figure 3.9. On the vertical axis this figure shows the number of defects. The horizontal axis
depicts the number of hours spent. The open circles show the number of defects submitted af-
ter spending a certain number of hours for five of the projects in our set of data. Subsequently
we investigated whether there is a relation between these two numbers.
Upfront, we suspected a polynomial relation between the two variables. In that case, it
would be possible to describe the relation using the following formula. This formula de-
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Figure 3.9: Polynomial and logistic distributions of defects per hour over 5 projects.
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scribes the relation between the effort, measured in hours, and the number of defects found.
In the remainder of this chapter, we will refer to this relation as the effort-to-defect formula.
d ≈ ha (3.1)
The symbols used in this formula are defined as follows.
• d: the cumulative amount of defects up to a certain point in time.
• h: the cumulative effort up to the same point in time.
• a: a constant relating the number of hours to the number of defects.
Upon plotting the data, another possible relation between the two variables became ap-
parent. The data shows a distinct S-like pattern characteristic for a logistic distribution, for
which the following general formula holds:
d =
c
1+aebh
(3.2)
Here c represents the limiting value of the output; a is the number of times that the initial
population must grow to reach c; the coefficient b determines whether the function will be
increasing or decreasing. The other symbols are the same as those in Equation 3.1 and e is the
exponential constant. The logistic equation is a common model for population growth. The
initial stage of growth is approximately exponential; then, as saturation begins, the growth
slows, and at maturity, growth stops. In ecology, this equation is used to model the initial
growth of a population up to the point where the size of the population is more or less stable
meaning the the birth- and death-rate are roughly the same. In our case, the logistic function
is interpreted as describing the growth of the number of defects depending on the number of
hours spent in a project. In the initial phase of the project more defects are identified than
solved. Then, this slowly changes and more and more defects are resolved while the rate with
which defects are identified slows. Finally, all defects will be resolved while no new defects
are found and thus the curve reaches its top.
We used the statistical programming environment R [222] to compute a fit for the avail-
able data. In both cases we were able to find a reasonable fit (i.e. p-value < 0.05 for each
parameter). A problem with the logistic distribution, however, is that it is dependent on the
expected peak-value represented by the value of c. Unfortunately, this is also a value which
we do not know yet, although we could choose an appropriate value by analogy, i.e. we could
set c to a value which we found for an older project of similar size. Moreover, even though
we calculated a value for c by calculating the best fit for all the projects in our dataset, the
maximum value differs depending on the size of the project and so the logistic curve and its
parameters differ significantly between different projects. So despite the fact that the logistic
model describes the data more appropriately, the predictive value of this model for a single
project is less accurate.
The polynomial model however, fits the data less accurate on the micro level but has more
predictive power. One possible reason could be that the latter model only has one parameter,
and the logistic model has 3 coefficients to fit. Overfitting might be into play here. We did
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not investigate this further as our goal was to find some rough predictive indicator that relates
effort to defects.
Figure 3.10 depicts the value of the coefficient of the effort-to-defect relation over the
lifetime of the five projects which were completed at the time of writing and for which the
time management information was available. In particular, for each project we determined
the number of hours spent after 1 month and the number of defects submitted in the first
month. Together with Equation 3.1, this gives us a value for the coefficient of the effort-to-
defect relation. Similarly, we determined the number of hours spent in the first two months
and the number of defects submitted in these two months. We repeated this for each month
of each project.
Unfortunately, we could not calculate this value for all of the projects for which we an-
alyzed the defect data, as some of these projects were too old and the time management
information was no longer available. Other projects are still underway, so that we cannot
calculate this value for them either.
The three outliers, indicated by the open circles, invariably show the value of the co-
efficient of the effort-to-defect relation in the first month of the project. Thus, the relation
between the number of hours and the number of submitted defects in the first month of a
project is not typical for the rest of the project.
The red line shows the geometric mean which is 0.62. Thus, the average value for the
coefficient of the effort-to-defect relation over these four projects is 0.62. We also determined
a nonlinear least-squares estimate of a which is 0.70, shown by the dashed blue line. From
these numbers we conclude that by using a coefficient of 0.6 and 0.7 for the effort-to-defect
relation we get a lower and upper bound on the number of defects that will be found. For
example, if a project is estimated at 80,000 person hours, based on these numbers, the amount
of defects submitted will be somewhere between d = 800000.6 ≈ 874 and d = 800000.7 ≈
2705. This range is used as best and worst case estimate in the subsequent steps of the
approach.
In short, with the effort-to-defect relation it is possible to obtain a rough estimate on the
total number of defects that will be found over the lifetime of a project, depending on the
size of the project in terms of the number of hours expected to be spent over the lifetime of
that project. This estimate provides an insight into the defects that will be found during the
lifetime of that project, and monitor its progress as we will see in Section 3.7. However, first
we quantify the required level of quality in the next section.
3.6 Estimating software quality
Once software is perfect, it does not wear out [247]. At least in theory, software does not
require maintenance, or support. However, this does not factor in hardware failures with
which the software should be able to cope, or even faults in critical pieces of the software.
Faults in the software tend to be immediate and total [247]. While hardware usually groans
before it comes to a grinding halt, the effects of a software defect are often immediate and
catastrophic.
Software engineers for safety-critical systems have known for years that for a large, com-
plex system to have a mean time to failure (MTTF) of 100,000 hours, it must be subject to at
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Figure 3.10: Boxplots for the polynomial relation in different projects. The boxplots only
show the five projects which were completed at the time of writing and for which the time
management information was available.
least that many hours of testing [50]. This was first observed by Adams in 1985 in a study of
the bug history of IBM mainframe operating systems [2], and has been confirmed by exten-
sive empirical investigations since. The first theoretical model explaining it was published in
1996 by Bishop and Bloomfield [30, 31], who proved that under standard assumptions this
would be the worst-case behavior. Brady, Anderson and Ball tightened this result by showing
that, up to a constant factor, it was also the expected behavior [44].
The formula for predicting the reliability of a system, presented by Bishop and Bloom-
field, is formulated as follows.
λ ≤ N d
eT
(3.3)
The symbols used in this formula have the following meaning.
• λ : the expected dangerous failure intensity of the whole program after time T .
• N: the total number of safety-critical faults in the software.
• d: the number of failures that have occurred before a fault is fixed; in case of safety-
related failures, we expect all faults to be fixed immediately so we assume that d =
1 [282].
• T : the period over which the system has been used or changed without changes to the
software or hardware.
• e is the exponential constant (2.718 . . .).
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Note that this formula gives a worst case bound (for a given operational profile), but
there are empirical arguments that the best case defect rate could be no more than an order
of magnitude better than the bound [29]. However, we cannot use this formula as such.
The formula calculates the dangerous fault intensity for a single system. Our data, however,
originates from a variety of systems being used on a daily basis in hospitals and clinics around
the world. Therefore, we need to determine the reliability level, λ , and quality level, N, based
on the data at hand.
3.6.1 Determining the reliability
The data available to us only records safety-related incidents since 1994, so we also limit the
MRI scanners included in this calculation to MRI scanners which have been taken into use
since that time. The total amount of MRI scanners in active use in 2010 is even larger as
some scanners taken into operation before 1994 are still in use today.
From this data we calculated the failure intensity of the system. The failure intensity λ
is alternatively described as the level of safety of a system. The lower the failure intensity,
the higher the level of safety of the system. In Section 3.3.1 we already mentioned the IEC
61508 standard. This standard defines four safety integrity levels. The highest level, SIL4, is
only attainable when redundancy is built into the overall system, as is necessary in the case
of the Maeslantkering to be able to reach the required SIL-level.
From the available data we can fairly easily compute the safety integrity level of the MRI
scanners. The SIL-level is defined as the number of safety-related incidents over the lifetime
of the system. In our case, this is the total lifetime of all MRI scanners taken into operation
since 1994 and the number of incidents reported since that time. Around 7000 MRI scanners
had a total operational lifetime of 47,000 device-years, while 40 incidents were reported.
This is equivalent to 9.715 ·10−8 incidents per device-hour. So overall, we can conclude that
the software for the currently operational MRI scanners has a safety integrity level of SIL3.
This is the second highest band defined by the IEC 61508 standard and the highest attainable
level of safety without building redundancy into the system.
Usually, determining the SIL-level of software is more difficult than the calculation that
we carried out in retrospect. The IEC 61508 prescribes and recommends best practices to
improve the chance that some SIL-level is reached. Of course, this is no guarantee that this
level is indeed reached as turned out to be the case with the Maeslantkering. An important
issue that we do not further discuss in this chapter is therefore: how did Philips Healthcare
MRI develop their software and systems? Apparently their practice lead to these top-notch
quality levels, so from a systems engineering viewpoint it is rather interesting to find out how.
This chapter is about how to balance time-to-market and the necessary quality levels and in
the next section we deal with determining the latter.
3.6.2 Determining the quality-level
The model by Bishop and Bloomfield helps us to determine an acceptable level of quality.
Although there are no requirements on the defect rate of medical devices, based on the risk
assessment matrix in Figure 3.3, we can safely assume that there should not be any safety
related incidents during the operational life cycle of a medical device. As each safety-critical
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fault is a potential failure [247], this number directly relates to the SIL-level we calculated
above. The formula devised by Bishop and Bloomfield provides us with a defect count in
terms of a bound on the residual number of potentially dangerous faults that are allowed
to remain in the software system without affecting the quality of the system. This formula
provides a worst case bound, while the best case is no more than an order of magnitude
better [29]. Rewriting the formula, using d = 1 as described in Equation 3.3, thus gives us:
eT λ ≤ N ≤ 10eT λ (3.4)
It should be noted that there are several implicit assumptions in this formula. First, it
is acceptable to leave several safety-related faults in the software unresolved as long as this
does not affect the quality level. Thus, it is possible that these faults are carried over to new
releases. As long as the number of safety-related faults remains at most N this is acceptable.
However, this also assumes that all safety-related faults in the software are known, which is of
course an unrealistic assumption. Thus, in order to attain a high level of quality in practice, it
is advisable to resolve more safety-related faults in the software than would be required based
on this formula. As we will see, this is precisely what Philips Healthcare MRI does and this
philosophy is likely one of the pillars under the high level of quality of their systems.
The value for the quality-level λ depends on the value we choose for T . However, if
we use these values directly, we would not be calculating the number of residual dangerous
defects allowed in a single software-system, but for the total set of operational MRI scanners.
We therefore need to compensate for this fact and adapt the formula by Bishop and Bloom-
field. In particular, we need to adapt the formula to take into account that both the period T
and the dangerous failure intensity λ are counted over the entire set of operational systems.
We already discussed how to calculate λ by dividing the sum of all dangerous failures,
which occurred during a certain period, by the total number of systems in operation. Simi-
larly, we calculate the operational period T by dividing the operational lifetime of all systems
by the total number of systems in operation during that same period. This results in the
following formula.
e · O
S
· L
S
≤ N ≤ 10 · e · O
S
· L
S
(3.5)
eOL
S2
≤ N ≤ 10eOL
S2
The symbols in this formula are defined as follows.
• O: the sum of all operational periods T for all MRI scanners.
• L: the sum of all failures over the period O.
• S: the number of MRI scanners which have been operational in this period.
In the remainder of this section we will show how to determine the operational period of
a system, in this case an MRI scanner. Due to the restrictions placed on the original formula
by Bishop and Bloomfield, this is not a straightforward activity.
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Figure 3.11: The size of the software in millions of lines of code at different moments in
time.
Determining the operational period
As mentioned in the previous section, our data goes back to 1994 in case of the field problem
reports, while the information on the installed base goes back even further. The formula of
Bishop and Bloomfield defines λ as the expected dangerous failure intensity of the whole
program after time T . This is the period over which the system has been used or changed
without changes to the software or hardware. This period is more formally called the “oper-
ational profile” of a system. Musa [196, 197] defines an operational profile as follows: “An
operational profile is a quantitative representation of how a system will be used”. In the case
of Philips Healthcare MRI this means that over the period T the MRI scanner and its software
stay the same and are used in the same way.
We can safely assume that the MRI scanners have been used in the same way. However, it
is less obvious that the system itself has remained the same. In the case of calculating the SIL-
level of the system, this is not an issue as this provides an overview of the overall reliability
of the system and does not rely on an operational profile as defined by Musa. Determining
the allowed number of residual faults, however, does require a closer view to what constitutes
a reasonably constant operational profile.
As we mentioned in Section 3.4.2, the software has grown in size from 3.5 million lines
of code in 2000 to 9 million in 2009. So the software more than doubled in size, but how
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does this affect the operational profile? As shown in Figure 3.11 the software did not grow
gradually, but rather it grew in various bursts. For example, between February 2003 and
December 2004 the software grew in size from around 4 million lines of code to 6 million.
Subsequently it remained at that level until March 2006, when it grew to around 7 million
lines of code, after which a series of smaller increments resulted in an overall size of the code
of around 8 million lines. This observation is important as it allows us to identify a period in
which the software did not change much and thus exhibits a stable operational profile.
In 2004 the first version (release 1) of the current hard- and software platform was in-
troduced, while 2006 was the year in which a major update (release 2) to this platform was
released. For these two platforms together 10 failures have been reported while approxi-
mately 3000 systems were running on this hard- and software platform. So, we could make a
choice and pick some time frame that presumably displays a reasonably constant operational
profile. Maybe a slightly different time frame shows dramatically different results. Therefore
we opted for a simulation approach. In order to determine the allowable residual errors based
on Equation 3.5, we randomly selected 10,000 periods that were at least a year apart. We
took one year since the hard- and software of an MRI scanner is at least frozen for a year
(and often much longer). For these 10,000 time frames we determined the defect rate and the
number of residual defects based on Equation 3.5.
Thus, this experiment provides us with an insight of the impact of the operational period
on the allowed number of residual safety-critical faults. While the software is being actively
developed, the software in use on systems in hospitals will remain stable as required by the
formula of Bishop and Bloomfield. As the data used for this formula relates to failures of
systems in active use at hospitals and clinics this experiment should show us precisely what
is an acceptable operational period.
The results are shown in Figure 3.12. We used two plots for the two releases and one
for a combined view. Each plot displays horizontally the number of safety-critical faults that
Equation 3.5 predicts given the time frame, the amount of device-years within that time frame
and the amount of safety related incidents within that same time frame. In plot 1 we observe
that in a few cases between 0.14 and 1.4 residual faults are allowed in order to maintain the
high level of quality. The median number of safety-critical faults for release 1 is between 0.05
and 0.5, or, in other words, less than 1 residual fault. In plot 2 we find that the boundaries are
more strict with a median number of safety-critical faults between 0.01 and 0.1. In plot 3 we
do not discriminate between the individual releases. However, from this figure we note that
this does not change the median number of safety-critical faults which remains between 0.01
and 0.1.
Our simulation experiment shows that the number of allowable residual dangerous defects
has the same order of magnitude for arbitrary time frames of at least a year. Therefore,
it appears that for instance taking all device-years since 1994 as the operational period O
in Equation 3.5, will not give us a vastly different estimate than if we would have known
the exact constant operational profiles of each individual MRI scanner. So even though the
software has changed since 1994, if we aggregate over the entire set of MRI scanners, this
change has been very gradually resulting in a more or less stable operational profile.
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Figure 3.12: Histogram displaying the level of safety-critical faults for different operational
time frames.
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Determining the number of residual faults
From this assumption we calculate the allowable number of residual faults, N, for the software
of Philips’ MRI scanner. The total number of device-years of operation since 1994 is 47,000
for a total of 7,000 MRI scanners. In this time, 40 safety-related incidents have been reported.
If we enter this data in the modified Bishop and Bloomfield formula, this gives us a bound on
the residual number of potentially dangerous faults that are acceptable to reside in the code
of the MRI scanners which are currently operational.
e ·47000 ·40
70002
≤ N ≤ 10 · e ·47000 ·40
70002
0.1043 ≤ N ≤ 1.043
So in this situation the allowable number of residual faults, which can potentially result
in dangerous failures of the system, is at most 1. This conforms to the state of the practice
at Philips Healthcare MRI where the software is not released until each and every critical
and major defect is removed before the software is released. It should be noted that the total
number of faults in the code can be higher than that. Bishop [29] states that dangerous faults
are only 3% of the total number of faults while Jones [127] claims this to be 1%.
Using the effort-to-defect formula defined in Section 3.5, we estimate a bound on the
total number of defects that will be found over the course of a project. A project of 80,000
person hours will generate at worst 2,705 defects. Taking the pessimistic view of Bishop,
about 81 of these defects are dangerous. At the end of the project no more than 1 of these
should remain in order to end up with a product which has a sufficient level of quality. In
other words, around 97% of the defects should be solved in a product with the desired quality
characteristics. So, only one thing remains now and that is how to balance this level of quality
with the time-to-market. In the next section we will examine a model which helps to make
this trade-off.
3.7 Estimating time-to-market
There is some confusion about the business value of quality, also outside the software de-
velopment context. On the one hand, there are those who believe that it is economical to
maximize quality. On the other hand, there are those who say: “I’d rather have it wrong than
have it late. We can always fix it later” [240]. While this is true, the cost of fixing a defect
before release is much lower compared to fixing it after having released the product. More-
over, problems with a released product can have grave repercussions. In the case of Toyota it
comprised a 10% decline in market share. For medical devices it means putting the life of a
patient at stake and may be the difference between making a profit and bankruptcy. So it is
an important question how to balance time-to-market with the quality of the system.
Firms frequently tend to ship a product as soon as it’s good enough; similarly, given that
fixing bugs takes time, they may fix only enough bugs for their product to keep up with the
perceived competition. For example, Microsoft takes the perfectly pragmatic approach of
prioritizing bugs by severity, and as the ship date approaches the bug categories are allowed
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to slip. So more severe bugs are allowed through into the product if they are discovered at
the last minute and if fixing them is non-trivial [5]. Philips Healthcare MRI, on the other
hand, only releases a new version of its software when all critical and major defects have
been resolved.
However, the trend of bug-discovery throughout a project aids in making the project more
predictable such that we know when the product is truly good enough. As a result of the inher-
ent complexity of the software development process, developers have plenty of opportunities
to make errors [220]. Most of these errors are removed before delivery through self-checking
by analysts and programmers, design reviews, walkthroughs, inspections, module testing,
and integration testing. However, finding and subsequently solving each and every bug is not
feasible. At some point a trade-off must be made between the estimated number of defects
which are likely to be still in the code and the time at which the product can be shipped. In
other words, at some point we need to balance the time-to-market with the quality.
A possible way to estimate the number of defects still in the system is by examining
the trend with which defects are found in a project. Motivated by engineering applications,
Weibull [285] suggested a distribution that has proved to be of seminal importance in reli-
ability. The Weibull distribution has been widely used to model the failures of many ma-
terials, and in numerous other applications. Among others, Burgess and Lefley [49] found
that project data could be fitted well by Weibull distributions. Others, such as Pillai and
Nair [209], find the predictive capabilities of the Rayleigh model (a variant on the more
general Weibull model) limited and instead propose a gamma distribution. Putnam and My-
ers [220] proposed to use the Rayleigh curves for IT-projects. So while the specific distribu-
tion which models the defect trend differs from case to case, it stands without a doubt that
these distributions are useful for modeling the defect trend.
In the remainder of this section, we will first examine the Rayleigh model and its appli-
cability to the data we obtained from Philips Healthcare MRI. Subsequently, we will try a
different model, based on the Normal distribution, as well and compare the results. Finally,
we assess a time series approach which is advocated by some as an alternative to models such
as the Rayleigh and Normal distributions. The approaches evaluated in this study comply to
the recognized need for predictive models that are computationally efficient, comprehensible,
and easy to apply [166].
3.7.1 Rayleigh model
Over the lifetime of a project errors are committed, detected and fixed. Only a few people
are working in the early stages of the project and the number of defects submitted per month
of the project as a whole is low. As more people are assigned to the project, the rate of
committing errors will increase. Similarly, as the project nears completion, the number of
people tails off, and the number of errors they make declines. Another contributing factor is
that near the end of the project the focus will shift from adding new features to bugfixing.
Various authors have suggested that this trend can be modeled by a Rayleigh model [220].
Moreover, it has been suggested that this model can be used to predict the number of defects
over the lifetime of a project and thus can be used to predict when for instance 97% of the
total number of defects has been resolved. Thus, this model should help to determine when
the desired level of quality, as depicted by the number of defects still present in the product,
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Figure 3.13: Artificial defect rate and matching Rayleigh model.
has been reached. An example of a defect rate and matching Rayleigh model can be seen
in Figure 3.13. The line shows the number of defects submitted each month, while the gray
surface represents the total number of defects submitted. Using the general trend of the curve
and knowing the total surface that is supposed to be below the curve from Equation 3.1, we
can estimate when 97% of the defects have been submitted.
Applying the Rayleigh model
As the Rayleigh model should be generally applicable, we have used it to predict the behavior
of the defect trend in the case of Philips Healthcare MRI as well. Although we ran into several
problems, contrary to others [246], we think it can be a useful tool for monitoring the defect
trend and determine when a certain quality level will be reached. However, predicting this
moment already at the start of the project seems to be infeasible. We will discuss these two
issues below.
A Rayleigh curve is described using the following formula:
f (t) = at e−bt
2
(3.6)
The two parameters a and b are determined from historical data and are supposed to be
more or less generally applicable throughout an organization. However, this assumes that all
projects are more or less the same. Whether this is a realistic assumption is questionable. In
60 Balancing time to market and quality in embedded software systems
0 5 10 15 20 25
10
0
20
0
30
0
40
0
50
0
Months from start of project
D
ef
e
ct
s/
M
on
th
Figure 3.14: Rayleigh curves for three different projects.
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Figure 3.15: Defect rate and matching Rayleigh model for a single project.
fact, in the case of Philips Healthcare MRI we observed that this is not the case. Figure 3.14
shows Rayleigh curves modeled using the data of three different projects. This figure depicts
the Rayleigh curve with month zero being the start of the project’s test phase. As shown in
this figure, the three projects behave in a completely different fashion even though they are
primarily concerned with the same part of the software archive as explained in Section 3.4.2.
The projects differ in their duration and the maximal amount of defects submitted in a month.
In other words, each project is unique and a Rayleigh curve based on data from other projects
cannot be used to predict the defect trend in another project.
Furthermore, this model assumes that defects will be submitted from the start of the
project. At Philips Healthcare MRI, however, the process is different and defects will not
be submitted until the start of the test phase of a project. Figure 3.15 shows the total number
of defects being submitted per month from the start of a project. The Rayleigh curve (red)
can only be fitted over the last part of the graph which relates to the start of the earliest test
phase of the project. In other words, in the case of Philips Healthcare MRI, this model is only
usable for predicting the test phase of a project.
Although the Rayleigh model can be used to monitor the progress of a project and provide
insight into the quality of a software system, it is far from perfect. In Figure 3.16 it is shown
why. This figure shows an f/a plot [84] of the forecasts from the Rayleigh model compared
to the actual date of the completion of the projects. The vertical axis shows the deviation of
the forecast in percentages of the actual. The gray band shows a one percent margin around
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Rayleigh model.
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the 1.0 line. This line corresponds to forecasts equal to the actual. The gray band helps to
quickly see which forecasts are within one percent of the actual.
The horizontal axis shows the amount of historical data used to make the prediction. That
is, at point 0.2 the defects submitted in the first 20% of the project were used to predict the
completion date. The forecasts at this point differ from the actual completion date by 50% or
more. This changes to an overestimation of the actual time to ship by 20% or more when more
data is used. Although the forecasts converge to the actual, even when all the available data
is used (i.e. when a forecast is calculated from the data of a completed project) the forecasts
still are an overestimation of the actual date.
The Rayleigh model obviously grossly overestimates the duration of a project in the case
of Philips Healthcare MRI. The assumption of Putnam and Myers and others [49, 220] that the
Rayleigh model is adequate is thus proven wrong as it overestimates the remaining number
of defects. In general, we think that the methodology of using a model such as the Rayleigh
model is useful. However, the actual model might very well differ per company. In the
case of Philips Healthcare MRI we found an alternative model which provides more accurate
forecasts compared to the Rayleigh model as we will discuss next.
3.7.2 Normal model
The Rayleigh model assumes a relatively steep upwards trend early in the project. In later
stages of a project it gradually fades out. Projects at Philips Healthcare MRI, however, show a
more gradual build up in the number of defects submitted in the early stages of a project, while
the trend in the later stages of the project shows a similar decline in the number of submitted
defects. This decline is usually much steeper than the one modeled by the Rayleigh model. In
fact, there is a certain symmetry to the upwards trend in the beginning of the project and the
decline at the end of the project. The Rayleigh model, therefore, structurally underestimates
the number of defects in the first half of the test phase. Subsequently, in the second half of
the test phase, it overestimates the remaining number of defects.
Based on our observations from the available data, we suspected a different model would
produce more accurate forecasts earlier in the project. The symmetric distribution of the
defects over time might be better modeled by a model based on the Normal curve instead of
one based on the Rayleigh curve. A Weibull curve could solve some of the problems of the
Rayleigh curve since there are more degrees of freedom in that model. However, this more
general model is also asymmetrical. Therefore, we opted for a symmetrical model.
In the past the Normal model was also called the distribution of errors [170]. Although
later on more sophisticated models were found to be more appropriate, as mentioned above,
in some cases the Normal model is still more adequate than newer techniques. The general
formula of a Normal curve is written as follows.
f (t) = eat
2+bt+c (3.7)
Starting from this equation, we statistically fitted the appropriate values for a, b, and c
similar to the way we did this for the Rayleigh model. Figure 3.17 shows the results when we
apply the Normal model to the same project as before. When we fit the Normal model over
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Figure 3.17: Defect rate and matching Normal model for a single project.
the last part, we see a much better fit to the available data compared to the fit of the Rayleigh
model in Figure 3.15.
Also in this case, the same limitation applies as the Normal curves for different projects
are very different from each other as shown in Figure 3.18. Thus, also in the case of the
Normal model, it is not possible to come up with a single set of values for a, b and c which
can be used equally well to model the behavior of older projects and predict the behavior of
future projects.
Finally, the f/a plot in Figure 3.19 shows that the forecasts based on the Normal model
are more accurate compared to the Rayleigh model, at least in later stages of the project when
more data is available. Moreover, they converge to the actual more quickly, making this
model more useful in practice.
3.7.3 Forecast quality
Although the f/a plots give insight in the bias of the forecasts and the quality of the forecasts,
it is difficult to compare different f/a plots to each other. Fortunately, it is also possible to
quantify this difference. One such tool is the Estimating Quality Factor (EQF) [70].
DeMarco developed this tool to quantify the deviation between the projection of the es-
timators and the actual. The EQF, therefore, shows the quality of forecasts and allows for
comparisons. A higher EQF means a better forecast. Verhoef [281] and Lister [173] posit
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Figure 3.18: Normal curves for three different projects.
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Figure 3.19: f/a plot showing predictions for several projects based on predictions from the
Normal model.
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Table 3.4: Median of EQF values for forecasts using Rayleigh and Normal model.
Rayleigh Normal
using all forecasts 2.7 3.0
excluding forecasts based on only the first 20% 2.2 5.1
excluding forecasts based on only the first 40% 2.2 11.6
that an EQF value in the order of 10 is good, while the norm is about 4. This means that
usually forecasts are about 1/4 or 25 percent off. The EQF and f/a plot together provide
complete insight in the quality of the forecasts.
We computed the EQF for the various projects based on the forecasts provided by the
Rayleigh model and those provided by the Normal model. We compared the median of these
two collections of EQF values to each other as the distribution of the EQF values does not
need to be symmetrical. Since the median value is not significantly influenced by large EQF
values, it is, therefore, more robust than the mean value [84]. A median EQF value of 4
means that in 50 percent of the cases, the maximal deviation is 1/4 or 25 percent. The EQF
is represented by:
EQF =
Area under actual value
Area between forecast and actual value
(3.8)
=
∫ ta
0 adt∫ ta
0 |a− e(t)|dt
=
∫ ta
0 1dt∫ ta
0 |1− e(t)/a|dt
The variables in this equation are defined as follows.
• a: the actual value, i.e. the actual duration of a project.
• ta: the time at which the actual is known.
• e(t): the value of the forecast at time t (0≤ t ≤ ta).
Figure 3.20 shows an example EQF calculation. For this project, in total 4 forecasts were
made: at t = 0.2, t = 0.4, t = 0.6 and t = 0.8. Similar to the forecasts from our two models,
we do not have a forecast at t = 0. We assume that the forecast at that point is the same as
the forecast at t = 0.2. For each forecast, we calculate the area between the forecast and the
actual. Of the first, we find the difference to be 1− 0.5 = 0.5. The duration of this forecast
is 0.2− 0 = 0.2, which makes that the area between the first forecast and the actual of this
project is 0.5 ·0.2 = 0.1. We repeat the calculation for the other areas and find the sum of the
areas to be 0.1+0.1+0.08+0.04+0.02 = 0.34. As the area under the actual is 1, we find
the EQF value = 1/0.34= 2.9. The reader is referred to [84] for a more extensive description
of the EQF in combination with the f/a plot.
Table 3.4 shows the median EQF values for the two models. From this table we see that
the overall forecasting quality of both models is comparable, although the Normal model is
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Figure 3.20: An example EQF calculation of a single project.
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slightly better. However, if we exclude forecasts based on only the first 20% or even the first
40% of the project data the EQF values for the Normal model become much larger compared
to those of the Rayleigh model. This confirms the picture provided by the f/a plots. For 50
percent of the projects, the forecasts based on the Normal model have a maximal deviation of
only 1/11.6 or 8.6 percent. In the case of the Rayleigh model this is 1/2.2 or 45.4 percent,
over a factor 5 difference. Moreover, already at 40% the forecasts based on the Normal model
are slightly better than the norm for EQF values.
Even though these numbers are based on forecasts of only five projects, these EQF values
suggest that while early forecasts based on either model are not good, the forecasts based on
the Normal model become more accurate while the forecasts based on the Rayleigh model
remain far from the actual date of completion and thus are not usable for predicting this date.
3.7.4 Monitoring project status
As has been shown in the previous section, the Normal model was used as a predictive tool
although the early forecasts will be an underestimation compared to the actual moment when
the required level of quality is reached. Moreover, we have shown that the model is very use-
ful as a method for monitoring the progress of a project and determining when the minimum
required quality level is reached as the forecasts will become more accurate as the project
progresses and more data becomes available.
The model provides information on the estimated defects still present in the software
system. A quality requirement might be that at least 97% of the defects must have been
resolved before the product is ready to be released. At Philips Healthcare MRI the quality
requirements even demand solving all defects found during development and testing marked
as either a level 1 (critical) or 2 (major) defect (out of the 5 possible levels). Based on such
requirements it is possible to predict when this goal has been reached. Using the estimate of
the total amount of defects, as described in Section 3.5, we calculated the moment in time
when 97% of the defects has been resolved.
In Figure 3.21 we depicted an example of using the Normal model to monitor a project’s
progress. On the vertical axis the number of defects submitted per month are shown, while the
horizontal axis represents the number of months passed since the start of the test-phase of the
project. The blue curve shows the Normal curve fitted on the data using the information from
the first five months of the project’s test-phase. As shown, this curve largely underestimates
the time to ship. That is, using this curve, the prediction is that 97% of the defects will have
been found after 6 months, while in fact this does not happen until after 19 months. Also
the orange curve, which uses the data of the first ten months, still underestimates the time
to ship and puts this at 13 months. However, when more of the data is used the curves start
to converge and estimate the time to ship at 19.4 (using data from the first ten months) and
19.5 (using data from the first fifteen months) after the start of the project. These curves are
already so close together that it is hard to distinguish them from each other in this figure and
totally obscure the red curve, which is based on all of the available data. As soon as the
estimates start to converge—usually halfway through the test phase—it is possible to provide
a firm estimate of the moment at which the product can be shipped.
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Figure 3.21: Multiple fits for the Normal model for a single project.
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3.7.5 A time series approach
Various researchers have investigated alternative approaches for estimating project durations.
Recently, a time series approach has been described for making such estimates [223]. There-
fore, in this section we will apply the same approach to determine its usefulness for making
long-term predictions and to compare the results to those obtained using the Normal model.
The failures over the life cycle of hardware components follow a “bathtub curve” with
high defect rates at the beginning and the end of the life cycle. In the early life of a product the
defect rate is high but rapidly decreasing as defective components are identified and teething
problems are resolved. At the opposite end of the curve is the wear-out region. Components
have been functional for a long period of time and are beginning to experience failures due to
physical wearing of electronic or mechanic components.
The defect rate for software products is often assumed to follow a different curve and
drop over time as more defects are detected and removed. Using stochastic models such as
Poisson, Weibull, Rayleigh, or (generalized) Gamma distributions for modeling defect rates
in software is a common practice. These models accurately model the global life cycle of the
defect rates showing a decreasing trend as the software matures. However, some researchers
have questioned this approach. Fenton and Neil [88] claim that software defect data is au-
tocorrelated, meaning that defects are related over time. Although they do not provide any
(statistical) evidence of their claim, software failures are the result of human mistakes, which
indeed do not appear to be random in nature [71]. One defect can induce the next fault. The
above models ignore the causal effects of programmers and designers. This observation calls
into question the validity of general linear models, which assume the absence of autocorrela-
tion.
So while theoretical distributions are well suited to model global defect rates as we have
shown in the previous sections, at the micro level models which take the autocorrelation
into account might be better suited. Examples of such models are autoregressive integrated
moving average (ARIMA) processes [42] and possibly also generalized autoregressive con-
ditional heteroskedasticity (GARCH) [39] processes. ARIMA models intend to describe the
current behavior of variables in terms of linear relationships with their past values.
ARIMA modeling takes into account historical data and decomposes it into an autore-
gressive (AR) process, where there is memory of past events (e.g. the number of defects
submitted this month is related to the number of defects submitted last month). Second, an
integrated (I) process, which accounts for stabilizing or making the data stationary, making it
easier to forecast. Third, a moving average (MA) of the forecast errors, such that the longer
the historical data, the more accurate the forecasts will be, as it learns over time. ARIMA
models therefore have three parameters, one for the AR(p) process, one for the I(d) process,
and one for the MA(q) process, all combined and interacting with each other and recom-
posed into the ARIMA(p,d,q) process. The general equation of an ARIMA(p,d,q) model
is as follows.
∇dY (t) = µ+ϕ1∇d Y (t−1)+ . . .+ϕp∇d Y (t− p)+ εt −θ1 ε(t−1)− . . .−θq ε(t−q)
Where Y (t) is the time series of the random variable y. In this equation, the constant
term (here denoted by µ) is the average difference in Y . The parameters of the autoregressive
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part are denoted by ϕ1, . . . ,ϕp. The defect term is denoted by εt , which is assumed to be
an independent, identically distributed variable sampled from a normal distribution with zero
mean. Finally, θ1, . . . ,θq are the parameters of the moving average part associated with εt .
In order to model a time series by means of an ARIMA model, the data needs to be
stationary. Non-stationarity means that parameters such as mean and variance change over
time. To transform a non-stationary dataset to stationarity the data is differenced. The first
difference of a time series is the series of changes from one period to the next. If Y (t) denotes
the value of the time series y at period t, then the first difference of y at period t is equal
to ∇Y (t) = ∇1Y (t) = Y (t)−Y (t− 1). For example, an ARIMA(1,1,1) model, in which all
components are represented, is written as follows.
∇Y (t) = µ+ϕ∇Y (t−1)+ εt −θε(t−1)
Raja et al. [223] found that software defects over time were modeled by ARIMA mod-
els. They based their research on the monthly defect statistics of eight open source software
projects. Their primary goal was to describe the pattern with which defects are reported in
these open source projects using time series models. They also tested whether the parameters
fitted over roughly the first 95 percent of the available data also resulted in a good estimate of
the number of defects in the last 4 months of the project (roughly equal to the last 5 percent
of the investigated projects). In the case of Raja et al. [223], the ARIMA(0,1,1) described
all eight sampled projects. They did not investigate whether the model could be used for
long-term predictions as is the goal of this chapter.
In order to determine whether these models are useful to describe our data and predict
long-term deadlines similar to the Normal model, we carried out an analysis similar to the
investigation described in [223]. Contrary to the results reported there, however, we found
that the defect trend aggregated by month could not be modeled by means of an ARIMA
model. The KPSS test [150] showed that the basic data was not stationary, as required by
the ARIMA model. As described above, it is possible to obtain a stationary time series
by means of differencing. Indeed, the first order difference of the data was found to be
stationary. Subsequently, we carried out the Ljung-Box test [175] to verify whether the data
was autocorrelated. However, we found that this was not the case. Similarly, the second
and third order difference were stationary according to the KPSS test, but the Ljung-Box test
showed no autocorrelation. Intuitively, this result is to be expected. Software defects are the
result of human mistakes. Thus, if a programmer makes a mistake it will results in a defect
being submitted one or two days thereafter. Aggregating this process to the level of months,
obscures this relation in our case.
This intuition also suggests that a defect trend based on the daily statistics might be suit-
able for modeling by means of an ARIMA model. Again, we carried out the KPSS test to test
for stationarity of the data. While the basic data was not stationary, the first order difference
was. Furthermore, the Ljung-Box test showed that the first order difference was autocorre-
lated. Thus, it should be possible to model the data by means of an ARIMA model. Indeed,
we found ARIMA(1,1,1) models in all cases and in some cases a slightly better fit was found
with ARIMA(1,1,5) models.
Figure 3.22 shows the fit of an ARIMA(1,1,5) model onto the day-to-day defect data of
one of the projects. The vertical axis shows the number of defects submitted per day, while
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Figure 3.22: Original defect trend (black) and fit (gray) based on ARIMA(1,1,5).
the horizontal axis displays the number of days since the start of the project. The model trend
(gray) closely follows the trend in the actual data (black). However, the upwards and down-
wards outliers are large compared to the actual data. This sometimes even results in a pre-
diction of a negative amount of defects to be submitted. As this can be prevented by putting
constraints on the possible values of the time series, the plot shows that an ARIMA(1,1,5)
model describes that defect trend accurately.
Figure 3.23 shows the defect data for the same project as Figure 3.22. Figure 3.23a
shows the same time series except that the ARIMA(1,1,5) model is not shown in this plot.
The vertical axis displays the number of defects per day, while the horizontal axis shows the
number of days which have passed since the start of the project. As we already know, the data
closely resembles a Normal distribution. The raw data is not stationary. However, following
the method described earlier, we have transformed the data to stationarity. The result of this
process is shown in Figure 3.23b.
Figure 3.23c shows the autocorrelation function (ACF) values of ∇Y , while Figure 3.23d
depicts the partial autocorrelation function (PACF) values of ∇Y . The ACF represents the
correlation, at specific lags, between the residuals of the data. The ACF plot for this series
indicates a cut off at lag 1. The PACF may be interpreted as either a die out or a cut off.
Using the information from these plots, we estimate the parameters for the ARIMA model.
The lag at which the values stay below the dotted line indicate at which point the data is no
longer significant. This value indicates the order of the ARIMA model. As the ACF plot
74 Balancing time to market and quality in embedded software systems
0 100 200 300 400 500 600
0
10
20
30
40
50
60
(a) Time series
0 100 200 300 400 500 600
−
40
−
20
0
20
40
(b) Differenced time series
0 5 10 15 20 25
−
0.
5
0.
0
0.
5
1.
0
(c) ACF
0 5 10 15 20 25
−
0.
4
−
0.
3
−
0.
2
−
0.
1
0.
0
(d) PACF
Figure 3.23: The time series, ACF and PACF of one of the studied projects.
is significant for lag 1, while the PACF plot is significant up to lag 5, we have evaluated
both ARIMA(1,1,1) and ARIMA(1,1,5) processes. The ARIMA(1,1,5) model proved to
be slightly better. Furthermore, we have performed a similar analysis for the other projects
as well. Also in these cases the ARIMA(1,1,5) proved to be the most accurate description
of the data.
The ACF and PACF plots are also useful in determining the amount of differencing re-
quired in order to acquire a stationary series. As discussed in the seminal book on autoregres-
sion by Box and Jenkins [42, p. 416] a basic tool to employ in the identification process is the
cross correlation between input and output. As soon as the ACF does not damp out quickly a
degree of differencing of the time series is applied for which the ACF and/or PACF do damp
out quickly. In practice the degree of differencing is 0,1, or 2. In our case it turned out to be
in all cases a differencing of 1.
An important question regarding the noise, as displayed in Figure 3.23b, is whether it is
“white noise”, i.e. does not contain any information and thus is entirely random. This is one
of the most important questions one can ask about the residual time series that results from
having fit a model. If we can say ”Yes” then we have a useful indicator that our analysis
has gone as deeply as it can go and the model indeed accurately describes the actual data.
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Figure 3.24: Time series diagnostics for the ARIMA(1,1,5) model.
Figure 3.24 shows the residuals, similar to Figure 3.23b. Furthermore, it displays the ACF
of the residuals and the results of the Ljung-Box test [175]. Since the ACF does not show
any significant lags other than zero there is presumably no significant lag for autocorrelation
left. The Ljung-Box test analyzes the residuals of the data to see if it is autocorrelated up
to a number of lags. If the results from this test are different from zero, then the data is
not autocorrelated and is presumed to be random. The test is derived from the idea that the
residuals of a “correctly specified” model are independently distributed. This means that
the residuals do not contain autocorrelation anymore and thus the ARIMA(1,1,5) model
extracted all the non-random behavior and all that is left is white noise. Indeed, the results
from the Ljung-Box test in Figure 3.24 are different from zero. Thus, the ARIMA(1,1,5)
model is the best possible autoregression model to describe our data.
Although we could reproduce the findings of [223] on day-by-day data, our goal is to use
a model for predicting the time when a sufficient amount of tests have been performed rather
than describing the data and perform short term predictions. In other words, we strive for a
model that predicts as soon as possible what the enddate of the project will be. Time series
analysis is highly sensitive to the history length. Prediction accuracy tends to decrease as the
number of predicted steps-ahead increases [59, 133]. In particular, they tend to damp out to
the overall mean [59]. Thus, ARIMA models only serve short term predictions while with
more time units to predict the models tend to damp to a long term average.
In our case this is also true. Figure 3.25 shows the prediction for one of the studied
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Figure 3.25: Forecast based on ARIMA(1,1,5) and 80% & 95% prediction intervals.
projects4. The vertical axis shows the number of defects submitted per day. The horizontal
axis displays the number of days which have passed. The first half of the figure shows the
actual defect trend in black based on the available data. Based on the ARIMA(1,1,5) model
we predict the second half of the project (blue line). This is the blue line, which quickly
changes into a straight line. The yellow and orange shaded areas show the 80% and 95%
prediction intervals. The dotted gray line shows the defect trend of the actual data. From
this figure it is clear that the ARIMA(1,1,5) model is not suitable for making long-term
predictions. The forecast does not model the actual data well at all. Moreover, the rapidly
widening confidence intervals show that the ARIMA(1,1,5) model does not make accurate
predictions of the future defect trend.
In short, although we also found that defects over time can be described by ARIMA
models, as was reported on in [223], we could not use these models to predict long-term
deadlines. The reason being that ARIMA models turn into a straight line already after a few
predictive steps.
4The forecast has been created using the forecast package for R [119].
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Figure 3.26: Different defect submission patterns for different software development models.
3.8 Threats to validity
As stated by Basili et al. [16], drawing general conclusions from empirical studies in soft-
ware engineering is difficult because any process depends on a potentially large number of
relevant context variables. For this reason, we cannot assume a priori that the results of a
study generalize beyond the specific environment and projects for which it was conducted.
However, in time we hope they can form part of a broader picture. Researchers become more
confident in a theory when similar findings emerge in different contexts [16].
Furthermore, the number and distribution of the defects from the projects in our study will
be different from other companies. This is often misunderstood as a criticism of empirical
studies. However, while the specific numbers will be different per company, the method
is generally applicable. This study shows useful results to build up a body of empirical
evidence, which hopefully encourages more researchers to run similar studies and deepen the
understanding of the field.
A problem with using historical data is the tenability of the results. For instance, more and
more projects at Philips Healthcare MRI are organized in an agile fashion. The projects are
carried out in small increments, each resulting in a work-in-progress release of the software
which is used for testing. This results in a pattern different from what we have seen in projects
carried out in the past following a traditional waterfall model as shown in Figure 3.26. The
waterfall model shows a distinctive, mountain-like pattern which, as we have seen, fits well
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with a Normal curve. The agile model, however, looks different. Clearly visible are three
peeks in the twenty-first, twenty-seventh and thirty-second month of the project. Prior to
these months, a work-in-progress release was delivered to the testing department, resulting in
an increase in the number of defects submitted in the month following the release.
As this way of developing software is relatively new within Philips Healthcare MRI,
there is not yet sufficient data to determine the effects of these changes on the usability of
the Rayleigh and Normal model, but it stands to reason that this will require some changes
compared to the current implementation. The general principle will still be applicable, but
the specific formulas and their coefficients need to be found and fitted.
3.9 Related work
There are various related areas of research which concentrate on parts of the question of how
to balance time-to-market and quality. We will discuss some of these efforts in the remainder
of this section.
Effort estimation In this chapter we make use of historical information to determine a re-
lation between the size of a project, in terms of person hours, and the number of defects that
will be found. Various other researchers [20, 134, 198, 259] have used historical data for
this purpose as well. They have used information from various repositories such as version
management systems and bug tracking systems to predict the number of defects in the soft-
ware system. Other work focuses on estimating effort and cost based on analogies between
projects [239] or makes use of models such as COCOMO [36]. A more complete overview of
effort estimation models can be found in [45]. Our work differs from models like COCOMO
as we do not focus on effort in terms of cost, but in terms of quality and how much effort is
required to reach a certain level of quality. We combined the effort estimation with the defect
administration and inferred a formula that is generally applicable within Philips Healthcare
MRI.
Software quality In this chapter we proposed a modified version of the formula devised by
Bishop and Bloomfield to estimate the quality of a software system in terms of the number
of dangerous faults that remain in the software. Fenton et al. [90, 257] aim at a similar goal
and use Bayesian Nets to predict the number of software defects remaining undetected after
testing. Others use information such as test coverage [28] or individual estimates [23, 177]
to estimate the number of residual faults.
Defect trends In order to model the defect trend in a software project, we have used the
Rayleigh model as described by Putnam and Myers. We have proposed the Normal model as
an alternative. Various researchers [49, 55, 209] have also used Weibull models or variants
thereof to model defect trends in software projects. Others have taken different approaches
and have used change data [194], expert estimations [13] and project plannings [189, 246]
to predict the trend with which defects will be discovered. Furthermore, various researchers
have proposed to model this trend as time series [71, 110, 133, 223]. In this chapter, we have
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shown that there is no generally applicable model that works in all circumstances. Our results
show that the Rayleigh model does not work well in case of Philips Healthcare MRI. Time
series can be used to describe the data, but not for making predictions. We have shown that
in our case it is better to use the Normal model instead.
Release readiness The goal of the method described in this chapter is to predict the mo-
ment when the software system is ready for release. McConnell [190] provides an overview
of different techniques for determining software readiness based on defect tracking, defect
pooling, defect seeding, defect modeling and combinations thereof. More recently, various
authors [179, 221, 284] have used testing time, defect tracking and various other metrics to
determine whether the software is ready to be released or not. The approach described in this
chapter goes one step further by determining release readiness in terms of the required level
of quality. We calculate this level by combining information from faults and failures. By
using a defect trend modeled on historical information we made a prediction of the due date
of the software and monitor the progress of a project.
Failure rates Analysis of failure rates of life-critical software intensive systems is para-
mount for our understanding of these types of systems and the level of reliability they can
realistically achieve. There are various studies based on publicly available data such as a
study on the reliability of medical devices [178, 238] which use data from the FDA website,
and a study on the reliability of the Maeslantkering [282]. A limitation of studies using
publicly available data is that this data only represents a part of the actual accidents that
occur [102].
Some examples where real-world in-depth data is used are NASA which provided data
on software failure processes [93] and an analysis of a fuel cell system [87]. Studies using
reliable, real-word data not only aid our understanding of these types of systems in general,
but also help those companies to obtain invaluable insights into the reliability of their own
systems.
3.10 Concluding remarks
In this chapter, we have used historical data obtained from multiple repositories and combined
them in order to make estimates on the number of defects that will be found during a project
based on the size of that project. Furthermore, we have used information on field problem
reports and the installed base to come to a bound for the allowable number of residual defects
as a measure for the quality of the end product. Together, these two estimates help us to
predict when this level of quality is reached using the Normal model. In our case study, the
Normal models provides an accurate description of the data and results in forecasts for the
time-to-market with high EQF values. The Estimating Quality Factor or EQF indicates, as
shown by its name, the quality of a forecasting method. Of course, other theoretical models
can be more suitable in other contexts. This does not change our approach as a whole.
It turned out that the commonly used Rayleigh model does not provide a good descrip-
tion of our data and thus is not suited for making any predictions. Time series models, in
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particular ARIMA models, do accurately describe the defect trends. However, long-term pre-
dictions based on these models do not result in useful forecasts as they tend to revert to the
overall mean. In short, our analysis based on information from repositories of historical data
supplements the expert’s opinion and provides numbers to reason about.
In summary, the method to balance time-to-market and quality comprises of four steps.
First, collect the data from the various repositories. Second, using the effort-to-defect for-
mula, estimate the total number of defects based on the size of the project in person hours
to provide a range for the defect trend model. This provides an upper and lower bound to
the predictions based on the Normal model. Third, calculate the required level of quality
using the modified version of the Bishop and Bloomfield formula. Fourth, while the project
progresses, collect the data on the actual rate of defect submission and compute a fit for the
Normal model over this data while recomputing the fit as more data becomes available.
Using these four steps, we obtain more accurate estimates on the time-to-market as more
data becomes available. We applied this method at Philips Healthcare MRI and our analysis
showed that their development practices result in a high level of quality without compro-
mising the time-to-market. Furthermore, it turned out that the measured defect rate of the
software of Philips’ MRI scanners is once per thousand device-years. This is the second
highest safety integrity level, SIL3, as defined in the IEC 61508 standard (SIL4 is higher but
only achievable by introducing some form of redundancy).
We base our approach simply on the data available to us. Our analysis showed that ex-
isting theoretical models did not apply to this data. While these models have proved their
usefulness in different circumstances, they did not provide useful results here. This holds
both for the Rayleigh model and for time series such as ARIMA. We showed this by ap-
plying both models with less than desirable results. Using straightforward Exploratory Data
Analysis (EDA) we were able to identify a simple, symmetrical model which resulted in
accurate estimates.
The analysis confirms in this case that Philips Healthcare MRI is doing the right thing.
In other cases it will show you whether you are working too long on defect removal, and
in practice most cases show that people are not working enough on defect removal for the
necessary quality level. It helps in the communication between management and IT: less
testing means less quality. In that way it creates a negotiation means between the two fields.
Momentarily this is not common resulting in low quality software since IT cannot express
in quantitative terms when more testing is necessary and what it delivers in terms of quality.
With our result this is now possible.
The important underlying contribution here we would like to indicate is the utility of
using in-process and product metrics from large software systems, namely MRI scanners, to
make early estimates of software quality in terms of failures or failure-proneness. We linked
this data to estimations on project size and models for predicting defect trends in projects
in order to balance the time-to-market and quality of the end product. We do not claim that
specific numbers are relevant outside of Philips Healthcare MRI. However, they constitute a
step towards a comprehensive picture in this field of study. Moreover, the method presented
here is generally applicable and can be used in other companies besides Philips Healthcare
MRI as well.
4
Locating concerns in source code using
Latent Semantic Indexing
Let us repeat the two crucial negative premises as established firmly by all
human experience: (1) Words are not the things we are speaking about; and (2)
There is no such thing as an object in absolute isolation.
- Alfred Korzybski
4.1 Introduction
To developers software often appears as a large number of modules each containing hundreds
of lines of code. This fact poses various problems when it comes to maintaining the software.
It is, in general, not obvious which parts of the source code implement a given concern. Typ-
ically, existing documentation is outdated (if it exists at all), the system’s original architects
are no longer available, or their view is outdated due to changes made by others. Thus, the
software records knowledge, expertise, and business rules that may not be available anywhere
else than in the source code.
It is therefore not strange that less than half of the developers turn to the documentation
of the software for getting big-picture information on it, and less than a third for gaining
in-depth information [168]. However, even out-of-date documentation has value, particularly
if the high-level abstraction has remained valid [168]. If it is complemented with an up-
to-date, more detailed overview of the concerns in the source, the two information sources,
documentation and code, together are useful for everyday maintenance tasks.
A technique which has been proposed to provide such a complementary view is Latent
Semantic Indexing (LSI) [68, 153, 180]. LSI is used to identify the associations between
words used in source code. The associations are used to cluster the source code documents
together. These clusters are interpreted as architectural concerns which reveal the intention of
the code [26, 148, 181, 182, 266]. However, the application of this technique is not straight-
forward due to a multitude of levers and knobs which influence the overall performance.
81
82 Locating concerns in source code using Latent Semantic Indexing
Because of this intrinsic complexity of the approach, the current status is that it has been
applied only on open source packages with mixed results. Moreover, different authors have
described (parts of) the approach while using different settings for the various steps. Because
of these inconsistencies, it is difficult to get a proper overview of how the approach works,
which steps should be taken, and which parameters are present.
In this chapter and the next we will be discussing the global structure of the approach and
we will identify appropriate settings for the various levers and knobs. The objective of this
first part is to explain the approach into greater detail and provide a step-by-step overview
based on our experiences which we gained through our work in the Darwin project [263].
This applied research project is currently conducted at Philips Healthcare and focuses on the
evolvability of software-intensive systems, with as use case Magnetic Resonance Imaging
(MRI)1 systems. In the next chapter we will go into the experiments we have conducted at
Philips Healthcare to test the effectiveness of the various parameters. Furthermore, we will
present one of the case studies we conducted Philips Healthcare.
In short, the main contributions of this work are:
• a complete and in-depth overview of the LSI approach and a reference implementa-
tion capable of performing this approach; we present a step-by-step overview of the
approach by combining the various descriptions from literature with our experiences
obtained at Philips Healthcare
• proposals for several novel additions to the approach based on our experiences of ap-
plying the approach at Philips Healthcare: the appropriate level of granularity of the
input, improvements to the preprocessing phase based on our experiences in Philips
Healthcare and an alternative method for identifying the concerns from the informa-
tion gathered by the LSI-process;
Structure of the chapter First, we provide an introduction to the problem in Section 4.2.
Subsequently, in Sections 4.3 we provide an overview of the approach.In Section 4.4 we
discuss the industrial applicability of the approach. Finally, in Section 4.5 respectively we
provide some concluding remarks.
4.2 Exploring software for maintenance
The process of maintaining a piece of software is summarized by the three steps originally
described by Boehm: understand the existing software, modify the existing software, and
revalidate the modified software [35, 32]. Thus, before making a modification to a software
system, developers must explore the system’s source code to find and understand the subset
relevant to the change task. However, as the source code of most systems spans several
million lines of code, it is not reasonable to expect the developer to go over the complete set
of files. Rather what is needed is an efficient and effective way of identifying those parts of
the system’s source code related to the task at hand.
1An introduction into MRI can be found here: http://en.wikipedia.org/wiki/MRI.
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Ideally a system’s source code is structured according to its various concerns which over-
lap as little as possible. When given the task of making a modification to a concern, what the
developer is interested in is the code related to that concern only. Unfortunately, it is often the
case that the program code corresponding to a concern is not well encapsulated, and ends up
being scattered across various parts of the code. The difficulty of locating and understanding
scattered concerns is the problem motivating the work described in this chapter.
4.2.1 Maintaining concerns
The idea of separating concerns in the implementation of software originates from Dijk-
stra [72] and Parnas [204]. From these early works on system design and structured pro-
gramming, the term “concern” has emerged as a general and flexible notion. Separation of
concerns, that is separating a computer program into distinct concepts that overlap as little
as possible, is considered to be a good programming practice and provides many software
engineering benefits, including reduced complexity, improved reusability, and simpler evolu-
tion [254]. Separation of concerns is achieved through modularity of programming [204] and
information hiding, e.g. by means of encapsulation [40].
Unfortunately, in practice, the concerns a developer must consider during program evo-
lution are not always well separated, and their implementation is often found to be scattered
through different modules, and, at the same time, tangled within one module [254]. In [229]
Robillard identified four principal causes for the scattering and tangling of concerns: in-
adequate design and emergence during program evolution, the fundamental limitations of
programming languages, and code decay.
Inadequate design is caused by human errors and oversights. These result in unnecessary
coupling between modules and duplicated functionality which complicate further mainte-
nance and development. Furthermore, a long-living software system is likely to evolve into
directions which were not foreseen by its original developers. This will cause new concerns
to emerge and to cross-cut existing ones ultimately resulting in more tangling and scattering.
Another cause, the fundamental limitations of any programming language, refers to the
fact that intrinsic properties of a programming language sometimes force a programmer to
make choices regarding which concerns to separate. Competing design and implementation
goals make it impossible to separate every concern with only the basic constructs of a pro-
gramming language. Various solutions have been proposed to overcome these limitations, of
which the most well-known is probably aspect-oriented programming [135], but these are not
without their own limitations [195].
Code decay, or software aging [205], refers to the fact that any system’s quality will de-
cline unless it is rigorously maintained and adapted [163]. The difficulty of locating and
understanding the code relevant to a change, the absence of design documentation, the lack
of adequate techniques for determining the impact of a modification, and time pressure all
contribute to software modifications being performed by developers lacking a complete un-
derstanding of the implementation of the relevant concerns. Moreover, knowledge decay,
as over the years knowledge is transferred from developer to developer, only increases the
problem.
So, clearly identifiable concerns are beneficial for development and maintenance of any
software system. However, despite our best efforts to create a software system in which the
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concerns are clearly recognizable and our continuous efforts to keep it that way, in practice
concerns in long-living systems are usually scattered throughout the code.
Furthermore, all this does not mean that newer systems would not benefit from techniques
which try to recover the concerns in their source code. Even in relatively new systems con-
cerns are often spread throughout the code. In such cases, the scattering and tangling is just
introduced on purpose. As opposed to with “inadequate design”, the developer is more or less
aware of the possible repercussions of the design decision, but chooses to go ahead anyway
because of other requirements which are more important. For instance, systems with tight
time constraints are often hand-optimized by replicating frequent computations [17].
Because of the fact that almost no (industrial) software system escapes from the problem
of tangling and scattering concerns, being able to recover these concerns is an important and
challenging problem in the field of software maintenance and evolution research.
4.2.2 Recovering concerns
Many program understanding and reverse engineering approaches have been developed to
help a developer discover the code related to a maintenance task. An indication of the
difficulties that come into play with such approaches is the following metaphor: program
understanding and reverse engineering are “about as easy as reconstructing a pig from a
sausage” [80]. So similar to the fact that it is impossible to get back the pig which was used
to make a sausage from, it is probably impossible to reconstruct the original concerns using
information from the software system only. Instead of reconstructing the original concerns,
research in this area focuses around three topics: concern location, concern documentation
and concern management.
Approaches in the category concern location are meant to help developers find source
code relevant to a concern or change task. Concern documentation approaches aim at doc-
umenting and analyzing concerns in source code. Concern management approaches aid in
detecting and managing inconsistencies in software engineering artifacts. As the work in
this chapter falls into the category of concern location, we will only describe this cate-
gory in more detail here. For more information on concern documentation the reader is
referred to [66, 105, 146, 229]. More information on concern management can be found
in [94, 202, 229, 244].
Existing concern location techniques
The existing concern location techniques are categorized into several main categories and
can often be used next to each other. However, not all of them are equally suited for the
task at hand. In our case, where the developer has only a limited overview of the concerns
in a particular part of the software, the main requirement is a tool which is able to find the
concerns automatically, without help from the expert and without prior knowledge on the
system at hand. So tooling which requires expert knowledge in order to find the concerns is
not suited.
Furthermore, we need to be able to show the results on a fairly high level in order to give
an overview which the developer is able to relate to the original design documents. As we
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mentioned in the introduction, usually many of the high-level abstractions in the documenta-
tion are still valid. The difficulty is in identifying where these abstractions are located in the
source code.
In the remainder of this section we will discuss the main categories and provide some
references to the most well-known examples. We also discuss how the techniques in that
category match to the two requirements mentioned above.
Searching A crude but widely used searching technique, based on string pattern match-
ing [4], locates variable names or comments that indicate the presence of the concern in the
code. The Unix utility “grep” is the best known example of a pattern-matching tool and
therefore this technique is often called the grep technique. A problem with the searching
technique is very much dependent on the developer’s existing knowledge about the system
and the problem domain [187, 224]. Developers with up-to-date knowledge on the specific
facts about the software can probably write a good query, but in practice this is usually not
the case making the grep technique unsuitable for location concerns. It is more likely the
developer will turn to grep only when he knows what he is looking for. When a developer is
looking to get a more general overview of the location of a concern, a searching technique is
not suitable.
Program slicing A program slice consists of the parts of a program that potentially affect
the values computed at some point of interest referred to as a slicing criterion [294]. Orig-
inally slicing has been defined as a static analysis technique [287], but many variants have
been proposed since, including dynamic variants. A recent survey that reviews most of the
existing slicing techniques is presented in [294]. The advantage of slicing techniques com-
pared to the aforementioned searching techniques is that they do not require prior-knowledge
of the developer as they rely on the constructs in the code in order to identify the concerns.
A drawback of slicing techniques is their focus on control- and data-flow [229]. Therefore,
similar to searching techniques, slicing techniques are less suitable for obtaining a global
overview of the concerns in the code and are more suited for fine-grained analysis of the
code.
Dynamic analysis Other approaches to finding code relevant to one or more concerns use
information about a program’s execution. Wilde and Scully [292] were pioneers in locating
concerns taking a fully dynamic approach. Their Software reconnaissance is a method for
locating concerns through an analysis of the execution of different test cases. A drawback of
dynamic analysis is that they are often unable to distinguish between overlapping concerns
because the same method may contribute to several concerns [26, 83, 211].
Clustering Clustering approaches have been used in a wide variety of ways to aid software
maintenance usually as a means for understanding the (structure of) code. An extensive
overview of clustering approaches, which are available for software maintenance tasks, is
presented in [167]. They have been used on their own [3, 6, 289] or in combination with
other techniques such as formal concept analysis [213, 273] to recover concerns from the
source code.
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Formal concept analysis Formal concept analysis [98] is a technique to identify meaning-
ful groupings of objects that share common attributes. It has been used both as a stand-alone
technique [81] as well as combined with other techniques [213, 273] to locate concerns in
source code. An extensive overview of formal concept analysis support for software engi-
neering activities is presented in [256]. A drawback of formal concept analysis is the need
to identify the relevant attributes using prior knowledge from an expert, precisely the kind
of information one hopes to find when trying to locate concerns. Moreover, two recent stud-
ies [104, 274] show that the application of formal concept analysis to large software systems
is not straightforward.
Information retrieval Information retrieval techniques for concern location use the fact
that variable names are one of the most important sources of information about program en-
tities [160]. This makes words occurring in the source code a logical source for locating
concerns in the software [8, 24, 225], although there are limitations to such an approach
depending on how well the variable names have been constructed [69]. The first informa-
tion retrieval, free-text indexing approach has already been proposed some twenty years
ago by Frakes and Nejmeh [96]. More recently, two information retrieval techniques, La-
tent Semantic Indexing (LSI) [180] and Latent Dirichlet Allocation (LDA) [14, 174, 188],
have been used to identify concerns in source code. While LDA is still fairly new when
it comes to analyzing source code, LSI has already been used to address various software
engineering problems, such as traceability link recovery between source code and documen-
tation [9, 67, 176, 184], requirements tracing [107], program comprehension [181], high-level
concern clones identification [185], conceptual cohesion [186], coupling [212], and identi-
fying concerns in source code [148]. LSI lacks the drawbacks mentioned for the existing
concern location techniques as it is a static analysis technique, does not take syntactic ele-
ments into account, and does not require a predefined set of attributes to identify the relevant
groupings (i.e. concerns) in the source code. However, a drawback of LSI is its complexity
due to a multitude of levers and knobs which influence the usability of the results.
4.2.3 Recovering concerns for maintenance using LSI
The technique presented in this chapter is based on LSI as well. This choice was made based
on some promising results obtained in the earlier studies mentioned above. Until now, the
focus was on the technique and not so much on the approach as a whole. This is shown by the
various choices made with respect to the granularity of the input, the settings for LSI itself and
different ways for detecting the concerns from the results of LSI. Every researcher chooses
its own settings with little to no explanation as to how these settings were chosen. However,
in order to get the technique accepted and used in industry, we need a good understanding
of these settings and a benchmark which is useful to others to start applying the technique to
their own software system and compare the results.
Therefore, in this chapter we investigate which steps should be taken in order to eventually
identify the concerns. Furthermore, in the next chapter we will evaluate the approach and
examine which settings for the levers and knobs are useful, at least in the case of Philips
Healthcare. Others can take these settings as a starting point for their own analysis and to
make informed decisions on suitable values for their specific case.
4.3 Overview of the approach 87
LSI made its debut in the world of natural language analysis [68, 153] where it could
be applied directly to the texts under investigation. However, applying LSI in the context
of source code is more cumbersome. In this case we need to do quite some preprocessing
of the source code before we can get started. For this reason, we will provide an extensive
discussion of the preprocessing required to get meaningful results. In the next section, we
will first explain the approach as a whole.
4.3 Overview of the approach
The LSI-step is only part of the entire approach which starts at selecting the appropriate input
from the source code and ends with a list of clusters, which ideally represent the concerns we
are looking for.
The entire approach is divided into the following steps:
1. selection of the input
2. preprocessing and indexing
3. Latent Semantic Indexing
4. computing similarities and clustering
5. visualization
Figure 4.1 provides an overview of the approach. In the remainder of this paragraph we
will explain each step and discuss which configuration options are available for that step. In
the next chapter we will describe our experiments with the different options for evaluating the
input selection, preprocessing, choosing the dimensions for LSI and clustering respectively.
4.3.1 Input selection
The first choice that has to be made is a choice for the level of granularity of the input. LSI
originates from natural language processing where the input is often at the level of sentences,
paragraphs, sections or chapters [290] while the words occurring in these contexts are used as
terms. Deerwester et. al. [68] use a combination of titles and abstracts. In other fields, pixel
data of images [206] has been used for image retrieval. In this case, an image is represented
as vector of pixels; every pixel is described by its color. Another example, comes from the
field of bioinformatics where gene-documents are used to identify related genes [113]. In this
case, the names of genes were used as terms.
When applied to source code we also have to decide where the information for terms and
contexts will come from. The most obvious choice for the terms are the names of variables
occurring in the source code. Additionally, words occurring in comments are used.
The other choice that needs to be made is what to use as context for the terms. A context
can be any contiguous set of lines of the source code, therefore different context definitions
are possible. Usually, either functions or classes are used depending on the programming lan-
guage in which the application was written. However, in our case the source code consisted of
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Figure 4.1: Overview of the approach.
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several different languages supporting different programming paradigms. The software sys-
tem in our case study consists of C, a procedural language, C#, an object-oriented languages,
and C++. This situation is not uncommon in most commercial software systems in which
you usually encounter multiple programming languages. Moreover, almost every technique
or standard which has been in fashion at some point during the lifetime of the software is
present as well. This is in contrast to the open source software which has been examined
in related work which, even when considered of industrial size (i.e. several million lines
of code), is usually written in a single language such as the source code of Mozilla which
has been examined in [180] and which is written in C. Another example has been described
in [148] where the authors examine the source code of jEdit, which has been written solely
in Java.
We have examined three different levels of granularity: functions, classes, and a novel
level based on the interfaces implemented by a class. We will explain each of these levels
next.
Levels of granularity explained
Functions as contexts The first, most common choice [148, 180, 212] is to split the source
code into contexts at the level of functions. In our case this is a very appealing choice as
the two programming paradigms both support functions there is no difference in how to treat
them. Moreover, because functions in both C and C# have similar properties, such as size
(in LOC) and granularity, they will also have a similar relation to the (part of the) concern
they implement. With other levels of granularity this is not necessarily the case resulting in
an unbalanced investigation of the source code.
Interface-based contexts A novel approach is based on the specific programming practices
at Philips Healthcare. In discussion with architects from Philips Healthcare, it became clear
that, especially in the newer C# parts of the source code, they create very coherent interfaces,
defining only a few closely related functions. Subsequently, classes implement a set of inter-
faces to provide a coherent piece of functionality. The architects therefore suggested to split
the classes into groups of functions based on the implemented interfaces. Thus, the result is a
hybrid between splitting at function-level and splitting at the class-level. Similar to splitting
at the class-level we run into the question what to do with C-files. Again the programming
practices at Philips come to our rescue. In case of the procedural languages we split the file
along the headers it uses and implements.
Classes as contexts Another common approach is to split the source code at the level of
classes [148, 186, 187]. Both C++ and C# support the notion of classes, but C does not.
Therefore in the case of a C-file we assume that each file is the equivalent of a class. Although
this is a valid assumption when considering the programming practices at Philips Healthcare,
this might not true in every case. In general, it will not be always be true that a class in
C# is similar to a C-file in terms of how closely the content is related to each other. This
observation makes using classes as contexts more difficult compared to functions. It should
be noted that we tried to remove any comments at the beginning of the class which usually
only included copyright information.
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4.3.2 Preprocessing and indexing
With the appropriate input at hand we proceed to the next step: preprocessing the input. Al-
though variable names are most likely the best choice for using as terms, their vocabulary is
not as well-defined as is the case with for instance English words. Their meaning is obscured
by abbreviations and various (programmer-specific) word combinations. Therefore, extract-
ing variable names from the source code and using them unmodified as input for LSI most
likely will not provide us with a good result. Therefore, when applying LSI on source code,
usually several preprocessing steps are taken in order to improve the effectiveness of the ap-
proach. We have examined the most common preprocessing steps as well as two new steps
which have not been used before. In particular we have experimented with the following
well-known steps:
• splitting variable names into individual words
• normalization of words
• filtering stopwords and programming language keywords
• applying a weighting scheme
In addition, we have also experimented with two possible improvements based on our
experiences gained through performing several case studies:
• identify compound words
• apply a maximum words-spread threshold
We will briefly explain the various preprocessing steps here. We will present the steps in
the order in which they are to be executed by our tooling.
Preprocessing steps explained
Splitting variable names Variable names usually consist of several words and abbrevia-
tions concatenated together to form a single variable name. If you would ask 10 programmers
to think of a meaningful variable name for the same concern, most likely what you would end
up with are 10 different variable names. Often some of the words will be the same, but for
instance in a different order. In order to help LSI detect that even though the variable names
are not exactly the same, the words with which the variable names are constructed are the
same, a common strategy is to split the variable names into their constituent parts.
In order to this, various programming styles are taken into account in order to recognize
the individual words. Examples are camelcasing and the use of hyphens and underscores. By
using the approach a variable name like NrOfSlices or nr of slices will be split into the
words nr, of, and slices.
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Compound words As we discussed previously, one of the preprocessing steps we have ex-
perimented with is splitting variable names into their constituent parts. However, in our dis-
cussions with programmers we found that splitting is not beneficial under all circumstances.
It actually happens quite often that two or more words are best kept together even though
based on the use of some convention such as camelcase they should be split. Examples in
the case of Philips are DataObject, ImageFrame, and ResourceManager. We therefore
manually created a list of exceptions such that words occurring in this list would not be split.
This enhancement should help to give generic words like data and object a meaning and
greatly aids the expert in using the results. Due to practical limitations (availability of an
expert) we did not create an exhaustive list. Only the most obvious compound words have
been included.
Normalization of words Usually, different variants of the same word will occur, such as
both the singular and plural form of the same word. A technique which is often used to nor-
malize the set of words and map inflected (or sometimes derived) words onto each other is
stemming. The idea of stemming is to improve information retrieval precision by bringing
under one heading variant forms of a word which share a common meaning. Similar to the
reasoning behind splitting variable names, it is reasonable to assume that different program-
mers will likely use a different form of a word to build up a variable name. By determining
the stem of a word, and treating words with the same stem as the same word, the assumption
is that LSI will be better capable of recognizing similar contexts.
A well-known algorithm for determining the stem of a word is Porter’s stemming al-
gorithm [210]. This algorithm reduces words to their morphological root. For example,
computation and computed both map onto comput. Another example are control and
controller which both map onto control.
Filtering Another technique to improve the effectiveness of the approach is by filtering out
very common words. For natural languages standard lists of words exist based on statistical
analysis. An example is the SMART list [48] which contains words which are common in
English such as the, before, or there. This standard list is especially useful for filtering the
comments in the source code.
Although no such lists exist for source code, logical additions to this list are programming
language keywords and variables names consisting of only one or two characters. The latter
are usually of the form i or x and are only used as loop counters or temporary variables.
Maximum words-spread threshold Furthermore, we applied a technique which should
aid both with filtering as well as with weighting. As we noted before, there currently does
not exist a list of words commonly occurring in source code. We have therefore resorted to
a list which has been created based on analysis of text written in a natural language (in this
case English). However, we have also tried whether it is possible to filter out very common
terms based on the amount of modules in which they occur.
In order to do this, for each term we count in how many modules it occurs. We have
chosen to count at the level of modules instead of contexts, as we observed that sometimes a
term occurs very often in a single module, but only rarely outside that module. As the term
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is well-contained within a single module, in which it is apparently important, it should not be
removed from the input. By counting at the level of modules we make sure that the term will
indeed be retained.
Applying a weighting scheme Having preprocessed the input, we start indexing the source
code. This is a straightforward activity where for each context it is counted how often a term
occurs.
When examining a large body of text, not all terms are equally important. Some terms will
occur frequently throughout the entire set of contexts, while others occur only sporadically in
a limited set of texts. Most likely, terms occurring frequently are not very descriptive, while
terms occurring rarely are so specific to a particular part of the source code that they are also
not very useful when trying to identify the concerns crosscutting the source code.
In order to balance out the influence of very rare and very common terms, it is possible
to apply a term-weighting approach to the term-by-context matrix. We have used a simple
document scoring method combining a local and global weight using term frequency (tf) and
inverse document frequency (idf) [76, 233] is used. The tf-idf weighting scheme is defined
as follows:
tfidfi, j = tfi, j× idfi
tfi, j = ni, j
idfi = log(
|D|
|{d:d∈ti} |)
• ni, j: the number of occurrences of the considered term ti in a context j;
• |D| : total number of contexts;
• |{d : ti ∈ d}| : number of contexts where the term ti appears (that is ni, j 6= 0).
Various authors [77, 291] have shown that this weighting scheme performs well in com-
bination with LSI. As the weighting scheme works on the matrix directly, its effect when
applied on a matrix build from indexing source code will not differ from the effect on a
similar matrix build from indexing text written in a natural language. We will therefore not
evaluate the effect of weighting in detail. Figure 4.2 shows the effect of weighting on the
matrix. As is shown by the histogram, the maximum value is greatly decreased and on the
other end of the histogram there are less small values.
4.3.3 Latent Semantic Indexing
The matrix resulting from preprocessing and indexing is subsequently decomposed using Sin-
gular Value Decomposition (SVD) to break it down into less dimensions. SVD decomposes
the matrix into its singular values and singular vectors and yields – when truncated at the k
largest singular values – an approximation of the original matrix of rank k. The value of k has
a profound effect on the effectiveness of the entire approach. We will first explain how LSI
works in more detail. Subsequently, we will discuss in more detail the problems surrounding
the k-value.
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(a) Without weighting (b) With weighting
Figure 4.2: Effect of applying a weighting scheme on the term-by-context matrix.
We have filtered all zeroes from the results as they are not affected by a weighting scheme. Also note that the y-axis
makes use of a logarithmic scale for better readability and that the scales in both graphs are different.
Introduction into Latent Semantic Indexing
Latent Semantic Indexing (LSI) is a standard approach for extracting and representing the
meaning of words in a large set of contexts [68, 153]. It originates from the domain of natu-
ral language processing where it has been used to enhance technical manuals, automatically
score essays and plagiarism detection [138, 152]. Outside of its original domain it has been
applied to automatically identify conceptual gene relationships [113], protein remote homol-
ogy detection [73], automated image retrieval [206], spam filtering [100] and it has also been
applied as an auxiliary technique in search engines [103].
LSI is an (almost) fully automated approach and uses no humanly constructed dictionar-
ies, knowledge bases etc. It takes as its input only raw text parsed into terms and separated
into meaningful contexts such as sentences or paragraphs, in case of text written in natural
languages, or functions or classes, in case of source code written in programming languages.
In the first step of the approach the text is represented as a matrix in which each row
stands for a unique term and each column stands for a context. In this matrix the [i, j]th
element indicates the number of occurrences of the ith term in the jth context. Next, the cell
entries are transformed for instance using a weighting scheme as explained in the previous
section.
Once we have built our term-by-context matrix, we call upon a powerful technique called
Singular Value Decomposition (SVD) to analyze the matrix. The process is shown in graphi-
cally in Figure 4.3. The matrix M is decomposed into a matrix describing the original column
entries (D), another matrix describing the original row entries (T) and a diagonal matrix con-
taining scaling values such that when the three components are matrix-multiplied, the original
matrix is reconstructed. These special matrices show a breakdown of the original relation-
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Figure 4.3: Singular value decomposition
ships into linearly independent components.
However, many of the elements in the diagonal matrix are very small and may be ignored,
leading to an approximation which has many fewer dimensions. Each of the original contexts’
similarity behavior is now approximated by its values on this smaller number of factors. Due
to this reduction in the number of dimensions, the reconstructed matrix Mk, where k denotes
the number of dimensions that have been retained, it is possible for contexts with somewhat
different profiles of term usage to be mapped into the same vector of factor values.
There are various reasons for these approximations. First, the original term-by-context
matrix is presumed noisy. For example, anecdotal instances of terms are to be eliminated.
From this point of view, the approximated matrix is interpreted as a de-noisified matrix (a
better matrix than the original).
Furthermore, the original term-by-context matrix is presumed overly sparse relative to
the ”true” term-by-context matrix. That is, the original matrix lists only the terms actually
in each context, whereas we are interested in all terms related to each context – generally a
much larger set amongst others due to synonymy.
In short, by ignoring the smaller values in the diagonal matrix, we also ignore any small
differences between the original contexts. This allows us to find patterns in the matrix and
identify which terms and contexts are similar to each other. Clustering these contexts together
reveals the location of the concerns in the source code.
Choosing the number of dimensions
One step in the whole LSI-approach, choosing the appropriate number of dimensions to con-
sider, is still surrounded with some mystery. Unfortunately there are no clear guidelines for
choosing the appropriate number of dimensions. As a general rule, fewer dimensions allow
for broader comparisons of the concerns contained in a collection of text, while a higher
number of dimensions enable more specific (or more relevant) comparisons of concerns.
Moreover, a smaller number of dimensions is beneficial as it allows for analyzing a larger
collection of contexts [43]. The actual number of dimensions that is used is limited by the
number of contexts in the collection.
Because of the lack of scientific underpinning, researchers tend to resort to using a magic
number of dimensions, which appears to provide good results. For instance, early work by
Dumais [76] suggests that using around 300 dimensions will result in good results, and this
number has been used by various other authors as well. However, over the years various
researchers have used different numbers of dimensions as is discussed in [43]. Others have
resorted to various heuristics [291], such as a percentage of the number of terms, or examining
a plot of the singular values [54, 117] in order to determine an optimal number of dimensions
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to retain. Previous work where LSI was applied to source code lists values such as 30 [67],
300 [214] and 350 [181]. The appropriate value, therefore, depends on the particular software
system under investigation.
As an alternative to these magic numbers we have used a heuristic suggested by Kuhn et
al. [148], which seems to provide good results. However, the reasoning behind why it works
is vague at best. We have therefore evaluated the results for various dimensions and compared
them to each other in order to get a better understanding of the proper number of dimensions
to consider. Our research is similar to the empirical study described by Bradford in [43]
where he explores the effects of varying dimensionality on a large (several million contexts)
set of contexts written in natural language (English). Our study differs in that the context sets
are smaller and consist of functions extracted from source code. Also, we examined both the
relations between terms and the relations between contexts. Our findings will be discussed in
the next chapter.
4.3.4 Computing similarities and clustering
The result of applying LSI is a vector space, based on which we compute the similarity
between both contexts and terms. We use this similarity measurement to identify concerns
in the source code. To compute the similarity values, an often used measure is the cosine
between the vectors. Although several alternatives exist, the cosine similarity measure works
well [153]. Using the similarity measure it is possible to cluster the related contexts using a
variety of clustering algorithms.
Hierarchical clustering
The clustering technique mostly used in information retrieval applications is the hierarchical
(agglomerative) clustering (HAC) method. The reader should consult [85] for an extensive
survey of HAC methods. Hierarchical clustering analysis is frequently used for term and
context clustering [68]. As we do not know how many clusters exist, a partitioning algorithm
(e.g. k-means) is not suitable as such an algorithm requires the desired numbered of clusters
as input value. Hierarchical clustering, on the other hand, does not have this requirement.
When performing hierarchical clustering there are various options for pairing the indi-
vidual elements. Some commonly used linkage criteria, as they are called, are the minimum
(”single”), average and maximum (”complete”) distance between the various objects, each
with a different characteristic in terms of compactness (the degree of similarity between the
elements in a cluster). Table 4.1 lists some of the commonly used linkage criteria. The
complete-link hierarchical clustering algorithm tends to produce tightly bound or compact
clusters and does not suffer from a chaining effect [124] as opposed to the average and single-
link algorithms. For this reason, we have chosen the complete-link hierarchical clustering
algorithm for our experiments.
Tree cutting strategies
Hierarchical clustering builds (agglomerative), or breaks up (divisive), a hierarchy of clusters.
The traditional representation of this hierarchy is a tree, called dendrogram, with individual
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Table 4.1: Common linkage criteria between two sets of observations A and B.
Names Formulaa
Maximum or complete linkage clustering max{d(a,b) : a ∈ A,b ∈ B}
Minimum or single-linkage clustering min{d(a,b) : a ∈ A,b ∈ B}
Mean or average linkage clustering 1|A||B| ∑a∈A∑b∈B d(a,b)
a here d is the chosen metric which, in our case, is the cosine similarity
between a and b
elements at one end and a single cluster containing every element at the other. The process of
cluster detection is referred to as tree cutting. Breaking the tree at a given threshold groups
the individual elements into clusters which provides us with the concerns we were looking
for. The most common way of doing this, the fixed height threshold [148, 182], defines each
contiguous branch below a fixed height cutoff as a separate cluster. However, there is no such
thing as a threshold that works in all circumstances. Often the threshold is chosen empirically.
For instance Kuhn et al. [148] use 0.5 and Maletic et al. [180] use 0.7. Similar to the value
for k, also in this case the favorite value depends on the particular software system under
investigation.
The “easiest” way for determining this value is by means of visual inspection of the
dendrogram resulting from the hierarchical clustering algorithm. As long as the tree is rea-
sonably symmetric and not too large, this will work just fine. However, in our experiments
we found that the tree is usually asymmetric. Although we do not know whether these obser-
vations are the exception or the rule, our findings combined with earlier results in different
circumstances, make clear this problem is more general than just the Philips-case and is worth
addressing.
This pattern occurs because of how software is written. If we take the dendrogram in
Figure 4.4 into account we see two distinct parts. The right part represents a cluster which
is spread over different packages. As the packages have been written by different persons,
the vocabulary differs slightly even though parts of the same concern are being implemented.
This results in the different contexts being clustered together at rather high similarity levels.
The left part, however, includes two packages written by the same person resulting in a totally
different picture.
A fixed height threshold, in this case, results either in a few large clusters as shown by
the top bar in Figure 4.4. Alternatively, a lower threshold results in a lot of singleton clusters
and leaves which cannot be clustered at all as they do not meet the threshold, as shown by the
lower two bars. Neither result is desirable. In short, with the fixed height threshold, it is not
possible to account for the differences in programming style which occur.
Algorithm description To overcome this problem, we use a tree cutting method based on
analyzing the shape of the branches of a dendrogram. Langfelder et al. [155] have developed
a bottom-up algorithm, called the Dynamic Hybrid cut, which we have used as an alternative
to the fixed height threshold. The Dynamic Hybrid cut builds clusters in a bottom-to-top
manner in two steps. First, the method identifies preliminary clusters as branches that satisfy
four criteria: (1) they contain a certain minimum number of objects; (2) objects too far from
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Figure 4.4: Tree cutting strategies.
a cluster are excluded from it even if they belong to the same branch of the dendrogram;
(3) each cluster should be separated from its surroundings by a gap; and (4) the core of
each cluster should be tightly connected, where by core the lowest-merged objects in the
cluster are meant. These criteria are supplied to the algorithm as input parameters by the
user. Apart from the first criterion, however, they are best left at their default settings. For
the second criterion, this means that it is set to the maximum dissimilarity level. This has
the effect that the algorithm will examine the dendrogram all the way to the top to identify
clusters. Under certain circumstances this may lead to some detected clusters being larger
than optimal, because of some unrelated objects near the top of the dendrogram being added
to the cluster.
The third and fourth parameter are both derived from the second. In case of the maximum
core scatter, this means at most five percent of the maximum dissimilarity. The gap, in that
case, is the distance between the maximum core scatter and the maximum dissimilarity.
Based on these criteria, the algorithm will proceed with merging branches of the den-
drogram until it arrives at a point where two branches, selected to be merged together, both
satisfy these criteria. In that case, both branches are declared “closed” and no further ob-
jects will be added as part of this step. This “branch pruning” step is based on the merging
information of the dendrogram (but not on the order of the clustered objects).
The second, optional, step of the algorithm will assign previously unassigned objects
(either singleton objects or branches) to the nearest cluster. The algorithm uses the average
dissimilarity to determine the cluster to which to assign the unassigned object. In the case that
the left-over object is too far away from any other cluster, as defined by the second criterion
mentioned above, the object will remain unassigned.
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Figure 4.5: Concerns in diffusion processing package.
4.3.5 Visualization
Several authors [75, 148, 293] have developed ways to visualize the clusters identified by LSI.
These visualizations, however, have several drawbacks. First, although it is possible to use
them for larger software systems, they tend to become cluttered in such cases. Furthermore,
it is difficult to relate the information to the software system, as these visualizations do not
present the identified concerns according the structure of the software system, making it more
difficult to discern patterns. Therefore, we have developed an alternative visualization called
Concern Trees. Its main advantage over existing visualizations is that it maps the clustering
onto the familiar structure of the software archive.
The idea behind the concern trees has been derived from the 100% stacked bar chart.
This type of chart is used when you have three or more data series and want to compare dis-
tributions within categories, and at the same time display differences between the categories.
As categories, we have opted for the directories in the directory-hierarchy of the software
archive. Each bar represents 100% of the contexts implemented in the source code files of a
directory.
For each cluster, we calculate its size in a certain directory by counting the number of
contexts which originate from that directory. Thus, if 5 contexts in cluster A originate from
directory X which contains 15 contexts in total, the concern tree will show a bar for cluster 1
which occupies one-third of the space. If the remaining 10 contexts are clustered in cluster 2,
the remaining two-third of the space will be used to color the bar for cluster 2 in directory X.
The bars, therefore, not only represent a cluster, but also its size relative to the other clusters
in that directory.
Software designers are usually responsible for only a few directories, they have in-depth
knowledge on the concerns implemented by the code in these directories, but only a superfi-
cial understanding of the concerns implemented in other directories. The concerns identified
by LSI, on the other hand, tend to span across multiple directories making it difficult for a
software designer to keep track of which parts of the software archive are related to a par-
ticular concern. We have therefore created a visualization which maps the concerns to the
directories in which they occur. Together with a legend listing the top-N terms for each con-
cern, this visualization helps the designer to quickly grasp what a specific concern is all about.
The amount of terms used for the legend can be varied. Usually the top 5 terms provide suf-
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ficient information. By mapping the clusters onto the more familiar directory hierarchy, it is
easier for the software designer to interpret the results and use them to his advantage. An
example is depicted in Figure 4.5.
4.4 Industrial applicability of LSI
Technology transfer in software engineering involves more than a new idea or evidence that
it works. Several authors [79, 207, 228] have examined elements that promote or inhibit the
adoption of a new technology. At the top of the list are ease of use and understanding neither
of which LSI excels in. The multitude of buttons to push and knobs to turn makes it hard
to use LSI as an off-the-shelf tool. It requires a great deal of expertise and understanding
of the underlying principles in order to choose the correct settings. Moreover, assessing the
results requires an intimate knowledge of the domain specific properties of the software being
examined. The fact that different settings lead to very different results does not help either. In
order to get this approach accepted as an industry standard we also need to provide insight into
the effectiveness of the various parameters such that someone wanting to apply the approach
on his own software system is able to reason about the appropriate settings for his specific
case. In the next chapter, we will discuss extensively the experiments we conducted in order
to gain a better understanding of the effects they have.
Other advocates for industrial adoption of LSI are case and field studies, preferably within
similar organizations. However, most of the current research has been done on open source
packages like jEdit [148], Mozilla [214] or Eclipse [213]. Although the last two can be
considered to be of industrial size, consisting 4 MLOC and 3 MLOC respectively, this is
generally not sufficient to convince practitioners. In one of the few industrial case studies,
where LSI was applied at Philips Applied Technology to try and reconstruct traceability links
between requirements and design, and requirements and test documentation [176], it proved
difficult to validate that the reconstructed links were indeed correct even with the help of
experts knowing the system. We are therefore currently conducting several other case studies
both at Philips Healthcare as well as at other companies to further improve the approach and
validate its results in an industrial environment. The results of one of these case studies will
be described in the next chapter.
Finally, tools developed in research do not have usability as their prime requirement since
the actual functionality is still under study. Therefore they often suffer from problems in
terms of computational efficiency when applied to large-scale software systems. Poshyvanyk
et al. [215] therefore used a generally available tool, namely Google Desktop Search (GDS),
to develop a tool for concern location. We have developed our own tool for our experiments
using several readily available components. This should make it easier to create an industrial-
strength tool as those components have already been tested and used extensively by others.
4.5 Final remarks
In this chapter we have presented an approach to uncover concerns in source code using
Latent Semantic Indexing. This approach aims at providing a way to locate and visualize
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concerns in the source code of a software system by analyzing the words occurring in the
code simplifying maintenance and evolution of the source code. We have also proposed
alternatives to common practices: choosing the granularity of the input, preprocessing the
source code and using a dynamic threshold for clustering. In the next chapter we will examine
the effectiveness of these novel alternatives.
5
Testing the effectiveness of parameters for
Latent Semantic Indexing
Efficiency is doing things right; effectiveness is doing the right things.
- Peter Drucker
5.1 Introduction
Even though less than a third of the developers use the documentation of a software system for
getting in-depth information on it, the documentation still has value, particularly as most of
the high-level abstractions have remained valid [168]. If the documentation is complemented
with an up-to-date, more detailed overview of the concerns in the source, the two information
sources, documentation and code, together are useful for everyday maintenance tasks.
In the previous chapter, we presented an approach to provide such a complementary view
is Latent Semantic Indexing (LSI). However, the application of this technique is not straight-
forward due to a multitude of levers and knobs which influence the overall performance. In
order to get the approach applied in industry we need both a better insight in the appropriate
settings for each aspect of the approach as well as validation of the usefulness of the approach
in an industrial setting.
In this chapter we will describe the various experiments we have conducted to gain a
better understanding of the various aspects of the approach and to improve the efficiency
of the approach as a whole similar to [78, 291] which describe the effectiveness of various
parameters when LSI is applied to texts written in natural languages. We have performed
these experiments on source code of Philips Healthcare. While some of the findings might
be specific to Philips Healthcare, other companies can use our findings as initial settings for
the various steps in the approach and to make informed decisions on suitable values for their
specific case.
Furthermore, we will describe a case study which we have performed. As part of the work
being done in the Darwin project, we have examined how the approach fits into the everyday
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practice at Philips Healthcare. Particularly, we have examined how this approach is useful for
recovering tacit knowledge on the software and to complement the existing documentation.
For this purpose we have worked together with people from Philips who have used the results
of the approach as part of their everyday work to see whether the results are usable and how
to integrate the approach into the existing process at Philips Healthcare.
In short, the main contributions of this work are:
• an investigation into the effectiveness of different aspects of the approach to show
which combinations provide the best overall results when applied to the source code of
Philips Healthcare;
• validation of the approach in an industrial context; in particular, we describe one of the
case studies performed at Philips Healthcare.
Structure of the chapter First, we provide the general setup for the various experiments
in Section 5.3. In Sections 5.4 to 5.7 we describe our investigation into the effectiveness
of different aspects of the approach. The case study is described in Section 5.8. Finally,
in Sections 5.9 and 5.10 respectively we provide directions for further research and some
conclusions.
5.2 Overview of the approach
In the previous chapter we discussed the approach in great detail. Therefore, we will only
shortly summarize the approach here. The entire approach is divided into the following steps:
1. selection of the input
2. preprocessing and indexing
3. Latent Semantic Indexing
4. computing similarities and clustering
5. visualization
Selection of the input The first choice that has to be made is a choice for the level of
granularity of the input. In source code, common choices are functions [148, 180, 212] and
classes [148, 186, 187]. We also examined a third level, called interface-based contexts.
We have chosen this level after discussions with software architects from Philips Healthcare.
The architects therefore suggested to split the classes into groups of functions based on the
implemented interfaces.
Preprocessing and indexing With the appropriate input at hand we proceed to the next
step: preprocessing the input. We have examined the most common preprocessing steps as
well as two new steps which have not been used before. In particular we have experimented
with the following well-known steps:
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• splitting variable names into individual words
• normalization of words
• filtering stopwords and programming language keywords
• applying a weighting scheme
In addition, we have also experimented with two possible improvements based on our
experiences gained through performing several case studies:
• identify compound words
• apply a maximum words-spread threshold
Latent Semantic Indexing The matrix resulting from preprocessing and indexing is sub-
sequently decomposed using SVD to break it down into less dimensions. SVD decomposes
the matrix into its singular values and singular vectors and yields – when truncated at the k
largest singular values – an approximation of the original matrix of rank k. The value of k
has a profound effect on the effectiveness of the entire approach. Previous work where LSI
was applied to source code lists values such as 30 [67], 300 [214] and 350 [181]. The favorite
value, therefore, depends on the particular software system under investigation. We have ex-
amined these values together with a heuristic suggested by Kuhn et al. [148] to see the effect
this value has on the approach.
Computing similarities and clustering In order to obtain the clusters, we calculate the
similarities between the contexts and subsequently cluster the contexts using a hierarchical
clustering algorithm. The resulting tree structure is usually cut using a fixed height thresh-
old. Often the threshold is chosen empirically. For instance Kuhn et al. [148] use 0.5, and
Maletic et al. [180] use 0.7. To overcome the limitations of this technique, we use a tree
cutting method based on analyzing the shape of the branches of a dendrogram. Langfelder
et. al. [155] have developed a bottom-up algorithm, called the Dynamic Hybrid cut, which
we have used as an alternative to the fixed height threshold.
Visualization Several authors [75, 148, 293] have developed ways to visualize the clusters
identified by LSI. These visualizations, however, have several drawbacks. Because of the
limitations we mentioned in the previous chapter, we have developed an alternative visual-
ization called Concern Trees. Its main advantage over existing visualizations is that it maps
the clustering onto the familiar structure of the software archive.
5.3 Testing effectiveness of the parameters
While this approach is already well-known and has been used by various authors for detecting
clusters in source code [148, 182], the effect various aspects have on the effectiveness of LSI
in the context of source code has not been examined in any detail. We have performed various
tests to investigate their influence, in particular we have examined: (1) the type of input (see
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Section 5.4), (2) the preprocessing of the input (see Section 5.5), (3) the choice of dimen-
sionality (see Section 5.6), and (4) the method for cutting the dendrogram (see Section 5.7).
While some of the findings might be specific to Philips Healthcare, other companies can use
our findings as initial settings for the various steps in the approach and to make informed
decisions on suitable values for their specific case.
Other aspects such as the use of weighting schemes, the applied similarity measure and
the clustering method have all been examined previously [77, 291] and although those have
also not been examined when applied to source code we have no indication that for these
aspects source code behaves differently to text written in a natural language as those aspects
operate on the term-by-context matrix and not directly on the source code.
5.3.1 Running example
We have chosen a relatively small clinical application to test the effectiveness of various as-
pects of the approach. This application was ported to a new platform as part of an advanced
development project [265]. This resulted in a light-weight alternative to the current produc-
tion version of the application. All excess code was removed in favor of code from the new
platform which provided the same functionality. This made this application an ideal test-case
as it was extensively studied as part of this advanced development activity assuring that the
expert had an intimate overview of the concerns in the application making it relatively easy to
validate the results generated using our approach. Moreover, as the application was actively
being worked on, this made the developers more eager for our results as they could be related
directly to their current activities.
The clinical applications constitute a subset of the software and are primarily used for
performing post processing operations on previously performed scans. Examples of such
applications are diffusion, angiography, spectroscopy and functional MRI. Our example ap-
plication is used for diffusion MRI1. A MR Diffusion Weighted Image (DWI Image) is a type
of MR image where signal intensities (i.e. voxel brightness) is affected by the degree of free-
dom that water molecules have to diffuse. A gradient pre-pulse is used to obtain sensitivity
for the diffusion in the direction of this pre-pulse. Damaged brain tissues or tumors have a
different structure from healthy tissues and hence a different effect on water diffusion. Diffu-
sion images are for example used to diagnose strokes (identify damaged or necrotic tissues).
The MR diffusion post-processing package allows the radiologist to create ADC (Apparent
Diffusion Coefficient), eADC (Exponention ADC), FA (Fractional Anisotropy), color FA and
DWI Iso (Isotropic) images. An example of these image is shown in Figure 5.1.
The diffusion processing clinical application consists of approximately 17.000 SLOC
(written in C# and C++) and contains various concerns related either directly or indirectly to
its main task of computing and displaying the various types of images.
5.3.2 Design of the experiment
To test the effectiveness of the various aspects, we have performed several experiments on
source code of Philips Healthcare. The general setup of the experiments is as follows: for
1An introduction into diffusion MRI can be found here: http://en.wikipedia.org/wiki/Diffusion_MRI.
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Figure 5.1: Diffusion processing output images
Table 5.1: Default settings for the experiments
Aspect Setting
Input variable names and functions
Preprocessing split variable names (except compound words), no stemming, weight-
ing, filtering keywords and stopwords, dynamic threshold for words-
spread
LSI dimension based on heuristic by Kuhn et al. [148]
Computing similarity cosine similarity
Clustering complete-link hierarchical clustering and dynamic hybrid algorithm for
cutting the dendrogram
each of the four steps we have experimented with, we varied only the parameters in that
particular step while keeping the parameters of other steps in the approach constant. Table 5.1
shows the default setting for each variation point. We compared the effectiveness of the
parameters by comparing the quality of the clusters generated by the clustering algorithm.
For the description of the case study protocol we use the components of research design as
presented by Yin [295]. We will posit the study’s research questions, the unit of analysis, and
the criteria for interpreting the findings.
Questions The goal of these experiments is to evaluate the effectiveness of the various
parameters of the approach and compare the results obtained by using different values for a
Figure 5.2: Concerns in diffusion processing package.
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parameter. Our primary interest is the relative difference between the different scenarios. The
experiments should thus answer two fundamental questions. First, how does the performance
differ when using different values for a parameter and, second, why do they differ.
Unit of analysis For this purpose, we used the application described in Section 5.3.1. We
analyzed this software system various times with different values for the parameters. We
presented the results to an expert and asked him to rate the quality of the clusters. We did
not inform him which combination of parameters produced which set of clusters. The rating
indicates how well a cluster matches an actual concern in that particular software system
according to the expert.
Interpretation In order to rate a cluster we use a 5-point Likert scale [172], where 1 indi-
cates a cluster is completely wrong (i.e. the associated terms have nothing in common and
do not relate to any concern in the code) and 5 indicates the cluster is a perfect match to a
concern in the code (i.e. the associated terms belong to the same concern and the algorithm
indicates the correct places in the archive where it occurs). The other values indicate varying
degrees of a partial match (e.g. not all terms are relevant and/or the cluster occurs in places
where it shouldn’t). We subsequently calculate the average. The higher this value, the better
the performance of the clustering algorithm. More detailed evaluation such as an internal
evaluation of the clusters (e.g. by identifying specific contexts which should not be part of a
cluster), was not part of the evaluation. This was considered too labor-intensive by the expert
and thus not feasible from a practical perspective.
Validation As we used a relatively small application for our experiments it was possible
for the expert to manually generate a set of reference clusters which we could compare to
the generated ones. He indicated the name (as a short description), a rough estimate of the
relative size and the location of 14 concerns in the package. The resulting Concern Tree is
shown in Figure 5.2.
It was too labor-intensive to assign every context to a cluster manually. Thus, it was not
possible to automatically calculate how well the clusters, identified by our approach, matched
a particular reference cluster for instance by using the overlap in the amount of contexts. Still,
the reference clustering is useful for validating the generated clusters and gaining insight in
how well the two algorithms are capable of detecting all relevant knowledge in the software.
For this purpose, in addition to the rating, the expert provided a mapping between the
automatically identified clusters onto his own reference concerns. This activity provided us
with a list of true positives, false positives, and false negatives. In this case, false positives
are clusters which cannot be mapped to an actual concern. False negatives are those concerns
identified by the expert, which were not uncovered by our approach. Using these statistics,
we calculated precision and recall for both cutting strategies as part of the first case study.
Limitations A limitation of these experiments is that we only had one expert available for
the validation. It was therefore not possible to compensate for a learning effect. That is,
when the expert completed the evaluation of the results, his evaluation of the other results
might be influenced by his prior experience. Also personal bias of the person performing the
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evaluation plays a role. This could result in an overly negative or positive evaluation. Finally,
a lack of sufficient in-depth knowledge on every aspect of the software is of influence on the
results. A common way for compensating for such effects is by using multiple persons for
the evaluation and presenting them with the two sets of results in different orders, such that
the mean score will accurately reflect the difference in performance between the two cutting
strategies. However, in practice, application domain knowledge, in most organizations, is
thin spread [283]. Also in Philips Healthcare few people combine a broad overview with
sufficient in-depth knowledge of the system in order to judge the results from our approach.
Thus, we tried to compensate for the learning effect and lack of knowledge by allowing the
expert to reconsider a prior score. In this way, comparable clusters in different experiments
received the same score. We countered any personal bias either towards the approach as a
whole as well as to the evaluation of the clusters, by explaining in detail the goals of the
approach and the evaluation. This makes that the scores are, at the very least, comparable
and provide an accurate insight into the relative differences between the different results.
5.3.3 Reference implementation
We have developed a set of applications which perform all the necessary steps. This reference
implementation is comprised of several external tools as well as various components we have
developed ourselves. Each of the steps described above has been implemented as a (set of)
separate component(s). The tool enables us to alter the presumed influencing factors we
selected in our experimental design.
Input selection The first step is selecting the input, i.e. collecting the terms and contexts.
The input to this step are the raw source code files which should be converted into a set of
terms and a set of contexts. For this we somehow need to identify the variable names and the
functions in these files. While it is possible to parse the files, this seems overkill. In most
programming languages, variables and functions are fairly well recognizable even without
parsing.
We have therefore chosen a two-phase process. We use a readily available tool, called
Ctags2, to identify the variable names and functions. Ctags is able to handle a large amount
of programming languages out-of-the-box. This saves us a lot of effort compared to when
having to write the underlying regular expressions ourselves as in Philips the software is
written in multiple languages, such as C, C++ and C#.
In the second step we use a custom-made script to extract the variable names and func-
tions. The results of this process are a list of variable names and a set of functions.
Preprocessing Preprocessing is done by a custom component as there are no readily avail-
able solutions. Moreover, it provides us with the freedom to experiment with various (combi-
nations of) preprocessing options. The component takes three inputs: a list of variable names
which should be filtered (e.g. language keywords and stopwords), a list of words which
should be kept together (e.g. based on some rules we would normally split DataObject into
data and object, unless it occurs in the aforementioned list), and a (set of) file(s) which
2http://ctags.sourceforge.net/
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are to be processed. The preprocessor processes both the list of variable names and all of the
functions, and produces a list of terms and a set of contexts which are indexed.
Indexing In order to create the term-by-context matrix we use parts of the Apache Lucene
search engine3. The IndexWriter of Lucene is used to index the contents of every context.
The index produced in this way is used to create the term-by-context matrix. The resulting
matrix is stored in in a dense text matrix file format:
Listing 1 Dense text matrix file format.
numRows numCols
for each row:
for each column:
<number of occurrences>
This format was chosen as it is easy to generate and supported by the external tool used
for the SVD-decomposition.
SVD-decomposition The term-by-context matrix, produced in the previous step, is now
used to perform a rank-reduced, Singular Value Decomposition (SVD) to determine patterns
in the relationships between the terms to arrive at concerns contained in the code. There
are various, readily available implementations to perform the required operations. We have
chosen to use SVDLIBC4 as it provides an efficient implementation of the algorithm in terms
of memory usage and speed. The three matrices produced by this tool are reconstructed to
produce the rank-reduced term-by-context matrix.
Computing similarity values and clustering The final steps are computing the similarity
values and subsequently clustering the contexts. The result of these two steps are a set of
files where each file represents a cluster and lists the contexts which are part of that cluster.
In the first step, we start with the rank-reduced term-by-context matrix and compute the
cosine similarity values. We have used the R statistical environment [222] to compute the
similarities. We implemented this using the dist-function from the proxy package, which
actually calculates the dissimilarity. We used this as input for the hierarchical clustering
function in R, hclust. We use the complete-link clustering algorithm [167]. In the second
step, we use a dynamic clustering algorithm to detect the clusters in the dendrogram [155].
The original authors have made an implementation of this algorithm in the form of a package
for the R environment.
Visualization The last step is to visualize the clusters. Although there are other ways of
presenting the information, creating a visualization was very helpful when discussing the
results with the experts at Philips Healthcare. The various visualizations are created by a
custom component. This component provided us with the freedom to create various kinds of
3http://lucene.apache.org/java/
4http://tedlab.mit.edu/~dr/svdlibc/
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visualizations. The concern trees, presented in this chapter, have all been created using this
component.
Limitations of the tool
A drawback of the tool are the memory requirements. Even for relatively small, less than
10.000 by 10.000, term-by-context matrices the memory usage can get as high as 2 or 3
GB. However, although LSI requires relatively high computational performance and memory
in comparison to other information retrieval techniques [131], recent studies such as [43]
have shown that analyzing several million contexts should be possible. Moreover, in other
case studies which are currently underway at Philips Healthcare, we have already examined
portions of the software consisting of 300.000 lines of code.
The other main limitation is the time required to perform all the steps. An overview of the
durations for the case studies described in this chapter are shown in Table 5.2. Fortunately,
it should not be necessary to perform all the steps frequently. Furthermore, the tool usually
runs unattended so it is possible to start the tool and not have a look at it until it is finished.
However, it should be noted that this reference implementation was implemented in such
a way that it would be easy to test the various aspects of the approach. For instance, all
matrices are treated as dense matrices, while in fact they are usually sparse. Taking this into
account would both reduce the memory usage as well as the computation time.
5.4 Input selection
The general setup of the experiment and evaluation have been described in Section 5.3.2. For
the purpose of this experiment we keep the settings the same for each of the three variants
as much as possible, except for the level of granularity. However, as some settings vary
depending on other settings such as the size of the input there are some differences. An
overview of the differences is shown in Table 5.3.
It should be noted that, in case of the functions-as-contexts experiment, we also extracted
any comments preceding the function while allowing at most one blank line between the
comment and the start of the function to prevent extracting unrelated comments together with
the function.
5.4.1 Evaluation
Using these settings, we analyzed the diffusion processing application. Table 5.4 shows how
the different levels of granularity impact the accuracy of the results. Examining the source
code at the level of functions clearly results in more accurate results. That is, there are far
less false negatives compared to the other two. The reasons for this are twofold. First, it is a
matter of expectations. The concerns identified by the expert are usually combined within a
class. Thus when using a granularity of classes or even a hybrid granularity level, it will be
not be possible to find all of the concerns.
The other reason is of a more technical nature. When examining the source code at the
level of classes or interfaces we also combine information like the private variables which
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Table 5.3: Settings for the input selection experiments
Experiment words-spread thresh-
old
LSI dimension threshold for dynamic
hybrid
Functions 6 12 32
Interfaces 8 8 15
Classes 8 7 15
Table 5.4: Results of the input selection experiments
Experiment Avg. Likert score False positives False negatives
Functions 3.6 2 4
Interfaces 2.8 3 11
Classes 2.9 4 11
are usually declared at the start of a class. This results in a lot of terms suddenly occurring
together while they are not related at all. When examining functions, the relation between
the variable names is much stronger as they are apparently related to the same computational
activity. This is also true for the instance variables occurring within the function body. Thus
the resulting term-by-context matrix contains less noise which improves the effectiveness of
the entire approach.
5.5 Preprocessing
The general setup of the experiment and evaluation have been described in Section 5.3.2. For
the purpose of this experiment we keep the settings the same for each of the three variants
as much as possible. However, as some settings vary depending on other settings such as
the size of the input there are some differences. An overview of the differences is found in
Table 5.5.
Table 5.5 mentions various experiments. We will briefly explain each experiment:
• with preprocessing: this is the benchmark experiment and combines the most success-
Table 5.5: Settings for the preprocessing experiments
Experiment words-spread
threshold
LSI dimension threshold for dy-
namic hybrid
with preprocessing 6 12 32
without preprocessing no threshold 10 32
without filtering 8 13 32
without spread no threshold 12 32
without compound 6 12 32
without splitting 8 10 32
without weighting 6 12 32
with stemming 6 12 32
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Table 5.6: Results of the preprocessing experiments
Experiment Avg. Likert score False positives False negatives
with preprocessing 3.6 2 4
without preprocessing 2.7 3 8
without filtering 3.3 4 5
without spread 3.2 2 3
without compound 3.0 4 6
without splitting 2.9 2 8
without weighting 2.8 2 9
with stemming 2.7 4 7
ful combination of preprocessing steps which we found through our experiments: split
variable names (except compound words), no stemming, weighting, filtering keywords
and stopwords, dynamic threshold for words-spread
• without preprocessing: this is the opposite of the previous experiment and uses no
preprocessing steps at all (also no stemming)
• without filtering: compared to with preprocessing, in this experiment stopwords and
keywords are not filtered from the input
• without spread: compared to with preprocessing, in this experiment the threshold on
maximum spread of words is ignored
• without compound: compared to with preprocessing, in this experiment every variable
name is split into its constituent components
• without splitting: compared to with preprocessing, in this experiment variable names
are not split into their constituent components
• without weighting: compared to with preprocessing, in this experiment no weighting
is applied
• with stemming: compared to with preprocessing, in this experiment stemming is
turned on
5.5.1 Evaluation
For this experiment we have used the same setup as for evaluating the different types of
input. We have asked an expert to rate the clusters and compare them to the reference chart
in Figure 5.2. The results are shown in Table 5.6.
From this table we learn several things. First, and foremost, is the difference between
with and without preprocessing. Where without preprocessing the average score is 2.7 and
8 concerns remain undetected, with preprocessing this changes to an average of 3.6 and the
number of undetected concerns drops to 4. This shows the need for these preprocessing steps.
Next to that, two common approaches for preprocessing the input, splitting, weighting,
are both very important. Without them the average score drops to roughly the same score
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as when no preprocessing at all is applied. The same is true for the number of undetected
concerns and the number of cluster which hold no meaning.
While these results were all to be expected, there are also several more interesting lessons
we learned from this experiment. We will discuss those in the next few sections.
Normalization of words
Another common approach, stemming, does not seem to be beneficial to the overall effec-
tiveness of the approach. In fact, when stemming is applied, the results are similar to those
obtained when no preprocessing was applied. We have identified several reasons for this.
First, due to stemming different words are mapped onto each other because they have
the same stem. However, this does not always mean that the words have a similar meaning.
Examples from our case study are the words present and presentation, which both map
onto present and orients and orientation, both mapping onto orient. Obviously,
these mappings are not correct. When this happens often enough, LSI will no longer be able
to satisfactorily recognize distinct concerns.
Next to that, we found that different variants of the same word are actually used for
a reason. For instance, in our case study the words scaling, scale and scales are all
mapped onto scale which causes a relation to be made between scaling of matrices, and
color scales of MR images. Although the fact that the words are mapped onto each other is
justifiable, they do have different meanings in different contexts. Mapping them onto each
other therefore results in different concerns to be mapped onto each other as well. Another
example are the words calculator and calculation(s) which are mapped to the root
calcul. Also in this case, at first sight it would make sense to make this mapping. However,
the word calculation(s) occurs both for matrix and (diffusion) image calculations, while
calculator is only used in case of diffusion image calculations. Thus, not mapping the
words onto each other helps LSI to recognize the different types of calculations.
In short, at best stemming does not decrease the effectiveness of the approach, and in this
case it even has a negative effect. This observation is in line with earlier findings [77, 291]
where stemming was shown to provide modest improvements at best when applied to texts
written in natural languages.
Filtering, compound words and words-spread
The effect of the other preprocessing steps, filtering, compound words and words-spread, is
less profound. In all three cases, the average score becomes only slightly lower with respect
to when the technique is applied.
First, the impact of identifying compound words was also not very large. In this case,
this might very well be due to the fact that we only identified a small set of words. More-
over, while it is hard to prove as an exhaustive search is impractical, there might just not be
that many compound words to begin with. However, even though the impact on the actual
effectiveness of the approach was not very large, the expert liked the results better as the
compound words were more familiar to him.
We also have tried to improve the filtering process by also excluding words occurring in
more than a maximum number of modules. After counting the amount of modules in which
114 Testing the effectiveness of parameters for Latent Semantic Indexing
(a) Explanation of box plot (b) Boxplot and histogram showing
the words-spread for ’with preprocessing’-experiment
Figure 5.3: Limiting maximal spread of words in modules.
The boxplot shows the spread of the terms over the modules. Words with a spread which are considered outliers are
removed from the total set of words and are not indexed.
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each term occurs, we perform calculations which are also at the base of a box plot as presented
in Figure 5.3. Subsequently, we exclude all terms which are considered outliers. Figure 5.3b
shows the actual distribution for the terms in the ’with preprocessing’-experiment. Some of
the terms excluded in this way are control, instance and dicom5.
In this case, the maximum allowed spread was 6. Removing these words results in a
slight improvement compared to when these words are not removed from the input, but the
difference is not very large. Of the 520 unique words, 474 occur in 6 or less modules, while
36 occur in more than 6 modules. So also in this case only a very small portion is removed
from the input and words like temp and result still remain in this case.
Finally, we used the SMART list complemented with a list of programming language
keywords. Also, words consisting of two characters or less were filtered. In the experi-
ment 64152 (non-unique) words occur including programming language keywords, of which
46872 are removed due to the filters. Out of these 22510 are removed due to the SMART list.
The remainder is composed of programming language keywords and words of two characters
or less.
As quite some words are removed due to this filtering step, it seems counter-intuitive that
the effect on the average score awarded by the expert is relatively small. The main reason
for this is that even though filtering removes quite a lot of words, these are not the words
that make a difference between the contexts. They are common words and their effect is
marginalized by other parameters such as weighting and the LSI-process itself which dis-
criminates between contexts based on differences not commonalities. However, this does
not mean that filtering is not a good thing. The expert noted that the words generated for
each label were much more recognizable compared to when the filters were not applied. Ad-
ditionally, by reducing the number of words to be processed, the entire approach becomes
faster, simply because there is less input to consider, making filtering a useful addition to the
approach.
5.6 Latent Semantic Indexing
The general setup of the experiment and evaluation has been described in Section 5.3.2. For
the purpose of this experiment we keep the settings the same for each of the variants as much
as possible. However, as some settings vary depending on other settings such as the size
of the input there are some differences. An overview of the differences is summarized in
Table 5.7.
The heuristic by Kuhn et al. [148] in our case suggests to use k = 12. Therefore, we also
included this value in our list. This number has been calculated as follows: k = (m× n)0.2,
where m is the number of contexts and n is the number of terms.
5.6.1 Evaluation
For this experiment we have used the same setup as for evaluating the different types of
input. We have asked an expert to rate the clusters and compare them to the reference chart
5Refers to the Digital Imaging and Communications in Medicine (DICOM) standard. More information can be
found here: http://en.wikipedia.org/wiki/Digital_Imaging_and_Communications_in_Medicine
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Table 5.7: Settings for the LSI dimensionality experiments
Experiment words-spread
threshold
LSI dimension threshold for dy-
namic hybrid
dimensionality 6 5, 10, 12, 15, 20, 25,
30, 40, 50, 60, 70,
80, 90, 100, 120, 140,
160, 180, 200, 250,
300
32
in Figure 5.2. The results are shown in Table 5.8.
As shown in Table 5.8 the average scores for lower dimensions are slightly higher com-
pared to those of higher dimensions, although the differences are not very large. However,
the optimal number of dimensions seems to be between 10 and 30. Especially, when the
number of dimensions is chosen according to the heuristic by Kuhn - 12 - the scores given by
the expert are the highest.
To get an understanding as to the possible causes, we examined various statistics of the
term-term and context-context matrices. In analogy to the study by Bradford [43] we exam-
ined pairs of terms that have close associations. In addition, we did the same for pairs of
contexts. Examples of such related term-pairs are: iso/anisotropy, gradient/directionality and
button/actions. And these are some of the context-pairs we monitored: InteractionMode/Get-
InteractionCursor, IsCurrentImageNull/Error and UpdateAdcIsoTensor/TensorSlice.
In the experiment, for each term (context) pair of interest, one term (context) was treated
as a query in the space. Vectors for other terms (contexts) were ranked in relationship to this
query, based on the cosine measure between those vectors and the query vector. The rank of
the paired term (context) in this list was used as the measure of relatedness between the two
terms (contexts). Rank was used to allow comparisons across different collections and across
different values of k. Rankings were determined for values of k = 5, 10, 12, 15, 20, 25, 30,
40, 50, 60, 70, 80, 90, 100, 120, 140, 160, 180, 200, 250 and 300.
Figure 5.4 shows the average rank for 100 pairs of associated terms and contexts in the
context collection at different values of k. The average rank of the term pairs is comparable
over the range k = 10 to k = 20, with no major differences. Above 30 and below 10 dimen-
sions, however, the ranks diverge relatively rapidly. The results indicate that the best average
performance is obtained with k ≈ 12. As such, these results indicate that the heuristic pro-
posed by Kuhn et al. [148] corresponds quite well to the optimal number of dimensions and
is therefore considered to be a good rule of thumb when choosing the number of dimensions
for applying LSI to source code. Moreover, the results presented here show that applying LSI
on source code requires a different number of dimensions compared to when LSI is applied
to text written in a natural language.
5.7 Clustering
The general setup of the experiment and evaluation have been described in Section 5.3.2. For
the purpose of this experiment we keep the settings the same for each of the three variants
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Table 5.8: Results of the LSI dimensionality experiments
Dimensions Avg. Likert score False positives False negatives
5 2.7 1 8
10 2.9 2 3
12 3.6 2 4
15 3.3 4 4
20 3.3 4 4
25 3.3 4 3
30 3.0 4 6
40 3.2 3 5
50 2.7 6 6
60 3.0 2 5
70 2.9 3 4
80 3.1 2 4
90 2.9 3 6
100 2.8 2 5
120 2.6 5 5
140 2.8 5 4
160 2.9 4 4
180 2.8 6 3
200 2.8 5 2
250 2.9 4 2
300 2.9 4 2
(a) (b)
Figure 5.4: Average rankings.
For each term (context) pair of interest, one term (context) was treated as a query in the space. Vectors for other
terms (contexts) were ranked in relationship to this query, based on the cosine measure between those vectors and
the query vector. The rank of the paired term (context) in this list was used as the measure of relatedness between
the two terms (contexts).
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Table 5.9: Settings for the clustering experiments
Experiment words-spread
threshold
LSI dimen-
sion
threshold
for dynamic
hybrid
threshold for
fixed height
Fixed height 6 12 32 N/A
Dynamic hybrid 6 12 N/A 0.9
Figure 5.5: Hierarchical clustering applied to the diffusion processing package.
as much as possible. However, as some settings vary depending on other settings such as the
size of the input there are some differences. An overview of the differences is summarized in
Table 5.9.
5.7.1 Evaluation
The two algorithms produce roughly the same amount of clusters. We have chosen the fixed
height threshold in such a way that it produced 15 clusters. The Dynamic Hybrid cut resulted
in 16 clusters being identified. Figure 5.5 shows how the clusters identified by the two algo-
rithms are spread over the dendrogram. Figures 5.6 and 5.7 show the concern trees for both
algorithms. It should be noted that the colors are not shared between the different concern
trees. Each has its own unique set of colors.
We make several observations based on this table. First, and foremost conclusion is that
the Dynamic Hybrid cut outperforms the fixed height cut as the average score is 0.7 point
higher. The improved performance is also expressed in the higher precision, recall and the
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Figure 5.6: Concern tree for fixed height threshold.
Figure 5.7: Concern tree for Dynamic Hybrid cut.
Table 5.10: Results for different clustering experiments
Experiment Avg. Likert score False positives False negatives
Fixed height 3.2 4 6
Dynamic hybrid 3.6 2 4
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Table 5.11: Likert item scores for both strategies.
Expert Dynamic Hybrid Fixed height
ID Likert Score ID Likert Score
1 13 3 - -
2 14 4 - -
3
11 4 2 4
12 4
4 9 4 3 4
5 5 3 1 3
6
2 5 4 5
3 4 5 4
7 15 5 6 5
8
7 4 7 4
8 4 8 4
10
1 4 13 3
4 4 10 3
11 6 3 12 3
Avg. score 3.9 3.2
False positives 2 4
False negatives 4 6
Precision 0.88 0.78
Recall 0.73 0.65
F-score 0.80 0.69
Note that the scores are different compared to Table 5.10 as
we ignored the false negatives and false positives in this cal-
culation
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resulting F-score. The Dynamic Hybrid cut results in a 10 percent higher precision and recall.
In other words, by using the Dynamic Hybrid cut the expert is presented with more relevant
clusters. Also, there are less clusters which do not represent a concern in the source code. In
the experience of the expert, the main improvement of the Dynamic Hybrid cut was that it
split up some concerns which the fixed height threshold kept together improving the relevance
level of the identified concerns. We discuss some explicit examples in the coming paragraphs.
The fact that both strategies overlook some concerns has several causes. For instance,
cluster 9 in Figure 5.2 will never be detected with the current approach as b-values will
always be split into b and values making it impossible for the approach to detect this concern
independent of the tree cutting strategy. Improvements to the approach such as detecting
compound words, as explained in Section 4.3.2, should resolve this issue.
However, Table 5.11 shows that with the dynamic hybrid cut two additional concerns
(clusters 13 and 14) are identified which were not detected using the fixed height threshold.
In Figure 5.5 we have indicated these two concerns user their cluster number. As shown
there, both of these clusters are a result from the dynamic threshold. Where using the fixed
height threshold resulted in two large clusters with relatively low scores, the dynamic hybrid
cut identifies 5 smaller clusters which mostly received a higher score compared to the scores
awarded in case of the fixed height threshold.
The opposite also occurs. Figure 5.5 shows how, in the case of the dynamic hybrid cut,
clusters 5 and 9 aggregate several contexts, which the fixed height threshold kept separate.
In both cases, several clusters which were indicated as false negatives in the case of the fixed
height threshold (11, 14 and 15), are now aggregated. The result is a single cluster which is
now recognized by the expert as a valid concern.
In short, from these results we conclude that the dynamic hybrid cut is an improvement
over the fixed height threshold. The only setting which needs to be provided is the desired
minimum cluster size as the other setting is best left at its default value. While the appropriate
minimum cluster size will differ per software system, the values used in this paper are useful
as a reference. By taking the minimum cluster size and the shape of the tree into account,
instead of using a fixed height threshold, we treat the different parts of the tree differently.
In practice, domain concerns are clustered more closely together compared to generic
topics such as logging and user interface handling, due to a greater overlap in the terms being
used. The fixed height threshold is not able to cope with this phenomenon. The Dynamic
Hybrid cut, however, treats these concerns differently and is therefore able to distinguish more
specific domain concerns while still recognizing more loosely coupled generic concerns.
Limitations The Dynamic Hybrid cut is not without its own drawbacks, however. First, in
a sense we substitute the difficult choice for a fixed height threshold with that of a minimum
cluster size. Neither of these choices is backed by any kind of heuristic or other method
of choosing a ‘good’ value. Moreover, we have chosen to use the default settings for the
other three parameters to the algorithm, but changing these settings might help in obtaining
even better results. Although this does not seem like much of an improvement, we consider
this to be an acceptable price to pay for improved flexibility. The fixed height threshold,
although easy to use, simply lacks the flexibility required for dealing with the asymmetric
dendrograms.
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Table 5.12: Settings for the ADE case study.
Aspect Setting
Input variable names and functions
Preprocessing split variable names (except compound words), no stemming, weight-
ing, filtering keywords and stopwords, maximum words-spread = 8
LSI k = (m×n)0.2 = 20
Computing similarity cosine similarity
Clustering minimum cluster size = 35
A second drawback is that the algorithm for the Dynamic Hybrid cut is more complex
compared to the straightforward fixed height threshold. It depends on the number of objects
in the dendrogram, the minimum cluster size and, in case the optional step two is performed,
on the number of steps required to assign each left-over branch or object to an existing cluster.
However, as the algorithm has been applied to dendrograms with several thousands of objects
by the original author, we are confident that this will not be a problem when combined in the
approach as described in this article.
5.8 Case study: Application Development Environment
Until now we have been working at improving the effectiveness of the approach by examining
how the various parameters affect the results. Using the optimal set of parameters, as shown in
Table 5.12, we performed a case study at the Healthcare Informatics business unit at Philips
Healthcare. This business unit is responsible for the maintenance and development of the
Philips Healthcare Informatics Infrastructure (PII).
5.8.1 Application Development Environment
For this case study, we have chosen a coherent part of the software archive developed by the
Healthcare Informatics business unit at Philips Healthcare. This division is responsible for
the maintenance and development of a set of libraries, called Philips Healthcare Informatics
Infrastructure (PII). PII is the product family that has been adopted by Philips Healthcare as a
software product line engineering approach for medical imaging solutions. It provides a base
set of functions which modalities such as MRI, CT and X-Ray can use for their products.
We have chosen a single subsystem of PII, called Application Development Environment
(ADE), which delivers the functionality on top of which the other business units develop
their clinical applications. In fact, the diffusion processing application which we discussed
previously, has been developed on top of this subsystem. Amongst others this subsystem
provides functionality for rendering images, managing the application’s state and workflow,
managing resources, and it also provides various GUI controls. As the functionality provided
by this subsystem is so very diverse, it is an interesting experiment to see how well LSI is
able to separate the various concerns.
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5.8.2 Improving documentation
A large part of the effort of developing a software system goes into writing requirements,
design and test documents. Next to the formal documentation, at PII time is spent to create
manuals, howto’s etc. with which the users of their software build their own applications.
Most of the information in these documents corresponds to the information and skills that
employees easily communicate and document, such as processes, templates, and data [231].
Tacit knowledge, on the other hand, is personal knowledge that employees gain through expe-
rience; this is hard to express and is largely influenced by their beliefs, perspectives, and val-
ues. Tacit knowledge is even claimed to be at the core of a firm’s knowledge base [136, 161]
making it possibly even more important than explicit knowledge.
When writing the developer manuals especially the, often tacit, knowledge on how to
tie different components together and best practices when using the software is not always
captured entirely in the manual. To identify and fill these gaps at PII an iterative proce-
dure is followed to write and improve the documentation. The initial documentation on the
ADE is written by the engineers responsible for its development. Subsequently, the support
mailing-list is monitored for frequently recurring questions which could indicate a lack of
documentation regarding a specific concern. Furthermore, users of the ADE suggest new
concerns for the documentation by adding a request on the wiki used to present the docu-
mentation. In short, the engineers provide an initial set of documentation and there are two
reactive measures in place to continuously improve the existing documentation.
However, the PII organization would also like a proactive way of improving the docu-
mentation, i.e. find missing concerns before the users of their software do. As LSI is able to
identify the concerns in a particular part of the source code, the goal of this case study was to
see whether the clusters identified by LSI could be used to find concerns which had not yet
been covered in the documentation.
5.8.3 Design of the experiment
The ADE measures 57.493 SLOC. Mainly this is in C#, but there are also a little over 7000
lines of code written in C++. After preprocessing the source code, 965 unique terms and
3468 contexts were left. Using the heuristic for calculating the number of dimensions, this
results in 20 dimensions to be retained. Furthermore, we have set the minimum cluster size
for the dynamic hybrid algorithm to 35.
Using these settings we analyzed the source code of the ADE. The resulting concern
tree is depicted in Figure 5.8. Subsequently, we sat together with an expert on the ADE and
provided the name for each cluster which should be present on the documentation wiki. Next,
the documentation manager used the wiki’s search engine to look for each name on the wiki
and he also checked whether the keywords from the label were present in case the cluster
was documented on the wiki. Thus, the end result was twofold: a descriptive cluster name
for each cluster, and a checked list indicating whether or not the concern was present on the
wiki with the most important keywords listed. All in all, this took no more than half a day.
An hour was spend by the expert to provide the names and the remainder of that half day was
spent by the documentation manager to look for the relevant pages on the wiki.
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Figure 5.8: Concern tree for the ADE case study.
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Table 5.13: Likert item scores for ADE case study.
ID Score ID Score
0 1 19 4
1 5 20 4
2 3 21 4
3 3 22 1
4 4 23 2
5 5 24 3
6 5 25 4
7 4 26 2
8 4 27 3
9 4 28 2
10 4 29 3
11 1 30 4
12 3 31 3
13 5 32 3
14 3 33 1
15 2 34 2
16 2 35 4
17 4 36 4
18 1 37 2
Avg. score 3.4
5.8.4 Evaluation of the results
Using this approach we were able to identify two concerns not documented on the wiki of
PII. Cluster 22 in Figure 5.8 depicts the “Application Context” for clinical applications. The
application context contains various pieces of information such as its state and the current
values for various settings of the application. The other concern is represented by cluster
30 in Figure 5.8. This concern is about the “bulk data services”, which are responsible for
handling reading from and writing to bulk (i.e. image) data and related metadata.
While these results show the applicability of the approach in practice as a tool to improve
the documentation on a software system, there is also room for improvement. The first com-
ment the experts had with respect to the clusters identified by LSI was that there were several
clusters related to the same concern. As the experts had clearly pointed out the clusters re-
lated to a single concern, we subsequently examined the contents of these clusters to find a
reason for this behavior. As it turned out, both the expert and LSI were right. Although the
different clusters indeed belonged to the same concern, they actually represented different
aspects of that same concern. An example is shown in clusters 7 and 8. In this case, both
clusters have to do with user interface components, where cluster 8 captures the actual GUI
controls and cluster 7 represents the underlying GUI models. However, as the labels used
in the concern tree only list the five most frequently occurring terms, this distinction is not
always as obvious to the expert as it was in this case. Therefore, this observation points out a
potential for improving the approach by looking into ways to provide more insightful labels
for using an approach as the ones presented in [147, 183].
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A second observation made by the expert was that many of the terms used in labels re-
late to certain programming practices and not to any concern in particular. Also, the doc-
umentation manager noted that when the terms in the labels are used as input to the wiki’s
search-engine, the result does not always list the relevant wiki-page as most relevant result.
If we consider the list of terms occurring in the labels, the expert’s complaint seems
justified. Generic terms such as temp, ret, menu, and singleton are listed. The first
two terms are clearly not very relevant. However, the other two examples mentioned are
definitely not examples of words that should be put on a list of words to be filtered out.
While singleton does point to a specific type of programming, in this case it also helped
the expert identify this cluster as related to the “Application Context” - which is implemented
as a singleton. The other term, menu, is also a meaningful term, but more relevant for the
documentation manager is the kind of menu. So while the terms in itself are useful, they are
not the terms required by the documentation manager. This observation again points to the
need of a better way of labeling the clusters.
In short, from this case study we have learned that, while there is still room for im-
provement, the approach as such is a useful addition to the existing toolset for creating and
maintaining the documentation on a software system.
5.9 Directions for further research
While the approach presented in this chapter has already been proven successful when applied
to the source code of Philips Healthcare, there are several opportunities for further research
and refinement of this approach.
5.9.1 Clusters vs. concerns
Although encouraging, the results from the case study in Section 5.8 also show that there is
still some work to be done. One thing we have not yet mentioned as part of the evaluation is
the fact that clusters not always relate directly to actual concerns. Several factors contribute
to the fact that not all clusters are meaningful. We observed that there are still quite a few
generic terms present in the output presented in the case study. For example, cluster 11
in Figure 5.8 contains the term message. This term is a contributing factor to linking the
ProcessingService with the Toolkit although they have nothing to do with each other.
However, both parts of the system send, receive and process messages, albeit of a different
kind. Unfortunately, based on the semantics this difference is not obvious.
Other factors which play a role are homonyms and, to a lesser extent, synonyms. Also, the
current implementation of the dynamic hybrid clustering algorithm contributes to the watered
down meaning of clusters because of the minimum cluster size requirement.
Multiple clusters for one concern
We have examined several indicators in order to help with recognizing both meaningless clus-
ters and clusters representing different aspects of the same concern. First, different clusters
pointing to different aspects of the same concern are identified by comparing the contents of
5.9 Directions for further research 127
clusters. For instance, clusters 4, 10 and 36 in Figure 5.8 all refer to the resource manager,
while clusters 1 and 34 both have to do with rendering with 34 specifically capturing the Di-
rect3D rendering and 1 being more generic. By taking into account the overlap with respect
to the terms associated to a cluster and the modules from which the functions originate, it
is possible for the domain expert to recognize the overlap between clusters. Together with
more informative labels it should even be possible to immediately recognize which aspect of
a concern is captured by a specific cluster.
Clustering artifacts
While recognizing clusters which capture the same concern is already difficult, recognizing
clusters without any meaning is even more difficult. Visualizations do not help in this case
due to the large amount of information (the number of terms and contexts) which is too much
to effectively capture in any kind of visualization. So also in this case, we suggest to use
various statistics on the clusters to help identify these clusters.
As we already mentioned, we observed that on of the underlying causes is the minimum
cluster size used by the clustering algorithm. This causes contexts with limited or no relation
to be clustered together as the algorithm continues to cluster contexts together until at least
this minimum number of contexts has been reached. However, this very often means these
contexts do not share a common set of terms. It is therefore possible to detect these clustering
errors by checking whether or not such a common set of terms exists. If no such set is found,
this means the cluster is most likely incorrect.
Out of the 12 clusters in Table 5.13 scoring a 1 or 2 on the Likert scale, this method finds
6 of them while 2 more clusters also do not have a common set of terms despite getting a
high Likert score. Closer examination revealed that these two clusters also were affected by
the clustering algorithm, but not sufficiently to make it difficult for the expert to recognize
the underlying concern. So in effect, this simple statistic is useful to identify bad clusters.
Semantic problems
We observed that other problems are the result of homonymy, synonymy and the same term
being used in otherwise different contexts, which causes LSI to identify a relationship where
there is none. Clusters in this category are difficult to recognize automatically and while there
are some statistics which help, they are not very accurate. It is possible to calculate which
term occurs in the most contexts. For instance, the term dataobject in cluster 2 occurs in
94% of the contexts, while the term singleton in cluster 18 occurs in only 34%. In the case
of cluster 18, the (singleton) session context of a clinical application has been mixed up with
the datagrid user interface control, as patient data is stored in the sessions context and are
displayed in the datagrid. However, the datagrid has nothing to do with singletons explaining
why this term occurs in so little contexts of this cluster.
In general, we noticed that when there is no term occurring in more than 35% of the con-
texts this means that we have found a clustering artifact, as in such a case there is often also
no chain possible, or because two or more concerns share a common (set of) term(s), but are
otherwise unrelated. Together, these indicators assist the expert in assessing the information
uncovered by the LSI approach and improve the overall usability of the results.
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5.9.2 Ongoing work in related research
Next to the observations made above, there are also some promising directions of research in
related fields which can be used to improve the approach described in this chapter.
Filtering techniques In this chapter we have examined two filtering methods, namely filter-
ing of stop words (using the SMART list) and programming language keywords, and filtering
based on the words-spread. While both techniques showed a positive effect, they also proved
less effective than we hoped. Existing filtering techniques, such as the list of stop words,
mostly originate from the field of natural language processing. Similar to the appropriate k-
values, which are usually a lot smaller when applying LSI on source code compared to when
LSI is applied to texts written in natural languages, it is reasonable to assume that different fil-
tering techniques are necessary as well. An interesting alternative is described in [116] which
describes several techniques to select meaningful terms as opposed to remove meaningless
terms.
Normalization of words While we have shown that stemming is not an effective way for
normalizing words (see Section 5.5.1), other techniques such as n-gramming [130] are inter-
esting alternatives. An n-gram is a subsequence of n items from a given sequence. For in-
stance, a 3-gram that can be generated from “good morning” are “goo”, “ood”, “od ”, “d m”,
“ mo”, “mor” and so forth. Together with a dictionary it is possible to identify existing (valid)
words. This dictionary should also include the domain specific words.
In the case of n-gramming, it could also help with (automatically) identifying compound
words. Especially because of the combined effect of being able to create normalized words as
well as compound words, n-gramming seems to be a worthwhile direction to pursue in order
to further improve the approach.
Cluster detection In Section 5.7 we discussed an alternative method for detecting the clus-
ters in the dendrogram. By using a dynamic threshold, we were able to more accurately
identify the clusters and thus provide usable results to the experts. However, while the dy-
namic hybrid cut algorithm improves the overall effectiveness of the approach, it does have
some drawbacks, amongst others the minimum size criterion for the clusters. This sometimes
causes different concerns to be clustered together. In [7] an overview of alternative algo-
rithms is given. Various alternative cutting strategies are available in the literature, such as
runt pruning [252], and minimum discrepancy [74]. However, as opposed to the Dynamic
Hybrid cut, these algorithms require some kind of background knowledge to determine the
clusters in the tree. Further research is necessary to see whether the algorithm can be adapted
in such a way that also clusters of varying size can be detected without the minimum size
requirement for the clusters.
Crosscutting concerns A limitation of the hierarchical clustering algorithm is that each
context is assigned to only one cluster. However, in practice a context might belong to multi-
ple clusters as it implements multiple concerns. The current implementation of our approach
ignores this possibility and assigns a context to the most prominent concern.
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A technique which is gaining popularity as an alternative information retrieval technique
to LSI is Latent Dirichlet Allocation (LDA) [14, 174, 188]. As it does not rely on a hierarchi-
cal clustering technique, but rather assigns a probability that a context belongs to a concern,
it should be able to identify crosscutting concerns. However, a disadvantage of LDA is that
is does not derive any interrelationship between extracted concerns [188]. A hierarchical
clustering algorithm does allow for identifying such relationships via the dendrogram as ex-
plained above. Using the Concern Tree they are visualized in an easy-to-understand manner.
Furthermore, the approach as presented in this article clusters documents. However, it
is also possible to cluster the terms. Via the term-by-context matrix the contexts associated
with a term can be retrieved together with a probability similar to LDA. Thus, LSI can be
modified to behave in a way similar to LDA. The downside is that it makes the results harder
to interpret and convey to the user. Therefore, we decided not to cluster the terms. Also,
because the users preferred being presented with a single, main concern as opposed to a more
nuanced view.
5.10 Conclusions
This chapter concludes our work on locating concerns in source code using Latent Semantic
Indexing. In the previous chapter we presented an approach to uncover concerns in source
code using Latent Semantic Indexing. We also proposed alternatives to common practices:
choosing the granularity of the input, preprocessing the source code and using a dynamic
threshold for clustering.
In this chapter, we have examined various aspects of the approach in practice in order to
determine their effectiveness. In particular, we have examined the appropriate level of gran-
ularity for the input, preprocessing the words and functions, choosing the optimal number of
dimensions and, finally, clustering the results. We have shown that there are better alterna-
tives for some common practices, such as preprocessing and using a dynamic threshold for
clustering. While the findings might be specific to Philips Healthcare, other companies can
use our findings to supply initial settings for the various steps of the approach and to make
informed decisions on suitable values for their specific case.
Using the optimal settings for our case we have successfully applied the approach at
Philips Healthcare to improve the documentation on their software system. This case study
has shown the potential for using LSI in practice as a tool for complementing the existing
toolset of knowledge managers.
Currently, we are working together with other business units at Philips Healthcare to eval-
uate the approach for improving the documentation of the software and assisting developers
in transferring knowledge. Based on the results we have achieved thus far, we are confident
that LSI will become an important tool in any software reverse engineering toolset.
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6
Summary and concluding remarks
The process of scientific discovery is, in effect,
a continual flight from wonder.
- Albert Einstein
This chapter completes the thesis. We summarize our findings and present concluding
remarks.
6.1 Summary
In this thesis, we presented an experience report concerning a project in which we transferred
a set of applications to a new framework. Furthermore, we described a method for balancing
time-to-market with the quality of the delivered product. Finally, we described a reverse
engineering approach which extract the concerns implemented in the source code. The results
complement existing documentation. A brief summary of each topic is given below.
6.1.1 Brownfield approach to transferring software (Chapter 2)
We investigated how to create a set of independent applications using parts of the existing
software portfolio. The discussion in this chapter comprised the problem analysis as well
as the technical and managerial challenges that needed to be overcome. Additionally, we
shared the lessons that we learned during this project. Although this solution is dedicated to
a concrete case, it is a starting point for a more generic approach.
6.1.2 Balancing time-to-market and quality (Chapter 3)
We have investigated how to balance the pressure of bringing a product to market in a timely
fashion without sacrificing the quality of the delivered product. In a regulated market, where
quality is even more important than in other markets, it is no easy task to predict when the
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software is ready to be released. We used the historical information from three repositories,
namely defect management, time management and field problem reports, to provide a method
for monitoring a project’s progress and predict when a certain level quality is met.
First, using the effort-to-defect formula it is possible to get an estimate on the number of
defects that will be found after spending a certain number of person hours. We obtained this
formula by combining information from the defect and time management systems. Second,
using the data from the database containing field problem reports, we modified the reliability
growth model devised by Bishop and Bloomfield. We factored in that, instead of a single
instance, in the case of Philips Healthcare MRI there are many instances of the software
in active use at the same time. We used this modified formula to determine the number of
residual defects allowed in the software in order to meet the required level of quality. Finally,
we showed how to use a model based on the Normal curve to model the defect trend and
predict when the quality level will be met. Moreover, we showed that the commonly used
Rayleigh model does not provide an accurate description of the defect trend and thus cannot
be used for making predictions. We also evaluated a time series model, in particular the
ARIMA model, which does provide an accurate description of the data. However, it is not
useful for making long-term predictions as it quickly reverts to a long-term mean.
6.1.3 Locating concerns in source code (Chapter 4)
We have investigated how to extract the concerns implemented in the source. For this purpose
we have examined a technique used in natural language processing to discover the hidden or
latent relations between words. Words typically occur in a certain context together with
other words. By analyzing which words frequently occur together in the same context, this
technique is able to identify related words.
In Chapter 4 we describe this technique, called Latent Semantic Indexing, and show how
to apply it to source code. As it has originally been developed for processing texts written in
a natural language, we need to put some effort into making source code resemble a natural
language. We have described various preprocessing steps including splitting variable names
into individual words and filtering certain words from the input. Furthermore, we described
a novel way with which the results are visualized and presented to the user.
6.1.4 Testing effectiveness of parameters (Chapter 5)
In this chapter we continued our investigation into the application of Latent Semantic Index-
ing to source code. Due to the large number of different (combinations of) parameters which
can be modified, it is difficult to assess a good set of parameters. Therefore, in Chapter 5 we
examined the various possibilities for each parameter.
For each step in the approach, we tried different settings and compared the outcome.
Together with an expert on the software we rated the results and explained the differences.
Finally, using the optimal settings for our case, we carried out a case study at Philips Health-
care PII to test the approach. We were able to identify various concerns which were not yet
documented. This case study has shown the potential for using Latent Semantic Indexing in
practice as a tool for complementing the existing toolset of knowledge managers.
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6.2 Contributions and evaluation
6.2.1 Maintaining quality in a competitive market
In Section 1.4 we posed several questions regarding the quality of a software system which
we have answered in Chapter 3. In particular, we asked ourselves the question if it is possible
to predict when a certain predetermined level of quality will be reached. However, in order to
be able to predict this, we first need to know what that level of quality should be and how it
can be determined. Furthermore, we need to know how to predict it using the available data.
Chapter 3 treated our response to these questions. Indeed, using the historical data avail-
able at Philips Healthcare MRI, we were able to quantify the level of quality. Moreover,
using the defect trend we predict the moment in time when the software has been sufficiently
tested to ascertain the required level of quality. Practice, however, proved to be more unruly
than theory. While various models have been proposed and applied with varying degrees
of success, we found that these did not provide us with the necessary predictive capabilities
required for our goal. However, using a simple model based on the Normal curve, we were
capable of monitoring the progress of a project with a very high degree of confidence. Thus,
while the theory of using a model to make such predictions proved sound, the precise model
with which to do so depends on both the available data and the inner workings of the company
itself.
6.2.2 Semantics as a source of information
In Section 1.4 we also posited some questions regarding how to assign meaning to source
code which we have addressed extensively in Chapters 4 and 5. As we have shown, it is
possible to recover knowledge from the source code by examining its semantics. “Reading the
software as a book”, however, is easier said than done. The source code by no means, provides
a clear story which can be read from cover to cover. The storyline is fragmented over various
files and different parts of the story are intertwined within the same class. Furthermore,
individual words, which are so clearly recognizable in every text written in a natural language,
are hard to identify in a programming language. These two issues present the main difficulties
when using the semantics as a source of information.
Chapters 4 introduced our approach to tackling these two issues and reading the software
as a book. Subsequently, in Chapter 5, we investigated various aspects of the approach in
practice in order to determine their effectiveness. Using the results from these experiments,
we conducted a case study together with Philips Healthcare PII. The results from this study
showed that indeed the approach allows us to read the source code. We are able to identify
various parts of the story. By overlaying this information onto the familiar structure of the
software archive, it is possible to obtain an idea of how the different parts of the story are
related to each other and how they are intertwined. Although the current approach still has
some limitations, such as automatically labeling the different stories, these results show that
indeed it is possible to assign meaning to source code based on its semantics. Different story
lines are identifiable from the source code and their relations are visualized by overlaying
their locations onto the familiar structure of the software archive.
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6.3 Concluding remarks
Agile development of quality software In Section 1.4.2 we introduced our approach for
developing and testing software while keeping a close eye on earliest moment in time without
letting the quality slip in favor of an earlier delivery date. Explicit attention to characteristics
of software quality leads to significant savings in software life-cycle costs. In Chapter 3 we
provided details on two examples where companies had to recall their product because of
(potential) failures. However, this is only one side of the coin. The other side is that when
quality is allowed to slip in order to meet a deadline, at some point the company will expe-
rience a recoil effect. Allowing faults to remain in the software now, will most likely result
in higher future maintenance costs. Finding and fixing a software problem after delivery is
often 100 times more expensive than finding and fixing it during the requirements phase [34].
Philips’ explicit attention to resolving each and every serious defect has resulted in the
highest attainable safety integrity level without adding redundancy to the system. The ap-
proach detailed in this thesis helps in keeping this high level of quality and reliability without
sacrificing the time-to-market of the product. However, the increasing adoption of Agile soft-
ware development methodologies clouds our insights. The effects of these methodologies on
the predictability are still unclear. Chapter 3 showed how different the defect trend of an
Agile development project is compared to a project performed in the traditional waterfall
fashion. As more and more project are organized along the lines of an Agile development
method, also more historical data is becoming available. Research such as described in this
thesis should be repeated and the results compared to assess the effect these development
methodologies have one the applicability of the approach at hand and to see if and how the
approach should be adapted to fit the state-of-the-practice.
Documenting software In Section 1.4.3 we introduced our approach for recovering lost
knowledge on the software by using the semantics in the code. Documentation is of key
importance for all aspects of developing high-quality software. However, while creating doc-
umentation is usually not in question, maintaining the documentation of long-living systems
often only comes as an afterthought to the ongoing development. By no means is this work
considered a first-class citizen of the maintenance and development activities [95].
While reverse engineering approaches, such as detailed in this thesis, allow to partially
recover the knowledge lost over time, they are not a solution to the underlying problem. The
actual problem is that it is time-consuming to create and maintain documentation. Moreover,
the task is just not considered to be a very sexy one. Researchers recognize the former, and
therefore advocate striving for simple yet powerful documentation formats and tools [168].
The latter, however, is usually not considered. Changing the view technically oriented soft-
ware engineers have on documentation requires changing their view and state-of-mind on the
topic. Although in part it is possible to overcome this problem by making creating docu-
mentation part of the technical work they like, in part it also requires changing their way of
thinking. For this, research in computer science should join forces with other fields of re-
search such as psychology, to develop novel documentation approaches which appeal to the
people who will have to work with them on a daily basis.
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Interdisciplinary research Our approach for recovering lost knowledge on the software
is based on a technique which has first been applied in natural language research. However,
by recognizing that, while a programming language in a lot of ways is very different from a
natural language, it also shares various characteristics, we were able to successfully bridge
the differences and apply the technique on software.
This sort of cross fertilization between different fields of research can and often will lead
to surprising innovations. Well-known scholars like Leonardo da Vinci were active in a wide
variety of research and art. Nowadays, we approach understanding our world by deconstruct-
ing it into smaller and smaller fragments creating the disciplines and sub-disciplines in order
to be able to predict, or at least to explain, behavior in nature, individuals, and society [200].
In today’s knowledge landscape there are powerful drivers for multidisciplinary research.
Through simple collaboration, researchers from different disciplines can accomplish more
by teaming. Interdisciplinary research moves beyond simple collaboration and teaming to
integrate data, methodologies, perspectives, and concepts from multiple disciplines in order
to advance fundamental understanding or to solve real world problems.
In the introduction we already provided the example of using insights from economics to
address the managerial issues of IT-projects. The Darwin project, with its diverse selection of
PhD students, is an ideal training ground for teaching researchers to look over the boundaries
of their respective fields. By stimulating the researchers to approach the same problem from
different directions, they are forced to work together and share their insights. This also has
the added benefit that the researcher is trained in communicating his or her ideas in such a
way that people with a different education will understand and use the fruits of their work.
Industry-as-laboratory Recognizing the need for more research which directly benefits
problems and questions in industry, Potts [217] coined the term industry-as-laboratory as op-
posed to the traditional research-than-transfer approach. While the latter treats research and
involvement of industry as separate, sequential activities, the industry-as-laboratory approach
identifies problems in close involvement with industry.
The Darwin project is an example of an industry-as-laboratory project, while the ques-
tions detailed in Section 1.4.1 provide concrete examples of the issues that are addressed in
such a context. By working closely together we tried to address current issues in industry and
provide solutions which are readily available. Although the concept of industry-as-laboratory
is simple enough, in practice it turns out there are various difficulties. As stated in [219] in-
dustry and academia have different goals and whether or not a result is deemed successful
is evaluated on very different criteria. In academia, typically the number and quality of the
published papers is regarded as important. Industry, on the other hand, typically measures
success in terms of resulting business success [219].
In Darwin we experienced this difference in perspective first-hand. Although a lot more
can be said about this topic, we want to highlight two advices which others can take into
account when starting a similar project with an industrial partner. First, it is very important
to get acquainted with people working within various parts of the organization. This is very
important for getting an overview of the different views which exist for a given problem. Fur-
thermore, knowing more people in the organization will make it easier to obtain information
relevant to the problem at hand. A particular effective way of building this network is to
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perform an internship at the beginning of the research project. Chapter 2 details the results
from the author’s internship at Philips Healthcare MRI.
This does not just help to quickly build a network in the organization, it also helps to get an
insight into questions which still go unanswered within the organization. People working in
industry usually deal with very practical problems which are less suited for research-projects
such as a PhD. Working together with practitioners as part of an internship is an effective
and informal way of uncovering deeper and more complex issues which provide an excellent
starting point for an academic research project.
Developing tools in research Great care has to be taken when a research project results in
tools. It is not easy to transfer a tool to industry and it is often outside the researcher’s scope-
of-interest to create a mature and usable tool. While we do not advocate against developing
tools, it is important to think carefully about the long-term implications. Various solutions,
such as starting a spin-off company or developing the tool together with industry from the
start, exist to make sure that the tool will be used even after the research project has ended.
However, this should not be just an after-thought to the research. Only when it is taken into
consideration from the very start, there is a chance for to be used even after the researcher
has left for greener pastures.
Part of the research presented in this thesis uses the semantics of the source code as a
source of information. For carrying out this analysis, we have build a tool capable of per-
forming the necessary computations. Although evidence that a novel technology works in
practice is paramount to industry [219], it is not sufficient for widespread adoption. Transfer-
ring a tool to industry is no easy task and requires an upfront investment in tool development.
Furthermore, it requires training in order for the tool to be used to the full extent of its ca-
pabilities. While Philips Healthcare deemed the results from using our approach a success,
based on the results we achieved during a case study, the costs of these tasks are a barrier
to widespread adoption of Latent Semantic Indexing. At the time of writing, the application
developed as part of this PhD project is being reworked into a full-fledged application by
another company. Together with Philips, plans are made to apply this tool regularly on the
software archive of Philips. Maintenance and development of the tool will remain with the
company, which can apply it elsewhere as well.
Samenvatting
Het managen van software evolutie in embedded systemen
Alles verandert. Dit geldt voor de wereld waarin wij leven. Dit geldt voor de software-
systemen, waarvan wij de laatste decennia meer en meer afhankelijk zijn geworden. Het
groeit mee met zijn omgeving, met nieuwe wetgeving, nieuwe wensen en technologische
vernieuwing. In die systemen zit allerlei bedrijfslogica verborgen die over decennia is op-
gebouwd. Het compleet vervangen van zo’n systeem brengt daarom grote risico’s met zich
mee. De omvang van het systeem, uitgedrukt in functiepunten, geeft een goede indicatie voor
deze risico’s. Bij systemen vanaf 500 functiepunten is vervanging bijzonder risicivol. Is een
systeem meer dan 7000 functiepunten, dan is het bijna gegarandeerd dat er iets mis gaat. De
kosten die dat met zich meebrengt zijn onaanvaardbaar hoog. Onderzoek heeft uitgewezen
dat, wanneer de computers van een bedrijf als Amazon het zelfs maar een uur af laten weten,
dit zo’n e 150.000 kost. Bij een bedrijf dat zich bezig houdt met tussenhandel op de beurs
loopt dit zelfs op tot een astronomisch bedrag van e 5,5 miljoen. In de huidige maatschappij
is het dan ook praktisch onmogelijk om een bestaand software-systeem volledig te vervan-
gen. De enige optie die ons rest is het maken van incrementele wijzigingen en toevoegingen
bovenop het bestaande systeem.
Mede doordat de problematiek rond het incrementeel aanpassen zich vrijwel overal voor-
doet, biedt het een rijke voedingsbodem voor onderzoekers. Het onderhouden van systemen
nadat deze in gebruik zijn genomen, maakt vandaag de dag ongeveer 50 tot 90 procent uit
van de totale kosten van een systeem. Zelfs een kleine verbetering op dit gebied heeft dus al
een enorme impact op de kosten die bedrijven hiervoor moeten maken. Het onderzoek is te
verdelen in zes hoofdlijnen.
Dimensies van software evolutie en onderhoud
Hier draait het om de vraag wat er evolueert en waarom. Dit in tegenstelling tot de
overige vijf hoofdlijnen, die zich meer richten op de vraag hoe dit dan moet gebeuren.
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Reverse en re-engineering
In de loop van de tijd raakt er kennis over het systeem verloren. Veel onderzoek houdt
zich dan ook bezig met het zoeken naar manieren om die kennis terug te halen.
Incrementele wijzigingen
Binnen deze hoofdlijn houdt men zich bezig met onderzoek naar technieken die helpen
inzicht te verkrijgen in wat een verandering in het systeem voor effect zal hebben op
de rest van het systeem en hoe zo’n verandering zo goed mogelijk kan worden doorge-
voerd.
Problemen rond management
De kosten van onderhoud zijn lastig in te schatten. Bovendien is vaak niet duidelijk
wat onderhoud zal opleveren op de lange termijn. Veel onderzoek richt zich dan ook
op de vraag hoe de meerwaarde van onderhoud inzichtelijk is te maken.
Ontwikkelproces
Binnen deze hoofdlijn houden onderzoekers zich bezig met het ontwikkelen van ma-
nieren om het onderhoudsproces te ondersteunen. Ook kijkt men naar manieren waarop
productondersteuning kan worden gegeven aan klanten en naar hoe het proces het beste
vorm gegeven kan worden.
Evolutie van modellen
Tot slot richten onderzoekers hun aandacht op de vraag hoe (ontwerp)documentatie en
andere gegevens mee kunnen groeien met het systeem zelf. Ook synchronisatie van
wijzigingen tussen de verschillende informatiebronnen is een voortdurende bron van
vragen.
Dit proefschrift doet verslag van onderzoek naar reverse en re-engineering technieken,
alsmede naar problemen rond management van projecten. In hoofdstuk 2 staat een concreet
project centraal waarbij de vraag was hoe een bestaande applicatie zodanig aangepast zou
kunnen worden dat deze binnen een nieuw platform kan functioneren. De ervaringen die in
dit project zijn opgedaan, vormden de opmaat tot de overige hoofdstukken. In hoofdstuk 3
beschrijven we een methode om te bepalen wanneer een product klaar is om te worden afge-
leverd. Hierbij kijken we naar het vroegste moment waarop de benodigde productkwaliteit
gegarandeerd is. In de hoofdstukken 4 en 5 beschrijven we een reverse engineering techniek
die de gebruiker in staat stelt om de hoofdlijnen in (een deel van) de software te reconstrueren.
De resultaten in dit proefschrift zijn geboekt op basis van projectdata en software van
Philips Healthcare MRI. Door gebruik te maken van deze praktijkdata zijn de uit dit onder-
zoek resulterende methodes direct toepasbaar. Bedrijven die (nog) niet over de benodigde
gegevens beschikken of nog onvoldoende inzicht hebben in hun eigen processen kunnen de
getallen in dit proefschrift gebruiken als leidraad voor inzet van deze methodes binnen hun
eigen bedrijf.
Herontwerp binnen een bestaande omgeving
Waar op universiteiten de aandacht vaak nog uitgaat naar het ontwerpen en bouwen van
nieuwe systemen, is de praktijk vaak heel anders. Als er al een nieuw systeem ontworpen
en gebouwd moet worden, gebeurt dit vaak binnen een bestaande omgeving die de randvoor-
waarden voor het systeem bepaalt. Vaker nog worden bestaande systemen doorontwikkeld
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om te voldoen aan de eisen van vandaag. Dit is te vergelijken met stedelijke planning waarbij
rekening moet worden gehouden met bestaande bebouwing, met bestaand leidingwerk in de
grond, of met vervuiling in de grond. In stedelijke planning worden dit soort bouwterreinen
brownfields genoemd en deze term begint nu ook langzaam zijn weg te vinden naar de wereld
van software.
In hoofdstuk 2 beschrijven wij onze ervaringen opgedaan in een concreet project bij Phi-
lips Healthcare MRI. Het doel van dit project was om een bestaande applicatie aan te passen,
zodat het kan functioneren binnen een nieuw platform. Hiervoor hebben we een gefaseerde
aanpak gebruikt waarbij we zijn begonnen met het in kaart brengen van de applicatie in
kwestie. In de volgende stap konden we het hart van de applicatie losmaken van de bestaande
omgeving. In de praktijk lijkt dit op het losmaken van een sliert spaghetti, waarbij er altijd
meer spaghetti mee komt dan alleen die ene sliert. Ook hier komt er veel meer mee dan alleen
de code van de applicatie zelf. Door dit stap voor stap te doen, kan worden voorkomen dat er
meer code wordt meegenomen dan alleen het hoogst noodzakelijke. De derde stap bestaat uit
het bepalen hoe de losgeweekte applicatie binnen het nieuwe platform kan worden ingebed.
Hiervoor werd gekeken naar hoe makkelijk het is om deze oplossing vaker te gebruiken, wat
de betrouwbaarheid is en hoe makkelijk het is om onderhoud te plegen. Tot slot, was het van
groot belang om de resulterende applicatie te testen. Bestaande tests zijn echter niet zonder
meer opnieuw te gebruiken. Het is dan ook zaak om grondig na te gaan welke effecten de
wijzigingen hebben op de bestaande tests.
Dit project heeft geresulteerd in een werkende versie van de applicatie binnen het nieuwe
platform. Deze applicatie en de geleerde lessen dienen als voorbeeld voor de complete set
van applicaties die naar dit nieuwe platform zullen worden overgezet. Daarnaast vormde dit
project het startpunt voor twee andere onderzoekstrajecten. Ten eerste heeft dit project ons
geleerd hoe belangrijk het is om een goed overzicht te hebben van (een deel van) de software
en dan vooral welke functionaliteit is geı¨mplementeerd. Daarnaast blijkt een belangrijke
succesfactor de planning van het project. In de praktijk blijken hier echter nogal wat haken
en ogen aan te zitten, zoals we hierna zullen zien.
Behoud van kwaliteit in een concurrerende markt
IT projecten zijn notoire boosdoeners waar het aankomt op tijdige en volledige oplevering.
Dit is verontrustend wanneer je je bedenkt hoe belangrijk IT systemen zijn binnen onze he-
dendaagse maatschappij. Echter, in veel sectoren worden de laatste inzichten op het gebied
van ontwerp en implementatie toegepast. Onder meer de hoge kwaliteit van de software voor
Philips’ MRI scanners toont dit aan. Er moet dus een andere oorzaak zijn voor de opleve-
ringsproblemen.
In de praktijk blijkt dat het vertrekpunt van veel IT projecten niet gelegen is in technische
vragen, maar juist in niet-technische. Ook het succes of falen van een project wordt daarom
niet alleen bepaald door technische oplossingen, maar ook door het management daarvan.
Juist daar blijkt vaak een groot probleem te liggen, doordat de projecten moeilijk te plannen
zijn. Van alle IT projecten wordt 5 tot 15 procent al voor of kort na oplevering opgegeven.
Verder worden veel anderen te laat en boven budget opgeleverd. Slechts enkele projecten
kunnen echt geslaagd genoemd worden.
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In hoofdstuk 3 richten wij ons op de vraag hoe de marktintroductietijd kan worden afge-
stemd op de kwaliteit. Door deze twee variabelen tegen elkaar af te zetten is het mogelijk om
een betere planning te maken. Onze aanpak gebruikt historische gegevens uit een aantal ver-
schillende bronnen, te weten versiebeheer, incidentenadministratie en urenadministratie van
projecten. Op basis van deze gegevens hebben we allereerst een formule opgesteld die aan
de hand van het aantal gespendeerde uren een grove schatting geeft van het aantal defecten
dat ingediend zal worden in de incidentenadministratie. Deze formule is de effort-to-defect-
formule gedoopt.
Nu we weten hoeveel defecten er in totaal ingediend zullen worden gedurende een pro-
ject, is de vraag hoeveel er opgelost moeten worden om een product op te leveren dat in ieder
geval hetzelfde kwaliteitsniveau heeft als systemen die al gebruikt worden. Om hier ach-
ter te komen hebben we, op basis van gegevens over veiligheidsgerelateerde problemen met
systemen die in gebruik zijn bij ziekenhuizen en klinieken, het kwaliteitsniveau van de soft-
ware voor Philips’ MRI scanners bepaald. Hiervoor hebben we een bestaande formule voor
het berekenen van de betrouwbaarheid moeten aanpassen zodat deze ons in staat stelt om de
gemiddelde betrouwbaarheid van een groot aantal systemen met verschillende levensduur te
berekenen.
Uit onze berekening bleek dat de software een hoog betrouwbaarheidsniveau heeft, te we-
ten SIL3. SIL staat voor Safety Integrity Level en is onderdeel van de IEC 61508-standaard.
Deze standaard definieert onder andere vier niveaus van betrouwbaarheid waarbij SIL4 het
hoogst haalbare niveau is. Systemen op dit niveau garanderen dat hooguit eens in de 10.000
jaar zich een veiligheidsgerelateerd probleem voor doet. Ter illustratie, de Nederlandse staat
eist dat de Nederlandse Deltawerken voldoen aan dit niveau van betrouwbaarheid. Dit houdt
in dat gemiddeld eens in de 10.000 jaar een overstroming mag voor komen. In de prak-
tijk blijkt een dergelijk niveau van betrouwbaarheid slechts te realiseren door verschillende
maatregelen om problemen in het systeem te voorkomen, te combineren. In het geval van
de Deltawerken worden automatische controlesystemen gecontroleerd door menselijke be-
heerders. In het geval van de software voor Philips’ MRI scanners resulteren strikte eisen
aan de oplevering van de software in een betrouwbaarheidsniveau waarbij zich gemiddeld
eens in de 1.000 jaar een veiligheidsgerelateerd problem zal voor doen. Voor de oplevering
van de software moeten daarom alle (mogelijk) veiligheidsgerelateerde defecten, ingevoerd
in incidentenadministratie, opgelost zijn.
In de laatste stap van onze aanpak combineren we onze kennis met betrekking tot het aan-
tal defecten, berekend met behulp van de effort-to-defect-formule, dat zal worden ingediend
met het feit dat alle veiligheidsgerelateerde defecten opgelost moeten worden. Hiervoor heb-
ben wij in eerste instantie onderzocht of een bestaand model, dat laat zien met welke frequen-
tie defecten zullen worden ingediend gedurende een project, gebruikt kan worden bij Philips.
Dit zogenaamde Rayleigh-model bleek in het geval van Philips echter niet toepasbaar. Dit
model begint met een systematischse onderschatting van hoe lang het project zal gaan duren.
Gedurende het project verandert dit in een overschatting.
Wij hebben daarom gezocht naar een ander model dat wellicht een betere beschrijving zou
kunnen geven van het verloop waarmee defecten worden ingediend in projecten bij Philips.
Uit onze analyse bleek dat een model gebaseerd op de Normaal verdeling resulteert in een
vele malen betere beschrijving van de data. Zodra ongeveer 40 procent van de testfase van
het project is doorlopen, geeft dit model een accurate schatting van de tijd die nog nodig is
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om de overige 60 procent af te ronden en alle gevonden problemen op te lossen.
Daarnaast zijn we nagegaan of een nog betere voorspelling kon worden gemaakt met
behulp van tijdreeks-modellen. Wij hebben voor deze analyse gebruik gemaakt van een stan-
daard autoregressie model, ARIMA. Dit model bleek een nauwkeurige beschrijving van de
trend in de data te kunnen geven. De voorspellende waarde van deze modellen blijkt echter
beperkt. De voorspelling geeft een lange termijn gemiddelde van het aantal defecten dat nog
zal worden ingediend en biedt geen aanknopingspunten om te bepalen wanneer alle defecten
zullen zijn opgelost.
De algemene opzet van de methode, zoals we die hebben beschreven in hoofdstuk 3, is
ook voor andere bedrijven te gebruiken om de planning van hun projecten aan te scherpen en
de kwaliteit van hun producten te bepalen. De precieze getallen die wij hebben genoemd in
dit hoofdstuk zijn niet e´e´n-op-e´e´n over te nemen, maar kunnen dienen om ons inzicht in de
manier waarop projecten in de industrie verlopen te vergroten en om vergelijkingen te maken.
Semantiek als een bron van informatie
De tweede vraag die de kop op stak tijdens ons onderzoek bij Philips was hoe je op een
zo efficie¨nt mogelijke manier een zo goed mogelijk beeld kunt krijgen van de software. Een
belangrijk onderdeel van onze Brownfield-aanpak is het vergaren van kennis over de software.
In de praktijk blijkt dit vaak lastig. Het gemiddelde personeelsverloop binnen de IT is zo’n
26 procent per jaar. Na enkele jaren is de persoon die een specifiek deel van de software heeft
ontworpen dus niet meer aanwezig op diezelfde positie en wellicht zelfs niet meer binnen
het bedrijf. Door veelvuldige kennisoverdracht verwatert het beeld dat ontwikkelaars van de
software hebben. De documentatie biedt vaak nog wel uitkomst als het er om gaat op hoog
niveau een beeld te krijgen van de concepten die in de software zijn verwerkt, maar geeft
geen inzicht in hoe, en vooral waar, die dan precies zijn terug te vinden in de code.
In de hoofdstuken 4 en 5 beschrijven wij onze aanpak om verloren gewaande kennis te
reconstrueren. Onze methode is gebaseerd op de aanname dat alle kennis aanwezig is in de
code van een software-systeem. Op enig moment is er een ontwerp gemaakt dat is vertaald
naar een werkende implementatie. Deze vertaalslag zorgt ervoor dat ook het woordgebruik in
de documentatie zijn weg vindt naar de code. Namen van variabelen en functies vormen vaak
een samenraapsel van woorden die duidelijk moeten maken welk concept zij representeren.
Ook in het commentaar vinden we regelmatig tekst terug die gebaseerd is op de oorspronke-
lijke ontwerpdocumentatie. Als het nu mogelijk zou zijn om de code te lezen als ware het
een boek, dan zou het ook mogelijk moeten zijn om de concepten te reconstrueren die in de
code zijn geı¨mplementeerd.
Voor het onderzoek naar natuurlijke talen zijn methodes ontwikkeld die onderwerpen uit
teksten kunnen herleiden. Ee´n zo’n techniek is Latent Semantic Indexing (LSI). Dit is de
techniek die wij hebben toegepast om de concepten in de code te vinden en te lokaliseren.
Deze techniek vergelijkt het woordgebruik in documenten met elkaar. Documenten die veel
overeenkomsten vertonen wat betreft het woordgebruik, worden samen gegroepeerd onder de
aanname dat deze documenten ook hetzelfde onderwerp of concept behandelen.
Maar natuurlijke talen en programmeertalen verschillen op een groot aantal punten van
elkaar. Een belangrijk deel van ons onderzoek is daarom het voorbewerken van de code
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zodat deze techniek zo goed mogelijk zijn werk kan doen. De volledige aanpak bestaat uit
vijf stappen.
1. keuze van de input
2. voorbewerken en indexeren
3. Latent Semantic Indexing
4. overeenkomsten berekenen en clusteren
5. visualiseren
De keuze van de input stelt ons voor het eerste probleem. Deze input bepaalt binnen
welke context we documenten vergelijken. In de natuurlijke taal valt er te kiezen uit para-
grafen, hoofdstukken, of zelfs complete boeken. Bij programmeertalen onderscheiden we
onder meer functies, klassen, of complete bestanden. Een probleem is echter dat niet elke
programmeertaal precies dezelfde niveaus kent. Een combinatie van verschillende niveaus
zou kunnen zorgen voor een scheve vergelijking. Zo kent C# namespaces en klassen, terwijl
dit in C niet zo is. In de software van Philips komen echter beide talen voor. In ons onderzoek
hebben we daarom gekeken naar de invloed van verschillende combinaties van deze niveaus
op de uitkomsten. Hieruit is gebleken dat functies de beste basis bieden. Functies implemen-
teren meestal slechts e´e´n concept. Een ruimere context, bijvoorbeeld een klasse, combineert
vaak meerdere concepten, wat zorgt voor veel ruis.
De tweede stap is het voorbewerken van de input. In natuurlijke talen zijn woorden duide-
lijk herkenbaar. In programmeertalen is dat een ander verhaal. Daar vinden we een amalgaam
van afkortingen, aan elkaar geplakte woorden en leesbare tekst in het commentaar. Daarom
hebben we gee¨xperimenteerd met verschillende technieken om de code beter leesbaar te ma-
ken. Voor de hand liggende stappen, die ook in het verleden al bewezen hebben goed te
werken in dit soort omstandigheden, zijn het opknippen van namen van variabelen en func-
ties op basis van bepaalde eigenschappen. Hierbij valt te denken aan het opdelen op basis van
streepjes, gebruik van hoofd- en kleine letters, en getallen. Een woord als NrOfSlices of
nr of slices resulteert dan in drie afzonderlijk woorden nr, of en slices. Ook het weg-
filteren van veel voorkomende woorden (bijvoorbeeld ‘de’, ‘het’ en ‘een’) maakt de analyse
eenvoudiger.
Een andere veelgebruikte techniek is het normaliseren van woorden. Een veelgebruikte
vorm is het bepalen van de stam van woorden. Hierdoor kunnen onder meer meervoudsvor-
men van hetzelfde woord worden herkend. In de praktijk zitten hier echter nogal wat haken
en ogen aan. Zo wordt de code van Philips geschreven in het Engels. De ontwikkelaars
hebben echter meestal niet Engels als eerste taal en maken dan ook wisselend gebruik van
de Britse en de Amerikaanse spelling. Hiervoor gelden verschillende regels om de stam te
bepalen, wat resulteert in fouten wanneer een algoritme voor de ene of de andere taal wordt
gebruikt. Bovendien is het vaak nog maar de vraag of het wel zo verstandig is om de stam
van een woord te gebruiken. Dit zorgt er namelijk ook voor dat woorden als zoon en zon
als e´e´n woord worden gezien met de stam zon. Wij zagen in onze evaluatie dan ook dat het
bepalen van de stam, hoewel vaak toegepast, de resultaten niet positief en vaak zelfs negatief
beı¨nvloedt.
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Een ander opvallend resultaat in deze stap is dat wij op basis van onze ervaring met
deze techniek binnen Philips een uitbreiding hebben gemaakt ten opzichte van de standaard-
aanpak. Eerder noemden we dat we namen van variabelen en functies opsplitsen. In de
praktijk komen er echter ook samengestelde woorden voor in de code. Door alle woorden
zonder meer uit elkaar te halen, blijkt dat concepten verwaterd raken. Wij hebben daarom
handmatig een lijst met uitzonderingen opgesteld van woorden die niet uit elkaar gehaald
mogen worden. Dit bleek te resulteren in betere resultaten en meer herkenbare concepten.
In de toekomst moet het mogelijk zijn om automatisch te herkennen of woorden al dan niet
opgesplitst moeten worden.
Na deze voorbewerking kunnen we LSI inzetten om de concepten te identificeren. Bij LSI
wordt een grote matrix opgesteld waarin voor ieder document staat welke woorden erin voor-
komen en hoe vaak. Middels enkele wiskundige berekeningen wordt vervolgens vastgesteld
welke onderlinge dwarsverbanden er bestaan tussen de documenten. Nadat dit is gebeurd,
kunnen we berekenen in welke mate verschillende documenten op elkaar lijken. Vervolgens
kunnen we documenten clusteren die veel op elkaar lijken. Deze clustering resulteert in een
boomstructuur die dendrogram genoemd wordt. Door deze boom af te snijden ontstaan de
clusters die een representatie zijn van de concepten in de code.
De standaard manier om deze boom te doorsnijden—met een rechte lijn—blijkt in de
praktijk echter te zorgen voor scheve resultaten. Echter, vaak zijn de objecten niet evenredig
verdeeld door de boom. Juist de documenten met de wat meer algemene concepten zijn
slechts heel losjes met elkaar verbonden, terwijl documenten met specifieke domeinkennis
juist veel sterker met elkaar zijn verbonden. Om die reden hebben we een nieuwe techniek
uitgeprobeerd, de Dynamic Hybrid methode, die de boom niet met een rechte lijn afsnijdt.
Deze methode hanteert verschillende criteria om te bepalen waar op verschillende punten in
de boom een knip moet worden gemaakt. Onze evaluatie laat zien dat dit inderdaad clusters
tot gevolg heeft die beter aansluiten bij de concepten in de code.
In de laatste stap visualiseren we de resultaten in een Concern Tree of Concept-boom.
Deze visualisatie laat zien in welke directories van het software-archief een concept voor
komt en hoe belangrijk het is ten opzichte van de andere concepten in die directory. Dit helpt
om snel een overzicht te krijgen van dat deel van het archief dat is geanalyseerd.
Wij hebben deze methode succesvol toegepast bij Philips om een deel van het archief te
analyseren. De resultaten zijn gebruikt om hiaten in de documentatie te vinden. In overleg
met Philips wordt er nu gekeken hoe we deze techniek ook in de toekomst bij Philips—en
wellicht ook elders—kunnen toepassen.
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