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Abstract
The Invar effect has remained at the forefront of materials research since Charles-E´douard Guillaume
discovered the vanishing thermal expansion of Fe-Ni alloys in 1897. More recently, a pressure-induced
Invar effect was discovered in Fe-Ni alloys, and the relationship between classical and pressure-
induced Invar phenomena has added complexity to the century-old struggle to comprehend the
microscopic origins of Invar behavior.
In this thesis I present our recent discovery of pressure-induced Invar behavior in Pd3Fe with
the ordered L12 structure. Nuclear forward scattering measurements show that the ferromagnetic
ground state in Pd3Fe is destabilized with pressure, collapsing around 10GPa (V/V0=0.96) to a low-
spin magnetic state. From high-pressure synchrotron x-ray diffraction measurements we find a large
volume collapse at ambient temperature to accompany the collapse of ferromagnetism. After the
volume collapse there is a significant increase in the bulk modulus. Using nuclear resonant inelastic
x-ray scattering to study the 57Fe phonon partial density of states (PDOS) at high pressures, we
find the pressure-induced magnetic transition to cause an anomalous relative softening of the average
phonon frequency. Heating our sample to 650K in a furnace at a pressure of 7GPa, synchrotron x-
ray diffraction measurements reveal negligible thermal expansion from 300 to 523K, demonstrating
pressure-induced Invar behavior in Pd3Fe.
Density functional theory calculations identify a ferromagnetic ground state in Pd3Fe with large
moments at the Fe sites. These calculations show that the application of pressure counteracts the
band-filling effect of Pd. By tuning the position of the top of the 3d band with respect to the
Fermi level, pressure-induced Invar behavior resembles classical Invar behavior that is controlled by
chemical composition. This insight marks the first step towards a unification of our understanding
vii
of classical and pressure-induced Invar behavior. Pressure drives the majority-spin t2g antibonding
electronic states closer to the Fermi level. The transition to the low-spin state occurs as these t2g
states move across the Fermi level, transferring charge to the minority-spin eg nonbonding electronic
states. This charge transfer reduces the internal electronic pressure in the material, giving a volume
reduction in the low-spin state. The movement of the t2g states with increasing pressure results
in a greater number of states at the Fermi level, increasing screening efficiency and softening the
first nearest-neighbor Fe-Pd longitudinal force constants in the low-spin state. The measured and
calculated magnetic transition pressures differ significantly, despite sharing similar elastic properties
in both the ferromagnetic and low-spin states. The magnitude of the disagreement between theoret-
ical and experimental magnetic transition pressures suggests a spin-disordered state exists at high
pressures in Pd3Fe. A shape discrepancy between the calculated and measured high-pressure Fe
PDOS suggests significant short-range spin correlations exist in this spin-disordered state.
viii
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1Chapter 1
Introduction
A new era in the century-old quest to understand Invar behavior began in 2001 with the discovery
of the pressure-induced Invar effect in Fe-Ni alloys at compositions away from the classical Invar
composition [1]. For the first time, it was shown that pressure could transform a material that
expanded normally at ambient pressure into an Invar material. In this thesis, the first steps are
taken beyond this initial discovery, showing pressure-induced Invar behavior to exist outside of the
Fe-Ni system and studying the phenomenon for the first time using first-principles calculations and
nuclear resonant scattering techniques.
Amidst an explosion of experimental Invar-related discoveries that began in the 1950’s, sparked
by a rapidly growing understanding of itinerant electron magnetism, Kussmann and Jessen [2] dis-
covered Invar behavior in Fe70Pd30 in 1962. Figure 1.1 shows the thermal expansion coefficient (α)
as a function of Pd atomic percent in the Fe-Pd system published by Kussmann and Jessen. At
30at.%Pd the thermal expansion coefficient goes rapidly to zero. This vanishing thermal expansion
at a narrowly defined chemical composition is the classical Invar effect. This thesis will chronicle
the experimental and theoretical work behind the discovery of pressure-induced Invar behavior in
Pd3Fe, a material far from the classical Invar composition, as shown in Fig. 1.1.
A necessary precursor to the discovery of pressure-induced Invar behavior was the development of
mature diamond anvil cell technology and powerful synchrotron x-ray radiation sources. Chapter 2
will introduce these developments, along with two powerful scattering techniques based on a peculiar
property of a rare isotope of Iron (57Fe).
2Figure 1.1: Thermal expansion coefficient as a function of Pd content, reproduced from [2] with
modifications
The development of accurate and efficient first-principles computational methods had profound
consequences for the whole field of Invar studies. Today, results from these methods lead the way
for researchers striving to pin down the ever-elusive origins of classical Invar behavior. With the
arrival of pressure-induced Invar studies, ab initio techniques have been pushed even further to the
fore. High-pressure techniques are, after all, among the most powerful means to probe the electronic
structure of materials [3]. Changing the unit cell volume in a material typically has dramatic
consequences for electronic behavior, often fundamentally altering the nature of a material. The
techniques introduced in Chapter 3 will allow for the direct interrogation of the electronic structure
changes associated with pressure-induced Invar behavior that will be presented in Chapters 4 and
5.
Iron is an amazing element, and a brief bird’s eye look at its significance is warranted before we
zoom-in on its Invar-relevant details. Iron’s unique and surprising properties shape our cosmos, our
3planet, our technology, and our bodies in ways both subtle and profound. Forged in the heart of
stars, the position of iron near the maximum of the nuclear binding energy curve means that the its
creation marks the culmination of the life of a star. Unable to extract energy from further fusion
reactions, the nuclear fires go out and the star’s violent death throes ensue. The molecular cloud
from which our planet formed was enriched by the iron end product of two earlier generations of
stars, making iron the main constituent of the Earth by mass. The creation of tools and weapons
made from iron heralded the rise of modern governmental and societal forms from earlier tribal
societies. Our civilization continues to rely on an iron technological backbone as we begin to reach
for the stars. With its prevalence and centrality likely to continue into the indefinite future, an
ever-deepening understanding of the properties of iron and its alloys is of central importance to the
continued progress of humanity. This thesis aims to be a further step in the long quest to understand
and exploit the properties of iron.
1.1 Invar History
The story of the Invar effect begins in the 1890’s with Charles-E´douard Guillaume, at the Inter-
national Bureau of Weights and Measures in France, searching for a viable means of extending the
standard for length measurement developed in Europe to the rest of the world. At the time, a meter
was officially defined to be the length of a platinum-iridium bar kept in Europe. Materials typically
expand when heated due to anharmonicities in the atomic potential wells. Platinum-iridium has
particularly low thermal expansion and so was an ideal length standard. Unfortunately, platinum-
iridium was too costly to allow for broad replication; a less expensive replacement was needed. In
his quest, Guillaume carried out a systematic investigation of the Fe-Ni family of alloys. In 1897
he happened upon the Fe64Ni36 alloy, which he discovered did not expand when heated over a large
temperature range around room temperature [4]. This was exactly what Guillaume, and the world,
was looking for; an inexpensive alloy showing high dimensional stability. He named the material
Invar because of its invariant volume under heating. Guillaume was awarded the 1920 Nobel Prize
in Physics for his discovery, beating out Albert Einstein, the favorite to win that year. Guillaume’s
41920 Nobel Prize for the discovery of the Invar effect in Fe64Ni36 was the first, and remains the only,
Nobel Prize awarded for an achievement in metallurgy. Guillaume’s discovery was immediately put
to use in numerous precision devices, and Invar behavior continues to be exploited today in an ever
greater variety of ways. It has found uses in everything from toasters to shadow masks in computer
screens to satellites, and in many other items which we do not have space to list here.
Since Guillaume’s initial work, Invar behavior has been discovered in the Fe-Pt, Fe-Pd, Fe-Mn,
Ni-Mn, Co-Mn, Co-Fe, Co-Ni, Cr-Fe, Cr-Mn, Fe-Ni-Cr, Fe-Ni-Mn, Fe-Ni-Co, Ni-Co-Mn, and Co-Fe-
Cr families [5], to name a few. In general, Invar materials involve at least one 3d transition metal
element [5], and exhibit thermal expansion anomalies. A wide variety of other anomalous physical
behaviors have also been linked to the Invar effect in various materials. Today “Invar behavior” has
come to mean a broad range of anomalies in magnetic and mechanical properties. Some of these are
anomalies in molar volume, elastic moduli, electrical resistivity, heat capacity, magnetization and
high field susceptibility, and others [5].
1.1.1 Weiss 2-γ Model
The theoretical framework which has dominated Invar studies for the last several decades was put
forward by R. J. Weiss in 1963 [6]. In the Weiss 2-γ (or 2-state) model of Invar behavior, two nearly
degenerate magnetic states are postulated to exist in Invar materials. A state (denoted γ2) with
large magnetic moments and high volume is the Invar ground state. Slightly higher in energy is
a state (denoted γ1) with smaller magnetic moments (ordered antiferromagnetically) and smaller
ground state volume. At the Invar composition, the low-spin, low-volume state is thermally excited
at temperatures around room temperature, canceling the normal lattice expansion on heating caused
by the lattice vibrations.
The Weiss 2-γ model gained in popularity in the 1990’s when density functional theory (see
Chapter 2) calculations revealed the presence of a low-spin (LS) magnetic state nearly degenerate
with the ferromagnetic ground state in Fe-Ni [7, 8, 9], Fe-Pt [10, 11], and Fe-Pd [12, 13] Invar alloys.
The LS state, typically lying on the order of 1mRy (150K) above the ferromagnetic (FM) ground
5state, was identified with Weiss’s low-volume antiferromagnetic state. Figure 1.2 shows the typical
Invar situation revealed by these ab initio calculations, with a large-volume ferromagnetic state lying
just below a low-volume, low-spin state. Temperature or pressure depopulates the ferromagnetic
ground state in favor of the low-spin state, causing the Invar anomaly.
Figure 1.2: Density functional theory calculations reveal a smaller volume low-spin state existing
at a slightly higher energy than the ground state high-volume ferromagnetic state near the classical
Invar composition in Fe-Pt.
Experimental support for the Weiss 2-γ model has come from high-pressure experiments showing
a magnetic collapse to occur in classical Invar alloys at high pressures [14, 15, 16], as well as from
experimental studies showing sudden stiffening of the bulk modulus at high pressures [17, 18, 19, 20].
However, the magnetic inhomogeneities predicted by the Weiss 2-γ model have never been detected
experimentally [21]. This, along with other concerns [22], led to the development of a new set of
ideas based around noncollinear magnetic states hypothesized to exist in Invar alloys.
61.1.2 Noncollinear Model
Wang, et al. [23], were the first to calculate a noncollinear ground state in Fe65Ni35 Invar. They
found a noncollinear spin alignment, in which Fe magnetic moments relaxed into canted orientations
relative to the average magnetization in the material (see Fig. 1.3), to be the preferred magnetic
state when Fe atoms were surrounded by less than three Ni nearest neighbors [23]. Schilfgaarde, et
al. [22], formulated a theory of Invar behavior based on the noncollinear ground state in Fe65Ni35.
They found that allowing for noncollinearity resulted in an anomaly in the Gru¨neisen constant,
leading to the thermal expansion anomaly characteristic of Invar behavior in Fe65Ni35. Noncollinear
states have also been stabilized in Fe-Pt Invar alloys [24].
Figure 1.3: Noncollinear magnetic ground state in an Fe-Ni supercell at an atomic volume of 71.9 a.u.
reproduced from [22]. The calculations were carried out in the local spin-density approximation using
the relativistic linear muffin-tin orbitals method. Red arrows indicate Fe moments, blue arrows
indicate Ni moments. Relative arrow magnitude gives relative local magnetic moment amplitudes.
The average Fe(Pd) moment at this volume was approximately 1.5(0.5)µB .
Relaxing the ferromagnetic constraint in the calculations smeared out the sharp high-spin and
low-spin curves, leading to a continuous transition from a noncollinear state of mostly ferromagnetic
character in the ground state to an increasingly noncollinear magnetic state at smaller volumes,
as shown in Fig. 1.4. These noncollinear calculations gave an improved prediction for the volume
7change associated with the magnetic transition under pressure and explained elastic anomalies that
were difficult for the Weiss 2-γ model to handle [25].
Figure 1.4: Energy-volume curves reproduced from [22] (with modification) for various magnetic
states in Fe-Ni. The calculation was carried out in a 32 atom supercell containing 21 Fe atoms and
11 Ni atoms randomly distributed on an fcc lattice.
However, neutron scattering with polarization analysis failed to identify noncollinear magnetic
states in Fe65Ni35 [26]. Instead the measurements showed Fe65Ni35 to be a conventional ferromagnet
in its ground state. The incorrect ab initio prediction of a noncollinear ground state in classical Invar
alloys is now believed to stem from the overbinding inherent in the local-spin-density approximation
[27]. The reduced ground state volume in the LSDA calculations stabilizes the noncollinear states.
Some high-pressure experimental studies have supported the noncollinear model [28, 29, 30], and
the controversy continues to the present.
1.1.3 Disordered Local Moment Model
With both the Weiss 2-γ and noncollinear models apparently failing to account for all aspects of
Invar behavior, an attempt has recently been made to place Invar’s origin in the realm of typical
magnetic material behavior [21, 31, 32, 33]. In this view, the separation between Invar and non-Invar
materials is of a quantitative, and not a qualitative, nature.
8A key measure of Invar behavior is the spontaneous volume magnetostriction,
ωs =
V0(FM )− V0(PM )
V0(PM )
, (1.1)
defined as the relative volume change between the FM and paramagnetic (PM) states. Most magnetic
materials show some spontaneous volume magnetostriction at the disordering temperature. Invar
alloys are distinguished by the large size of their ωs (10−2 is typical) [5]. Large, positive values for
ωs in Invar alloys cancel the usual thermal expansion, resulting in zero thermal expansion (the Invar
effect).
To explain why Invar materials exhibit a particularly large ωs, Khmelevskyi, et al. [21], calculated
ωs for a series of Invar and non-Invar materials. Traditionally, ωs is poorly predicted by density
functional theory methods. The DFT representation of the low-spin state as a nonmagnetic state
in which magnetic moments completely vanish at the atom sites is the cause of the inaccuracy.
Local, fluctuating moments are believed to exist in many materials above their magnetic ordering
temperatures, and this has consequences for the spontaneous volume magnetostriction.
Khmelevskyi was able to obtain accurate predictions for ωs using the disordered local moment
(DLM) method [34] to account for fluctuating local moments in the paramagnetic state. In the
DLM method a binary alloy is treated as a pseudo ternary alloy by treating the spin-up Fe magnetic
moments separately from the spin-down Fe magnetic moments atoms [31]. In the ground state, all
spins are aligned. At the Curie temperature, half of the Fe moments point in one direction and the
other half of the Fe moments point in the opposite direction, giving the paramagnetic state.
Figure 1.5a shows the calculated spontaneous volume magnetostriction for chemically disordered
Fe-Pd alloys from [32]. Fe concentration increases towards lower valence electron concentration (to-
wards the left) in Fig. 1.5. ωs is at a maximum at the Invar composition (Fe70Pd30), and drops
rapidly with increasing Pd content. The calculated ωs overestimates the experimental values by
approximately 20% [5, 32]. Maximum spontaneous volume magnetostriction coincides with maxi-
mum change in local Fe magnetic moment magnitude, shown in Fig. 1.5b. This is understood by
recalling that spin polarization increases valence electron kinetic energy. This kinetic energy increase
9is counterbalanced by an increased volume in the spin-polarized state. In this manner, larger local
moments correspond to larger ground state volumes [32]. According to the view of the DLM model,
the large change in local Fe magnetic moment magnitude when going from the FM to the DLM
state is the underlying cause of the large ωs at the Invar composition.
Figure 1.5: (a) Spontaneous volume magnetostriction (ωs) and (b) local magnetic moments as a
function of valence electron concentration at the Fe site for the Fe-Pd system, reproduced from [32]
with modification.
The electronic structure situation is illustrated in Fig. 1.6. The key finding in these DLM-Invar
studies was that the change in the local magnetic moment magnitude became maximal when the top
of the majority 3d band was just below the Fermi level (Ef ) in the ferromagnetic state [32]. Magnetic
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disorder in the DLM state then caused changes (of dynamical origin) in the electronic density of
states, with the highest energy majority spin states moving across the Fermi level, causing a maximal
change in local moment magnitude. With decreasing Fe concentration the top of the majority 3d
band moved away from the Fermi level (Fig. 1.6b), stabilizing the strong ferromagnetic state and
leading to a reduced moment change on spin disordering, explaining the disappearance of Invar
behavior away from a narrowly defined composition range.
Figure 1.6: Calculated spin-polarized electronic density of states in (a) Fe70Pt30 Invar alloy and (b)
Fe50Pt50 alloys, reproduced from [32].
This model has had some success with the Fe-Pt and Fe-Pd classical Invar alloys, and claims
have been made that classical Invar behavior is now understood in these alloys [21]. The DLM
model gave controversial results for Fe-Ni, however, leading to the formulation of a theory of Invar
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behavior in Fe65Ni35 based on magnetochemical effects [35, 27]. In this model the Invar anomalies
arise due to local chemical order in disordered Fe-Ni alloys. Another weakness of the DLM picture
is that it does not account for short range magnetic correlations in the spin-disordered state [36],
which are known to play a role in Invar materials [37].
1.1.4 t2g-eg Charge Transfer
Electronic structure calculations have provided a detailed picture of the charge transfers around
the Fermi level in Invar materials. Figure 1.7 shows the majority-spin electronic densities of states
(DOS) at the Fe site for L12 Pd3Fe, decomposed into states of t2g and eg character. In an fcc lattice
containing transition metal alloys, the t2g orbitals form strong ddσ bonds with first-nearest neighbor
(1NN) atoms, owing to their large charge density in the [110] direction. This causes the t2g DOS
to split into a high-energy sub-band with anti-bonding character and a low-energy sub-band with
primarily bonding character. The eg orbitals, with large charge densities between the more distant
2NN atoms along the [100] direction, form weaker ddpi bonds. They are energetically intermediate
between the bonding and anti-bonding t2g states, as shown in Fig. 1.7.
In Invar alloys in the ferromagnetic state, nonbonding minority-spin eg states just above the
Fermi energy are nearly degenerate with t2g majority-spin antibonding states just below the Fermi
energy. Kaspar and Salahub [38] were the first to recognize this fact, based on molecular-orbital
cluster calculations on Fe-Ni metal clusters, and use it to explain Invar behavior. Entel, et al. [8],
generalized Kaspar and Salahub’s earlier results to L12 ordered Fe3Ni. A simplified schematic of
the situation is given in Fig. 1.8a. The basic idea was that as charge is transferred (with pressure
or temperature) from the t2g majority-spin antibonding states to the eg minority-spin nonbonding
states (green arrow in Fig. 1.8), the internal electronic pressure in the material is reduced, giving
a volume reduction that cancels the usual thermal expansion with temperature caused by atom
vibrations in anharmonic potential wells.
This t2g-eg scenario has obvious resonance with the Weiss 2-γ model (Section 1.1.1), and the t2g-
eg scenario has been cited repeatedly as support for the Weiss 2-γ model in the literature [20, 36, 39].
12
Figure 1.7: (upper) Geometry of the t2g (left) and eg (right) orbitals on an L12 lattice. Blue marks
regions of large charge density. (lower) Majority-spin electronic density of states at the Fe site in
Pd3Fe decomposed into states of t2g and eg character. Ef=0 eV.
Weiss’s high-spin, high-volume state is associated with the occupation of t2g antibonding orbitals,
while the transition to Weiss’s low-spin, low volume state is associated with the transfer of charge
from the t2g antibonding states to the eg nonbonding states. Nevertheless, the importance of the
relative occupation of the t2g and eg orbitals has significance beyond the Weiss 2-γ picture.
Calculations allowing noncollinear spin alignment (Section 1.1.2) have revealed many nearly
degenerate collinear and noncollinear magnetic states around the ground state volume in Invar
alloys [40]. The origin of these degenerate states has been traced to the near degeneracy of the
t2g antibonding and eg nonbonding states in Invar alloys [41, 42, 43]. Changes in temperature or
pressure cause charge transfer between the t2g antibonding and eg nonbonding orbitals near the
Fermi level, causing transitions between nearly degenerate collinear and noncollinear states [43].
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Figure 1.8: Essential features of the electronic density of states involved in the t2g-eg scenario for
the (a) high-spin, and (b) low-spin magnetic states in Invar materials. The green arrow indicates
the charge transfer responsible for Invar behavior with increasing temperature or pressure.
The t2g-eg picture adds additional microscopic insight to the noncollinear Invar model.
The position of the t2g states relative to the Fermi level is also of central importance for the theory
of Invar behavior based on the disordered local moment method [32] (Section 1.1.3). A decrease in
Fe content away from the Invar composition causes the majority-spin antibonding t2g levels to move
away from the Fermi level. This leads to a smaller change in local magnetic moment magnitude
upon spin disordering, and so a smaller spontaneous volume magnetostriction and no Invar anomaly
at ambient pressure in these strong ferromagnets. Once again, it is the relative position of the
antibonding t2g majority-spin states that determines the presence or absence of Invar behavior. A
full t2g-eg analysis of the DLM results has yet to be carried out.
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In addition, the t2g and eg scenario developed for Invar behavior has provided insight into a wide
range of distinctive Fe alloy behavior beyond the Invar anomaly. These include anti-Invar behavior,
the martensitic transformation, and phonon anomalies [43].
Polarized neutron diffraction measurements failed to find the large changes in t2g and eg electronic
occupations with temperature predicted in Fe65Ni35 [44] and Fe72Pt28 [45, 46]. These measurements
and their implications are, however, not without controversy [35, 36]. High temperature paramag-
netic neutron scattering on Fe-Ni alloys do appear to support the t2g-eg scenario for the origin of
the Invar effect [36, 37].
The t2g-eg scenario provides a powerful theoretical framework within which Invar behavior, and
many other characteristic properties of Fe and its alloys, can be understood. The explanatory struc-
ture the t2g-eg picture provides has proven useful in diverse Invar materials, and allows microscopic
insight into the leading theories of Invar behavior. A clear experimental picture with regards to the
t2g-eg scenario awaits additional measurements in the future.
1.1.5 Pressure-Induced Invar Effect
To this point, pressure-induced Invar behavior has shown the same complexity of behavior that
has characterized classical Invar alloys. The initial discovery [1] was interpreted in terms of the
noncollinear model. The work presented in this thesis spans the theoretical landscape, incorporating
aspects of the Weiss 2-γ model, noncollinear, disordered local moment, and the t2g-eg scenario.
Studying pressure-induced Invar behavior is a uniquely powerful means to come to grips with classical
Invar behavior because, with the pressure-induced case, we are able to start with a non-Invar metal
and transform it slowly into an Invar metal through the application of pressure. By identifying
the changes pressure initiates that transforms the material into an Invar alloy, we can come to
understand the essential microscopic origins of Invar behavior that have eluded researchers for over
a century.
After the discovery of classical Invar behavior in 1897 it took many decades before the burst
of discoveries identifying Invar behavior in many other alloy systems took place. It is a mark of
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the accelerated rate of progress we currently find ourselves experiencing that we are now on the
cusp of a similar explosion of discoveries in the field of pressure-induced Invar studies. Our work on
Pd3Fe presented in this thesis marks the first move beyond the Fe-Ni alloys in this regard. Many
other systems exhibiting pressure-induced Invar behavior await, just beyond our current view, to be
discovered. May the work presented in this thesis guide future researchers embarked on this exciting
journey of discovery.
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Chapter 2
Experimental Foundations
In this chapter we will explore developments at the intersection of nuclear condensed matter physics
and high-pressure research that have recently come together to open a powerful new window on the
solid state.
2.1 Pressure Generation: The Diamond Anvil Cell
Pressure (P) is defined as,
P =
F
A
, (2.1)
with F the normal force and A the area over which the force is applied. From this simple equation
it is immediately apparent that to maximize pressure one should minimize A and maximize F.
With its extreme hardness and incompressibility, diamond is the material of choice for this task.
With diamond’s broad transparency to electromagnetic radiation (with the notable exceptions of
ultraviolet and soft x-rays) pressure cells built around diamond anvils are the key tool for the high-
pressure researcher.
In simplest terms, a diamond anvil cell (DAC) consists of two diamonds and the means to push
them together. Many varieties of DAC are in use today. Figure 2.1 shows a variation of the Merrill-
Bassett type diamond anvil cell [47, 48] in its assembled (top left) and disassembled (bottom) form.
The advantage of this so called ‘Tel-Aviv’ type diamond anvil cell is its small size (note the stack
17
Figure 2.1: Merrill-Bassett diamond anvil cell used in this thesis. Upper: fully assembled DAC and
stack of U.S. quarters for size comparison. Lower: disassembled DAC. (Photo by Chen Li.)
of quarters in Fig. 2.1) and relative simplicity of design and use. This simple design, consisting of
two opposed, identical backing plates, is also the source of the major drawback with this DAC. At
moderately high pressures the backing plates begin to deform, making higher pressures unattainable.
Figure 2.2 shows the essentials of how the Tel-Aviv type diamond anvil cell operates. The dia-
monds are affixed to two backing plates, with culets facing each other. A thin piece of metal, known
as a gasket, rests between the two diamond culets. A small hole (∼200µm) is drilled in the center
of the gasket. The sample is placed in the center of this hole. The sample chamber, formed around
the sample by the diamond culets and drilled gasket, facilitates the use of a pressure transmitting
medium (typically silicone oil), which surrounds the sample and ensures hydrostatic pressure is
transmitted to the sample. The use of a metal gasket also helps to prevent diamond fracture at
high pressures. Stainless steel is often the simplest choice for gasket material. In measurements that
are particularly sensitive to Fe content, Rhenium can be used in its place. If equatorial access is a
requirement for the measurement of emitted photons, a beryllium gasket is used. The diamonds are
forced together by the tightening of six screws. The sample, resting between the diamond culets in
the center of the gasket hole, is compressed as the diamonds are drawn together.
The pressure within the sample chamber must be known to high accuracy. The vital breakthrough
in this regard came with the realization that the fluorescence lines of ruby (Al203:Cr) shift linearly
with pressure [49]. This insight was arrived at by measuring the position of the ruby fluorescence
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Figure 2.2: Cutaway of a Merrill-Bassett, Tel-Aviv type diamond anvil cell (left) with zoom-in on
the critical pressure-generating region (right). (Cutaway on left created by Lisa Mauger.)
lines together with x-ray diffraction peaks from NaCl. Fitting the NaCl results to an equation of
state, the pressure dependence of the ruby fluorescence lines was found. In practice, a small amount
of ruby is placed in the sample chamber together with the sample. The DAC is sealed and pressure
generated by tightening the DAC screws. Laser light enters through the axial hole in the DAC
and excites the ruby. The wavelength of the fluorescence gives the pressure in the sample chamber.
Multiple measurements from different parts of the sample chamber are often taken to ensure accurate
pressure calibration and to provide error bars from pressure variations.
With the pressure calibrated, the DAC is mounted on the synchrotron beamline (Fig. 2.3).
Synchrotron x-rays enter the DAC through the axial hole and scatter from the sample to give the
desired measurement. Much of the real-time effort on the beamline during a high-pressure syn-
chrotron experiment consists of scanning the finely focused (20µm (horizontal) by 50µm (vertical)
at the 16ID-D APS beamline, for example) synchrotron x-ray beam in search of the gasket hole and
sample. To obtain a reliable measurement, one must ensure that the beam is hitting the sample and
19
Figure 2.3: Diamond anvil cell mounted on the 16ID-D beamline at the Advanced Photon Source.
(Photo by Matt Lucas.)
not the gasket edge or DAC. This searching often requires a high-degree of persistence on the part of
the researchers, adding pressure in the limited time for their experiments. To avoid diamond fracture
and gasket failure at high pressures, the two diamond culets must be positioned horizontally to one
another to a high degree of accuracy. Achieving this, while only tightening one screw at a time, is
an additional difficult task. It is here that much of the art in DAC work enters, with expertise often
taking years to develop.
2.2 Equation of State Characterization
An equation of state is a relation among the state variables that characterize the thermodynamic
state of a system. In experimental high-pressure work the important state variables are typically
pressure (P), specific volume (V), and temperature (T). When working with solids, temperature is
often neglected in the equation of state due to the relative insensitivity of the volume of solids to
temperature [50]. We are then left with relating the pressure exerted on a material to its specific
volume. This P-V relationship is an isothermal equation of state.
A number of isothermal equations of state are in widespread use in high-pressure research today.
As we will see in Chapter 4, Pd3Fe undergoes a large volume collapse between 10 and 15GPa, and a
subsequent decrease in compressibility above 15GPa. Standard isothermal equations of state cannot
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account for these dramatic high-pressure behaviors. Recently, the “Weiss-like” equation of state [20]
was developed to model such magnetovolume effects, a topic to which we turn now.
2.2.1 Weiss-Like Equation of State
The ideas behind the Weiss-like equation of state originate in the Weiss 2-γ model of Invar behavior
(outlined in Chapter 1). In this model, proposed by Weiss in 1963 [6], two nearly degenerate magnetic
states are postulated to exist in Invar materials (see Chapter 1 for an explanation of Invar). A state
with large magnetic moments and high volume is the Invar ground state. Slightly higher in energy
is a state with vanishing magnetic moments and smaller ground state volume. This is shown in Fig.
2.4a. At the Invar composition, the low-spin, low-volume state is thermally excited at temperatures
around room temperature, canceling the normal lattice expansion on heating caused by the lattice
vibrations.
Figure 2.4: (a) Density functional theory results showing a low-volume paramagnetic (low-spin)
state existing at a slightly higher energy than the ground state high-volume ferromagnetic state in a
typical Invar alloy. These two states, first proposed to exist in Fe-Ni by Weiss [6], form the backbone
of the 2-γ model of Invar behavior. (b) As Fe content decreases, the ferromagnetic state is stabilized
and Invar behavior disappears.
While iron-rich fcc based Invar alloys are characterized by the existence of nearly degenerate
states with differing magnetic moments and volumes (Fig. 2.4a), decreasing Fe concentration stabi-
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lizes the ferromagnetic state (Fig. 2.4b), and suppresses classical Invar behavior. This means that
away from the Invar composition, the high-spin, ferromagnetic state is fully occupied. The Weiss-
like equation of state models this low-pressure, high-spin region with a conventional Murnaghan [51]
equation of state,
V (P ) = V0
(
1 + B
′
0
P
B0
)−(1/B′0)
, (2.2)
with B0 the zero-pressure isothermal bulk modulus, B
′
0 the pressure derivative of the bulk modulus,
and V0 the ground state volume. This can be derived by expanding the bulk modulus to first order
in P about P=0 (making the assumption that B
′
0 is independent of pressure),
B = B0 +B
′
0P, (2.3)
and recalling that,
B = −V
(
∂P
∂V
)
T
. (2.4)
Inserting Eq. 2.4 into Eq. 2.3 and integrating gives Eq. 2.2.
As pressure increases, the ferromagnetic state becomes less favorable and electrons are eventually
driven to the low-spin state. After the electrons have been fully driven to the low-spin state, the
thermal expansion is again normal. The Weiss-like equation of state treats this high-pressure region
with a second Murnaghan equation of state.
The region between these two normal compression regions is more complicated. In this region,
the electrons are in the process of transition to the low-spin state. This transition region is marked by
a rapid volume collapse, which is modeled as a weighted-sum of the high-pressure and low-pressure
Murnaghan equations of state. The weighting factor is given by a thermodynamic occupancy factor,
n(P ). To find the form of the occupancy factor, we recall that the population of high-spin electronic
states is given by the Fermi-Dirac distribution,
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n(E) =
1
1 + e−∆E/(kBT )
, (2.5)
with,
∆E = EHS −ELS . (2.6)
Expanding ∆E to first order in P about P = 0, and making the assumption that the electronic
states have energies that depend linearly on pressure, we obtain
∆E = ∆E0 − ∂∆E
∂P
P. (2.7)
We substitute Eq. 2.7 into Eq. 2.5, rearrange the terms, defining,
PT = ∆E0
∂P
∂∆E
, (2.8)
∆P = kBT
∂P
∂∆E
, (2.9)
to obtain,
n(P ) =
1
1 + e(P−PT )/∆P
. (2.10)
Here PT is the pressure of the transition between the high-spin (HS) and low-spin (LS) regions, and
∆P is the pressure ranger over which the magnetic transition takes place.
Putting all of these pieces together, we arrive at the Weiss-like equation of state,
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V (P ) =
(
1
1 + e(P−PT )/∆P
)V0,HS (1 +B′0,HS PB0,HS
)−(1/B′0,HS)
+
(
1−
(
1
1 + e(P−PT )/∆P
))V0,LS (1 +B′0,LS PB0,LS
)−(1/B′0,LS) . (2.11)
We will see the power of Eq. 2.11 to model pressure-induced rapid volume collapse regions in Chapter
4. To put our equation of state to use, we need to determine the pressure and volume of a material
while under compression. As mentioned above, the fluorescence of ruby technique [49] gives the
pressure of the sample in the diamond anvil cell. We are then left with the need to determine the
volume of the sample under pressure. Modern third-generation synchrotron radiation sources allow
very efficient characterization of the specific volume of a material by means of x-ray diffraction.
2.2.2 Synchrotron X-Ray Diffraction
X-rays, with wavelengths on the order of typical interatomic distances in crystals, are ideal for
diffraction studies. These studies reveal crystal structure and unit cell volume. The small sample
sizes required by the demands of high-pressure research make synchrotron x-ray sources the tool of
choice for probing the properties of materials at high pressures.
Magnetic fields cause charged particles, such as electrons, to move in circular orbits. This
centripetal acceleration causes the emission of electromagnetic radiation, in this case known as
cyclotron radiation. Synchrotron radiation is the name given to such radiation when it is emitted by
charged particles accelerated to relativistic speeds. A synchrotron radiation source is essentially a
large evacuated ring around which electrons circulate. As the electrons orbit, they continuously emit
synchrotron radiation. Beginning in the late 1970’s synchrotron rings began to be built exploiting
specialized magnet arrangements for local control of electron acceleration, increasing brilliance by
several orders of magnitude over earlier sources [52].
This strategy, using magnet arrays to increase brilliance, defined as [52],
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Brilliance =
Photons/s
mrad2 mm2 0.1%bandwidth
(2.12)
(photons per second within a specified energy bandwidth, normalized to the solid angle of the
radiation cone and to the source area), was so successful that soon synchrotron sources were built
around the use of these insertion devices. These third generation sources incorporated long, uncurved
sections in which linear arrays of dipole magnets, called “undulators” were inserted. The orientation
of the magnets in an undulator alternate, causing electrons to oscillate rapidly in sinusoidal paths,
emitting very intense synchrotron radiation. By adjusting the spacing between the magnets the
characteristics of the radiation can be finely tuned to the needs of the experimentalist. Figure 2.5
shows the rapid increase in spectral brilliance the use of insertion devices has made possible.
Figure 2.5: Increase in x-ray brilliance during the twentieth century. Figure adapted from [52], data
from [53].
X-rays incident on a crystal interact with the electron clouds around the atoms, the electric
field from the incident x-ray accelerating the charged electrons, causing re-radiation (elastic scat-
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Figure 2.6: The Advanced Photon Source (APS) at the Argonne National Laboratory. (Upper)
Aerial view of the synchrotron ring. (Lower) Arrangement of a typical beamline at the APS. Images
extracted from [54].
tering) [55]. Radiation scattered by two parallel planes of atoms (separated by a distance d) show
constructive interference when the wavelength of the scattered radiation (λ) is equal to the length
difference traveled by radiation scattered from the different respective planes. This is Bragg’s Law
[56], summarized in Eq. 2.13,
2dsinθ = λ. (2.13)
Two basic strategies are routinely employed to obtain x-ray diffraction patterns. The first is
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angle-dispersive x-ray diffraction (ADXD), which employs a monochromatic beam of x-rays and a
detector that records the scattering at different angles. The synchrotron radiation is monochromized
by carefully selected Bragg diffraction from a crystal (called a monochromator).
The second method, Energy Dispersive X-ray Diffraction (EDXD), uses a polychromatic x-ray
beam and a detector at a fixed angle that is capable of recording scattered radiation with different
wavelengths. Data obtained from such a measurement, performed at beamline X17C of the National
Synchrotron Light Source at Brookhaven National Laboratory, is shown in Fig. 2.7, together with
the beamline environment in Fig. 2.8. The x-ray diffraction peaks are indexed (using, for example,
Rietveld analysis [57]) to give the lattice parameter at each pressure.
Figure 2.7: Energy dispersive x-ray diffraction patterns measured at beamline X17C at the National
Synchrotron Light Source from FePd at various pressures plotted versus scattering angle (2θ).
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Figure 2.8: X17C beamline at the National Synchrotron Light Source set up for energy dispersive
x-ray diffraction. The location of the fixed angle Ge detector and diamond anvil cell (DAC) is
indicated, together with the direction from which the x-ray beam enters the cell.
2.3 Nuclear Resonant Scattering
57Fe, with a 2.1% natural abundance [52], has a first nuclear excited state only 14.41keV above its
ground state. This is miniscule compared to the 847keV gap between the ground and first excited
state of the most common natural isotope of Fe, 56Fe, for example. The small energy gap between
the ground and first-excited states in 57Fe has the surprising consequence that 57Fe can be excited
into its first nuclear excited state without recoil when the 57Fe atom is bound in a solid. This is the
Mo¨ssbauer effect, discovered first in 191Ir by Rudolf Mo¨ssbauer in 1958 [58]. Mo¨ssbauer was awarded
the 1961 Nobel Prize in Physics for his discovery. The origin of the Mo¨ssbauer effect is found in the
quantum mechanics of the crystal lattice.
According to quantum mechanics, a crystal lattice can only vibrate in a discrete number of
vibrational modes. For a typical lattice, the characteristic energy of these vibrations (~ωE) is
several tens of meV. The Lamb-Mo¨ssbauer factor gives the probability that emission or absorption
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of a γ-ray by the nucleus will cause no change in the nuclear state [59]. For an Einstein solid in its
ground state the Lamb-Mo¨ssbauer factor takes the simple form [59, 60]
fLM = exp
(
− ER
~ωE
)
, (2.14)
with ER the recoil energy, ωE the Einstein frequency and ~ Planck’s constant. Elements with large
fLM are known as Mo¨ssbauer isotopes. 57Fe is a Mo¨ssbauer isotope, while 56Fe is not. To understand
why, we can calculate the recoil energy associated with exciting the nucleus of these two isotopes.
The recoil energy due to absorption or emission of a photon by a nucleus is calculated as,
ER =
1
2
mv2 =
p2
2m
=
p2c2
2mc2
, (2.15)
with m the mass of the recoiling nucleus, v the velocity imparted by the photon to the recoiling
nucleus, p the momentum of the recoiling nucleus, and c the speed of light. For 57Fe we obtain,
ER =
(14.41 keV )2
2 ∗ 53.0221GeV = 1.96meV, (2.16)
well below the several tens of meV typical of a vibrational mode of the Fe crystal lattice. This results
in a large probability for the 57Fe nucleus to be excited recoilessly when bound in a solid. We can
compare this with the case for 56Fe, where we find,
ER =
(847 keV )2
2 ∗ 52.0902GeV = 6, 885.22meV. (2.17)
Clearly, the probability for recoilless emission is not great for a bound 56Fe nucleus.
Other Mo¨ssbauer isotopes include 169Tm, 153Eu, 149Sm, 181Ta, and 83Kr, among others. All
Mo¨ssbauer isotopes share the property of having a low-lying first nuclear excited state. 57Fe is the
Mo¨ssbauer isotope of interest in this thesis.
For historical reasons, we refer to radiation of identical energy by different names depending
on its source of origin. The term γ-ray refers to high-energy radiation originating from transitions
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within the nucleus. The term x-ray refers to radiation generated by electronic processes occurring
outside the nucleus. Commonly, γ-rays are considered of higher energy than the x-rays that could be
produced in the lab. Today this is no longer the case. Nevertheless, the naming convention remains.
Detecting γ-rays from nuclear de-excitations amidst the storm of x-rays that are invariably
scattered by the electrons in a sample is akin to finding the proverbial needle in a haystack. This
task is made feasible by the long lifetime of the first excited state of 57Fe. The energy uncertainty
of the first excited state of the 57Fe nucleus is 4.67neV [59]. Through the uncertainty principle this
gives a lifetime of 141ns, a virtual eternity compared to the electronic scattering which takes place
on the femtosecond (10−15 s) timescale.
Synchrotron x-ray sources do not deliver x-rays continuously in time. Instead, electrons circle
the storage ring in bunches, delivering x-ray photons in pulses. At the Advanced Photon Source, the
standard operating mode (top-up) has 24 single bunches (singlets) of electrons orbiting the storage
ring simultaneously [61]. Each bunch has a current of approximately 4.25mA, with a time spacing
of 153ns between singlets. Lasting about 40 ps, a singlet transverses the insertion device and a pulse
of x-rays travels towards the sample. After monochromization (which typically happens in several
steps) the x-rays are incident on the sample. In Fe NRS, the incident beam is tuned to 14.41keV to
excite the 57Fe nuclei. After the initial x-ray pulse, the detector signals are switched off to allow the
intense electronic scattering to pass. At around 20ns after the initial pulse, the counting is switched
on to count the delayed γ-rays as a function of time until the next x-ray pulse is delivered.
It was Stanley Ruby in 1974 [62], who was the first to suggest that Mo¨ssbauer spectroscopy might
be performed using synchrotron radiation. A decade after Ruby’s suggestion the first observation
of nuclear resonant scattering of synchrotron radiation was made in 1985 by Erich Gerdau’s group
[63]. After a further decade of effort the first successful nuclear resonant inelastic x-ray scattering
measurements were demonstrated in 1995 by Seto and Sturhahn [64, 65, 66].
Today, the routine availability of third generation synchrotron x-ray sources in many parts of the
world has allowed nuclear resonant scattering to become a standard tool in the materials scientist’s
tool box. Combined with diamond anvil cell technology, nuclear resonant scattering gives a unique
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and powerful window on the behavior of materials at extremes of pressure and temperature.
2.3.1 Nuclear Forward Scattering
The Pauli exclusion principle tells us that many-body fermionic wavefunctions must be antisymmet-
ric under exchange of electrons. Two electrons with parallel spin will have antisymmetric spatial
wavefunctions. Electrons with oppositely oriented spins will have symmetric spatial wavefunctions.
These spatial wavefunctions entail different Coulombic energy contributions to the Hamiltonian.
Coulomb energy is lower when electrons have parallel spins because they stay further apart on av-
erage than when electrons have anti-parallel spins. This is the origin of the exchange energy. This
principle is extended to itinerant systems of many interacting electrons by realizing that in these
systems the exchange interaction takes place between many electrons simultaneously.
Opposed to the reduction in Coulombic energy from unpairing electrons is the energy penalty
resulting from the unpaired electrons not residing in their lowest energy state. This penalty is
reciprocally proportional to the value of the electronic density of states at the Fermi level. In
magnetic materials the electronic density of states at the Fermi level must be large so that the
energy penalty inherent in spin-polarization is small enough to be compensated for by the exchange
interaction. At the end of the 3d series the d bands are sufficiently flat (and so the electronic density
of states sufficiently large) at the Fermi level to lead to spontaneous ferromagnetic order. This is not
the case with 4d electron bands. The extra node in the 4d wavefunction causes the electron density
to extend further from the nucleus. This implies a stronger interaction between neighboring atoms,
which broadens the bands and reduces the electronic density of states at the Fermi level.
Nuclear resonant scattering in the form of nuclear forward scattering (NFS) measurements pro-
vides the ability to probe the magnetic state of materials containing Mo¨ssbauer isotopes. More
specifically, in NFS measurements we obtain information on the strength of the hyperfine magnetic
field at the nucleus. This field is primarily produced by the Fermi contact interaction originating
from shape distortion of the spin-up s electron wavefunctions caused by the exchange interaction
between spin-polarized 3d electrons and s electrons at the nucleus [59]. The details of this inter-
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action cause the hyperfine magnetic field at the 57Fe nucleus to be in a direction opposite to the
lattice magnetization [59].
The hyperfine magnetic field interacts with the nuclear spins, lifting the degeneracy of the ground
and first-excited state of the 57Fe nucleus. In the presence of a hyperfine magnetic field, the ground
state is split into 2 states, while the first excited state is split into 4 states, shown in Fig. 2.9.
Figure 2.9: Representation of the 57Fe nuclear energy levels without (left) and with (right) hyperfine
magnetic field present. Arrows indicate transitions allowed according to the dipole selection rule
(∆m=0,±1). I denotes nuclear spin.
The hyperfine splitting of the nuclear energy levels is on the order of neV. The pico-second
synchrotron pulse at 14.41keV has an meV band width, and so excites all nuclear hyperfine levels
simultaneously. The coherent superposition of decay products with slightly different energies due to
the hyperfine splitting leads to intensity beats in time, known as quantum beats. We can understand
the origin of these beats by working through a simple example with a two level system, following
[67].
First consider the case when there is no hyperfine splitting of the nuclear energy levels. Incident
x-rays excite the first excited states of the nuclei (Fig. 2.9(left)), and the detector (an avalanche
photodiode in this case) measures an intensity (I),
I(t) = |ψ|2 ∝ |
√
λe(−λt/2)e(−itω/2)|2 = λe−λt, (2.18)
with ψ the amplitude, t the time, λ the decay constant, and ~ω the energy (E) of the excited nuclear
state. Equation 2.18 is shown graphically in Fig. 2.10.
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Figure 2.10: NFS time spectra resulting from the excitation of a single nuclear energy level.
Now consider the situation when the system can be excited to two distinct, distinguishable energy
levels. Decay products from these distinguishable levels give an intensity at the detector of the form,
I(t) = |ψ1|2 + |ψ2|2 ∝ |
√
λe(−λt/2)e(−itω1/2)|2 + |
√
λe(−λt/2)e(−itω2/2)|2 = 2λe−λt. (2.19)
Equation 2.19 is of the same form as that shown in Fig. 2.10, with twice the amplitude. We once
again have a simple exponential decay in time.
The situation becomes more intricate when we take into account the fact that we cannot in fact
know which measured photons are coming from which particular energy level. The measured decay
products are coherent, and we must take the square of the sum to account for this,
I(t) = |ψ1 + ψ2|2 ∝ |
√
λe(−λt/2)e(−itω1/2) +
√
λe(−λt/2)e(−itω2/2)|2
= 2λe−λt + 2λe−λtcos((ω1 − ω2)t/2) = 4λe−λtcos2((ω1 − ω2)t/2) (2.20)
Equation 2.20 is displayed graphically in arbitrary units in Fig. 2.11.
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Figure 2.11: NFS time spectra resulting from the collective, coherent excitation of two nuclear energy
levels.
The periodic oscillations in Fig. 2.11 are the quantum beats referred to above, these originating
from our simple two-level system. The time separating two neighboring minima in Fig. 2.11 is given
by, ∆t=h/∆E. In this way, the energy level splitting (∆E) can be extracted from the intensity
modulations.
When there is more than one energy splitting, as is the case when hyperfine magnetic fields are
present, the quantum beats can become quite complex and advanced methods [68] and significant
effort must be deployed to extract the energy splittings.
When one is simply interested in knowing whether or not magnetic order exists in a material,
the situation is considerably simplified. The presence of quantum beats in the NFS spectra indicates
magnetic ordering, while the absence of quantum beats indicates that long-range magnetic order is
absent in the material.
2.3.2 Nuclear Resonant Inelastic X-Ray Scattering
Nuclear resonant scattering in the form of nuclear resonant inelastic x-ray scattering (NRIXS) pro-
vides the unique capability of measuring phonon densities of state at high pressures. In simplest
terms, in NRIXS we detune the incident photons from the nuclear resonance energy in discrete
steps, ranging over several tens of meV. At each energy increment away from resonance, the de-
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tuned photons can scatter inelastically, creating or annihilating phonons in the material, to obtain
the resonance energy of the Mo¨ssbauer isotope (57Fe in our case). With some data reduction work
[68, 69] the number of such inelastic, incoherent scattering events at each detuned energy yields the
vibrational density of states. With NRIXS we obtain the partial density of states of the Mo¨ssbauer
isotope only, since only these are excited when the detuned photons are put onto resonance through
inelastic scattering. Comprehensive treatments of the NRIXS technique can be found in [52, 70].
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Chapter 3
Theoretical Foundations
In this chapter we review common methods for solving the equations of quantum mechanics in
materials. A basic understanding of quantum mechanics on the level of [71] is assumed.
3.1 Overview
Materials are made of nuclei and electrons. The interaction between these basic entities determine
all aspects of a materials behavior. The Hamiltonian for a system of interacting nuclei and electrons
can be written [72],
Hˆ = − ~
2
2me
∑
i
∇2i + e2
∑
I,i
ZI
|ri −RI| +
e2
2
∑
i6=j
1
|ri − rj| −
~2
2
∑
I
∇2I
MI
+
e2
2
∑
I 6=J
ZIZJ
|RI −RJ| . (3.1)
Upper case indices refer to nuclear coordinates, while lower case indices are reserved for electrons.
The terms in the Hamiltonian operator are defined as,
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~2
2me
∑
i
∇2i = electron kinetic energy
e2
∑
I,i
ZI
|ri −RI| = electron − nuclear Coulombic interaction
e2
2
∑
i6=j
1
|ri − rj| = electron − electron Coulombic interaction
~2
2
∑
I
∇2I
MI
= kinetic energy of nuclei
e2
2
∑
I 6=J
ZIZJ
|RI −RJ| = Coulomb interaction between nuclei. (3.2)
If we could insert Eq. 3.1 into the expressions of quantum mechanics and solve the resulting
equations, we could predict all properties of a material. This is a fulfillment of the reductionist
dream of the ancient Greeks, who believed the entire phenomenal world to be reducible to the
“atoms and the void” [73]. The fact that we are today the possessors of such a reductionistic
theory of the phenomenal world is as awe inspiring as it is useless in practical terms. The equations
of quantum mechanics are hopelessly complicated for a system of many interacting electrons and
nuclei. Nobel laureate and the father of Density Functional Theory, Walter Kohn, has gone so far
as to suggest that the many-electron wavefunction is “not a legitimate scientific concept” when the
number of electrons exceeds about 103 [74]. The computational resources of the known Universe
are quickly exhausted by the exponentially increasing resources required to store the many-body
wavefunction as the number of interacting electrons grows.
Fortunately, ingenious approximations have been devised that allow researchers today to cut
the Gordian knot of quantum complexity and wring true predictive power out of the equations. In
formulating these approximations, two general strategies have been pursued. In the first strategy,
one retains much of the complexity in the wavefunction and concentrates on evaluating the equations
very efficiently. An example of this strategy will be discussed later in this chapter when we briefly
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review quantum Monte Carlo techniques. The second strategy attempts to reduce the intrinsic
complexity of the quantum problem. A prime example of this strategy is density functional theory,
to which we now turn.
3.2 Density Functional Theory
Density functional theory reduces the complexity of the quantum many-body problem by decreasing
the number of variables one must work with and then making clever approximations for the tough-
est terms in the simplified Hamiltonian. Our first task is to re-write the fundamental solid state
Hamiltonian (Eq. 3.1) in a form more amenable to approximate solution.
3.2.1 Born-Oppenheimer Approximation
The nuclei are much more massive than the electrons, and so move much more slowly. We expect
atomic core (nuclear) velocities to not exceed 105 cm/s (the speed of sound), and the velocity of the
electrons to be on the order of 108 cm/second [75]. This large disparity between nuclear and electronic
motion means that the electrons experience the atomic cores as being essentially at rest at any given
instant. The electronic system remains in its ground state throughout the atomic vibrations. So
long as the quantum state of the system of electrons remains unchanged as the nuclei vibrate about
their equilibrium positions, the nuclear motion can be decoupled from the electronic motion in the
system. This decoupling is known as the Born-Oppenheimer, or adiabatic approximation. This
approximation was first discussed with regards to molecular motion by Born and Oppenheimer in
1927 [76]. Reviews of the essential points of the Born-Oppenheimer approximation can be found in
[77, 78, 79, 80, 81].
In practice, the Born-Oppenheimer approximation means that in studying the system of inter-
acting electrons and nuclei we can freeze the nuclei in place. This gives,
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~2
2
∑
I
∇2I
MI
= 0
e2
2
∑
I 6=J
ZIZJ
|RI −RJ| = constant. (3.3)
The Hamiltonian of the electronic system now becomes,
Hˆ = − ~
2
2me
∑
i
∇2i +
e2
2
∑
i6=j
1
|ri − rj| + e
2
∑
I,i
ZI
|ri −RI| + constant. (3.4)
We can simplify our notation by writing this Hamiltonian as (following the notation of [72]),
Hˆ = Tˆ + Vˆext + Vˆint + EII (3.5)
where,
Tˆ =
~2
2me
∑
i
∇2i = electron kinetic energy
Vˆext = e2
∑
I,i
ZI
|ri −RI| = electron − nuclear Coulombic interaction
Vˆint =
e2
2
∑
i6=j
1
|ri − rj| = electron − electron Coulombic interaction
EII =
e2
2
∑
I 6=J
ZIZJ
|RI −RJ| = Coulomb interaction between nuclei. (3.6)
The ext in Vˆext designates the potential the electrons feel from the nuclei as external, because
the Born-Oppenheimer approximation removes the motion of the nuclear cores from the quantum
problem. The electrons exist in the external potential the frozen nuclei create for them. This in
contrast to the internal potential (Vint) the electrons feel from one another.
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3.2.2 Hohenberg-Kohn Theorems: Charge Density as Fundamental Quan-
tum Variable
As discussed in the beginning of this chapter, the correlated wavefunction for a many-body system
is a tremendously complex entity to work with. Ignoring spin and stipulating Ψ to be real, the many
body wavefunction depends on 3N variables for a system of N interacting electrons. As N increases,
the many-body wavefunction quickly becomes unmanageably complicated.
However, quantum mechanics can be formulated in terms other than that of many-body wave-
functions. The important insight in this regard (for our purposes) began to crystallize in the fall of
1963 when two Americans, Walter Kohn and Pierre Hohenberg, came together at the E´cole Normale
Supe´rieure in Paris and began to look carefully at the fundamental importance of the electronic
density in systems containing many electrons.
An appreciation of the importance of the electron density distribution to the total energy of
condensed matter systems developed as the two researchers considered the Hamiltonian of the Cu-
Zn alloy system [74]. Charge transfers occur between the Cu and Zn sites in disordered Cu-Zn
alloys. These charge transfers lead to important electrostatic interaction energy contributions to the
Hamiltonian of Cu-Zn alloys.
This work led Hohenberg and Kohn to a careful consideration of the Thomas-Fermi theory, which
attempts to express the electronic energy in the language of electronic density [82, 83]. The flaws
in the Thomas-Fermi theory led Kohn to ask, “Is a complete, exact description of ground state
electronic structure in terms of the electron density distribution possible in principle?” [74].
The answer came in the form of two theorems that would fundamentally reshape computational
condensed matter physics.
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First Hohenberg-Kohn Theorem:
Vext(r) is (to within a constant) a unique functional of the electronic density
distribution (ρ(r)) [84].
ρ =⇒ Vˆext =⇒ Hˆ =⇒ All Properties
The Hamiltonian (Hˆ) is determined by Vext(r), and so all of the properties of the many particle
system follow from a specification of ρ(r). The second Hohenberg-Kohn theorem establishes a
variational principle for the density functional.
Second Hohenberg-Kohn Theorem:
The lowest energy for the system is obtained if and only if the ground state
density is used in the energy functional [84].
E [ρ0] ≤ E [ρ]
Here we have indicated that the systems energy (E) is a functional1 of the electronic density distri-
bution (ρ).
Proofs of the Hohenberg-Kohn theorems are surprisingly simple. The first theorem is proved by
postulating two (nontrivially) different external potentials, and showing that a contradiction can be
derived (reductio ad absurdum) if both potentials result in the same electron density. The proof of
the second theorem follows from the conventional variational principle of quantum mechanics (the
one having to do with wavefunctions) [85].
With these simple proofs Hohenberg and Kohn shook the foundations of theoretical condensed
matter physics and chemistry. The inconveniently complicated wavefunction no longer held center
1A function maps one number to another number. A functional maps a function to a number [85]. The form of
the function determines the value the functional gives. A functional is a ‘function of functions’. In this work (and
generally) square brackets, G[f], are used for the argument of a functional (as opposed to the typical function notation
f(x)).
41
stage. Turning to the electronic density as the fundamental quantum variable means moving from
an entity (Ψ) that depends on 3N variables (N being the number of electrons in the system) to an
entity that depends on only 3 variables (ρ).
In conventional quantum mechanics we specify our system, which gives us the potential acting
on the electrons (V ). This determines the Hamiltonian (H). In non-relativistic quantum mechanics
the Schroo¨dinger equation is used to find the wavefunction given the systems Hamiltonian. Once
the wavefunction is determined the observables of the system are calculated by taking expectation
values of the appropriate operators. The electronic density is one of these observables.
Density functional theory turns this logical structure on its head. The electronic density, which
is one observable among many in conventional quantum mechanics, is promoted to the foundational
quantity of density functional theory. One begins with the electron density, which uniquely deter-
mines the potential acting on the electrons (this according to the Hohenberg-Kohn theorems). The
potential then determines the Hamiltonian, which determines other observables (such as total energy
E . . .). These logics are depicted in Fig. 3.1.
Figure 3.1: Density functional theory promotes the electronic density, one among many observables
in traditional quantum mechanics, to the primary quantum variable.
Despite this great simplification in the foundations of materials theory, the very simplicity of the
logical structure behind the Hohenberg-Kohn theorems is also the source of their greatest weakness.
While asserting electronic density as fundamental, it fails to spell out how one might practically
go about using this insight to do computational work in the real world. The theorems are not
constructive. While the fundamental equation governing the evolution of the wavefunction is known,
an equivalent equation for density is not known [86]. The next year in 1965, Kohn and Sham [87]
would outline a practical method of putting the Hohenberg-Kohn Theorems to work.
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3.2.3 Kohn-Sham Method
3.2.3.1 Kohn-Sham Hamiltonian
The first step toward practical density functional theory calculations is to re-write the Hamiltonian
in a form that facilitates approximate solution. We begin with the Hamiltonian after the Born-
Oppenheimer approximation has been made,
Hˆ = Tˆ + Vˆint + Vˆext + EII . (3.7)
The general strategy in the Kohn-Sham method is to calculate as much of the Hamiltonian as
possible exactly, and then make a clever and efficient approximation for those parts which cannot
be easily calculated exactly.
The kinetic energy of non-interacting electrons, the classical Coulomb electron-electron energy,
and the classical Coulomb electron-nucleus energy can be calculated exactly. These terms are con-
sequently included in our re-grouped Hamiltonian. We introduce them into our Hamiltonian by
writing,
Hˆ = Tˆ + Tˆ0 − Tˆ0 + Vˆint + VˆH − VˆH + Vˆext + EII (3.8)
where Tˆ0 represents the kinetic energy of non-interacting electrons and VˆH is the Hartree potential
for the classical Coulomb interaction between electrons and nuclei. The terms in the solid state
Hamiltonian for which we do not have simple, closed-form expressions are grouped together into an
exchange-correlation term,
Vˆxc =
(
Tˆ − Tˆ0
)
+
(
Vˆint − VˆH
)
. (3.9)
We can now write,
Hˆ = Tˆ0 + VˆH + Vˆext +EII + Vˆxc. (3.10)
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Equation 3.10 is the Kohn-Sham Hamiltonian.
3.2.3.2 Solving the Kohn-Sham Equations Iteratively
As discussed earlier, the key difficulty in predicting the behavior of materials beginning from the
full equations of quantum mechanics is the fiendishly complicated many-body wavefunction. In the
Kohn-Shammethod we skirt the many-body wavefunction and all of the difficulty it entails by making
an audacious assumption. We assume that a system of non-interacting particles exists which gives
the same ground state density as the fully interacting system of electrons present in our material. A
priori, we have no reason to be confident that such a non-interacting system exists. Nevertheless, in
practice, this assumption has proven successful beyond anyone’s reasonable expectation. The success
of this approximation in practice may be gauged from the fact that the original paper by Kohn and
Sham [87] laying out the method based on this assumption is the most cited Physical Review paper
of all time [88]. It is even more amazing that the number of citations this paper receives has been
growing every year for over forty years [88].
Assuming the existence of a non-interacting system of particles which gives the correct ground
state density for the interacting system simplifies the many-body quantum problem to that of solving
a series of independent-particle Schro¨dinger equations [89],
Hˆ φi = i φi, 1 ≤ i ≤ N (3.11)
where Hˆ is the Kohn-Sham Hamiltonian, φi is the single-particle wavefunction for the i-th particle,
N is the number of electrons in the system, and i are the eigenvalues of the Kohn-Sham Hamiltonian.
The eigenvalue problem 3.11 is arrived at mathematically by using the variational principle to find
the condition the single particle wavefunctions (orbitals) must satisfy for the energy functional to
be at its minimum, given the orthonormality constraint [85].
After solving the independent-particle Schroo¨dinger equation N times, the resulting orbitals are
used to calculate the ground state electronic density of the interacting system,
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ρ(r) =
N∑
i=1
(φ∗i (r))(φ(r)). (3.12)
To solve the Kohn-Sham equations the single-particle wavefunctions in Eq. 3.11 are expanded
in a set of basis functions and the Kohn-Sham Hamiltonian is diagonalized. To get a feel for how
this process works it will be helpful to look at the inner workings of an actual software package
that solves the Kohn-Sham equations. To prepare ourselves for the chapters to come, we sketch the
methods used in the popular Vienna ab initio simulation package (VASP) [90]. The Hohenberg-Kohn
theorems assure us that the ground state electronic density uniquely determines the Hamiltonian, so
the Kohn-Sham Hamiltonian is expressed in terms of ρ. This leads to a circular problem, in which
the equations we must use to calculate ρ themselves depend on ρ. We address this conundrum by
guessing an initial charge density and then iterating to self consistency. The VASP self-consistency
cycle is depicted in Fig. 3.2.
In the DFT calculations performed with the VASP package, the initial charge density guess is
derived from a superposition of atomic charge densities. At the beginning of the calculation (step a
in Fig. 3.2) the wavefunction arrays are populated with random numbers. The initial charge density
is used to construct the Kohn-Sham Hamiltonian (step b). The eigenvalue problem is constructed
by expanding the wavefunctions in a basis set of plane waves (step c). Applying Bloch’s theorem
[75] we express the plane wave basis set as,
φn,k(r)
1√
V
∑
G
CGnk e
i(G+k)·r (3.13)
with k the wave vector, G a reciprocal lattice vector, n the band index, and V the unit cell volume.
The band index, n, is used to differentiate the different independent eigenstates that arise for each k
([75]). The number of plane waves in a basis set is determined by specifying an energy cutoff (Ecut)
in units of energy, so only those plane waves that satisfy,
~2
2me
|G+ k|2 < Ecut (3.14)
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Figure 3.2: Solving for the Kohn-Sham ground state through iteration to self-consistency.
are included in the basis set. The Hamiltonian matrix is diagonalized at a number of k points in
the Brillouin zone.
The diagonalization of the Hamiltonian matrix (step d) gives the eigenvalues and eigenvectors
according to the eigen decomposition theorem [91]. Matrix diagonalization is the major computa-
tional task that must be accomplished in real time during the course of a standard DFT calculation.
Direct matrix diagonalization scales as the third power of the number of plane wave in the basis set.
Realistic calculations often require hundreds to thousands of plane waves at each k-point. The num-
ber of k-points can easily number in the hundreds (which can often be reduced by taking symmetry
into account).
Given these significant computational requirements, direct matrix diagonalization quickly be-
comes intractable. In iterative matrix diagonalization, a simple process is repeatedly applied, pro-
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ducing a series of solutions that converge to the desired solution. The iterative process ends when a
pre-defined accuracy is achieved. Iterative matrix diagonalizationmethods are an order of magnitude
faster than direct diagonalization and fit more naturally into the self-consistency cycle required by
the circular density problem [90]. For these reasons iterative techniques are the standard in density
functional theory calculations.
To iteratively diagonalize the Hamiltonian matrix in the DFT problem, an expansion set is
constructed that approximates the wavefunction. On each iteration, a residual vector is added to the
expansion set to improve the approximation. The residual vector is a measure of the error between
the wavefunction and the approximate representation [92]. Iterative diagonalization methods are
differentiated by how the residual vector is added to the expansion set [92]. Common iterative
diagonalization algorithms used in DFT calculations include the Blocked Davidson [93, 94, 95,
96], Conjugate Gradient [97, 98], and the Residual Minimization Method - Direct Inversion in the
Iterative Subspace (RMM-DISS) [99, 100] algorithms.
There are tradeoffs between these algorithms. For example, the RMM-DIIS algorithm converges
on a solution the fastest, but can miss eigenvalues. The Blocked Davidson algorithm is somewhat
slower, but is more stable than other choices. (The “Blocked” in “Blocked Davidson” implies that
all orbitals are optimized simultaneously. Unblocked algorithms optimize bands one at time.) The
algorithms can be combined for optimal performance [92].
After the wavefunctions are optimized in the iterative matrix diagonalization process, they are
used to calculate a new charge density (step e). The old and the new charge density are then
mixed (step f ), using, for example, the RMM-DIIS algorithm. This mixed charge density is used to
construct a new Hamiltonian (step g) and calculate a new ground state energy. This new energy
is compared to the input energy (step h). If the new energy is close enough to the input energy to
satisfy the given consistency condition, the calculation ends and the total energy is returned. If the
difference between the new and old energies is still too large, the mixed density is used as input for
another round of iterative matrix diagonalization and density mixing.
Now that we have some detailed understanding of the Kohn-Sham method, we can see that
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employing the Kohn-Sham approximations essentially means that we are working with a mean field
theory [86]. We approximate the hopelessly-complex fluctuating forces the electrons impose on
one another with a steady, average force determined by the electronic density. This average force
is used to solve for the behavior of each particle independently of the instantaneous behavior of
the others. The fact that this simplification has often worked well enough in practice is fortunate
indeed; but there is a price to be paid for this simplification. The seriousness of this price is
determined by the degree of success we have in constructing an exchange-correlation term for our
Kohn-Sham Hamiltonian. The true art in formulating a successful computational strategy based on
density functional theory involves formulating a sufficiently accurate approximation for the exchange-
correlation term.
3.2.4 Exchange-Correlation Term
The term exchange refers to the phenomenon of like-spin electrons (or Fermions in general) avoiding
each other due to the antisymmetrization of the Fermionic wavefunction. Correlation refers to the
coordination of movements among electrons in order to minimize Coulomb energy. In practice, the
correlation portion of the Hamiltonian includes everything that is present in the exact solution but
is unaccounted for in the exchange and classical Hamiltonian terms.
The basic strategy of the Kohn-Sham formulation of density functional theory is to exactly
express as much of the Hamiltonian as possible in terms of closed-form expressions. The remainder
of the Hamiltonian, the most difficult parts, are then gathered into a single term, the exchange-
correlation term. The importance of this term cannot be overstated. If the exact form of the
exchange-correlation term could be found, density functional theory would be an exact ground state
many-body theory. As exciting as this may sound, an exact closed form expression for the exchange-
correlation functional likely does not exist. Nevertheless, highly successful approximations to the
exchange-correlation functional have been discovered, and are the crucial ingredient that has allowed
density functional theory to become a workhorse for the computational materials community.
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3.2.4.1 Local Density Approximation
The exchange-correlation energy of a homogeneous electron gas was calculated successfully by Ceper-
ley and Alder in 1980 [101] using the quantum Monte Carlo technique (of which more will be said
later in this chapter). Viewed on the scale of a unit cell, a typical material bears little resemblance to
a homogeneous electron gas (see Fig. 3.3), making Ceperley and Adler’s success seemingly irrelevant
in real materials. The idea behind the local density approximation is to divide the unit cell into
very small volume elements and use Ceperley and Alder’s result within each small volume element.
Within sufficiently small volume regions, the electron density will be approximately uniform and
Ceperley and Alder’s results (and their interpolation to other volumes) may be relevant. Adding up
the contribution to the exchange and correlation energy (xc) from each volume element d3r then
gives the exchange-correlation term for the entire material (Exc),
Exc =
∫
ρ(r) homogxc (ρ(r)) d
3r, (3.15)
where homogxc is the exchange-correlation energy of a homogeneous electron-gas at density ρ. The
exchange-correlation potential is given as the functional derivative of the exchange-correlation energy
(Exc) with respect to the local electronic density,
Vˆxc =
δExc[ρ]
δρ
. (3.16)
The local density approximation is generalized to magnetic systems by setting,
Exc =
∫
ρ(r) homogxc (ρ ↑ (r), ρ ↓ (r)) d3r, (3.17)
where ρ ↑ (r) and ρ ↓ (r) are the densities of spin-up and spin-down electrons, respectively. In this
local spin density approximation (LSDA), the different spin densities are treated as two independent
variables. The correlation term accounts for interactions between electrons of opposite spin [102].
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Figure 3.3: Electronic isosurface (mesh) around atomic cores (solid spheres) in a unit cell shows
complex electron behavior in a nonhomogeneous system. If the variation in electronic density is
sufficiently slow, the exchange and correlation from a nonhomogeneous system can be captured by
local quantities. This idea forms the basis of the local density approximation.
3.2.4.2 Generalized Gradient Approximation
The source of the exchange-correlation energy in the local (spin) density approximation is both the
source of the L(S)DA’s greatest strength and its greatest weakness. The fact that the exchange-
correlation energy is derived from very accurate calculations on a uniform electron gas means that
both the exchange and the correlation terms satisfy physically important normalization conditions
[102]. This helps to explain the broad success of the L(S)DA despite the simple nature of the
underlying approximation. Conversely, being based on calculations on a uniform electron gas, the
LDA cannot be completely accurate for non-homogeneous systems. In non-homogeneous systems
the exchange-correlation term depends both on the electron density at a point r and also on its
variation in the immediate vicinity of r. The LDA neglects these gradients and so is most accurate
for systems with slowly varying electronic density.
The generalized gradient approximation (GGA) attempts to improve on the LDA by including
gradient terms to account for the variation of the density around r [72],
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Exc =
∫
ρ(r) xc(ρ(r),∇ρ) d3r. (3.18)
The GGA formulation is not uniquely defined (in contrast to the LDA), and several formulations
exist. The GGA is generalized to magnetically-polarized systems in a manner analogous to the LDA.
The GGA succeeds in some areas where the LDA has been found lacking; but it is not a universal
improvement over the local approximation. In general, the GGA improves on the underestimation
of the exchange energy and the overestimation of the correlation energy endemic in the LDA. The
opposite nature of these corrections results in inconsistent improvements as one treats different
materials, however [102]. Careful testing and comparison to measured quantities for a given material
are needed before a reasoned choice between the LDA and GGA can be made.
3.2.5 The Projector Augmented Wave Method
In Section 3.2.3.2 the expansion of the wavefunctions in a plane wave basis set was discussed. Ex-
panding electronic wavefunctions in plane wave basis sets is an efficient strategy for valence electrons
due to their free electron-like nature. Nearer to the nucleus, the Coulomb potential from the pos-
itively charged ions becomes significantly stronger, and the wavefunctions of the core electrons are
consequently much more oscillatory in nature. It is not efficient to expand the core state wavefunc-
tions in plane wave basis sets.
This unfortunate situation is helped by the fact that the core electrons are largely unaffected by
the bonding behavior of the atoms, which primarily involves the valence electrons. This means that
the behavior of condensed matter systems can largely be derived from the behavior of the valence
electrons alone. The core electrons do not play a significant role apart from generating, together
with nuclei, the potential in which the valence electrons move. This means that if we could replace
the core electrons with an alternative system that produces identical effects outside the core, we
could greatly simplify the electronic structure problem. This is precisely what is attempted by the
use of pseudopotentials in electronic structure calculations.
The scattering of a particle can be formulated in terms of the phase shift in the scattered
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particle’s wavefunction caused by the scattering potential. The key theoretical point on which all
pseudopotential methods rest is the fact that the scattered wavefunction outside the core region
is indistinguishable for phase shifts modulo 2npi (n an integer) [72]. Consequently, we are free to
replace the significant nuclear Coulomb potential by a much weaker potential, so long as it produces
the same phase shift modulo 2npi on scattering. The formulation of pseudopotentials is not unique
[72]. This being the case, the goal in formulating a pseudopotential is to find one that is useful in
the chosen computational scheme and that accurately reproduces the scattering phase shift modulo
2npi over the target energy range [72].
While the formulation of pseudopotentials giving accurate results in condensed matter systems
has been the foundation for many of the advances in computational materials science over the last
several years, the elimination of core electron states does not come without some consequence. It is
sometimes the case that core states do matter. In these cases, the retention of the core electronic
states is essential. The price we pay for keeping all of the electrons in the calculation is a significant
increase in the computational resources we must employ to treat a given system accurately.
A nice compromise has been formulated recently that allows for the efficiency of pseudopoten-
tial methods while retaining the core electron wavefunctions. This breakthrough is the Projector
Augmented Wave (PAW) method [103, 104]. The PAW method begins with the expansion of the
wavefunctions in a plane wave basis set, as with traditional pseudopotential-plane wave methods.
The new idea in the PAW method is to use a set of projectors on radial grids at the atom centers
to re-introduce the core wavefunctions into the calculation in what essentially amounts to a frozen-
core approximation. This procedure retains access to the full all-electron wavefunction and charge
density while maintaining the efficiency of the pseudopotential methods.
The key innovation in the PAW method is the use of radial grids together with an angular mo-
mentum representation to evaluate the atomic core terms [104]. The regular grids used in the atomic
core regions in earlier pseudopotential methods made the retention of the all-electron wavefunction
too computationally costly to implement. The increased computational efficiency stemming from the
use of radial grids in the PAW method allows one to work directly with the all-electron wavefunctions
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and potentials [104].
To understand how the PAW method works, let us first introduce a smooth wavefunction, |Ψ˜〉
(employing Dirac notation [71] for convenience). We expand the smooth (pseudo) wavefunction in
spherical harmonics (partial waves) within muffin-tin spheres around each atomic site,
∣∣∣ψ˜〉 =∑
m
cm
∣∣∣ψ˜m〉 (3.19)
with the corresponding all-electron wavefunction,
|ψ〉 =
∑
m
cm |ψm〉 . (3.20)
Now we let |ψ〉 and
∣∣∣ψ˜〉 be related by the linear transformation τ ,
|ψ〉 = τ
∣∣∣ψ˜〉 (3.21)
We can now write (substituting 3.19 into 3.20),
|ψ〉 =
∣∣∣ψ˜〉 +∑
m
cm
{
|ψm〉 −
∣∣∣ψ˜m〉} (3.22)
τ is linear, so the coefficients in the expansion must be given by a projection carried out in each
sphere, for a projector set p˜
cm =
〈
p˜m ψ˜m
〉
. (3.23)
Substituting 3.23 into 3.22, and regrouping, we obtain,
|ψ〉 =
∣∣∣ψ˜〉 +∑
m
{
|ψm〉 −
∣∣∣ψ˜m〉}〈p˜m ψ˜〉 . (3.24)
Comparing 3.21 to 3.24 we see immediately that,
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τ = 1 +
∑
m
{
|ψm〉 −
∣∣∣ψ˜m〉} 〈p˜m| . (3.25)
Equation 3.24 shows us that the linear transformation decomposes the wavefunction into three
terms within the augmentation spheres. An exact onsite atomic core wavefunction is added to the
smooth (pseudo) wavefunction. The smooth atomic site wavefunction is then subtracted from the
overall wavefunction (see Fig. 3.4).
Figure 3.4: The projector augmented wave method (see text for explanation). (wf denotes wave-
function.)
In the PAW method the linear transformation between the all-electron and pseudo (smooth)
wavefunction is also applied to the charge densities and the total energy functional. When this is
done, it is found that an analogous decomposition into three terms also holds for each term in the
energy functional, as well as for the charge densities [104].
3.3 First-Principles Lattice Dynamics
The ability to simulate lattice vibrations from first-principles allows one to predict thermodynamic
properties central to materials behavior. This includes the ability to extend 0K DFT results to
finite temperatures. An example of this type of calculation is given in Appendix B. There exist
several approaches to first-principles lattice dynamics. These include the linear response method
[105, 106, 107], the frozen-phonon method [108] and the small-displacement method [109, 110]. For
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the calculation of full dispersion curves and the vibrational density of states, the linear response
and small-displacement methods are the most efficient. In this work we will concentrate on the
small-displacement method. While both the frozen phonon and the small-displacement method also
go by the name direct method, we will always refer to the small-displacement method when using
the term direct method.
A brief review of lattice dynamics will facilitate an understanding of the direct method. Ex-
tended reviews of lattice dynamics can be found in [81, 78]. Atoms in a crystal vibrate about their
equilibrium lattice positions, even at 0K. We let V(R(n,µ), . . . R(m,υ)) denote the ground state
many-body potential of a system of atoms at lattice sites R(n, µ), where n indexes the primitive
unit cell, and µ indexes the atomic site within the unit cell. We can then express the instantaneous
position of an atom as it vibrates about its equilibrium position R as,
r = R+ u, (3.26)
with u denoting the momentary displacement of the atom from its equilibrium position. Expanding
V about u we have,
V (R(n, µ), ...R(m, υ)...) = V0 +
∑
n,µ,
(u(n, µ)− 0) ∂V
∂u(n, µ)
∣∣∣
0
+
1
2
∑
n,µ,m,υ
(u(n, µ)− 0) (u(m, υ)− 0) ∂
2V
∂u(n, µ)∂u(m, υ)
∣∣∣
0
. (3.27)
The many-body potential, V, exists as a definite quantity only if the motion of the electrons and
the motion of the atomic cores can be decoupled. We will assume that the adiabatic approximation
(see section 3.2.1) is valid throughout this derivation.
The second term is identical to zero as there are no forces on the atoms at equilibrium,
∂V
∂u(n, µ)
∣∣∣
0
= 0. (3.28)
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We define the elements of the force constant matrix as,
Φi,j(n, µ,m, υ) =
∂2V
∂u(n, µ)∂u(m, υ)
∣∣∣
0
. (3.29)
Φi,j(n, µ,m, υ) is the negative of the force in the i direction on the atom at (n, µ) when the atom
at (m, υ) is displaced in the j direction. There will be one 3x3 force constant matrix for each pair
of atoms that interacts in the material.
Working in the harmonic approximation, we express the potential as,
V (R(n, µ), ...R(m, υ)...) = V0 +
1
2
∑
n,µ,m,υ
u(n, µ)u(m, υ) Φi,j(n, µ,m, υ). (3.30)
The equations of motion for the lattice are obtained from Newton’s Second Law,
Mu¨(n, µ) =
−∂V
∂u(n, µ)
, (3.31)
and so we have,
Mu¨(n, µ) = −
∑
m,υ,
Φ(n, µ,m, υ)u(m, υ). (3.32)
The equations of motion are solved with a plane wave solution,
u(n, µ) =
1√
Mµ
(k, j) ei(k·R(n,µ)−ω(k,j)t). (3.33)
Here Mµ is the atomic mass, (k, j) is the wave amplitude, k is the wave vector, j indexes the mode,
ω(k, j) is the phonon frequency for wave vector k and mode j. R(n, µ) is the real space position of
atom (n, µ).
Substituting 3.33 into 3.32 and rearranging, we define the dynamical matrix as,
D(k;µ, υ) =
1√
MµMυ
∑
m
Φ(0, µ;m, µ)exp(−2piik · [R(0, µ)−R(m, υ)]), (3.34)
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summing over all atoms in the crystal. We can now express the equations as an eigenvalue problem
using matrix notation,
ω2(k, j)(k, j) = D(k)(k, j). (3.35)
Here D(k) is a 3r x 3r matrix, with r the number of atoms in the basis. (k,j) is a column vector
of size 3r. The diagonalization of the dynamical matrix at each k yields 3r eigenvectors () and 3r
eigenvalues (ω).
The small-displacement method assumes that Hooke’s law holds for atoms in a crystal; namely
that forces on displaced atoms scale linearly with displacement amplitude. Starting from Eq. 3.30
this assumption gives the expression,
Fi(n, µ) = − ∂V
∂u(n, µ)
= −
∑
m,υ,j
Φi,j(n, µ,m, υ)uj(m, υ), (3.36)
relating the displacement (u(m, υ)) of an atom (m, υ) from its equilibrium position to the forces
(F(n, µ)) generated on all other atoms due to this displacement. In the small-displacement method,
the determination of the force constant matrix (Φi,j(n, µ,m, υ)) is the goal, as it will allow us to
calculate the lattice dynamical behavior.
The Hellmann-Feynman theorem [111, 112] allows us to extract forces (Fi(n, µ)) from the dis-
placement of atoms (uj(m, υ)) in a supercell through a simple fixed-point energy calculation on
supercells with single atoms displaced from equilibrium. The theorem states that the force, F, on
an atom at position R is given by,
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F = −∂E
∂R
= − ∂
∂R
〈
Ψ
∣∣∣Hˆ∣∣∣Ψ〉
= −
〈
Ψ
∣∣∣∣∣∂Hˆ∂R
∣∣∣∣∣Ψ
〉
. (3.37)
This by the extremal property of the exact wavefunction [72]. The Hellmann-Feynman theorem
allows us to efficiently extract the forces on all other atoms due to the displacement of one atom in
a supercell. We just need to calculate the ground state electronic density in the displaced cell.
Having carried out the calculation of the ground state electronic density and extracting the
Hellmann-Feynman forces (Fi(n, µ)) for a given atomic displacement (uj(m, υ)), the elements of
the force constant matrices (Φi,j(n, µ,m, υ)) can be extracted. In this thesis we employ the lattice
dynamics software package PHONON [113] in conjunction with the density functional theory package
VASP [90] to obtain lattice dynamical behavior from first-principles. PHONON finds the optimal
(in the least-squares sense) force constant elements using the singular value decomposition method
[113, 114]. Each symmetry inequivalent atom is displaced in each symmetry inequivalent direction.
A supercell is created for each atomic displacement and the Hellmann-Feynman forces are computed
for each atom in the distorted supercell. To avoid error due to the periodic nature of the boundary
conditions, the supercell must be large enough so that the force constants fall off by at least three
orders of magnitude at the edge of the supercell compared to the center of the supercell centered on
an atom [113].
After their extraction through the fitting process to the Hellmann-Feynman forces, the force
constant matrix is used to construct the dynamical matrix (Eq. 3.34). The diagonalization of the
dynamical matrix at a series of wave vectors (k) along straight lines in reciprocal space gives the
phonon dispersion curves for the crystal. The diagonalization of the dynamical matrix at a set of
randomly distributed (selected by Monte Carlo sampling) k vectors distributed homogeneously over
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the first Brillouin zone yields the phonon density of states.
The relation between polarization vectors ((k)) and the direction of wave propagation (k) divide
phonon modes into those of longitudinal and transverse nature. In an isotropic medium, for a given k,
it is always possible to choose solutions such that one of the modes is polarized along the direction of
wave propagation (‖k), while two are polarized perpendicular to the direction of wave propagation
(⊥k). We call the branch with ‖k the longitudinal branch. The branches with ⊥k are the
transverse branches.
An additional classification of phonon modes derives from the behavior of a phonon branch as
k vanishes at the origin of the Brillouin Zone. Acoustic branches are those that show a vanishing
frequency as k goes to the origin. There are always exactly 3 acoustic branches to match the 3
dimensions of space we experience. 3r-3 of the branches are optical branches, which maintain finite
frequencies of vibration as k goes to 0. These optic branches tend to be flatter due to the fact that
in these modes the intracellular interactions are stronger than the interactions between cells.
3.4 Quantum Monte Carlo
In the introduction to this chapter we alluded to two broad strategies used to solve the quantum
solid-state problem. Density functional theory exemplified the strategy of reducing the number of
quantum variables through approximation. Quantum Monte Carlo methods are an example of an
alternative strategy. They attempt to retain the full quantum equations and instead concentrate
on efficiency of evaluation. Working with the full many-body problem means performing numerical
integrations involving many-dimensional wavefunctions. Random sampling is far and away the most
efficient method of carrying these evaluations out [86]. The use of random sampling is the string
that ties all Monte Carlo techniques together. Despite an every increasing efficiency, quantum
Monte Carlo techniques remain more computationally expensive than DFT techniques. If DFT can
provide the accuracy needed to solve a problem, then it is generally the most efficient choice of ab
initio techniques. Quantum Monte Carlo techniques are reserved for those systems on which the
approximations of density functional theory fail catastrophically.
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In this section we will sketch two quantum Monte Carlo techniques that are of particular, and
growing, importance. These are the variational and diffusion quantum Monte Carlo techniques.
We will then, through an example calculation, show the power of diffusion Monte Carlo in treating
systems involving weak interactions.
3.4.1 Variational Quantum Monte Carlo
In the variational quantum Monte Carlo (VMC) technique we simply guess the form of the many-
body wavefunction and then evaluate the expectation value of the Hamiltonian operator using Monte
Carlo techniques to obtain the energy of the system [86]. The guessed wavefunction generally depends
on a set of parameters that can be varied to minimize the energy and optimize the wavefunctions
form.
In variational quantum Monte Carlo calculations one typically uses the Slater-Jastrow wavefunc-
tion [115],
Ψ(R) = D eJ . (3.38)
D is a Slater determinant of electronic orbitals,
D =
∣∣∣∣∣∣∣∣∣∣∣∣
φ1(x1) · · · φ1(xN )
...
. . .
...
φN (x1) · · · φN (xN )
∣∣∣∣∣∣∣∣∣∣∣∣
(3.39)
where N is the number electrons in the system. The Jastrow factor, eJ , explicitly includes terms
that account for electron correlation, and is optimized in the course of a calculation.
The more parameters we are able to optimize in our trial wavefunction, the more accurate our
final result is likely to be. This can lead to complicated expressions for the trial wavefunction. In
general, we do not expect to capture all of the many-body effects in variational quantum Monte
Carlo calculations; 80-90% of a system’s correlation energy is the maximum we can generally expect
to capture [86]. This is generally not good enough to justify the computational cost involved in
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VMC calculations. VMC is most useful as a means of generating an optimized wavefunction with
which to begin the diffusion quantum Monte Carlo technique.
3.4.2 Diffusion Quantum Monte Carlo
If we make the substitution τ = it in the Schro¨dinger equation we obtain the imaginary-time
Schro¨dinger equation,
(
−1
2
∇2 + V (R))
)
Ψ(R, τ ) = −∂Ψ(R, τ )
∂τ
. (3.40)
Now if we ignore the potential term we obtain the diffusion equation,
−1
2
∇2Ψ(R, τ ) = −∂Ψ(R, τ )
∂τ
. (3.41)
Ignoring the kinetic term, we obtain the rate equation,
V (R))Ψ(R, τ ) = −∂Ψ(R, τ )
∂τ
. (3.42)
Seen in this way, the imaginary time Schro¨dinger equation describes walkers in 3N dimensional
space diffusing and dying or reproducing at a pace set by the value of the potential V (R) [116]. The
wavefunction (Ψ) is represented by an ensemble of walkers [86]. In time the walker density comes to
be proportional to the ground state wavefunction for the system, and accurate expectation values
can then be calculated. This is the essence of the diffusion Monte Carlo (DMC) algorithm [117, 118].
In theory, the DMC method can capture all of the correlation effects in a many-body system.
The major limitation to achieving this goal in a fermionic system is that, left to itself, the DMC
algorithm always converges to the ground state bosonic wavefunction [86]. For a system of Fermions
(such as electrons) the fixed-node approximation must be imposed. For Fermions, the wavefunction
must be an antisymmetric function of the Fermion coordinates. This means that the wavefunction
must change signs. In making the fixed-node approximation [119] we impose a nodal surface on the
wavefunction. Across the nodes of the nodal surface the wavefunction changes signs. Once the nodal
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surface is constructed, the DMC algorithm is carried out within each region bounded by nodes. The
guessed structure of the nodal surface is a fundamental barrier to complete accuracy in the DMC
method; improving on the fixed-node approximation is an active area of research in the quantum
Monte Carlo community.
In practice in a DMC calculation, one begins with a trial wavefunction, often the Slater-Jastrow
wavefunction as in VMC. A common method is to populate the Slater determinant with single-
particle orbitals generated in a preliminary density functional theory calculation on the system. The
nodal surface is also taken from this initial DFT calculation. Variational quantum Monte Carlo
calculations are carried out to optimize the trial wavefunction and to create an initial configuration
of walkers for the DMC method to work with. The DMC algorithm is then carried out on the
population of walkers until the desired accuracy is achieved.
3.4.3 Quantum Monte Carlo Example: C2H4
The study of systems involving van der Waals interactions are difficult to carry out computationally
due to the origin of van der Waal forces in the correlated motions of many electrons and the weak
nature of the interaction. Traditional DFT methods treat the weak van der Waals interactions
notoriously poorly. The unsuitableness of traditional DFT methods for van der Waals interactions
can be traced to the local approximations these DFT techniques are based on. A true many-body
technique, such as DMC, is needed to accurately capture the subtle electronic effects underlying van
der Waal systems.
The van der Waal forces between hydrogen atoms and carbon materials is a topic of current in-
terest in the hydrogen storage community. Small molecular systems can give insight into behaviors
likely to play important roles in larger carbon systems. To this end, we have computed the van
der Waals interactions between an H atom and ethylene (C2H4) using ground state quantum Monte
Carlo methods as implemented in the CASINO software package [120, 121, 86]. Fixed-node [119]
diffusion quantum Monte Carlo [117, 118] calculations using a trial wavefunction of Slater-Jastrow
form were performed. The orbitals in the Slater wavefunction were generated from DFT-PBE cal-
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Figure 3.5: Potential energy of placing a hydrogen atom at various distances above the surface of a
C2H4 molecule, as shown in Fig. 3.6. The dots are the results of DFT calculations. The crosses are
results from the diffusion quantum Monte Carlo calculations, which handles better the long-range
Coulomb correlations of electrons in C2H4 and H. This more accurate QMC calculation predicts a
much stronger potential for sorption at 3.6 A˚.
culations performed with the ABINIT package [122]. The Jastrow correlation function allows for
explicit inclusion of long range correlation effects in the trial wavefunction. The Jastrow factor
included electron-electron, electron-nucleus, and electron-electron-nucleus terms. The inclusion of
electron-electron terms in the trial wavefunction is vital in order to capture the long-ranged cor-
relations responsible for dispersion (van der Waals) forces. The free parameters in the Jastrow
factor were optimized in preliminary variational quantum Monte Carlo calculations. The optimized
many-electron wavefunction from VMC was then used in the diffusion quantum Monte Carlo cal-
culations. The imaginary-time Schro¨dinger equation was used to evolve an ensemble of electronic
configurations, improving the ground state estimate beyond that which is possible with DFT.
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Figure 3.6: Electron density contour (0.23q/A˚3 ) of a hydrogen atom above an ethylene molecule
at a height of 2.25A˚ (left) and 2.0 A˚ (right). These are density functional theory calculations, and
correspond to the situation just above and below the barrier at 2.1 A˚ shown in Fig. 3.5.
The results in Fig. 3.5 show that the inclusion of long-range electron-electron correlations cause
a much stronger van der Waals attraction of hydrogen on ethylene at a distance of 3.6 A˚ than do
standard DFT calculations (also shown in Fig. 3.5). The barrier at 2.1 A˚ prevents strong bonding
to the Carbon atoms. The fact that the barrier is larger in the QMC result than it is in the DFT
calculation has potentially important implications for the storage of hydrogen on carbon structures
for use in mobile applications, for example. Figure 3.6 shows that once this barrier is overcome,
electron transfer between the hydrogen and the ethylene becomes important as a chemical bond is
formed. For the vertical parabolic potential shown in the inset of Fig. 3.5, we calculate a vibrational
frequency for a H atom of 34.15meV. The validity of this quantum Monte Carlo result could be
probed experimentally using inelastic neutron scattering.
3.5 Conclusion
With the steady beat of Moore’s Law behind it, computational materials physics will continue from
its already prominent position to assume ever greater importance in the toolbox of the materials
scientist in the years ahead. The greatest utility of these techniques are found when they are used
in close conjunction with experimental work; guiding the experiments forward and verify and ratio-
nalizing the experimental results. The brief review of techniques in this chapter gives a taste of the
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methods and approximations that are being used today to tackle some of the toughest computational
problems in science. The field is a vibrant one, and many innovative techniques are on the horizon
that will make tomorrow a bright one indeed for the computational researcher.
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Chapter 4
Pressure-Induced Invar Behavior
in Pd3Fe
The Invar effect has remained a topic of interest since Guillaume discovered the low thermal expan-
sion of Fe-Ni alloys in 1897 [4]. Iron-rich fcc-based Invar alloys are characterized by the existence
of nearly degenerate states with differing magnetic moments and volumes [123] (and refs. therein).
Decreasing the Fe concentration stabilizes the magnetically ordered state, and suppresses thermal
Invar behavior. Recently it was discovered [1] that some Fe-Ni alloys with normal thermal expansion
properties at ambient pressure exhibit Invar behavior at high pressure.
Alloys of Fe-Pd with compositions around 30% Pd have long been known for Invar behavior
at ambient pressure [2]. In addition to Invar behavior, Fe-Pd exhibits several other anomalies in
mechanical and magnetic behavior such as a martensitic transformation in Fe-rich samples [124],
giant magnetic moment formation [125], noncollinear magnetic states [126], and anisotropy in the
spin-wave dispersions in Pd-rich alloys [127].
In this chapter we report pressure-induced Invar behavior in Pd-rich Pd3Fe with the ordered
L12 structure, shown in Fig. 4.1. At ambient pressure, Pd3Fe is ferromagnetically ordered with a
Curie temperature (Tc) measured between 500K [128] and 540K [129], and magnetic moments at
room temperature of 2.73±0.13µB and 0.51±0.05µB at the Fe and Pd sites, respectively [130]. We
report that the ferromagnetic ground state is destabilized with pressure, and a magnetic collapse
begins around 10GPa, accompanied by an increase in bulk modulus at pressures after the magnetic
collapse. We also find that at a pressure near the start of the magnetic collapse, ordered Pd3Fe
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exhibits a near-zero thermal expansion from 300 to 523K.
Figure 4.1: L12 crystal structure for Pd3Fe.
4.1 Experimental Methods and Results
Samples of Pd573 Fe were prepared by arc-melting Pd of 99.95% purity and
57Fe of 95.38% isotopic
enrichment. There was no measurable mass loss or visible surface oxidation after melting the 100mg
ingots. The material was cold rolled to a thickness of 25µm. The L12 chemical long-range order
was obtained by annealing at 700◦C for 16 hours, followed by annealing at 600◦C for 24 hours, and
a subsequent cooling to 20◦C over 2 hours. X-ray diffraction confirmed the L12 structure with a
rolling texture consistent with (011)[211¯].
Room temperature x-ray diffraction (XRD) measurements were performed at pressures up to
33GPa at beamline X17C of the National Synchrotron Light Source (NSLS) at Brookhaven Na-
tional Laboratory (BNL). Energy-dispersive x-ray diffraction (EDXD) data were acquired with a
polychromatic x-ray beam and a Ge detector at a fixed Bragg angle of 12◦. A Merrill-Bassett
diamond-anvil cell [48] with 500µm culets and a 250µm chamber was used with silicone oil as
the pressure medium, with pressure calibration by the fluorescence of ruby technique [131]. No
crystallographic phase transition was observed under pressure.
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Figure 4.2: Volume-pressure data obtained from synchrotron x-ray diffraction measurements (sym-
bols) and the fit of the data to the Weiss-like equation of state [20] (line).
Figure 4.2 shows volume vs. pressure data for ordered Pd3Fe from the EDXD measurements. A
significant volume collapse was found between approximately 10 and 15GPa, and a reduced slope
in the volume-pressure data was found above 15GPa.
The EDXD data were fit successfully to the “Weiss-like equation of state” [20],
V (P ) =
(
1
1 + e(P−PT )/∆P
)V0,HS (1 +B′0,HS PB0,HS
)−(1/B′0,HS)
+
(
1−
(
1
1 + e(P−PT )/∆P
))V0,LS (1 +B′0,LS PB0,LS
)−(1/B′0,LS) , (4.1)
with volume V corresponding to pressure P, B0 the zero-pressure isothermal bulk modulus, B
′
0
the pressure derivative of the bulk modulus, V0 the ground state volume, PT the pressure of the
transition between the high-spin (HS) and low-spin (LS) regions, and ∆P the pressure range over
which the volume collapse takes place.
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The high-spin (HS) and low-spin (LS) regions are modeled with two separate Murnaghan [51]
equations of state,
V (P ) = V0
(
1 + B
′
0
P
B0
)−(1/B′0)
. (4.2)
The region around the volume collapse is modeled as a weighed sum of the high-pressure and low-
pressure equations of state, with a thermodynamic occupancy factor n(P),
n(P ) =
1
1 + e(P−PT )/∆P
, (4.3)
based on the assumption that the energies of the electronic energy levels have a linear dependence
on pressure. Further details on the Weiss-like equation of state are given in Section 2.2.1.
The pressure-volume data divides into three regimes, labeled in Fig. 4.2. In the low-pressure
region (region I in Fig. 4.2) up to 10GPa the fit to the equation of state gave a zero-pressure bulk
modulus (B0) of 229±2GPa and a ground state lattice parameter (a0) of 3.849±0.002A˚, the latter
result in good agreement with previous studies [132]. The high-pressure region from 16.5 to 33GPa
(region III) gave a B0 of 286±3GPa and an a0 of 3.792±0.005A˚. The pressure derivative of the bulk
modulus was fixed to the typical metallic value of 4.0 in all cases. In the volume-collapse region
(region II) from 10GPa to 16.5GPa, fitting to the Weiss-like equation of state gave a transition
pressure between the low-pressure and high-pressure regions of 12.1±0.1GPa and a pressure range
for the transition of 0.9±0.1GPa.
Nuclear forward scattering (NFS) spectrometry offers a direct measure of the magnetic state
under pressure, and was performed at 300K at beamline 16ID-D at the Advanced Photon Source
(APS) at the Argonne National Laboratory (ANL) using the same diamond anvil cell [48]. Figure
5.1 shows NFS spectra from ordered Pd573 Fe at pressures up to 25.3GPa. The transition region
of Fig. 5.1 follows well the transition region shown in Fig. 4.2. Quantum beats, expected from a
magnetically-ordered material, are prominent in the NFS spectra at lower pressures. The quantum
beats decrease significantly in amplitude at 12.3GPa, and vanish at the highest pressures. They
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Figure 4.3: Nuclear forward scattering spectra from ordered Pd573 Fe showing an abrupt decrease of
the hyperfine magnetic fields in the material around 12GPa.
do not change significantly in their time modulation, however. This is consistent with a first-order
phase transition, where pressure replaces a high magnetization state with a low magnetization state.
In another EDXD experiment, the Pd573 Fe sample was heated under pressure in a diamond anvil
cell with a resistive heating furnace (D’Anvils Ltd.) (Figure 4.4) at beamline X17C of the NSLS. Au
powder was used as an internal pressure calibrator inside the cell during the heating. Measurements
were taken at a pressure of 7GPa (±0.1GPa at the lower temperatures), heating to a maximum
temperature of 673K. Figure 4.5 shows the results of these measurements. The Au expands at all
temperatures while the Pd3Fe shows practically no thermal expansion up to 523K. (Above 600K
there was a more rapid loss of pressure in the cell. We expect this would reverse some of the Invar
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transition leading to an artificially large thermal expansion at the highest temperatures of Fig. 4.5.)
Figure 4.4: DAC furnace on NSLS X17C beamline (left) with cutaway of furnace and DAC (right).
Cutaway graphic created by Lisa Mauger.
4.2 Density Functional Theory Calculations
We performed floating moment density functional theory (DFT) calculations in the local spin-density
approximation (LSDA) [101] for the electronic exchange and correlation potential using the Vienna
Ab-initio Simulation Package (VASP) [90].
The interaction between the electrons and ions was treated using the projector augmented-wave
(PAW) method [133], treating the semicore 2p states in Fe and 3p states in Pd as valence. For
the plane wave basis set, an energy cutoff of 800 eV was used, the large value facilitating accu-
rate calculation of the stress tensor. The k-space summation was performed using a 17 × 17 × 17
Monkhorst–Pack grid [134], giving 165 k-points in the irreducible portion of the Brillouin zone. The
partial occupancies were determined according to the first–order Methfessel–Paxton [135] method
with a 0.1 eV smearing width, giving a fictitious electronic entropy term not exceeding 1meV/atom.
Total energies were converged to better than 1meV/atom.
Calculations were performed for a ferromagnetic state (FM), a state of ferrimagnetic order (FR),
in which the spin on the central Fe atom in a 32 atom supercell is reversed with respect to the other
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Figure 4.5: Volume-temperature data for Pd573 Fe (diamonds) and Au (squares) obtained from exter-
nally heating the diamond anvil cell at an approximately constant pressure of 7GPa. The Pd573 Fe
shows practically no thermal expansion up to 523K. The solid and dashed lines are guides for the
eye.
spins, a low-spin state (LS), and three antiferromagnetic states, which we denote AFM-I, AFM-II,
and AFM-III. The Fe site spin directions associated with the magnetically ordered states are shown
in Fig. 4.6. In the LS state studied the moments at the Fe and Pd sites couple ferromagetically
with their combined magnetic moment in the unit cell never exceeding 0.01µB. In the AFM-I state,
Fe moments order in alternating ferromagnetic sheets in the (110) plane. The AFM-II state has Fe
moments ordering ferromagnetically in alternating (100) planes, while in the AFM-III state they
order ferromagnetically in alternating (111) planes. Different energy cutoffs for the plane wave basis
sets, and different k-space grids were used for the various magnetic structures owing to the different
supercells. In all cases, total energies were converged with respect to both k-points and energy cutoff
to better than 1meV/atom.
For each magnetic state, energy versus volume data were obtained by first relaxing the geome-
try according to the conjugate-gradient algorithm, then performing a series of single-point energy
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Figure 4.6: Spin directions at Fe sites in the calculated magnetically ordered states in Pd3Fe.
calculations about the equilibrium volume. The resulting energy-volume data were fitted to the
Murnaghan equation of state [51], giving parameters listed in Table B.1.
Table 4.1: Parameters obtained from DFT calculations of energy versus volume, fitted to the Mur-
naghan equation of state.
Fit Range(A˚3/atom) B0(GPa) B′0 a0 (A˚)
FM 12.33 ≤ V ≤ 15.07 216.81 5.12 3.802
AFM-I 12.21 ≤ V ≤ 14.92 216.39 5.03 3.798
AFM-II 12.48 ≤ V ≤ 14.66 217.79 5.02 3.800
AFM-III 12.54 ≤ V ≤ 15.00 218.19 5.15 3.800
FR 12.27 ≤ V ≤ 15.00 218.06 5.06 3.801
LS 11.84 ≤ V ≤ 14.48 242.59 5.11 3.760
This procedure gave a FM ground state with a lattice parameter of 3.802 A˚ at 0GPa and 0K
with magnetic moments of 3.16 and 0.33µB within spheres of radius 1.486 A˚ around the Fe and
Pd sites (similar to earlier spin-polarized DFT results [136, 13]). The calculated lattice parameter
is slightly smaller than the experimental result, as is expected for the LSDA, while the magnetic
moments are in good agreement with saturation moments [137].
Figure 4.7 shows that over a large volume range from 9 to 15 A˚3/atom, the FM, AFM-I, AFM-II,
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and FR states are all extremely close in energy, never separated by more than 9meV/atom, and
have similar elastic properties. The AFM-III structure is within 37meV/atom in this same volume
range. With increasing pressure the FM state is destabilized, leading to a transition to the AFM-I
state at a=3.690 A˚. Charge is transferred to the Fe site as the lattice parameter decreases, as shown
in Fig. 4.8. In Fig. 4.9 we see that the magnetic moments in the AFM-I state decrease gradually
with decreasing volume, disappearing completely by a=3.148 A˚. If only the FM and LS states are
taken into account, a transition to the LS state takes place at a=3.355 A˚, where the FM moment on
the Fe site drops discontinuously from 1.39µB to 0.008µB. Such behavior would be qualitatively
similar to that predicted for disordered Fe70Pt30 [138], with a larger stability range for the AFM
state in Pd3Fe.
Figure 4.7: Energy-volume data from DFT LSDA calculations on Pd3Fe. Inset shows a close-up of
the low-pressure region.
4.3 Discussion
While stable only at very high pressures, the elastic properties of the calculated LS state show simi-
larities to the high-pressure state in the experimental studies. Figure 4.10 shows an excellent match
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Figure 4.8: Charge at the Fe site versus the lattice constant of Pd3Fe from DFT calculations.
Antiferromagnetic refers to the AFM-I structure (see text). The dashed line is a guide to the eye.
between the pressure-volume data from EDXD measurements and the DFT calculated equations of
state for the ferromagnetic and low-spin states. There is a significantly higher B0 and lower V 0 in
the LS state. These changes upon transition to the LS state are similar to those of the transition
found in the EDXD data and the NFS data of Figures 4.2 and 5.1, but the calculated transitions oc-
cur at very different pressures. The EDXD measurements show a volume collapse beginning around
10.1GPa, or V/V 0=0.96, ending by 14.8GPa, or V/V 0=0.91, similar to that of the FM to AFM-I
transition found in our DFT calculations (V/V0=0.91). The DFT calculations do not give a stable
LS state until a much higher compression (V/V0=0.57). In the LSDA some discrepancy between
theoretical and experimental transition pressures is expected, and a higher pressure is typical, but
this discrepancy is larger than expected.
We discuss two possible interpretations. The simplest is that the LSDA is greatly underestimating
the relative stability of the LS magnetic state, and a high-spin (HS) to LS transition occurs around
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Figure 4.9: Magnetic moments at the Fe site versus the lattice constant of Pd3Fe from DFT calcu-
lations. Antiferromagnetic refers to the AFM-I structure (see text). The solid line is a guide to the
eye.
V/V 0=0.96 instead of the calculated V/V 0=0.57. This view is supported by the similarities in the
changes in B0 and V 0 between the HS and LS states in the calculations and experiments. Further
support is given by the excellent fit to the EDXD data with the Weiss-like equation of state, which
is based on the assumption of the Weiss 2-γ model [6] of a transition between a HS state at low
pressures to a LS state at high pressures.
An alternative explanation is possible. There will also be a collapse of the 57Fe hyperfine magnetic
field if the moments fluctuate at a rate of 109Hz or higher. At ambient pressure the magnetic ordering
temperature in Pd3Fe is ∼500K. Pressure is known to have a strong effect on the value of Tc in Invar
alloys [5, 139] (and refs. therein). Increasing the pressure above 10GPa may reduce Tc to below
room temperature in Pd3Fe, where a spin disordering transition can occur. Nevertheless, the Fe
moments in Pd3Fe are well localized [13], and the Fe atoms likely retain most of their moments in the
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Figure 4.10: EDXD pressure-volume data (diamonds) together with DFT-calculated equation of
state data for the ferromagnetic and low-spin states.
paramagnetic state. This paramagnetic state is to be distinguished from a truly non-magnetic state
in which no local moments exist in the material [140]. The magnitude of the discrepancy between
the experimental and theoretical transition pressures leads us to favor this alternative explanation.
Nevertheless, a significant change in the local magnetic moment magnitude could accompany this
transition, as discussed for Fe-Pt and Fe-Pd [141].
A quantitative account of the spontaneous volume magnetostriction (or the fractional change in
equilibrium volumes through the magnetic transition, ωs),
ωs =
V (Ferromagnetic) − V (Paramagnetic)
V (Paramagnetic)
(4.4)
in Invar has been given for Fe-Pt and Fe-Pd [141] using the disordered local moment method (DLM)
[34]. These studies identified the necessary condition for Invar behavior as having an alloy at the
edge of the transition from strong to weak ferromagnetism, i.e., the Fermi level (EF ) must be at
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the top of the majority 3d band in the ferromagnetic state. Thermal excitations cause a relatively
large decrease in the local Fe moments, and large magnetovolume effects around the transition
temperature.
Our calculated results in Fig. 4.11 show that alloying with Pd causes the top of the majority
3d band to move to energies below EF , stabilizing the strong ferromagnetic state and suppressing
the Invar effect, in agreement with [141]. On the other hand, our calculations in Fig. 4.12 show
that applying external pressure gives the opposite trend, as the antibonding states at the top of the
majority 3d band move up in energy towards EF . Pressure therefore counteracts the band-filling
effect of Pd, bringing an anomalously large spontaneous volume magnetostriction to Pd3Fe. By
tuning the position of the top of the 3d band with respect to EF , pressure-induced Invar behavior
resembles classical Invar behavior that is controlled by chemical composition.
Figure 4.11: Majority-spin electronic density of states at the Fe site for alloys from the Fe-Pd system
at ambient pressure.
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Figure 4.12: Pd3Fe majority-spin electronic density of states at the Fe site at various volume com-
pressions (Fe3Pd is shown for reference).
4.4 Conclusion
Our theoretical work in this chapter shows that the DLM theory of classical Invar behavior extends
successfully to the pressure-induced case. Electronic structure calculations point to a unification
of the classical Invar and pressure-induced Invar pictures. Our results on Pd3Fe also answer, for
pressure-induced Invar behavior, a question that has been of historical importance for classical Invar
alloys. Invar behavior was originally discovered in chemically disordered Fe64Ni36. Subsequently, a
long debate ensued as to the role chemical disorder does or does not play in Invar behavior. Our
results on Pd3Fe show for the first time that chemical disorder is not a pre-requisite for pressure-
induced Invar behavior. Pd3Fe is the first instance of pressure-induced Invar behavior in a chemically
ordered material.
The work related in this chapter brings pressure-induced Invar behavior outside the Fe-Ni family
for the first time. There is no reason to believe it will be the last. Pressure-induced Invar behavior
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is likely a common phenomenon in alloy systems containing a member of the Invar family. Pres-
sure, then, becomes an additional means by which researchers can tune to an Invar anomaly. By
searching for additional cases of pressure-induced Invar behavior and understanding its microscopic
underpinnings in each case, researchers will bring a powerful new light to bear on the century old
question of the origin of the Invar effect.
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Chapter 5
Iron atom dynamics across the
pressure-induced Invar transition
in Pd3Fe
5.1 Introduction
The Fe-Pd alloy system exhibits interesting properties owing to a subtle interplay between magnetism
and mechanical behavior. These properties, which are highly sensitive to chemical composition, in-
clude the shape-memory effect [142], martensitic instability [143], and vanishing thermal expansion
(Invar effect) [144]. Interatomic forces are central to these phenomena, and studies of lattice dy-
namics can reveal some of the underlying reasons for the relationships between mechanical behavior
and magnetism.
Stirling, et al. [145], measured phonon dispersions in ordered Pd3Fe using inelastic neutron
scattering. Fitting the results to a Born-von Ka´rma´n model, they found weaker nearest-neighbor
Pd-Fe force constants, compared to the nearest-neighbor Pd-Pd force constants. This difference
was attributed to the size mismatch between Fe and Pd atoms and the distance dependence of
the d-electron interaction. Yue, et al. [146], measured the 57Fe phonon partial density of states
(PDOS) in L12-ordered Pd3Fe and Pt3Fe using nuclear resonant inelastic x-ray scattering (NRIXS),
and reported effects from the mass difference of Pd and Pt atoms. The optical modes in Pd3Fe
involving Fe atoms were broadened in energy, compared to those in Pt3Fe. Ghosh [147] performed
a theoretical study of the lattice dynamics in ordered Pd3Fe using density functional perturbation
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theory (DFPT) [148]. The calculated phonon DOS and force constants were in reasonable agreement
with the earlier experimental studies.
The control of pressure is a powerful means to alter both lattice dynamics and the magnetic
state of materials. Pressure has long been used in studies of Invar materials [149, 150, 151, 152], but
recently a new phenomenon was discovered at high pressures in Fe-Ni alloys away from the classical
Invar composition [1]. The application of pressure transformed the non-Invar alloys Fe0.55Ni0.45
and Fe0.20Ni0.80 into Invar alloys with zero thermal expansion. Several of the authors recently
found this pressure-induced Invar phenomenon in Pd3Fe, which is far-removed from the narrow
composition range of the Invar alloy near Fe0.70Pd0.30. Under a pressure of 7GPa the alloy Pd3Fe
exhibits negligible thermal expansion from 300K to approximately 523K [153]. The same study
showed that the volume collapse at pressures from 10 and 15GPa was accompanied by a magnetic
transition from the ferromagnetic (FM) ground state to a low-spin (LS) state. Density functional
theory (DFT) calculations showed how pressure moved the majority-spin antibonding t2g levels
across the Fermi surface, accounting for the magnetic transition. The calculations did not give a
reasonable prediction for the pressure of the magnetic transition, however, and this was attributed
to an inadequate accounting for the spin structure in the high-pressure LS phase of Pd3Fe.
Here we report results from an investigation on the lattice dynamics across the pressure-induced
Invar transition in Pd3Fe. The NRIXS method was used to measure the 57Fe PDOS for samples in
diamond anvil cells at pressures up to 35GPa. The DFT calculations of the PDOS were successful
for the FM state at low pressure, but were less successful for the low-spin state at high pressures. For
the NRIXS spectra measured at high pressures, the highest energies of the phonon spectra showed
features consistent with the DFT predictions for FM material, suggesting there may be short-range
magnetic order in the high-pressure phase of Pd3Fe.
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5.2 Methods
5.2.1 Nuclear Forward Scattering
Nuclear forward scattering measurements were performed at beamline 16ID-D at the Advanced
Photon Source at the Argonne National Laboratory. The preparation of Pd357Fe by the arc-melting
of small ingots was described previously [153]. A Merrill-Bassett, Tel-Aviv-type diamond anvil cell
(DAC) [48] was used to generate pressure on the sample. The sample was compressed in a sample
chamber created by a Re gasket (∼100µm diameter hole) and two opposing diamond culets of
∼350µm diameter. A 4:1 methanol-ethanol mixture was used as the pressure medium in the sample
chamber. For low temperatures, the DAC was cooled with a He-flow cryostat (Cryo Industries of
America, Inc.). Two thermocouples measured temperatures throughout the low-temperature runs.
An in-line Raman system was used for in situ pressure calibration at cryogenic temperatures by
means of ruby fluorescence [49], and this method was also used for pressure determination in cells
at ambient temperature.
Figure 5.1 shows quantum beats in the NFS time spectra, indicative of a magnetically-ordered
material at lower pressures and ambient temperature. As the pressure is increased to 16.6GPa at
300K, the quantum beats largely disappear, indicating the collapse of magnetic order under pressure.
These new measurements on Pd3Fe are consistent with our earlier results [153]. At a fixed pressure
of 16.6GPa, the quantum beats reappear upon reducing the temperature, although their periodicity
is shorter, owing to a larger hyperfine magnetic field at cryogenic temperatures. As the temperature
is increased at 16.6GPa, the quantum beats gradually fade, disappearing by 100K. The absence
of quantum beats is also consistent with the presence of magnetic moments if they fluctuate faster
than approximately 1ns. This time scale is long compared to the vibrational periods of the phonons
measured by nuclear resonant x-ray scattering.
We also know that temperature suppresses the quantum beats at a temperature of 500K as
Pd3Fe passes through its Curie transition [128], so we can give a rough picture of the P − T
phase boundary for the Invar transition in Pd3Fe. Around ambient temperature and below, the
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temperature-dependence is weak, with the transition occurring at approximately 16.0GPa at 300K,
and approximately 16.6GPa at 90K. The temperature dependence must be stronger at higher tem-
peratures, however, reaching 0GPa at 500K. These numbers should be considered as approximate,
however. In one sample there was hysteresis in the magnetic transition, with the LS state persisting
to low pressures after it formed at high pressure.
Figure 5.1: 57Fe nuclear forward scattering spectra from L12-ordered Pd357Fe. Quantum beats,
indicative of the low-pressure magnetically-ordered phase with moments stable longer than 1 ns,
collapse above 15.5GPa. Quantum beats reappear on lowering the temperature to 5.1K, and persist
up to 75K at 16.6GPa.
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5.2.2 Nuclear Resonant Inelastic X-Ray Scattering
Using similar procedures as for the NFS samples, samples of Pd357Fe were prepared by arc-melting
Pd and 57Fe of 95% isotopic enrichment. The sample was cold rolled into a thin foil of approxi-
mately 30µm thickness, and annealed in vacuum to induce L12 long-range order. X-ray diffraction
measurements confirmed prominent superlattice diffraction peaks characteristic of the L12 structure.
Nuclear resonant inelastic x-ray scattering (NRIXS) spectra were measured at the 3-ID undulator
beamline of the Advanced Photon Source at the Argonne National Laboratory. Final monochromiza-
tion to a 1meV bandwidth was performed with a high-resolution silicon (4 0 0)(10 6 4) monochro-
mater [64]. Samples were loaded into a piston-cylinder type diamond anvil cell [154] for measure-
ments to 35GPa. The cell was sealed with Be gaskets, 100µm in thickness. Silicone oil was used as
the pressure medium. Pressure was measured using the ruby fluorescence technique [49] before and
after the acquisition of spectra at each pressure. Spectra were collected by tuning the x-ray energy
stepwise in the range of ±80meV around the 57Fe Mo¨ssbauer nuclear resonance energy. Twelve
scans were performed at each pressure, each scan approximately one hour, and the successful scans
were summed. Three avalanche photodiodes were used to count the delayed photons from nuclear
de-excitation. The inelastic scattering intensity from Pd357Fe was converted into a 57Fe phonon
partial density of states (PDOS) with the PHOENIX software package [68]. Results are presented
in Fig. 5.2. With increasing pressure, the PDOS spectrum splits. The high-energy peak shifts with
pressure rapidly to higher energies.
5.2.3 Born-von Ka´rma´n Fitting
The experimental 57Fe phonon PDOS curves were fit to a Born-von Ka´rma´n model [155, 156] with
first- and second-nearest neighbor (1NN, 2NN) interactions. A set of interatomic force constants
was taken from interpolated DFT results, and used as the initial guess for the iterative procedure
to obtain force constants. The calculated PDOS was convolved with the experimental instrument
resolution function when comparing to the NRIXS spectra. The force constants were optimized
to converge on the measured NRIXS PDOS result, using a differential evolution algorithm [157]
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Figure 5.2: 57Fe phonon PDOS from NRIXS measurements on L12-ordered Pd3Fe. The Fe PDOS
from a fit of the 0GPa results to a Born-von Ka´rma´n (BvK) model is also shown.
implemented by the Mystic software package [158].
The Pd phonon PDOS is not measurable with NRIXS, so the Pd-Pd force constants are poorly
constrained when fitting the Born-von Ka´rma´n model to 57Fe phonon PDOS curves. The 1NN
and 2NN Pd-Pd force constants were therefore fixed to the Pd-Pd force constants from the DFT
calculations, interpolated to the appropriate experimental volumes. Table B.1 shows that these DFT
Pd-Pd force constants match reasonably well those from inelastic neutron scattering measurements
[145] at ambient pressure. The resulting force constant matrices were decomposed into longitudinal
and transverse components in two steps [159]. First, the force constant matrices were diagonalized,
yielding three eigenvalues. Next, the force constant matrices were projected onto the bond directions.
The eigenvalue matching the projection is the longitudinal force constant. The other two eigenvalues
were averaged to give an averaged transverse force constant. This approach is reasonable so long as
the forces are primarily axial [159], as is typical of fcc metals.
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Table 5.1: Force constants projected along bond directions (longitudinal) and average perpendicular
(transverse) at V/V0=1.0.
Longitudinal (N/m) Transverse (N/m)
[145] 1NN Pd-Pd (expt.) 57.28 -5.448
1NN Pd-Pd (calc.) 59.52 -5.00
[145] 2NN Pd-Pd (expt.) 5.21 1.945
2NN Pd-Pd (calc.) 3.46 -0.01
5.2.4 Density Functional Theory Calculations
The Vienna Ab-initio Simulation Package (VASP) [90] was used for calculations on L12-ordered
Pd3Fe with density functional theory in the local spin-density approximation (LSDA) [101] for the
electronic exchange and correlation potential, using the projector augmented-wave (PAW) method
[133]. In the calculations the semicore 3p states of Pd and 2p states of Fe were treated as valence.
A unit cell was constructed and relaxed, followed by a series of single-point energy calculations
around the equilibrium volume. The calculated results were fit to a Murnaghan equation of state
[51], and the ground state volume, bulk modulus and the pressure derivative of the bulk modulus
were obtained, as described previously [153].
To study the vibrational properties of L12-ordered Pd3Fe, a series of 32-atom supercells were
constructed. In the supercells, each symmetry-inequivalent atom was displaced from its equilibrium
position in each symmetry-inequivalent direction. The Hellmann-Feynman forces induced on all
other atoms were determined from a total energy calculation. An energy cutoff of 330 eV was used
for the planewave basis set, together with a 6×6×6 Monkhorst-Pack grid. The first-order Methfessel-
Paxton method with a smearing width of 0.1 eV was used for k-space summations. Energies were
converged to better than 2meV/atom with respect to both planewave cutoff and k-point grid . The
resultant Hellmann-Feynman forces were used to generate the dynamical matrix using the direct
method [110] as implemented in the PHONON software package [113]. The diagonalization of the
dynamical matrix at a series of points in reciprocal space gave the phonon dispersion curves and
the phonon density of states (DOS). Supercells for ferromagnetic (FM), antiferromagnetic (AFM),
low-spin (LS), and nonmagnetic (NM) states were constructed. In the AFM state, the Fe moments
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were ordered in alternating ferromagnetic sheets in the (110) plane. Moments at the Fe and Pd sites
were coupled ferromagetically in the LS state with the combined magnetic moment in the unit cell
never exceeding 0.1µB. For calculations on materials under pressure, volume was constrained in the
supercell calculations to better reveal the effect of the magnetic state on vibrational properties. To
account for instrument resolution broadening and to allow for direct comparison with experimental
results, the calculated vibrational spectra were broadened by a convolution with a Gaussian function
with a standard deviation of 1meV.
5.3 Results and Discussion
5.3.1 Average Phonon Energy
The first moment, 〈E〉, of the Fe PDOS is shown in Fig. 5.3 as a function of decreasing volume
(with respect to the volume at a pressure of 0GPa, V0). The DFT results fall on two curves, a
high-moment curve with stiffer phonon energies for the ferromagnetic and antiferromagnetic states,
and a low-moment curve with softer phonons for the LS and NM states. In Fig. 5.3a the high-
moment DFT solutions reproduce the NRIXS results well up to V/V0=0.95 (12GPa). Beyond
V/V0=0.95 the low-moment DFT solutions are more successful. The NRIXS 〈E〉 curve makes a
transition between the high-moment and low-moment DFT curves, and this occurs at the pressures
of the magnetic transition from the high-moment low-moment states found in the nuclear forward
scattering measurements shown in Fig. 5.1. The slow stiffening of the 57Fe PDOS from V/V0=0.95
(12GPa) to V/V0=0.89 (24GPa) accompanies the magnetic transition under pressure in Pd3Fe. In
Fig. 5.3 we see that the FM and AFM states have similar average vibrational properties. This is
also true for the LS and NM calculations.
5.3.2 Force Constants
The Fe-Pd and Fe-Fe force constants for first- and second-nearest neighbors (1NN and 2NN) obtained
by fitting the NRIXS curves to a Born-von Ka´rma´n model are presented in Fig. 5.4. Our 1NN
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Figure 5.3: Measured and calculated average vibrational frequencies as functions of reduced volume
for Fe (upper) and Pd (lower) phonon PDOS. The dashed lines are trend lines for the ferromagnetic
and low-spin data, drawn as guides to the eye.
Fe-Pd longitudinal force constants at ambient pressure (20.9N/m) are in reasonable agreement
with Stirling’s results (23.6N/m) [145]. The large 1NN Fe-Pd longitudinal force constants stiffen
significantly with pressure, but show a change in slope between 12 and 24GPa. This pattern follows
the trend of 〈E〉 of the NRIXS Fe PDOS shown in Fig. 5.3a. The smaller 0GPa 1NN Fe-Pd
transverse force constants (0.74N/m) have opposite sign and are somewhat larger than Stirling’s
(-0.4N/m) [145]. The Fe-Fe 2NN longitudinal force constants are much smaller than the Fe-Pd 1NN
longitudinal force constants. The Fe-Fe 2NN transverse force constants are large and negative.
The longitudinal force constants calculated by DFT methods for the FM and LS states were
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Figure 5.4: Fe force constants as a function of reduced volume calculated from fits of the NRIXS
results to a Born-von Ka´rma´n model.
in reasonable agreement with the results of Fig. 5.4 for Born-von Ka´rma´n fitting to the NRIXS
spectra, with the 2NN longitudinal force constant being much smaller. Unfortunately, the methods
provide different transverse force constants, although these are smaller. Nevertheless, we expect the
longitudinal force constants to dominate the lattice dynamics.
5.3.3 Electronic Structure
Figure 5.5 shows DFT results for the electronic DOS at the Fe site for L12 Pd3Fe, decomposed into
states of t2g and eg character. (The Pd site is less interesting for the magnetic transition, since
it has a small moment in the ferromagnetic state.) The ferromagnetic state was stable at larger
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volumes, such as V/V0=1.0 (i.e., the relaxed structure at 0GPa) and V/V0=0.86. At V/V0=0.85
the calculation has been performed in the low-moment state with vanishing magnetic moments at
the Fe and Pd sites.
These features of the electronic structure are similar to those proposed by Kaspar, et al. [38] and
Entel, et al. [8] for classical Invar alloys. For fcc transition metal alloys, the t2g orbitals form strong
dd bonds between 1NN atoms, owing to their large charge density in the [110] direction. This causes
the t2g electronic DOS to split into a high-energy sub-band with anti-bonding character and a low-
energy sub-band with primarily bonding character. Both are occupied by majority spin electrons in
the ferromagnetic state. (States with eg character primarily have charge density between the more
distant 2NN atoms along the [100] direction. They are less affected by pressure.) With decreasing
lattice parameter, there is an increased splitting of the bonding and anti-bonding t2g states. The
occupied majority-spin anti-bonding t2g states move closer to the Fermi energy, as shown in Fig.
5.5, and the pressure-induced Invar transition occurs as they become energetically unfavorable and
their electrons are transferred into minority spin states.
5.3.4 Lattice Dynamics Across the Invar Transition
Figure 5.6a shows ferromagnetic Fe PDOS curves measured by NRIXS and calculated by DFT for
V/V0=0.99. The NRIXS result is broader, but agreement between experiment and theory is good
for this magnetic state. Figure 5.6b compares the measured Fe PDOS to the calculated FM and LS
curves at V/V0=0.89. The NFS data of Fig. 5.1 show that Pd3Fe is in a nonmagnetic state at a
compression of V/V0=0.89, so it might seem best to compare the experimental curve to the LS DFT
curve. Although the low-energy part of the measured Fe PDOS matches the LS result reasonably
well, in the LS curve the high-energy peak is too weak in intensity and energy. Figure 5.6b shows
that turning on ferromagnetism in the DFT calculation causes a stiffening and significant increase
in the relative intensity of the calculated high-energy peak in the Fe PDOS. The average of the FM
and LS PDOS calculations seems to match better the Fe PDOS at high energies.
The electronic states of t2g character involve dd electron bonding along 1NN directions. The
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Figure 5.5: Electronic density of states at the Fe site decomposed into t2g and eg symmetry at
various cell compressions. EF = 0 eV.
1NN forces are dominant, so the changes in t2g states across the Invar transition may dominate the
changes in the lattice dynamics. With the collapse of the FM order comes a significant increase in
the number of electronic states at the Fermi level, N (EF), including more states with t2g character.
More states at the Fermi level allows more efficient screening of the atom displacements in phonons,
softening them. This is seen as a major change in the Fe PDOS for the calculated FM to LS
transition (Fig. 5.6), but this change is too large compared to experiment. Again, we suggest that
short-range magnetic order in the LS state may allow for stiffer 1NN force constants between Fe and
Pd.
Figure 5.7 shows phonon dispersion curves along high-symmetry directions, generated by the
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Figure 5.6: Fe PDOS from NRIXS measurements and first-principles calculations. V0 for the NRIXS
curves refers to the ground state volume determined by XRD in [153]. V0 for the DFT curves refers
to the ferromagnetic ground state volume as determined by LSDA calculations [153].
force constants obtained from Born-von Ka´rma´n model fits to the NRIXS spectra (Fig. 5.7a), and
by DFT methods for the LS and FM states (Figs. 5.7b,c). To the right of the dispersions are
shown Fe PDOS curves, obtained as the sum of the mean-squared vibrational amplitudes of Fe
atoms in all modes. The magnitudes of the red dots in Fig. 5.7 are proportional to the square
of the vibrational amplitudes of the Fe atoms in selected modes. Figure 5.7 shows that the most
important contribution to the high-frequency peak in the Fe PDOS originates from the high-energy
modes around the Brillouin zone boundary (X and M points).
The phonon modes between 30 and 35meV around the X-point in Fig. 5.7a contribute substan-
tially to the high-frequency peak in the Fe PDOS. Figure 5.8 depicts the Fe atomic displacements
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Figure 5.7: Dispersion curves and Fe phonon PDOS for the (a) NRIXS measured, (b) LS and (c)
FM DFT calculated states. See text for explanation.
associated with the mode at 33.2meV at the X-point in Fig. 5.7a, and this mode is marked with
horizontal blue lines in Fig. 5.7. This mode involves planes of Fe atoms moving directly against one
another within the unit cell. This mode and its neighbors dominate the high-frequency peak in the
Fe PDOS in the NRIXS results at V/V0=0.89 (Fig. 5.7a). The DFT LS curve (Fig. 5.7b) predicts
it to be too small, whereas calculations for the ferromagnetic state show a peak at 34meV that is
somewhat stronger than measured (Fig. 5.7c). This difference can be traced to a stiffening of this
mode in the FM state, but also to a 70% decrease in the squared vibrational amplitude of the Fe
atom motions in the LS state.
This comparison of DFT and NRIXS results suggest that short-range magnetic order persists in
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Figure 5.8: Two snapshots of the atomic displacements in a Pd3Fe unit cell associated with the
high-frequency mode at the X-point of the Brillouin zone (see text). Arrows indicate the motion of
the Fe atoms.
Pd3Fe beyond the pressure-induced collapse of long-range ferromagnetic order. The phonon modes
involving localized Fe atom movements, such as shown in Fig. 5.8, may be sensitive to short-range
ferromagnetic order that exists in the LS state. The contribution of these modes to the Fe PDOS
lies between the LS and FM DFT predictions. On the other hand, the long wavelength modes may
be better modeled by the LS DFT predictions. There is other evidence for short-range magnetic
order in Pd3Fe. Non-collinear magnetic states with correlation lengths between three [160] and
five [161, 162] times the lattice parameter have been reported in disordered Pd-Fe alloys with Fe
concentrations around 15at.%. Similar results, with correlation lengths extending over the length of
a few lattice parameters, have been reported for Pt-Fe [161], Pt-Co, Pd-Co [163], Pd-Cr [164], and
Pd-Mn [165] alloys.
5.4 Conclusions
The 57Fe phonon partial density of states (PDOS) in L12 ordered Pd3Fe was studied at high pressures
using nuclear resonant inelastic x-ray scattering (NRIXS) measurements and density functional
theory (DFT) calculations. On the average, the Fe PDOS stiffens with pressure more slowly between
12 and 24GPa, owing to the pressure-induced Invar transition in Pd3Fe. First-nearest neighbor
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(1NN) Fe-Pd longitudinal force constants, obtained by fitting a Born-von Karman model to the
experimental 57Fe PDOS, showed a relative softening between 12 and 24GPa. The same general
behavior was accounted for by the DFT calculations on ferromagnetic (FM) and low-spin (LS)
states. At low pressures, the Fe PDOS calculated by DFT methods for the FM state matched
well the measured 57Fe PDOS. At high pressures, for the higher-energy part of the Fe PDOS, the
shape calculated for the LS state differs significantly from the measured spectrum, which seems
to lie between the calculated shapes for the LS and ferromagnetic states. This discrepancy for
higher-energy phonons is consistent with some short-range magnetic order in the LS state at high
pressures. Nevertheless, the LS calculations give better agreement with the average phonon energy.
Both the fits to experimental spectra and the DFT calculations show that Fe-Pd 1NN longitudinal
force constants are stiffened by ferromagnetism.
We interpret the change in lattice dynamics across the magnetic transition with the same changes
in the electronic states of t2g character near the Fermi level that are important for the pressure-
induced Invar transition itself. The energies of the antibonding t2g states increase relatively rapidly
with pressure, and the occupied t2g states of majority spin become increasingly unfavorable compared
to other electronic states. These states become depopulated at pressures of the Invar transition, and
there is an increase in the number of t2g states at the Fermi level. This change at the Fermi level
allows for better screening of the charge disturbances of atom vibrations, and a softening of the
interatomic force constants. Nevertheless, although the DFT calculations work well for predicting
the Fe PDOS in the ferromagnetic state, the predicted change in the Fe PDOS with the Invar
transition is too large, especially for phonons of short wavevectors. This may be evidence of short-
range magnetic order in the LS state.
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Chapter 6
Concluding Remarks
The complexities and richness of the Invar state have fascinated and perplexed researchers for over a
century. Our understanding of Invar behavior deepens and new questions arise with every advance
in experimental and theoretical technique. As we move into the heart of this new century much
work remains ahead on the Invar problem.
In Chapter 4 we presented our discovery of pressure-induced Invar behavior in Pd3Fe. This
discovery marks the first instance of a pressure-induced Invar anomaly outside of the Fe-Ni family,
and the first time a chemically ordered material has been found to display pressure-induced Invar
behavior. Pd3Fe exhibits a large volume collapse at room temperature beginning at 10GPa, and
collapse of hyperfine magnetic fields at this same pressure as revealed by nuclear forward scattering
measurements. The high-pressure phase above 15GPa is characterized by an increased bulk modulus
in both the x-ray diffraction measurements and the density functional theory calculations. Under
a pressure of 7GPa, Pd3Fe displays vanishing thermal expansion between room temperature and
523K.
Throughout the volume range studied, first-principles calculations reveal states of differing mag-
netic order competing closely in energy. The calculated ferromagnetic ground state is destabilized
at high pressures, giving way first to an antiferromagnetic state, followed by a low-spin state at
very high pressures as local moments decrease continuously with increasing pressure. When only
the ferromagnetic and low-spin states are accounted for, the local magnetic moments vanish dis-
continuously at high pressure. Accompanying the decrease in magnetic moment magnitude at high
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pressures is a transfer of charge from the larger Pd atoms to the smaller Fe atoms in Pd3Fe.
Interpreted in terms of the main Invar theories presented in Chapter 1, the experimental and com-
putational results presented in Chapter 4 give a mixed picture. The interpretation of the pressure-
induced Invar anomaly in Pd3Fe in terms of the Weiss 2-γ model is supported by several of the
results. First, the high-pressure x-ray diffraction data were fit successfully to the Weiss-like equa-
tion of state, which is based on the Weiss 2-γ model. Second, the nuclear forward scattering results
point to a first-order magnetic phase transition with pressure, further supporting the Weiss 2-γ pic-
ture. The experimental results show a similar, if somewhat more extreme, stiffening in the low-spin
state to the density functional theory results. This similarity gives a third piece of support for the
Weiss 2-γ model.
The measured and calculated magnetic transition pressures are very different, though, and this
fact casts serious doubt on any simple interpretation of the experimental results in terms of tra-
ditional Weiss 2-γ ideas. In particular, the density functional theory results make doubtful the
proposition that the simple density functional theory representation of the low-spin state as a state
containing no local moments is adequate in the case of Pd3Fe at high pressures.
A viable alternative to the Weiss 2-γ picture is found in the disordered local moment model, which
incorporates spin-disordering into its representation of the low-spin state. Our density functional
theory calculations in the ferromagnetic state show that pressure counteracts the band-filling effect
of Pd. Beginning from the classical Invar composition, Fe3Pd, increasing Pd content at ambient
pressure stabilizes the strong ferromagnetic state, moving the top of the majority 3d band away
from the Fermi level. Our density functional theory calculations show that with increasing pressure
the majority-spin t2g (see Fig. 6.1) anti-bonding electronic states move closer to the Fermi level. This
restores the Pd3Fe electronic structure to the condition responsible for Invar behavior in classical
Invar alloy Fe3Pd at ambient pressure. With this insight, the first step is taken toward a unification
of the theoretical descriptions underlying classical and pressure-induced Invar behavior.
The inelastic x-ray measurements and ab initio calculations presented in Chapter 5 extend our
experimental and theoretical insights concerning pressure-induced Invar behavior in Pd3Fe to the
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Figure 6.1: (upper) t2g and eg orbitals in Pd3Fe. (lower) The contribution of the t2g and eg electronic
states to the majority-spin electronic density of states at the Fe site in Pd3Fe. Ef=0 eV.
dynamics of the crystal lattice. Once again, the results did not fit neatly into any one theoretical
Invar framework.
The measured average energy of the Fe phonon partial density of states stiffens with pressure,
with the stiffening showing a slowing across the magnetic transition pressure. This trend is mirrored
in the first nearest-neighbor Fe-Pd longitudinal force constants obtained from fitting the measured
nuclear resonant inelastic x-ray scattering spectra to a Born-von Ka´ma´n model. The ferromagnetic
density functional theory phonon results match the experimental results for average energy well at
low pressures, while the low-spin density functional theory phonon results match the experimental
results well at high pressures. These results again support an interpretation in terms of a simple
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Weiss 2-γ picture.
An examination of the electronic density of states reveals that the same movement of the t2g
majority-spin antibonding states towards the Fermi level with increasing pressure that is responsible
for pressure-induced Invar behavior explains the change in average phonon energy and interatomic
forces that accompany the pressure-induced Invar effect. Through the transition to the low-spin
state, t2g majority spin states move across the Fermi level, increasing the number of electronic
states at the Fermi level, resulting in more effective screening of the atomic motions associated with
lattice vibrations. This insight resonates with both the Weiss 2-γ model and the disordered local
moment picture.
The situation becomes more complicated when a detailed comparison of the shapes of the cal-
culated and measured high-pressure Fe partial phonon density of states is made. The shape of the
low-spin density functional theory result around the high-energy peak in the Fe phonon partial den-
sity of states disagrees with the measured result at high pressure. The situation is partially remedied
by imposing ferromagnetic order at high pressures in the calculations, suggesting the possibility that
short range magnetic correlations persist well beyond the magnetic transition pressure in Pd3Fe.
The insights into the pressure-induced Invar state yielded through modern synchrotron methods
and density functional theory techniques are substantial. Nevertheless, an honest evaluation of the
results presented in this thesis suggests that the power of the computational tools employed were
not sufficient to model the high-pressure magnetic state in Pd3Fe with complete accuracy. Evidence
of their failure can be found in their inability to predict an accurate magnetic transition pressure
in Chapter 4, and their failure to capture the behavior of the high-energy optical phonon modes at
high pressures in Chapter 5. Both of these failures can be traced to an oversimplified representation
of the high-pressure, low-spin magnetic state in Pd3Fe.
The application of the disordered local moment method to the low-spin phase of Pd3Fe would
begin to remedy the failings of density functional theory in this regime. Such calculations would be
capable of testing the ideas presented at the end of Chapter 4 concerning the electronic structure
changes underlying pressure-induced Invar behavior in Pd3Fe. The crucial test would be to calculate
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the spontaneous volume magnetostriction in Pd3Fe at pressures around the pressure-induced Invar
anomaly. If the application of pressure results in a large spontaneous volume magnetostriction in
Pd3Fe on par with the value in classical Invar Fe3Pd at ambient pressure, then our hypothesis will
be proven and a single theoretical framework will unite classical and pressure-induced Invar behavior
in Fe-Pd.
The use of the disordered local moment method to model the high-pressure magnetic phase
in Pd3Fe might improve the prediction of the magnetic transition pressure. However, the disor-
dered local moment calculations used in Invar studies to this point rely on the local spin-density
approximation (LSDA) [32]. Evidence exists that both the local spin-density approximation and
the generalized gradient approximation are insufficient to unambiguously predict the ground state
magnetic ordering in materials, such as Pd3Fe, with many closely competing magnetic states [40].
Not only do the LDA and GGA often disagree as to the ground state magnetic structure at a
given volume, but even different parameterizations within the GGA have been shown to disagree on
magnetic ground states [40].
A solution to this problem would be to move to a many-body technique, which does not rely on
the relatively simple approximations for exchange and correlation that the LDA and GGA employ
(outlined in Chapter 3). A particularly promising direction in this regard is dynamical mean field
theory (DMFT) [166, 167], which has already been applied successfully to Fe [169, 170, 171] and
Fe-Ni [168] alloys.
Due to its mean field-like nature [172], the disordered local moment method is also not capable
of addressing the existence of local spin correlations in the high-pressure phase of Pd3Fe suggested
by the work presented in Chapter 5. More advanced ab initio spin dynamics simulations [173] might
begin to address these challenging issues.
The identification and characterization of new systems that are transformed into Invar materials
only at high pressure will provide invaluable insight into the problems that remain outstanding
around pressure-induced Invar behavior in Pd3Fe. With Fe-Ni and Fe-Pd already known to exhibit
pressure-induced Invar behavior, the obvious next system to look into is Fe-Pt. Beyond this, all
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known Invar systems should be examined for pressure-induced Invar behavior at compositions away
from their classical Invar compositions. Additionally, the prospect of discovering pressure-induced
Invar behavior in a system that does not display Invar behavior at any composition at ambient
pressure would be particularly exciting.
The efficiency with which density functional theory calculates electronic structures allows for
computational screening of many alloy systems in much less time than it would take to carry out the
high-pressure experimental characterization. Using the insights gained from the work presented in
this thesis concerning the electronic structure correlates of pressure-induced Invar behavior, many
alloy systems could be screened quickly using density functional theory methods, and the most
promising selected for further experimental study. The ultimate value of such work would be a
deeper understanding of Invar behavior in general, potentially leading to powerful new insights
concerning itinerant electron magnetism and technological applications.
We have taken a few steps into this new world of pressure-induced Invar behavior and found the
terrain surprisingly rich. After more than a hundred years of searching, perhaps the insights gained
by studying the pressure-induced Invar effect will finally cut the Gordian Knot of Invar complexity
that has baffled so many for so long. With ever-advancing experimental and theoretical techniques
available, and an ever-growing body of Invar knowledge to draw upon, may the Invar researchers of
this new century accomplish that which those of the last century failed to accomplish, a complete
microscopic understanding of the Invar effect.
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Appendix A
Flux, Brightness, and Brilliance
In this appendix we build up to the definition of brilliance, following [52]. To begin, we define the
total flux as,
Total F lux =
Photons
second
. (A.1)
This definition includes photons of all energies, and so is of interest for measurements that use white
radiation.
To characterize monochromatic radiation we define the spectral flux, which accounts for the
spectral distribution of radiation. The spectral flux is the flux normalized to a relative spectral
bandwidth of ∆E/E = 10−3 [52],
Spectral F lux =
Photons/s
0.1%bandwidth
, (A.2)
with s standing for second. Normalizing to a solid angle of 1mrad2 we obtain the definition of
brightness,
Brightness =
Photons/s
mrad2 0.1%bandwidth
. (A.3)
The definition of the Brilliance is arrived at by further accounting for the size of the x-ray source.
Normalizing to a source area of 1mm2 we have,
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Brilliance =
Photons/s
mrad2 mm2 0.1%bandwidth
. (A.4)
The Brilliance of a synchrotron source characterizes the photons per second available in a defined
energy bandwidth, normalized to the solid angle of the radiation cone and the source area.
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Appendix B
Ab Initio Temperature Dependent
Enthalpy of Reaction in Li-Mg-Si
System
Typically, density functional methods are considered zero-temperature, ground state techniques. The
small-displacement method allows us to extend 0K DFT results to finite temperature. The small-
displacement method assumes the harmonic approximation, consequently the finite temperature
thermodynamic results available from the small-displacement method also assume the harmonic (or
quasi-harmonic) approximation.
To see how the small-displacement method extends DFT results to finite temperature we will
look at a specific example; the enthalpy of reaction (∆H) for the dehydrogenation reaction,
MgH2 + 2LiH+ Si→ Li2MgSi + 2H2. (B.1)
This reaction is of interest for the storage of hydrogen for mobile fuel cell applications. A viable hy-
drogen storage material for automotive applications must meet stringent requirements for hydrogen
storage capacity and weight. LiH and MgH2, with 12.7 and 7.67 wt.% H2 storage capacity, respec-
tively, have long been studied as potential hydrogen storage materials for mobile applications. The
problem researchers encounter with light metal hydrides, such as LiH and MgH2, is that hydrogen
is bound too strongly in these materials to be released at temperatures conveniently reached using
Proton Exchange Membrane fuel cell technology. An ideal hydrogen storage material for use with a
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PEM fuel cell must show significant dehydrogenation below 100◦C.
To reach an equilibrium H2 pressure of 1 bar, MgH2 and LiH must be heated to 275◦C and
910◦C, respectively. LiH and MgH2 are too stable for practical mobile applications. Wiswall and
Reilly [174, 175] pioneered the idea of destabilizing metal hydrides by adding constituents to the
dehydrogenation reaction that stabilize the dehydrogenated state. This has the advantage lowering
the dehydrogenation temperature, but comes at a cost of increased weight and so decreased H2
weight percent. Vajo et al. [176] destabilized the dehydrogenation reactions in LiH and MgH2 using
Si to form stable Si-containing alloys in the dehydrogenated states. Other examples of increased H2
pressure at reasonable temperatures through destabilization have been studied, but to date none are
fully satisfactory for mobile applications.
Reaction B.1 has 5.73wt.% H2 storage capacity, making it a viable hydrogen storage material if
it releases significant quantities of hydrogen at sufficiently low temperatures. A proven estimate for
the temperature of dehydrogenation is given by the relation [177],
T =
∆H
∆S
, (B.2)
here T is the temperature of dehydrogenation, and ∆H and ∆S are the enthalpy and entropy changes
caused by the dehydrogenation reaction. Alapati et al. [177] use [178] to estimate that for metal
hydride reactions,
100
J
K
≤ ∆S ≤ 130 J
K
. (B.3)
This means that to obtain a dehydrogenation temperature between 300 and 600K we need,
30 kJ mol−1 H2 ≤ ∆H ≤ 78 kJ mol−1 H2. (B.4)
DFT calculations allow us to estimate ∆H before experimental effort is expended on studying a
system. Having a favorable ∆H is a necessary, but not sufficient, condition for any potentially
viable hydrogen storage material. Even with a favorable ∆H a reaction can still be kinetically
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limited, for example.
In general,
∆H =
∑
products
H −
∑
reactants
H. (B.5)
The method of calculating ∆H from first principles differs greatly for the solid crystals and the
gaseous H2. We take the methods one at a time, beginning with our treatment of the solid phase
reactants. So we begin with,
∆H(T ) = ∆Hs(T ) + ∆HH2(T ), (B.6)
with s denoting solids (MgH2, LiH, Si, Li2MgSi). Now we can write,
Hs(T ) = U (T ) + PV, (B.7)
with U (T ) the temperature dependent internal energy of the solids, P the pressure and V the volume
of the solids.
At the temperatures of interest, ∆PV is negligible for the solids compared to the contributions
of the other terms of interest; consequently ∆PV for the solid phases will be neglected throughout
our analysis (following the lead of [177]). We rewrite Eq. B.7, neglecting the PV term and breaking
the internal energy term into two parts,
Hs(T ) = U0 + Uvib(T ). (B.8)
U0 is the energy of the electronic system at 0K as calculated by density functional theory. Uvib(T )
is the vibrational internal energy of the solids, originating from the vibrations of the atoms about
their equilibrium lattice positions.
To calculate U0 density functional theory calculations were carried out in the generalized gra-
dient approximation [179] for the electronic exchange and correlation potential using the projector
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augmented-wave (PAW) method [133, 104] as implemented in the Vienna Ab-initio Simulation Pack-
age (VASP) [90]. Unit cells for MgH2 (P42/mnm, 6 atoms), LiH (Fm-3m, 8 atoms), Si (Fd-3m, 8
atoms), and Li2MgSi (P-43m, 16 atoms) were constructed. An energy cutoff between 250 and 370 eV
was used together with an 8× 8× 8 Monkhorst–Pack grid [134]. Convergence with respect to both
basis set cutoff energy and number of k-points was tested and found to be better than 2meV/atom.
To determine the ground state geometry for each material the forces on the atoms and the stresses
on the unit cell were minimized by allowing the cell shape, cell volume and atomic positions of all
atoms within the unit cell to relax simultaneously according to the conjugate gradient algorithm
until the residual Hellmann–Feynman forces on all of the atoms were smaller than 0.1 meV/A˚. An
energy cutoff 1.3 times larger than the default energy cutoff was used during the relaxations to
facilitate accurate calculation of the diagonal components of the stress tensor [92]. This resulted in
the geometry and lattice parameters shown in Fig. B.1 and Table B.1.
Moriga et al., proposed two possible structures for Li2MgSi [180], one with P-43m (No. 215)
symmetry and one with Fm-3m (No. 225) symmetry. Ancillary calculations showed that the P-43m
structure was the low energy phase at ambient pressure.
Table B.1: Parameters obtained from DFT (GGA-PBE)calculations. Experimental numbers taken
from [181] and references therein.
MgH2 LiH Si Li2MgSi H2
E (eV/atom) -2.951 -3.050 -5.422 -2.932 -3.381
a0 (A˚) (DFT) 4.465 (c=2.994) 3.981 5.467 6.373 N/A
a0 (A˚) (Expt.) 4.517 (c=3.021) 4.085 5.430 6.415 [180] N/A
In the harmonic approximation the vibrational internal energy is calculated as [113],
Uvib(T ) =
1
2
r
∞∫
0
~ω coth
(
~ω
2kBT
)
g(ω) dω, (B.9)
with Uvib(T ) the vibrational internal energy of a primitive unit cell, r the number of degrees of
freedom in the unit cell, ω the vibrational frequency, and g(ω) the vibrational density of states.
To obtain g(ω), supercells representing MgH2 (48 atom supercell), LiH (64 atom supercell), Si
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Figure B.1: Crystal structures used for first-principles calculations on Li2MgSi (upper left), Si (upper
right), MgH2 (lower left), and LiH (lower right).
(64 atom supercell), and Li2MgSi (128 atom supercell) were constructed. In the supercells, one
at a time, each symmetry inequivalent atom was displaced from its equilibrium position in each
symmetry inequivalent direction. This entailed 22 total displacements. The Hellmann-Feynman
forces induced on all other atoms from each displacement were determined from a total energy
calculation performed on each displaced supercell using VASP. The resultant Hellmann-Feynman
forces were used to generate the dynamical matrix using the direct method [110] as implemented in
the PHONON program [113]. The diagonalization of the dynamical matrix at a series of points in
reciprocal space gave the phonon dispersion curves and the phonon density of states. The resulting
vibrational (total and partial) densities of states are shown in Fig.B.2. Using the calculated g(ω),
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the integration in Eq. B.9 was carried out to obtain the temperature dependent vibrational internal
energy for the reaction (shown in Fig. B.4).
Figure B.2: Calculated partial and total phonon density of states for (a)MgH2, (b)LiH, (c)Si, and
(d)Li2MgSi.
To treat the H2 gas we write [182, 183],
HH2(T ) = U0,H2 + UH2 (T ) + (PV )H2
= U0,H2 + Uvib(T ) + Utrans(T ) + Urot(T ) + (PV )H2
= U0,H2 +
(
NAhν
2
+
NAhνe
− hνkBT
1− e− hνkBT
)
+
3
2
RT +
2
2
RT + (PV )H2
= U0,H2 +
(
NAhν
2
+
NAhνe
− hνkBT
1− e− hνkBT
)
+
7
2
RT (B.10)
with U0,H2 electronic energy of the H2 molecule calculated in DFT, NA Avogadro’s constant, h
110
Planck’s constant, ν the H2 vibrational frequency, kB the Boltzmann constant. The translational
((3/2)RT), rotational (RT), and pressure-volume (PV = RT, treating H2 as an ideal gas) contribu-
tions from the H2 gas are all accounted for in Eq. B.10. To find the electronic energy of the hydrogen
molecule, H2is placed in the center of a large box (12 A˚×12 A˚×12 A˚). The size of the box is chosen
so that images of the H2 molecule that result from the periodic boundary conditions inherent in
the DFT code do not interact significantly with one another and distort our desired results. The
H2 molecule was allowed to relax along its axis according to the conjugate-gradient algorithm until
the residual Hellmann-Feynman forces on the atoms were smaller than 0.3meV/A˚, coming to an
equilibrium separation of 0.751A˚.
Figure B.3: Energy-separation data generated for the H atoms in the H2 molecule.
The H2 vibrational frequency was obtained by varying the distance between the H atoms in the
H2 molecule and performing a series of fixed-point energy calculations. The second derivative with
respect to atomic separation of this energy-separation data (shown in Fig.B.3) was taken, giving
the force constant for the H-H bond. Inserting this into,
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ν =
1
2pi
√
K
m
(B.11)
with K the force constant and m the mass of a hydrogen atom gave the zero-point vibrational
frequency of the H2 molecule.
As shown in Fig. B.4, the enthalpy of reaction for,
MgH2 + 2LiH+ Si→ Li2MgSi + 2H2, (B.12)
is 49.15 kJ/mol H2 at 0K, 57.91 kJ/mol H2 at 300K, and 59.68 kJ/mol H2 at 600K. These results
indicate that this dehydrogenation reaction is a viable candidate for use as a hydrogen storage mate-
rial for mobile applications, i.e., it is likely to release significant amounts of hydrogen fuel at optimal
temperatures for use with a PEM fuel cell. Experimental investigation of this reaction is underway
at the present time. This example demonstrates how standard DFT results can be extrapolated to
finite temperatures using the small-displacement method and standard thermodynmaics.
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Figure B.4: (Upper) Calculated temperature dependent enthalpy of reaction for the reaction MgH2 +
2LiH + Si→ Li2MgSi + 2H2. (Lower) Calculated temperature dependence of the vibrational internal
energy (Uvib(T)) for the reaction, the translational, rotational, and pressure-volume contributions
from the H2 gas, as well as the 0K electronic total energy of the reaction (U0).
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