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Abstract
In this paper, the open problem of finding a closed analytical expression for the
distribution function of the length of the longest pure head run in coin tosses of
a possibly biased coin is solved by studying the closely related Markov chain of
current head runs. Based on this, inequaltities and an asymptotic expression for
the centered length of the longest head run can be derived. Moreover, formulae
for parameters like expected value and variance solely by means of the distribution
function are given. The corresponding results for the length of the longest whatever
run in tosses of fair coins are also included, heuristics are discussed as well.
1 Introduction
The question of longest head runs in coin tosses was posed for the first time by the Hun-
garian researcher T.Varga in connection with a teaching experiment that he conducted
with secondary school children as Cso¨rgo and Re´ve´sz explain in [1]. In this experiment
he tries to distinguish the written records of outcomes of fictitious sequences of 200
coin tosses made up by one group of children, from the records obtained by the other
group of children who conducted 200 real coin tosses. He was pretty good at it using
his observation that in real randomly produced sequences of 200 coin tosses, generally
there will appear head runs of length seven whereas the lengths of head runs in made up
seqences were always much shorter. Inspired by this problem, in 1975 Erdo¨s and Re´ve´sz
[2] published a result that gave a description of the almost sure asymptotic behaviour
of the length of longest head run in coin tosses. Since then, this topic has widely been
studied by many other authors. In 1990 e.g. Schilling [6] found a recursion formula to
compute the distribution function of the length of the longest head run. However, the
major drawback of recursion formulae is that they become quite unhandy and require
a lot of PC’s computing power as the number of repetitions becomes large, i.e. in this
case if the number of coin tosses becomes large. Since then, finding an explicit closed
analytical expression for the distribtution function of the longest head run is still an
open question.
In what follows a brief overview about how the paper is organized will be given. In
Section 2 the notion of coin tosses and of current and longest head runs are formal-
ized, moreover, notational conventions are fixed that will be used throughout the whole
paper. In Section 3 the main results are presented, in particular, an explicit closed ana-
lytical expression for the distribution function of the longest head run is presented. The
proofs of the main results will be postponed since auxiliary results have to be provided
first. These auxiliary results stem from studying the closely related Markov chain of
current head runs which will be covered by Section 4. The proofs of the main results
will be given in Section 5. Then, in Section 6, the corresponding results for the length
of the longest whatever pure run (i.e. pure run of heads or pure run of tails) in the case
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of a fair coin will be given. Finally, in Section 7 heuristics and approximations will be
discussed.
2 Preliminaries
Throughout the whole paper the following notions and notational conventions will be
adopted without stating and restating them again.
Coin tosses. Let {Xn}n≥1 be an infinite sequence of independent and identically
Bernoulli distributed random variables with P(Xn = 1) = p ∈ (0, 1) for all integers
n ≥ 1. We think of a sequence of tosses of a possibly biased coin. The event {Xn = 1}
can be thought of tossing head at the n-th coin toss and accordingly, p is the probability
of tossing head and q = 1− p the probability of tossing tail at the n-th coin toss.
Current Head Run. Let Hn denote the length of the current (pure) head run at
the n-th (i.e. at the current) coin toss. In plain words, Hn is the maximal number of
consecutive head tosses counting from the current toss backwards. To include the case
n = 0 when no coin has been tossed yet, we set H0 := 0. For any integer n ≥ 1, we set
Hn := 0 if Xn = 0, otherwise, if Xn = 1, we set Hn = 1 +Mn where Mn is the largest
integer M , 0 ≤M ≤ n−1, such Xn = Xn−1 = · · · = Xn−M = 1. The sequence {Hn}n≥0
of the length of the current head run is a (homogeneous discrete) Markov chain with
transition probabilities as displayed in Figure 1 of Section 4.
Longest Head Run. Furthermore, let Ln be the length of the longest (pure) head
run among the first n coin tosses, i.e. define Ln := max{Hj | 0 ≤ j ≤ n} for any in-
teger n ≥ 0. Note that the sequence of random variables {Ln}n≥0 does not define a
Markov chain. Also note that the above definition of Ln is equivalent to the following
(cumbersome) one: For the case n = 0 when no coin has been tossed yet, set L0 := 0.
For any integer n ≥ 1 set Ln := 0 if X1 = · · · = Xn = 0, otherwise, define Ln as the
largest integer L, 1 ≤ L ≤ n, such that there is an integer k, 1 ≤ k ≤ n − L + 1, with
Xk = Xk+1 = · · · = Xk+L−1 = 1.
Integer and the Non-Integer Part of a Number. For any number x, let bxc
denote the greatest integer m satisfying m ≤ x < m + 1 and let 〈x〉 := x− bxc denote
the uniquely determined non-integer part of x satisfying 0 ≤ 〈x〉 < 1.
Specific Sequence of Functions. Last, for a given 0 < p < 1, we define a sequence
of real-valued functions with integer running index n ≥ 1 by
(2.1) x 7→ F˜n(x) := (1− px)
(
1− qp
x
1− px
)n−x
for all real numbersx > 0
where q = 1− p.
Since the ‘success’ probability 0 < p < 1 is abitrary but fixed once and for all,
dependences of functions, constants etc. on the parameter p will consistently be omitted
throughout the whole paper to avoid overloading formulae with indices and to enhance
readibility, e.g. as above F˜n(x) will be written instead of F˜n,p(x), Nk instead of Nk,p
and so on. However, from the definitions and from the proofs it will always be clear
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that the dependence on the fixed parameter p is ubiquitous as the right hand side of
defining equations for functions, constants etc. will involve the parameter p.
3 On the Longest Head Run
Though the main results (Theorem 3.1 and Theorem 3.2) on the longest head run are
given here, their proofs will be postponed to Section 5, as some auxiliary results on the
current head run’s length in Section 4 need to be gathered first.
Theorem 3.1 (Longest Head Run Distribution Function). For any integer n ≥ 1, let
Fn(k) = P(Ln ≤ k) be the distribution function of the longest head run’s length Ln.
Then, we have
Fn(k) = F˜n(k + 1) for 0 ≤ k < n
Fn(n) = 1.
Furthermore, for any integer n ≥ 1, the function F˜n : (0,∞) −→ R is smooth, i.e. infi-
nite differentiable, and its restriction to the closed interval [1, n+1] is strictly increasing
and satisfies 0 < F˜n(x) < 1 for all 1 ≤ x ≤ n+ 1.
Theorem 3.2 (Longest Head Run Asymptotics). For any integer n ≥ 1, let µn =
log 1
p
(nq) be the asymptotic expected value of Ln and Wn = Ln − bµnc the centered
length of the longest head run. Let FWn(k) = P(Wn ≤ k) be the distribution function of
Wn and W be a continous random variable with distribution function FW (x) = P(W ≤
x) = exp(−px+1).
Then for any integer k there is a positive integer Nk such that
FW (k − 1) ≤ FWn(k) ≤ FW (k) for all n ≥ Nk.
In particular, for any integer k we have
FW (k − 1) ≤ lim inf
n→∞ FWn(k) ≤ lim supn→∞ FWn(k) ≤ FW (k).
Furthermore, FWn(k) and exp
(−pk+1−〈µn〉) are asymptotically equal, i.e.
FWn(k) ∼ exp
(−pk+1−〈µn〉) as n→∞.
Remark 3.3. Longest head run’s asymtotic behaviour in generalized settings, e.g. as
allowing for interruptions of a certain number of tails, have been studied by Gordon,
Schilling and Waterman [3] by using methods of extrem value theory. Anyway, as
Schilling [6] pointed out, the limit limn→∞ FWn does not exist as the sequence {Wn}n≥1
retains a ’wobble’ that persists forever. Theorem 3.2 specifies what is meant by ‘wobble’
and where it appears. Namely, considering the asymptotic expression
FWn(k) ∼ exp
(−pk+1−〈µn〉)
we see that the non-integer part 〈µn〉 of µn is the problem. It fluctuates between 0 and
1 as n tends to infinity and thus, the distribution function FWn(k) fluctuates between
exp(−pk) and exp(−pk+1). This ‘wobbling’ does not vanish since 〈µn〉 has no well-
defined limiting value as n tends to infinity. However, Theorem 3.2 says that for large
n the expression exp
(−pk+1−〈µn〉) can be used as asymptotic approximation. Even if a
proper limiting distribtution does not exist, Mo´ri [4] shows that the longest head run
has an almost sure limiting distribution.
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Corollary 3.4 (Two-Thirds Betting Estimate). The probability that the longest head
run’s length is non less than bµnc = blog 1
p
(nq)c satisfies the following estimate
lim inf
n→∞ P(Ln ≥ bµnc) ≥ 1− exp(−1).
Proof. Since P(Ln ≥ bµnc) = 1− FWn(−1), the claim follows immediately by applying
Theorem 3.2 to the special case k = −1.
Remark 3.5. The Two-Thirds Betting Estimate says that betting on the asymptotic
expected value is always a favorable bet, since one always has at least a ca. 2/3 chance
to win the bet. For example, betting in a sequence of n = 200 fair coin tosses (i.e. p =
q = 1/2) that the longest head run’s length is at least blog2(100)c = 6 is at least
1 − exp(−1) ≈ .63. The exact value (rounded to two decimal places), namely P(Ln ≥
6) = 1− F˜n(6) = .79, is even larger.
Corollary 3.6 (Expected Value and Variance). Putting sn :=
∑n−1
k=0 Fn(k) and un :=∑n
k=0(n − k)Fn(k), we obtain the following formulae for the expected value E(Ln) and
the variance V(Ln), for all integers n ≥ 1
E(Ln) = n− sn and V(Ln) = 2un − sn(1 + sn).
Proof. The formula for the expected value follows directly from
E(Ln) =
n−1∑
k=0
P(Ln > k) =
n−1∑
k=0
(1− P(Ln ≤ k)) = n−
n−1∑
k=0
Fn(k) = n− sn.
The formula for the variance follows from
E(L2n) =
n∑
k=1
k2 P(Ln = k) =
n∑
k=1
k2 Fn(k)−
n−1∑
k=0
(k + 1)2 Fn(k)
= n2 − 2
n−1∑
k=0
k Fn(k)− sn + (2nsn − 2nsn)
= n2 + 2un − sn − 2nsn
and from E(Ln)2 = (n− sn)2 = n2 − 2nsn + s2n by computing their difference
V(Ln) = E(L2n)− E(Ln)2 = n2 + 2un − sn − 2nsn − (n2 − 2nsn + s2n)
= 2un − sn − s2n = 2un − sn(1 + sn).
4 On the Current Head Run
Before proving the main theorem we need to collect some facts about the current pure
head run. To this end, consider the transition graph of the Markov chain {Hn}n≥0
in Figure 1 below. As the length of the current head run H0, when no coin has been
tossed yet, must be zero, we start at state 0, i.e. H0 = 0. If the current head run
has length k at the n-th toss, i.e. Hn = k, with the next toss n + 1 the current head
run can reach length k + 1 with probability p, however, if the next toss is a tail, the
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Figure 1: Transition graph of the Markov chain describing the length of the current
head run
length of the current head run is zero (i.e. falling back in state 0) which can happen
with probability q = 1 − p. Writing pij = P(Hn = j |Hn−1 = i) as usual, obviously
the transition probabilities pij for the homogenous Markov chain {Hn}n≥0 depicted in
Figure 1, for all integers i, j ≥ 0, are given as follows:
(4.1) pij =

p if j = i+ 1
q if j = 0
0 else.
The initial distribution {pik(0)}k≥0 is given by pi0(0) = 1 and pik(0) = 0 for k ≥ 1.
One easily verifies that this Markov chain is irreducible, aperiodic and positive recurrent
and thus, there is a unique limiting distribution which coincides with the invariant dis-
tribution (e.g. see [5]). The irreducibility and aperiodicity are obvious. As the Markov
chain is irreducible, for confirming positive recurrence, it suffices to check that an invari-
ant distribution {pik}k≥0 exists (e.g. see [5]). One easily verifies that the distribution
given by pik = qp
k for k ≥ 0 is invariant, i.e. it satisfies pik = p pik−1 for k ≥ 1 and
pi0 = q
∑
k≥0 pik.
Let {pik(n)}k≥0 denote the state distribution at the n-th toss, i.e. pik(n) = P(Hn = k)
where n, k are non-negative integers. By definition of the transition probabilities, we
have the relation pik(n) = p pik−1(n− 1) for 1 ≤ k ≤ n. Repeated application yields the
expression
(4.2) pik(n) = p
k pi0(n− k) for 0 ≤ k ≤ n.
Also from the definition of the transition probabilities and from the fact that∑
k≥0 pik(n) = 1, we obtain for any n ≥ 1
(4.3) pi0(n) = q
∞∑
k=0
pik(n− 1) = q.
Plugging (4.3) into (4.2) yields
pik(n) = qp
k for 0 ≤ k < n.
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From (4.2) and pi0(0) = 1 we get pin(n) = p
n. Of course pik(n) = 0 for k > n.
For later purpose, we put all this together.
Theorem 4.1 (Current Head Run Distribution). The Markov chain {Hn}n≥0 with
transition probabilities given by (4.1) is irreducible, aperiodic and positive recurrent. Let
{pik(n)}k≥0 be the state distribution at the n-th toss where n is a non-negative integer
and {pik}k≥0 be its limiting distribution. Then the probability that the current head run
has length k, where n represents the current toss, is given for all integers k ≥ 0 by
pik(n) = P(Hn = k) =

qpk for k < n
pn for k = n
0 for k > n.
Furthermore, the unique limiting distribution is given by pik = qp
k for all k ≥ 0.
Remark 4.2. In particular, for n > k the probability pik(n) that the current head run
has length k at the n-th toss has already reached its stationary limiting value pik = qp
k.
Theorem 4.3 (Current Head Run Distribution Function). Let Gn(k) = P(Hn ≤ k) be
the distribution function of Hn. Then for all integers n ≥ 0 and for all integers k > 0
the following holds true
Gn(k − 1) = P(Hn < k) =
{
1− pk for k ≤ n
1 for k > n.
Proof. The case k > n is obvious as the length of the current head run cannot exceed
the current number of tosses. The case k ≤ n follows immediately by applying Theorem
4.1 to P(Hn < k) = 1 − P(Hn ≥ k) = 1 −
∑n−k
j=0 P(Hn = k + j) and a straight forward
computation using the identity for geometric series
∑n−1
k=0 a
k = 1−a
n
1−a , a 6= 1.
Corollary 4.4 (Current Head Run Expected Value and Variance). The expected value
E(Hn) and the variance V(Hn) of the current head run’s length tend to the following
values as n tends to infinity
lim
n→∞E(Hn) =
p
q
and lim
n→∞V(Hn) =
p
q
2
Proof. The statement about the expected value follows immediately from Theorem 4.3
and the followling line
E(Hn) =
n−1∑
k=0
P(Hn > k) =
n−1∑
k=0
(1− P(Hn < k + 1)) =
n−1∑
k=0
pk+1 =
p
q
(1− pn)
by taking the limit n → ∞. For the limiting value of the variance, first use Theorem
4.1 to compute
E(H2n) =
n∑
k=0
k2 P(Hn = k) = q
n∑
k=0
k2 pk + n2 pn.
Taking the limit n→∞ yields
lim
n→∞E(H
2
n) = q
∞∑
k=0
k2 pk =
p
q
(1 + p)
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where the identity
∑∞
k=0 k
2 pk = p(1+p)
(1−p)3 , |p| < 1, has been used for the second equal
sign. As V(Hn) = E(H2n) − E(Hn)2 by definition, the claim follows now by taking the
limit n→∞.
Theorem 4.5 (Current Head Run Conditional Probabilities). For the conditional prob-
abilities P(Hj < k |Hj−1 < k) the following holds true. For all positive integers j, k > 0,
we have
P(Hj < k |Hj−1 < k) =

1− qpk
1−pk for k < j
1− pj for k = j
1 for k > j.
Proof. Let j, k be integers ≥ 1. Again the case k > j is obvious as the length of the
current head run cannot exceed the current number of tosses.
The case k = j follows from
P(Hj < j |Hj−1 < j) = P(Hj < j) = 1− pj .
Here the first equal sign follows from P(Hj−1 < j) = 1 and the general fact that
P(A |B) = P(A) for any event B with P(B) = 1, and the second equal sign from Theo-
rem 4.3.
The case k < j will be split in two subcases, case j = k+ 1 and case j > k+ 1. For the
case j = k + 1, consider the tree diagram in Figure 2 and apply Theorem 4.3.
Figure 2: Probability tree diagram for x = P(Hk+1 < k |Hk < k).
Putting x = P(Hk+1 < k |Hk < k) and resolving 1 − pk = (1 − pk)x + pkq for x
yields
x = 1− qp
k
1− pk
as desired.
For the case j > k+ 1 consider Figure 3 below, apply Theorem 4.3 and use the identity
for geometric series again. Putting x = P(Hj < k |Hj−1 < k) and resolving the equation
1− pk = (1− pk)x+ pkq2 + pk+1q2 + · · ·+ pj−2q2 + pj−1q
= (1− pk)x+ pkq
for x also yields
x = 1− qp
k
1− pk
as desired.
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Figure 3: Probability tree diagram for x = P(Hj < k |Hj−1 < k) for j > k + 1.
5 Proof of the Main Results
Before going into the proofs of the main results, three lemmata need to be provided.
Lemma 5.1. Let λ ≥ 1. Let gλ : [0,∞) −→ R be the function defined by
x 7→ gλ(x) := (2− x)xλ.
Then gλ is strictly increasing on the closed interval [0, 1]. Furthermore, gλ(0) = 0,
gλ(1) = 1 and 0 < gλ(x) < 1 for all 0 < x < 1.
Proof. The statements gλ(0) = 0 and gλ(1) = 1 are obvious. It is also clear that gλ is
differentiable and strictly positive for 0 < x < 2. By assumption we have λ ≥ 1, adding
λ on both sides and dividing by 1 + λ yields 2λ/(1 + λ) ≥ 1. Hence, for any 0 < x < 1
we have x < 2λ/(1 + λ). From this and from
g′λ(x) > 0 ⇐⇒
λ
x
>
1
2− x ⇐⇒ x <
2λ
1 + λ
for 0 < x < 2
we obtain g′λ(x) > 0 for any 0 < x < 1 which shows that gλ is strictly increasing on
the open interval (0, 1). This together with gλ(0) = 0 and gλ(1) = 1 and the fact that
gλ is continuous on [0, 1] implies that 0 < gλ(x) < 1 for 0 < x < 1. This in turn
implies that gλ is strictly increasing on the closed interval [0, 1], since 0 < x < 1 implies
0 = gλ(0) < gλ(x) < gλ(1) = 1.
Lemma 5.2. For any numbers 0 < a < b < 1 and 0 < q < 1 the following inequality
holds true
1− qa
1− qb <
1− a
1− b
Proof. Let 0 < a < b < 1 and 0 < q < 1. Then the inequality follows immediately from
1− qa
1− qb <
1− a
1− b ⇐⇒ (1− qa)(1− b) < (1− qb)(1− a) ⇐⇒ q < 1.
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Lemma 5.3. Let {xn} and {yn} be eventually bounded sequences of real numbers and
the yn eventually be non-zero. If the sequences are asymptotically equal, i.e. xn ∼ yn as
n→∞, then the following holds true
lim
n→∞
∣∣∣(1 + xn
n
)n − exp(yn)∣∣∣ = 0.
In particular, the sequences satisfy(
1 +
xn
n
)n ∼ exp(yn) as n→∞.
Proof. Since the sequences are eventually bounded one can find a number M > 0 such
that |xn|, |yn| ≤ M for all sufficiently large indices n. For a given ε > 0 choose a
sufficiently large index K such that simultaneously
∞∑
k=K
Mk
k!
<
ε
3
and |xn|, |yn| ≤M for all n ≥ K
hold true. Using the representation exp(x) =
∑
k≥0
xk
k! , for any n ≥ K we have
(5.1)
∣∣∣(1 + xn
n
)n − exp(yn)∣∣∣ ≤ K−1∑
k=0
∣∣∣∣(nk
)
xkn
nk
− y
k
n
k!
∣∣∣∣+ n∑
k=K
(
n
k
)
Mk
nk
+
∞∑
k=K
Mk
k!
.
Since we have
(
n
k
)
1
nk
≤ 1k! for n ≥ k, it follows that each of the last two sums in (5.1)
individually is strictly less than ε/3. For the first sum in (5.1) note that the numbers
yn are eventually non-zero and thus, for sufficiently large n ≥ K we have∣∣∣∣(nk
)
xkn
nk
− y
k
n
k!
∣∣∣∣ ≤ ∣∣xkn∣∣ ∣∣∣∣(nk
)
1
nk
− 1
k!
∣∣∣∣+ ∣∣ykn∣∣ ∣∣∣∣xknykn − 1
∣∣∣∣ 1k!
≤Mk
∣∣∣∣(nk
)
1
nk
− 1
k!
∣∣∣∣+Mk ∣∣∣∣xknykn − 1
∣∣∣∣ 1k! .
Since
(
n
k
)
1
nk
→ 1k! and xn ∼ yn as n tends to infinity, we can find an index N > K such
that ∣∣∣∣(nk
)
xkn
nk
− y
k
n
k!
∣∣∣∣ < ε3K for all n ≥ N.
Hence, for n ≥ N also the first sum in (5.1) is strictly less than ε/3 which implies∣∣∣(1 + xn
n
)n − exp(yn)∣∣∣ < ε for all n ≥ N.
The additional statement about the asymptotic expression can be seen as follows.
With the numbers chosen as above, we have yn ≥ −M for all n ≥ K. Then, for
sufficiently large n, we have∣∣∣∣∣
(
1 + xnn
)n
exp(yn)
− 1
∣∣∣∣∣ ≤ exp(M) ∣∣∣(1 + xnn )n − exp(yn)∣∣∣ .
From what was previously shown it follows that the expression on the RHS of this
inequality tends to zero as n tends to infinity, and therefore the LHS as well.
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Remark 5.4. Note that the sequences in Lemma 5.3 are not required to converge to a
limiting value but they must behave sufficiently well. In particular, they are allowed to
‘wobble’ within certain bounds.
Now, we are ready for the Proof of Theorem 3.1.
Proof. The statement Fn(n) = 1 is obvious as the length Ln of the longest head run
among the first n tosses cannot exceed the number of the first n tosses.
Next, we show Fn(k) = F˜n(k + 1) for all integers k, 0 ≤ k < n. From the definition
of Ln = max{Hj | 0 ≤ j ≤ n} it is clear that for any integer 0 < k ≤ n we have
(5.2) {Ln < k} =
n⋂
j=0
{Hj < k}
In plain words, (5.2) says that the length of the longest head run Ln among the first
n tosses is less than k if and only if the length of the current head run Hj at any toss
j ≤ n has never reached k.
Set %
(k)
ij := P(Hj < k |Hi < k). Note that for any k > 0 we have P(H0 < k) = 1. Then
from (5.2) and from the Markov property of {Hn}n≥0 we obtain for any 0 < k ≤ n
(5.3) P(Ln < k) = P(H0 < k) ·
n∏
j=1
%
(k)
j−1,j =
n∏
j=1
%
(k)
j−1,j
Application of Theorem 4.5 to equation 5.3 yields for any 0 < k ≤ n
P(Ln < k) =
n∏
j=1
%
(k)
j−1,j =
k−1∏
j=1
%
(k)
j−1,j
 · %(k)k−1,k ·
 n∏
j=k+1
%
(k)
j−1,j

= 1 · (1− pk) ·
(
1− qp
k
1− pk
)n−k
= F˜n(k).
Shifting the state parameter k by one unit to the right, we get our desired result for the
longest head run distribution, i.e. for any integer 0 ≤ k < n we have
Fn(k) = P(Ln ≤ k) = P(Ln < k + 1) = F˜n(k + 1).
It remains to be shown the statement about the sequence {F˜n}n≥1. Observe that the
proof of the previous part implicates 0 ≤ F˜n(k) ≤ 1 for all integers k with 1 ≤ k ≤ n.
However, the statement in the Theorem 3.1 is not restricted to integers, but also allows
for real numbers.
For the remainder of the proof let n ≥ 1 be an integer and 0 < p < 1.
First, the statement about the smoothness of F˜n on the open interval (0,∞) follows
immediately from how the function F˜n is constructed.
Secondly, we check that
F˜n(x) = (1− px)
(
1− qp
x
1− px
)n−x
> 0 for x ≥ 1.
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Clearly, the first bracket is strictly positive since 0 < px < 1 for any x ≥ 1. The second
bracket is also strictly positive, since for any x ≥ 1, we have
(5.4) 1− qp
x
1− px > 0 ⇐⇒ qp
x < 1− px ⇐⇒ (1 + q)px < 1 ⇐⇒ (2− p)px < 1
where the validity of the last inequality follows from Lemma 5.1. Thus, the function is
strictly positive for x ≥ 1.
Third, we check that F˜n(x) is strictly increasing on [1, n+ 1]. Note that for x, y ≥ 1 we
have
(5.5)
(1− py)
(1− px) > 1 ⇐⇒ p
y < px ⇐⇒ y > x
and
(5.6)
(
1− qpy1−py
)
(
1− qpx1−px
) > 1 ⇐⇒ (1− px)qpy < (1− py)qpx ⇐⇒ y > x.
Let y > x ≥ 1 and x ≤ n+ 1. We have to show that F˜n(y) > F˜n(x). But
(5.7)
(
1− qpy1−py
)n−y
(
1− qpx1−px
)n−x · (1− py)(1− px) >
(
1− qpy1−py
)n−x
(
1− qpx1−px
)n−x · (1− py)(1− px) > 1
where the first inequality in (5.7) follows from qp
y
1−py < 1 (compare with (5.4)) and the
second inequality in (5.7) follows from (5.5), (5.6) and Lemma 5.2 (Lemma 5.2 is only
needed for the case x ≥ n, for x < n both (5.5) and (5.6) alone do the job).
Last, we have to show that F˜n(x) < 1 for all 1 ≤ x ≤ n + 1. Since from the previous
we know that F˜n(x) is strictly increasing for 1 ≤ x ≤ n + 1, it suffices to check that
F˜n(n+ 1) < 1. But since 0 < p < 1 and n ≥ 1 it follows that
F˜n(n+ 1) = (1− pn+1)
(
1− qp
n+1
1− pn+1
)−1
=
1− 2pn+1 + p2n+2
1− 2pn+1 + pn+2 < 1.
Next, the Proof of Theorem 3.2 follows.
Proof. Let k be any integer. Put Nk := max
(
pk−1
q ,
8p2
q , 2k + 4
)
. Then, we have
0 < k + bµnc ≤ k + µn < n for all integers n ≥ Nk.
This follows from 1 ≤ k + µn ≤ n− 1⇐⇒ pk−1 ≤ nq ≤ p−n+k+1 and from
(1 + x)n−k−1 ≥
(
n− k − 1
2
)
x2 ≥ n
2
8
x2 ≥ nq for n ≥ Nk
where x := 1/p − 1 = q/p. Due to Theorem, 3.1 the function F˜n is strictly increasing
on the interval [1, n+ 1] and the identity P(Ln ≤ bxc) = F˜n(bxc+ 1) holds true for any
0 ≤ x < n. Thus, for any n ≥ Nk we obtain
P(Wn ≤ k) = P(Ln ≤ bµnc+ k) = F˜n(bµnc+ k + 1) ≤ F˜n(µn + k + 1).
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Putting an,k :=
pk+1
nq
and bn,k :=
pk+1
1− an,k and letting n tend to infinity, the expression
F˜n(µn + k + 1) =
(1− an,k)
(
1− bn,kn
)n
(
1− bn,kn
)k+1 ((
1− bn,kn
)n)log 1
p
( n
√
qn)
converges to exp(−pk+1). Here, we have used an,k → 0, bn,k → pk+1 and n√qn → 1
as n tends to infinity, and the general fact that (1 + cnn )
n → exp(c) as n → ∞ for any
sequence {cn}n≥1 that converges to a given number c. This shows FWn(k) ≤ FW (k) for
any integer n ≥ Nk.
From µn < bµnc + 1, we have F˜n(µn + k) ≤ F˜n(bµnc + k + 1) = P(Wn ≤ k) for any
integer n ≥ Nk. In the same vein as above, one shows F˜n(µ+k)→ exp(−pk) as n→∞,
and thus, FW (k − 1) ≤ FWn(k) for any integer n ≥ Nk.
Hence, for any integer k the sequence FWn(k) is eventually bounded from below and
from above. Then, the Bolzano-Weierstrass theorem implies
FW (k − 1) ≤ lim inf
n→∞ FWn(k) ≤ lim supn→∞ FWn(k) ≤ FW (k).
Last, the validity of the asymptotic expression has to be shown. For any n ≥ Nk we
have
P(Wn ≤ k) = F˜n(µn − 〈µn〉+ k + 1).
Similarily, as above, we put a′n,k :=
pk+1−〈µn〉
nq
and b′n,k :=
pk+1−〈µn〉
1− a′n,k
.
Then, for any n ≥ Nk we have
(5.8)
P(Wn ≤ k)(
1− b
′
n,k
n
)n = (1− a′n,k)
(
1− b
′
n,k
n
)〈µn〉
(
1− b
′
n,k
n
)k+1((
1− b
′
n,k
n
)n)log 1
p
( n
√
qn)
.
Note that b′n,k itself does not converge to a limiting value as n tends to infinity. However,
from
(
1− b
′
n,k
n
)
≤
(
1− b
′
n,k
n
)〈µn〉 ≤ 1 and a′n,k → 0 and b′n,kn → 0 as n→∞, we see that
the numerator and the first factor in the denominator of the RHS of (5.8) converge to
1 as n→∞. Moreover, from pk+1 ≤ pk+1−〈µn〉 we get
lim sup
n→∞
((
1− b
′
n,k
n
)n)log 1
p
( n
√
qn)
≤ 1.
Similarily, from pk+1−〈µn〉 ≤ pk we get
lim inf
n→∞
((
1− b
′
n,k
n
)n)log 1
p
( n
√
qn)
≥ 1.
This implies
lim
n→∞
((
1− b
′
n,k
n
)n)log 1
p
( n
√
qn)
= 1.
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and therefore the RHS of (5.8) converges to 1 as n→∞. This shows
FWn(k) ∼
(
1− b
′
n,k
n
)n
as n→∞.
Next, applying Lemma 5.3 to xn := −b′n,k, yn := −pk+1−〈µn〉 and M := pk−1 yields(
1− b
′
n,k
n
)n
∼ exp(−pk+1−〈µn〉) as n→∞
and hence,
FWn(k) ∼ exp
(−pk+1−〈µn〉) as n→∞
as desired.
6 On the Longest Whatever Run
As already mentioned, by the longest whatever run, the longest run of pure heads or
pure heads is understood. Briefly, we omit the ‘whatever’ and just call it the longest
run.
Figure 4: Transition graph of the Markov chain describing the length of the current
whatever run
Basically, the corresponding results for the length of the longest run could be obtained
by the same underlying idea: the length of the longest run Rn := max{Kj | 0 ≤ j ≤ n},
n ≥ 0, does not exceed a certain value if and only if the length of the current run Kn
(i.e. of pure heads or pure tails) does not exceed this value. However, the computations
involved will be a bit more messy as the transition probabilities are little bit more
cumbersome. In this case one would have to use the transition graph of the Markov
chain {Kn}n≥0 displayed in Figure 4.
Its limiting distribution is given by pi0 = 0 and for k ≥ 1 by
pik = lim
n→∞P(Kn = k) =
pq
p2 + q2
(pk + qk).
The general case for whatever runs will not be presented here. However, the case of
a fair coin, i.e. p = q = 1/2, can easily be handled as the transition graph in Figure
4 reduces to that shown in Figure 6, and thus, allows for a very simple deduction of
the corresponding results for the length of longest run Rn by simply lowering the state
parameter k in all formulas by one unit.
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Figure 5: Transition graph of the Markov chain describing the length of the current run
of pure heads for a fair coin, i.e. p = q = 12.
Figure 6: Transition graph of the Markov chain describing the length of the current
whatever run for a fair coin, i.e. p = q = 12.
To see this, compare the corresponding transition graphs in Figure 5 and Figure 6,
and observe the ‘shift’ to the right.
We do already know Figure 5 (just like Figure 1), but how to understand Figure
6? It says that the current run starts in state 0 with length zero, i.e. K0 = 0 when
no coin has been tossed yet. But in contrast to looking at pure head runs, in case
of looking for runs of pure heads or pure tails the first toss must be a ‘success’, i.e.
P(K1 = 1 |K0 = 0) = 1, as it must be the emanating point for a run of pure heads or
pure tails – but from now on, one cannot fall back to length zero. For example, if the
first toss is tail, one has reached length one, then if the second toss is tail again the
current run has reached length two. However, if the third toss is head the length of the
current run falls back to length one (but not to zero) as a pure head run can start now.
From Figure 6 we see P(K0 = 0) = 1 and P(Kn = 0) = 0 for all n > 0. Furthermore,
comparing Figure 5 and Figure 6 the ‘shift’ to the right means that state k plays the
same role for Kn as state k−1 does for the head run Hn. Hence, the distribution of the
length of the current whatever run differs by a factor 2, i.e. P(Kn = k) = 2P(Hn = k)
for all n > 0 and for all k ≥ 0. This factor 2 appears in all corresponding formulas
for runs of pure heads or pure tails as the logic of proof follows the exact same lines.
Figure 8 in the appendix gives a comparative overview of head runs and whatever runs
for the important case of a fair coin.
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7 Heuristics
Let us look at the at this formula again
(7.1) P(Ln < k) = (1− pk)
(
1− qp
k
1− pk
)n−k
.
This formula can be approximated if the number of tosses n is large compared to the
length k, i.e. if n  k  1 than formula 7.2 can be approximated by P(Ln < k) ≈
(1−pik)n, where pik = qpk is the stationary limiting value. How to intuitively understand
this approximation?
If we regard the sequence H1, H2, H3, . . . approximatively as independent Bernoulli
sequence with identical ‘success’ probability pik that the current head run at a certain
toss has length k, then the probability of no success among the first n tosses would
simply be given by the binomial distribution, i.e.
P(Ln < k) ≈
(
n
0
)
pi0k(1− pik)n−0 = (1− pik)n
which coincides exactly with the approximation above. If pik is sufficiently small, we
can further approximate P(Ln < k) ≈ (1 − pik)n ≈ exp(−npik) and thus, we have the
following approximations for the distribution function of the longest head run’s length
(7.2) Fn(k) ≈ (1− pik+1)n ≈ exp(−npik+1).
For a fair coin, Figure 7 shows the exact probability function together with the two
approximations.
Figure 7: Comparison of the exact probability function belonging to Fn(k) with the
‘binomial’ approximation belonging to (1− pik+1)n and with the ‘exponential’ approxi-
mation belonging to exp(−npik+1) for the case of a fair coin.
The probability functions have been obtained from the distribution functions via P(Ln =
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k) = Fn(k) − Fn(k − 1), by definition. Thanks to the closed analytical expressions no
programming is needed and the diagram in Figure 7 was simply produced with Excel.
A close inspection of the diagram indicates that both approximations sligthly underesti-
mate the exact probability values for lengths k that are in the vicinity of the asymptotic
expected value log2(100) ≈ 6.64, namely for the lengths k = 5, 6, 7. Apart from this, i.e.
leaving the vicinity of log2(100) both approximations slightly overestimate the exact
probability value. Anyway, overall one can summarize the diagram as indicating that
the two approximations are pretty good.
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Comparative Overview of Runs
Figure 8: Comparative overview of head runs and whatever runs for the important case
of a fair coin. The abbreviations sn =
∑n−1
k=0 Fn(k) and un =
∑n
k=0(n − k)Fn(k) have
been used.
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