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SMALL GAPS IN COEFFICIENTS OF L-FUNCTIONS AND
B-FREE NUMBERS IN SHORT INTERVALS
E. KOWALSKI, O. ROBERT, AND J. WU
Abstract. We discuss questions related to the non-existence of gaps
in the series defining modular forms and other arithmetic functions of
various types, and improve results of Serre, Balog & Ono and Alkan
using new results about exponential sums and the distribution of B-free
numbers.
1. Introduction
The motivation of this paper is a result of Serre ([43, Th. 15]) and the
questions he subsequently raises. Let f be a primitive holomorphic cusp
form (i.e. a newform in the Atkin-Lehner terminology) of weight k, with
conductor N and nebentypus χ. Write
(1.1) f(z) =
∑
n≥1
λf(n)e(nz)
its Fourier expansion at infinity, where e(z) = exp(2πiz), so that λf(n) is
also the Hecke eigenvalue of f for the Hecke operator Tn. Serre’s result is
that
(1.2) |{p ≤ x | λf(p) = 0}|  x(log x)−1−δ,
for x ≥ 2 and any δ < 1
2
, the implied constant depending on f and δ, from
which he deduces that the series (1.1), or equivalently the L-function
(1.3) L(f, s) =
∑
n≥1
λf(n)n
−s
is not lacunary, i.e. the set of indices n where λf (n) 6= 0, has a positive
density. Serre asked ([43, p. 183]) for more precise statements, in particular
for bounding non-trivially the function if(n) defined by
(1.4) if(n) := max{k ≥ 1 | λf(n+ j) = 0 for 0 < j ≤ k},
where non-trivial means an estimate of type if (n)  nθ for some θ < 1 and
all n ≥ 1. A stronger form of the problem is to find y as small as possible
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(as a function of x, say y = xθ with θ < 1) such that
(1.5) |{x < n ≤ x+ y | λf(n) 6= 0}|  y
(where the implied constant can depend on f). Non-lacunarity means y =
x is permitted, and one wishes to improve this. Note if (n)  y so this
generalizes the first question.
The history of this problem is somewhat confused. First, Serre could
have solved it quite simply in (at least) two ways available at the time.
The first is to argue that by multiplicativity λf(n) 6= 0 if n is squarefree
and not divisible by primes p for which λf(p) = 0. The latter have density
zero by (1.1), so estimating if(n) becomes a special case of a problem in
multiplicative number theory, that of counting so-called B-free numbers in
small intervals, where for a set B = {bi} of integers with (bi, bj) = 1 if i 6= j
and ∑
i
1
bi
< +∞,
one says that n ≥ 1 is B-free if it is not divisible by any element in B. Erdös
[11] already showed in 1966 that with no further condition there exists a
constant θ < 1 (absolute) such that the interval (x, x + xθ] contains a B-
free number for x large enough, thereby solving Serre’s first question in the
affirmative. A quantitative result proving the analogue of (1.5) for general
B-free numbers was also obtained Szemerédi [44] as early as 1973.
This was apparently first noticed by Balog and Ono [2]. By this time
results about B-free numbers had been refined a number of times, and they
deduced from a result of Wu [45] that if(n)  n17/41+ε for n ≥ 1 and any
ε > 0, the implied constant depending on f and ε. Using this idea and
other results (such as a version of the Chebotarev density theorem in small
intervals and the Shimura correspondence), they also get weaker results for
modular forms of weight 1 or half-integral weight. The latter is noteworthy
in this respect since the Fourier coefficients of half-integral weight forms
are highly non-multiplicative (see [7] for a strong quantitative expression of
this fact). Alkan [1] has developed and improved the results of [2], tailoring
some arguments to the specific instance of B-free numbers involved for the
problem at hand.
A second method of estimating if(n) available to Serre was a direct appeal
to the properties of the Rankin-Selberg L-function L(f ⊗ f̄ , s). Specifically
this proves [36, 42] (for f any cusp form of integral weight k and level N)
∑
n≤x
|λf(n)|2n1−k = cfx+O(x3/5)
for some cf > 0, and x ≥ 1, the implied constant depending only on f .
Trivially this implies if (n)  n3/5, and incidentally this fact is implicit in
[27] (which Serre quotes as one source for his problems!)
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It turns out however that there are still a number of things which seem
to have been overlooked. For instance we will show that it is not necessary
to sieve by squarefree numbers, and we will explain the applications of the
Rankin-Selberg L-functions (in particular to non-congruence subgroups, an-
other of the questions in [43]). We also look at lacunarity in some other
Dirichlet series coming from arithmetic or analysis, including one which is
really neither fish nor fowl (see Proposition 4). On the other hand (this is
our main new contribution), we will improve quite significantly the B-free
number results that can be used. Some of our tools are new estimates for
exponential sums and bilinear forms which are of independent interest in
analytic number theory.
We of course welcome any further corrections to the picture thus produced
about this problem.
Acknowledgement. The authors would like to thank Emmanuel Royer for
helpful comments on an earlier version of this paper.
Notation. For any k ≥ 1, N ≥ 1 and any character χ modulo N , we
denote Sk(N,χ) the vector space of cusp forms of weight k for the group
Γ0(N), with nebentypus χ. If χ is the trivial character modulo N , we simply
write Sk(N). We also denote by S
∗
k(N,χ), or S
∗
k(N), the set of primitive
forms in Sk(N,χ) or Sk(N), i.e. those forms which are eigenfunctions of all
Hecke operators Tn and are normalized by λf(1) = 1, where λf (n) is the
n-th Fourier coefficient, which is then equal to the n-th Hecke eigenvalue.
See e.g. [23] for basic analytic facts about modular forms.
For s a complex number, we denote σ its real part and t its imaginary
part. Also, we use f(x) = O(g(x)) and f(x)  g(x) for x in some set X as
synonyms, meaning |f(x)| ≤ Cg(x) for all x ∈ X, C ≥ 0 being called the
implied constant.
2. Algebraic aspects
We start by noticing that the restriction to squarefree numbers present
in [2] and [1] is in fact unnecessary, because the set of primes for which
λf(p
ν) = 0 for any ν still satisfies an estimate similar to (1.2). This is partly
implicit in [43, p. 178–179].
Lemma 2.1. Let f ∈ S∗k(N,χ) be a primitive holomorphic cusp form. There
exists an integer νf depending only on f such that for any prime p - N , either
λf(p
ν) 6= 0 for all ν ≥ 0, or there exists ν ≤ νf such that λf(pν) = 0.
Proof. Let p - N . By multiplicativity we have the power series expansion
(2.1)
∑
ν≥0
λf (p
ν)Xν =
1
1 − λf (p)X + χ(p)pk−1X2
.
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Let αp and βp be the complex numbers such that
(2.2) 1 − λf (p)X + χ(p)pk−1X2 = (1 − αpX)(1 − βpX).
Thus
(2.3) αp + βp = λf(p) and αpβp = χ(p)p
k−1 6= 0.
Expanding (2.1) using (2.2) by geometric series gives the well-known expres-
sions
(2.4) λf(p
ν) =
αν+1p − βν+1p
αp − βp
if αp 6= βp, and the simpler
(2.5) λf(p
ν) = (ν + 1)ανp = (ν + 1)τp
ν(k−1)/2 6= 0
if αp = βp, where τ
2 = χ(p). So we can assume αp 6= βp. In this case we get
by (2.4)
λf(p
ν) = 0 if and only if (αp/βp)
ν+1 = 1
so that there exists ν ≥ 0 for which λf(pν) = 0 if and only if αp/βp is a root
of unity, and if this ratio is a primitive root of unity of order d ≥ 1, then
λf(p
d−1) = 0.
Now we input some more algebraic properties of the Fourier coefficients.
The field
Kf = Q((λf (n))n≥1, (χ(n))n≥1)
generated by all Fourier coefficients and values of χ is known to be a number
field. By (2.2), the “roots” αp and βp lie in a quadratic extension of Kf .
This extension (say Kp) depends on p, but it has degree [Kp : Q] ≤ 2[Kf : Q]
for all p.
Now we combine both remarks and the fact that a number field L/Q can
only contain a primitive d-th root of unity if ϕ(d) ≤ [L : Q]. It follows that
if p - N and λf (p
ν) = 0 for some ν ≥ 0, αp/βp is a primitive root of unity
of some order d such that ϕ(d) ≤ 2[Kf : Q], and then λf(pd−1) = 0. Since
ϕ(d)  d/ log log(3d), this proves the lemma. 
It is clear that νf is effectively computable. Here are some simple cases.
Lemma 2.2. Let k be even and f ∈ S∗k(N,χ). There exists M ≥ 1 such
that for any p - M , either λf (p) = 0 or λf(p
ν) 6= 0 for any ν ≥ 1. If χ is
trivial and f has integer coefficients, one can take M = N .
Proof. If p | N , the condition λf(pν) = 0 is equivalent to λf(p) = 0 by
total multiplicativity, so we can assume that p - N . Let p be such a prime
with λf(p
ν) = 0 for some ν ≥ 2, but λf(p) 6= 0. Using the same notation
as the proof of Lemma 2.1, we have αp = ξβp for some root of unity ξ of
order d + 1, and ξ 6= −1. We derive from the second relation of (2.3) that
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α2p = ξχ(p)p
k−1, hence αp = ±τp(k−1)/2, where τ 2 = ξχ(p). By the second
relation of (2.3), we get
λf(p) = (1 + ξ̄)αp = ±τ(1 + ξ̄)p(k−1)/2 6= 0.
In particular, since k is even, Q(τ(1 + ξ̄)
√
p) ⊂ Kf . As Kf is a number
field, this can happen only for finitely many p, and one can take as M the
product of those primes and those p | N with λf(p) = 0.
Furthermore, if χ is trivial and f has integer coefficients, then for p - N ,
αp/βp = ξ is a root of unity 6= 1 in a quadratic extension of Q (see (2.2)),
hence ξ ∈ {−1,±j,±j2,±i} (with ν ∈ {1, 2, 3, 5}). All those except ξ = −1
contradict the fact that f has integer coefficients by simple considerations
such as the following, for ξ = j say: we have α2p = jp
k−1, αp = ±j2p(k−1)/2
and
λf (p) = (1 + j̄)αp = ±(1 + j̄)j2p(k−1)/2 = ±(j2 + j)p(k−1)/2 /∈ Z
(compare [43, p. 178–179]). 
We now prove the analogue of (1.2) for primes p such that λf(p
ν) = 0 for
some ν.
Lemma 2.3. Let f ∈ S∗k(N,χ) be a primitive cusp form not of CM type, in
particular with k ≥ 2. For ν ≥ 1, let
(2.6) Pf,ν = {p - N | λf (pν) = 0}.
For any ν ≥ 1 we have
(2.7)
∣∣Pf,ν ∩ [1, x]
∣∣  x
(log x)1+δ
for x ≥ 2 and any δ < 1
2
, the implied constant depending on f and δ. Let
P∗f be the union of Pf,ν. We have
(2.8)
∣∣P∗f ∩ [1, x]
∣∣  x
(log x)1+δ
for x ≥ 2 and any δ < 1
2
, the implied constant depending on f and δ.
Proof. All the tools needed to prove (2.7), if not the exact statements, can
be gathered from [43], in particular Section 7.2. By Lemma 2.1, we need
only prove (2.7), so let ν ≥ 1 be fixed.
Fix a prime number ` totally split in the fieldKf = Q(λf (n), χ(n)) already
considered. Thus Kf ⊂ Q`. There exists an `-adic Galois representation
ρf,` : Gal(Q̄/Q) → GL(2,Q`)
constructed by Deligne, such that for p - N` we have
Trρf,`(σp) = λf(p) and det ρf,`(σp) = χ(p)p
k−1,
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where σp is a Frobenius at p. Let G` be the image of ρf,`. As explained by
Serre [43, Prop. 17], it is an open subgroup of GL(2,Q`), hence an `-adic
group of dimension 4.
By symmetry, there exists a polynomial Pν ∈ Z[X, Y ] such that the iden-
tity
Xν+1 − Y ν+1
X − Y = Pν(X + Y,XY )
holds. Consider the set C ⊂ G` defined by
C = {s ∈ G` | Pν(Tr(s), det(s)) = 0}.
Note the following facts about C: it is a closed `-adic subvariety of G`,
stable by conjugation, and of dimension ≤ 3. Moreover, C is stable by
multiplication by H` = {homotheties in G`}, and therefore C = π−1(C ′) for
a certain subvariety C ′ ⊂ G`/H`, where π : G` → G`/H` is the projection.
The set C ′ is an `-adic variety of dimension ≤ 2 and all its elements are
regular ([43, Section 5.2]), since they have distinct eigenvalues α, ξα for
some root of unity ξ 6= 1 of order ν + 1.
Now remark that if p ∈ Pf,ν and p - N`, we have π(σp) ∈ C ′ (going back
to the proof Lemma 2.1 if necessary). Hence our result (2.7) follows from
Theorem 12 of [43], as in the proof of the case h = 0 of Theorem 15 of loc.
cit., p. 177. 
For ease of reference we recall the lemma which allows the extension of
the results for if(n) to general cusp forms from that of newforms.
Lemma 2.4. Let f ∈ Sk(N,χ) be a cusp form not in the space spanned by
CM forms. There exist:
(i) an integer s ≥ 1 and algebraic numbers βj and positive rational num-
bers γj for 1 ≤ j ≤ s;
(ii) a divisor δ | N such that χ is induced by χ1 modulo N/δ and a divisor
δ1 | δ;
(iii) a primitive form g ∈ S∗k(N/δ, χ1), not of CM type;
such that
λg(n) =
∑
1≤j≤s
βjλf(γjδ1n)
for n ≥ 1. By convention, we put λf (x) = 0 if x ∈ Q is not a positive
integer.
This is just a formal restatement of the computations in [2], p. 362, or
follows from [43, §7.6].
We now discuss briefly the possibility of extending the results above to
higher rank situations. From the proof of Lemma 2.3, it is natural to start
from an `-adic representation
ρ : Gal(Q̄/Q) → GL(V )
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where V ' Qr` for some r ≥ 1. We assume it is “sufficiently geometric”,
namely that it is unramified outside a finite set of primes S, and that the
L-function of ρ, defined as usual by the Euler product
(2.9) L(ρ, s) =
∏
p
det
(
1 − ρ(σp)p−s | V Ip
)−1
=
∑
n≥1
λρ(n)n
−s,
(where σp is a Frobenius element at p and Ip the inertia group at p) has
coefficients in a number field Kρ ⊂ Q`. Note that we view this here as
a formal Dirichlet series. If the image of ρ is fairly big, one can use the
methods of Serre to get
|{p ≤ x | p /∈ S and λρ(p) = Tr ρ(σp) = 0}|  x(log x)−1−δ
for some δ > 0, see Proposition 1 below. On the other hand, it is not
clear if the analogue of Lemma 2.1 holds, and this seems a hard question in
general. The analogue of (2.4) does not provide an equation easily solvable
to characterize the values of ν for which λρ(p
ν) = 0. The best that seems
doable is to notice that, for fixed (unramified) p, uν = λρ(p
ν) is given by
a linear recurrence relation of degree r with “companion polynomial” given
by
det(X − ρ(σp)) = Xr − λρ(p)Xr−1 + · · · + (−1)r det ρ(σp)
=
∏
1≤i≤r
(X − αp,i)
so that
uν = λρ(p
ν) =
∑
1≤i≤r
γp,iα
ν
p,i
for some γp,i. The Skolem-Mahler-Lech theorem (see e.g. [6, p. 88]) says
that for any linear recurrence sequence (uν), either uν = 0 for only finitely
many values of ν, or there exists an arithmetic progression a+ tv with v 6= 0
such that ua+tv = 0 for all t ≥ 0. In the latter case, spelling this out yields
a Vandermonde type linear system for powers of the αvp,i, hence it implies
that αvp,i = α
v
p,j for some i 6= j. Coming back to ρ, this case implies that an
extension of degree ≤ r[Kρ : Q] contains a v-th root of unity. As in Lemma
2.1, this bounds v, and an analogue of Lemma 2.3 is possible, given ξ a root
of unity, to get
|{p ≤ x | p /∈ S and ∃ two roots αi,p, αj,p = ξαi,p with i 6= j}| 
x
(log x)1+δ
for some δ > 0.
However, in the first case where uν = 0 has only finitely many solutions,
despite the remarkable fact that there exists a uniform bound for the number
of solutions depending only on r (see [12]), this is insufficient because only
the number of solutions, not the value of ν, is bounded, so that an integer ν0
(independent of p) for which the smallest solution is ν ≤ ν0 is not known to
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exist. The question amounts to asking for a bound for the height of the so-
lutions to the relevant linear equations in multiplicative groups [12, p. 820],
and is thus in full generality of the same type as asking for effective versions
of Roth’s theorem, or of Schmidt’s Subspace Theorem. (Note that by replac-
ing uν by p
−(k−1)/2uν one gets a linear recurrence relation with companion
polynomial having height absolutely bounded, by the Ramanujan-Petersson
conjecture proved by Deligne).
The theory of B-free numbers does however still apply; although we use
results proved later later, we include a sample application here for consis-
tency.
Proposition 1. Let ρ be an `-adic representation of Gal(Q̄/Q) on GL(r,Q`).
Assume that ρ is unramified for p outside a finite set S and that its L-
function has coefficients in a number field Kρ. Let G = Im ρ,
C = G ∩ {s ∈ GL(r,Q`) | Tr s = 0}.
Assume that, as `-adic varieties, we have dimC < dimG. Then for any
ε > 0, x ≥ x0(ρ, ε) and y ≥ x7/17+ε we have
|{x < n ≤ x+ y | λρ(n) 6= 0}|  y.
In particular iρ(n)  n7/17+ε.
Proof. One can argue as for modular forms using B-free numbers (see Propo-
sition 6) with
B = {p | p ∈ S or λρ(p) = 0} ∪ {p2 | λρ(p) 6= 0},
after applying Theorem 10 of [43] to G and C, with E = Q̄ker ρ, to derive
|{p ≤ x | p /∈ S or λρ(p) = 0}|  x(log x)−1−δ
for some δ > 0 depending on the dimensions of G and C (for instance, any
δ < 1 − dimC/ dimG). Strictly speaking, to apply this theorem as stated
we must also treat separately the case where G is finite. One can then see ρ
as a linear representation of the finite group G = Gal(E/Q) into GL(n, Q̄),
or into GL(n,C). In that case the condition dimC < dimG means that
the character of ρ does not vanish. By a well-known fact about linear rep-
resentations of finite groups (see e.g. [17, Ex. 2.39]), this means that the
representation ρ is a one-dimensional character of Gal(Q̄/Q), which by the
Kronecker-Weber theorem corresponds to (i.e. has the same L-function as)
a Dirichlet character χ, of conductor N say (divisible only by primes in S).
Then λρ(n) 6= 0 if and only if (n,N) = 1. 
This is also implicit in [43, §6.4, 6.5].
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3. Maass forms, cofinite groups and the Rankin-Selberg
method
In this section, we describe what results follow from the Rankin-Selberg
method. Although, for fixed f ∈ S∗k(N,χ), they are weaker than those
obtained by means of B-free numbers, this method has the advantage of
yielding quite easily estimates uniform in terms of f , i.e. with explicit de-
pendency on k and N . Those are by no means obvious from the `-adic point
of view leading to (1.2). Moreover, the Rankin-Selberg method applies, at
least as far as bounding if (n), to non-congruence subgroups, as shown by
Good [19], Sarnak [41] and Petridis [34]. This answers the last question in
[43, p. 183].
Proposition 2. Let Γ ⊂ SL(2,R) be a discrete subgroup such that the quo-
tient Γ\H has finite hyperbolic volume and Γ contains the integral translation
matrices acting by z 7→ z + n. Let f be either a holomorphic cusp form of
weight k ≥ 2 or a Maass cusp form with eigenvalue λ 6= 1/4. Define if (n)
by (1.4) where λf(n) are the Fourier coefficients in the expansion of f at the
cusp ∞ of Γ. Then for some θ < 1 we have
if (n)  nθ
for n ≥ 1 where the implied constant depends on f . Specifically, one can
take θ = 2/3 if f is holomorphic and any θ > 4/5 if f is non-holomorphic.
Proof. The non-holomorphic case follows from [34] as the holomorphic case
follows from [19], so we describe only the latter. Good shows that
(3.1)
∑
n≤x
|λf(n)|2 =
∑
2/3<sj≤1
(4πx)sj+k−1
Γ(k + sj)
〈rj, yk|f |2〉 +O(xk−1+2/3)
for x ≥ 1, where 1 = s0 > s1 ≥ · · · ≥ sr are the finitely many poles of the
Eisenstein series E(z, s) for Γ in the interval [1/2, 1] (those with sj ≤ 2/3 go
to the error term), rj(z) is the residue of E(z, s) at sj and 〈·, ·〉 is the inner
product on L2(Γ\H). The pole at s0 = 1 with residue V −1 contributes
(4πx)k‖f‖2
k!V
where ‖f‖ is the Petersson norm of f and V the volume of Γ\H. Comparing
(3.1) at x = n and x = n + Cn2/3, where C is some large constant, shows
that if (n) ≤ Cn2/3. 
Remark 1. As for half-integral weight forms, it is not expected that the
coefficients of a cusp form for a non-arithmetic group satisfy any multiplica-
tivity properties. In fact, it would be quite interesting to express this in a
quantitative manner as done by Duke and Iwaniec [7] for half-integral forms
using bilinear forms in the Fourier coefficients.
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In the case of congruence subgroup the methods using B-free numbers
yield stronger results such as (1.5) for y quite small. Those however are not
uniform in terms of f (i.e. in terms of N and k for holomorphic forms). The
Rankin-Selberg method can quite easily yield some uniform estimates. Here
are sample statements; note that we have not tried to get the best possible
results.
Proposition 3. (1) Let N ≥ 1 and f a primitive Maass form of conductor
N with eigenvalue λ 6= 1/4 and trivial nebentypus. Let Λ = λ + 1 and let
λf(n) be the Fourier coefficients of f . For any ε > 0, there exists c > 0
depending only on ε such that when
(3.2) y > x37/40Λ45/32N19/8(xΛN)ε,
we have
|{x < n ≤ x+ y | |λf(n)|2 ≥ c(ΛN)−ε}|  y(logx)−1(ΛN)−ε,
the implied constants depending only on ε.
(2) Let N ≥ 1 and f a primitive holomorphic form of conductor N , weight
k with nebentypus χ, not of CM type. There exists an absolute constant c > 0
such that for any ε > 0 and
y > x4/5(kN)1/2(xkN)ε
we have
|{x < n ≤ x+ y | |λf(n)|2n1−k ≥ c(log kN)−1}|  y(log x)−14(log kN)−3
the implied constant depending only on ε.
Proof. We prove (1) and only give some indications for the easier (2) at the
end. It turns out to be simpler to reduce to squarefree numbers (so in fact
we could impose this condition on n). The result will follow by Cauchy’s
inequality from the two asymptotic formulas
(3.3)
∑[
n≤x
|λf(n)|2 = cfx+O((ΛN)25/64x121/146(xΛN)ε)
and
(3.4)
∑[
n≤x
|λf(n)|4 = dfx log x+ efx+O(Λ45/32N19/8x37/40(xΛN)ε)
where
∑[
restricts n to squarefree integers coprime with N . Both hold for
any ε > 0, with the implied constant depending only on ε, and cf , df , ef
are real numbers with cf , df > 0 and
(3.5) cf  (ΛN)−ε, df , ef  (ΛN)ε
for any ε > 0, the implied constant depending only on ε.
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Indeed, let ε > 0 and η > 0 be any positive numbers, and put the integers
n with x < n ≤ x + y in two sets L and S if, respectively, |λf(n)|2 > η or
|λf(n)|2 ≤ η. If y satisfies (3.2) we have by (3.3) and (3.5)
∑[
x<n≤x+y
|λf(n)|2  cfy ≥ Cy(ΛN)−ε/4
where C depends only on ε, whereas by positivity and Cauchy’s inequality
∑[
x<n≤x+y
|λf(n)|2 ≤ η|S| +
∑[
x∈L
|λf(n)|2 ≤ ηy + |L|1/2
( ∑[
x<n≤x+y
|λf(n)|4
)1/2
.
If η < C
2
(ΛN)−ε/4 we derive by (3.4) and (3.5)
|L|  y2(ΛN)−εy−1(log x)−1,
as desired.
We give the proof of (3.4) and the upper bounds on df , ef , since (3.3)
is easier. The lower bound for cf is deeper, and follows immediately from
the bound L(F, 1)  (ΛN)−ε of Hoffstein and Lockhart [22] for the adjoint
square F of f (which is also its symmetric square since the nebentypus is
trivial).
Since f is primitive and has trivial nebentypus, hence real coefficients, we
have
|λf(p)|4 = λf(p)4 = (1 + λf(p2))2 = 1 + 2λf(p2) + λf (p2)2
for p - N and thus we find that
L(s) :=
∑[
n≥1
|λf(n)|4n−s =
∏
p -N
(1 + |λf(p)|4p−s)
= ζ [(s)L[(Sym2 f, s)2L[(Sym2 f ⊗ Sym2 f, s)H(s)
where
ζ [(s) =
∏
p -N
(1 + p−s),
L[(Sym2 f, s) =
∏
p -N
(1 + λf (p
2)p−s),
L[(Sym2 f ⊗ Sym2 f, s) =
∏
p -N
(1 + λf (p
2)2p−s)
and H(s) is an Euler product which converges absolutely for σ > 23
32
by the
estimate |λf(p)| ≤ 2p7/64 of Kim and Sarnak [26] (any estimate |λf(p)| ≤ 2pθ
with θ < 1/4 would do, at the cost of worsening the exponent), and is
moreover uniformly bounded (in terms of f) on any line σ = σ0 with σ0 >
23
32
.
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To see this, define H as the obvious ratio for σ large enough, and check on
the Euler factors individually that
H(s)  ζ(2σ − 14/32)B
for some absolute constant B > 0 (for a similar argument, see e.g. [9, Prop.
2]).
Each of the three L-functions is obtained by removing non-squarefree
coefficients (and those not coprime with N) from an L-function which has
analytic continuation and a functional equation of the standard type: the
first one is the zeta function, the second one is the adjoint square F = Sym2 f
of Shimura and Gelbart-Jacquet [18], and the third is the Rankin-Selberg
square F ⊗ F of the latter (which exists as a special case of convolution of
cusp forms on GL(3)). The same bound and reasoning already used shows
that
ζ [(s)L[(F, s)2L[(F ⊗ F, s) = ζ(s)L(F, s)2L(F ⊗ F, s)H1(s)
where H1(s) has the same properties as H(s) above.
In particular we see that L(s) has a pole of order 2 at s = 1 (by [31] since
λ 6= 1/4 so that F is a cusp form on GL(3)). We can now proceed along
classical lines: let U > 1 (to be chosen later) and let ψ be a C∞ function on
[0,+∞) such that 0 ≤ ψ ≤ 1 and
ψ(x) =
{
1 if 0 ≤ x ≤ 1 − U−1,
0 if x ≥ 1 + U−1.
The Mellin transform ψ̂(s) is holomorphic for σ > 0, it satisfies ψ̂(s) =
s−1 +O(|σ|U−1) and by integration by parts
(3.6) ψ̂(s)  UA(1 + |t|)−A−1
for σ ≥ 1/2 and for any A > 0, the implied constant depending on A and ψ
only.
For suitable choices (say ψ+ and ψ−) of ψ we get
∑[
n≥1
|λf(n)|4ψ−(n/x) ≤
∑[
n≤x
|λf(n)|4 ≤
∑[
n≥1
|λf(n)|4ψ+(n/x).
Thus it is enough to prove (3.4) for a sum weighted by ψ(n/x). We have
∑[
n≥1
|λf(n)|4ψ(n/x) =
1
2πi
∫
(3)
L(s)xsψ̂(s)ds
=
1
2πi
∫
(3)
ζ(s)L(F, s)2L(F ⊗ F, s)H(s)H1(s)ψ̂(s)xsds.
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For any fixed α > 23
32
we can move the line of integration (the three L-
functions are polynomially bounded in vertical strips and ψ̂ decays rapidly)
to σ = α. We pass the double pole at s = 1 with residue of the form
dfx log x+ efx+O(x(log x)(ΛN)
εU−1)
with df = L(F, 1)H(1)H1(1)ress=1L(F⊗F, s) > 0, df and ef being estimated
by [32] to get
df  (ΛN)ε, ef  (ΛN)ε
for any ε > 0, the implied constant depending only on ε.
Now the integral on σ = α < 1 is estimated using H(s)H1(s)  1, the
uniform convexity bound for automorphic L-functions (see e.g. [24, §5.12])
yielding
L(s)  (1 + |t|)8(1−α)+εΛ5(1−α)+εN8(1−α)+ε
for the product of the three L-functions, the implied constant depends only
on α and ε. Then (3.6) with A = 8(1 − α) + 1/2 (to get an absolutely
convergent integral) yields
∑[
n≥1
|λf(n)|4ψ(n/x) = dfx log x+ efx+O(x(log x)(ΛN)εU−1)
+O(xαΛ5(1−α)+εN8(1−α)+εU8(1−α)+1/2+ε).
Without trying to optimize, we take U so that xU−1 = xαU8(1−α)+1/2, which
gives
∑[
n≥1
|λf(n)|4ψ(n/x) = dfx log x+ efx+O(Λ5(1−α)+εN8(1−α)+εxβ+ε)
with
β = 1 − 2(1 − α)
16(1 − α) + 3 .
Taking α = 23
32
+ ε, we get (3.4), up to renaming ε.
For holomorphic forms, we proceed in the a slightly different manner.
First since we have a nebentypus we use the adjoint square instead of the
symmetric square in proving the analogue of (3.3), namely
(3.7)
∑[
n≤x
|λf(n)|2 = cfxk +O(xk−1/5+ε(kN)1/2+ε)
with cf  (log kN)−1 (by Goldfeld, Hoffstein and Lieman, see the Appendix
to [22]). Secondly we can avoid proving the analogue of (3.4), for which we
require only an upper bound, by means of the Ramanujan-Petersson bound
(proved by Deligne)
|λf(n)| ≤ d(n)n(k−1)/2,
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where d(n) is the divisor function. In fact it is more efficient then to argue
with the third power moment, and use Hölder’s Inequality with (p, q) =
(3, 2/3) for the final estimates:
∑[
x<n≤x+y
|λf(n)|2 ≤ η|S| +
∑[
x∈L
|λf(n)|2(3.8)
≤ ηy + |L|1/3
( ∑[
x<n≤x+y
|λf(n)|3
)2/3
.
We have ∑[
x<n≤x+y
|λf(n)|3 ≤
∑
x<n≤x+y
d(n)3n3(k−1)/2,
and estimating this is classical. Here are the main steps for completeness.
The generating Dirichlet series for d(n)3 is
L1(s) :=
∑
n≥1
d(n)3n−s = ζ(s)4
∏
p
(1 + 4p−s + p−2s) = ζ(s)8H2(s)
where H2 is absolutely convergent, hence holomorphic, for σ >
1
2
. Say it has
coefficients α(n), and ζ(s)8 has coefficients d8(n). By [21, Th. 2] we have
∑
n≤x
d8(n) = xP (log x) +O(x
5/8+ε)
where P is some polynomial of degree 7. Hence
∑
n≤x
d(n)3 =
∑
b≤x
α(b)
∑
a≤x/b
d8(a)
= xP1(log x) +O(x
5/8+ε)
for some polynomial P1 of degree 7 since H2(5/8) is absolutely convergent.
By partial summation we get
∑
n≤x
d(n)3n3(k−1)/2 = x3(k−1)/2+1P2(log x) +O(x
3(k−1)/2+5/8+ε),
hence the result follows using (3.7), (3.8) since 5/8 < 4/5. 
Remark 2. We see that this method provides n where a lower bound
for λf(n) holds, and this also seems very hard to get by purely algebraic
techniques. In applications to analytic number theory, this can be of crucial
importance; see for instance [8], [9]. In these papers the question is somewhat
different: one needs to find very small n, compared to some large parameter
x (say n xε), such that λf(n) is not too small, and this is solved by using
the trick of Iwaniec that for any prime p - N , we have λf(p)
2 − λf (p2) = 1,
so one of λf (p), λf(p
2) is at least 1/
√
2 in absolute value, and p2 remains
small enough for the application in mind.
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There is a strong contrast between the proof of Proposition 3, which de-
pends on quite deep analytic properties of L-functions, and the algebraic
approach of the previous section, where not even convergence mattered! It
is clear that one can extend Proposition 2 to any cuspidal automorphic form
on GL(n)/Q using its Rankin-Selberg convolution (compare [9]), but Propo-
sition 3 requires either that f satisfies the Ramanujan-Petersson conjecture,
or that the adjoint square be automorphic (in which case there is also is a
bound of the type |αp| ≤ pθ with θ < 14 for the local parameters of f at
unramified primes). This is not known for n ≥ 3.
It is natural to ask if the property in Lemma 2.1 holds for primitive Maass
forms. If the eigenvalue is λ = 1/4, conjecturally the Fourier coefficients still
generate a number field, and in this case the proof goes through without
change. If λ 6= 1/4, the field Kf = Q((λf(n))n≥1, (χ(n))n≥1) is not expected
to be a number field. However we still see that if Lemma 2.1 is false for
f , then Q((αp)p, (βp)p, (χ(p))p) ∩ Qab is an infinite extension of Q, where
Qab is the cyclotomic field generated by all roots of unity. This does not
sound very likely, as the field generated by the local roots αp, βp could
be expected to be mostly transcendental, but it is certainly beyond proof
or disproof today! (The corresponding fact is true however, for the field
Kt = Q(2
it, 3it, . . . , pit, . . .) generated by the local roots of the Eisenstein
series E(z, 1
2
+ it), for SL(2,Z) say, for all t ∈ R except maybe those in a
countable set; it doesn’t seem easy to decide if the latter is really empty, but
this would follow from Schanuel’s Conjecture, as observed by B. Poonen).
One is tempted to confront this with the famous “optimistic” question of
Katz ([25, p.15]): is
L(s) =
∏
p
(
1 − S(1, 1; p)p−s + p1−2s
)−1
=
∑
n≥1
λS(n)n
−s
the L-function of a (primitive) Maass form (of weight 2), even up to finitely
many factors, where S(1, 1; p) denotes the usual Kloosterman sums? Note
that S(1, 1; p) generates the maximal real subfield of the field of p-th roots
of unity, so in this case the field generated by λS(p) is an infinite algebraic
extension of Q. However we can prove the analogue of Lehmer’s conjecture
for this Dirichlet series! (Of course, the answer to Katz’s question is widely
expected to be “No”, see [5] for some strong evidence).
Proposition 4. For any n ≥ 1, we have λS(n) 6= 0.
Proof. We give two proofs (suggested by Katz and simpler than our original
argument). We need to show that λS(p
ν) 6= 0 for p prime and ν ≥ 0. For
the first argument, consider the Euler factor at p as a rational function of
X = p−s with coefficients in the cyclotomic field Q(e(1/p)). It is congruent
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(modulo the ideal generated by p) to
1
1 − S(1, 1; p)X =
∑
ν
S(1, 1; p)νXν .
Thus the result follows from the well-known fact that S(1, 1; p) is non-zero
modulo p, in fact we have
S(1, 1; p) ≡ −1 (mod 1 − e(1/p)),
and the prime ideal 1 − e(1/p) divides p.
For the other argument, notice that since the form of the Euler product
is the same as for a holomorphic form of weight 2, we must show that αp/βp
is not a root of unity, where αp and βp satisfy
αp + βp = S(1, 1; p) and αpβp = p.
Hence the product αbβp is divisible by 1−e(1/p), whereas by the congruence
above, the sum is invertible modulo 1 − e(1/p). This means one of αp, βp
must also be invertible while the other is not, which implies that the ratio
αp/βp is not a p-unit, hence not a root of unity. 
It is probably possible to derive a fancy proof of this proposition (more
amenable to generalizations, if desired) using ideas as in [14], Lemma 4.9,
applied to some Kloosterman/Gauss sum sheaves on Gm/Fp with traces of
Frobenius at α ∈ Gm(Fp) given by both sides of (3.9). Note also that if
ν ≥ 1 and p is odd we do have (see e.g. [23, Lemma 4.1])
S(1, 1; p2ν) = pν
(
e
(
2/p2ν
)
+ e
(
− 2/p2ν
))
,
so Proposition 4 is special to Kloosterman sums with prime modulus.
4. Applications of B-free numbers
We now come to the technical heart of this paper where we consider the
original question of proving (1.5) for a cusp form f ∈ Sk(N,χ), not in the
space spanned by CM forms. Recall that Balog and Ono [2] proved (1.5)
for y = x17/41+ε, ε > 0 being arbitrary. It is interesting to look for smaller
exponents, in particular since it is natural to expect that y = xε should be
sufficient. (By a result of Plaksin [35] on B-free numbers, this is true for
almost all n). For one very natural f , namely the Ramanujan ∆ function
with coefficients τ(n), a famous conjecture of Lehmer [29] says that τ(n) 6= 0
for any n ≥ 1.
Since this problem seems very difficult, approaching it by means of condi-
tional statements based on solid conjectures is also desirable. Very recently
Alkan [1] gave two such results: he showed that the exponent 17/41 can be
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reduced to 69/169 and 1/3 ([1], Theorems 3 and 4) under the generalised Rie-
mann hypothesis (GRH) for Dedekind zeta-function and the Lang-Trotter
conjecture [28], respectively.
We will prove a number of results improving the previously known state-
ments, both conditional and unconditional. The following is a general
bound, where we recall that Pf,1 is defined in (2.6):
Theorem 1. Suppose that k ≥ 2 and f ∈ S∗k(N,χ) is a primitive form not
of CM type such that
(4.1)
∣∣Pf,1 ∩ [1, x]
∣∣ f xρ
(log log x)Ψρ
(log x)Θρ
(x ≥ 2),
where ρ ∈ [0, 1] and Θρ,Ψρ are real constants such that Θ1 > 1. Define
θ(ρ) =



1
4
if 0 ≤ ρ ≤ 1
3
,
10ρ
19ρ+7
if 1
3
< ρ ≤ 9
17
,
3ρ
4ρ+3
if 9
17
< ρ ≤ 15
28
5
16
if 15
28
< ρ ≤ 5
8
,
22ρ
24ρ+29
if 5
8
< ρ ≤ 9
10
,
7ρ
9ρ+8
if 9
10
< ρ ≤ 1.
For every ε > 0, x ≥ x0(f, ε) and y ≥ xθ(ρ)+ε, we have
(4.2) |{x < n ≤ x+ y | λf (n) 6= 0}| f,ε y.
In particular for any ε > 0 and all n ≥ 1, we have
(4.3) if (n) f,ε nθ(ρ)+ε.
Theorem 1 follows immediately by multiplicativity from Corollary 10 be-
low which gives a more effective treatment for B-free numbers in short in-
tervals, applied with
P = {p | p | N or λf (p) = 0}.
The new ideas and new ingredients will be explained in § 5.
According to (1.2), the hypothesis (4.1) holds with (ρ,Θρ,Ψρ) = (1, 1 +
δ, 0) for any δ < 1
2
. Thus, applying this result and Lemma 2.4, we immedi-
ately obtain an improvement of the result of Balog and Ono.
Corollary 1. Suppose that k ≥ 2 and f ∈ Sk(N,χ) is not in the space
spanned by CM forms. Then for any ε > 0, x ≥ x0(f, ε) and y ≥ x7/17+ε,
we have
|{x < n ≤ x+ y | λf (n) 6= 0}| f,ε y.
In particular
if (n) f,ε n7/17+ε.
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In proving this we do not exploit Lemma 2.1 (so we could claim that we
obtain the correct proportion of squarefree numbers if f is primitive). It can
be used to simplify the proof, as we will see, but it does not influence the
strength of the exponent. This is mainly due to the fact that we have ρ = 1,
and when ρ is close to 1 we do not succeed in getting better results by not
imposing the numbers to be squarefree.
However, if one can get ρ quite small, e.g. smaller than the current best
results about squarefree numbers in short intervals (see [13]), it is clear that
using Lemma 2.1 will yield an improvement. So consider the set of prime
numbers
P∗f := {p | p|N} ∪
∞∪
ν=1
Pf,ν ,
where as before
Pf,ν = {p | p - N and λf(pν) = 0}.
Clearly λf(n) 6= 0 (for (n,N) = 1) if and only if n is P∗f -free. We then have
the following result:
Theorem 2. Assume that k ≥ 2, f ∈ S∗k(N,χ) is not a CM form, and that
(4.4)
∣∣P∗f ∩ [1, x]
∣∣ f xρ
(log log x)Ψρ
(log x)Θρ
(x ≥ 2),
where ρ ∈ [0, 1] and Θρ,Ψρ are real constants such that Θ1 > 1. Then the
inequalities (4.2) and (4.3) hold with θ(ρ) = ρ/(1 + ρ) for 0 ≤ ρ ≤ 1.
This theorem gives a better exponent than Theorem 1 when ρ ≤ 1
3
under a
slightly stronger hypothesis than (4.1). However recall from Lemma 2.2 that
the hypotheses (4.1) and (4.4) are in fact equivalent when k is even. It is of
course particularly interesting that this new exponent tends towards 0 when
ρ→ 0. As for Theorem 1, this result follows directly by multiplicativity from
the corresponding result for B-free numbers, Proposition 9 below, where this
time P = P∗f .
Another consequence of Lemma 2.3 and Corollary 10 is an extension to
all symmetric powers:
Corollary 2. Let k ≥ 2 and f ∈ S∗k(N,χ) which is not a CM form. Let
m ≥ 1 and define the unramified m-th symmetric power L-function of f by
Lnr(Sym
m f, s) =
∏
p-N
∏
0≤j≤m
(1 − αjpβm−jp p−s)−1 =
∑
n≥1
λ
(m)
f (n)n
−s.
Then for any ε > 0, x ≥ x0(f, ε) and y ≥ x7/17+ε, we have
|{x < n ≤ x+ y | λ(m)f (n) 6= 0}| f,m,ε y,
and in particular iSymmf (n) f,ε,m n7/17+ε for n ≥ 1.
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Proof. For p - N prime, we have λ
(m)
f (p) = λf(p
m). Hence by Lemma 2.3 we
derive
|{p ≤ x | p - N and λ(m)f (p) = 0}|  x(log x)−1−δ
for any δ < 1
2
. By multiplicativity and Corollary 10 below, the result follows.

Note we do not need the automorphy of Symm f (which is known only for
m ≤ 4).
The hypothesis (4.1) is known only with ρ = 1, with the one exception of
primitive forms f ∈ S∗2(N) with integral coefficients. Those are associated
to elliptic curves over Q, and Elkies [10] has proved that (4.1) (or (4.4))
holds with ρ = 3/4, Θ = Ψ = 0. Theorem 1 is still better for this value of ρ
than Theorem 2 and we get:
Corollary 3. Let E/Q be an elliptic curve without complex multiplication
and let f be the associated primitive form. Then for every ε > 0, x ≥
x0(E, ε) and y ≥ x33/94+ε, we have
|{x < n ≤ x+ y | λf (n) 6= 0}| E,ε y.
In particular for any ε > 0 and all n ≥ 1, we have
if (n) E,ε n33/94+ε.
This improves Theorem 2 of [1], which requires 69/169 in place of 33/94.
Some well-known conjectures imply that (4.1) holds for smaller values of
ρ. For example, Serre ([43, (182)R]) showed that the GRH for Dedekind
zeta-functions implies (4.1) with (ρ,Θρ,Ψρ) = (
3
4
, 0, 0). Lang and Trotter
[28] formulated a conjecture for the size of the set Pf,1, in the case where
f is associated to an elliptic curve over Q. This, if true, implies for these
forms an estimate (4.1) with (ρ,Θρ,Ψρ) = (
1
2
, 1, 0). Generalizations of the
Lang-Trotter conjecture (see e.g. Murty’s version [33], especially Conjecture
3.4) imply that if k ≥ 2 and f ∈ S∗k(N,χ) is not of CM type, then we have
(4.1) with
(4.5) (ρ,Θρ,Ψρ) =



(1
2
, 1, 0) if k = 2 and [Ff : Q] = 2
(0, 0, 1) if k = 2 and [Ff : Q] = 3
or k = 3 and [Ff : Q] = 2,
(0, 0, 0) otherwise,
where Ff is the stable trace field (see § 2 and § 3 of [33]).
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Applying Theorem 1, we get the following conditional result, which im-
proves Theorem 1 of [1].
Corollary 4. Suppose that k ≥ 2 and f ∈ Sk(N,χ) is not in the space
spanned by CM forms.
(i) Under the GRH for Dedekind zeta-function, the exponent 7/17 of
Corollary 1 can be further improved to 33/94.
(ii) Under the generalized Lang-Trotter conjecture, the exponent 7/17 can
be further improved to 10/33 if k = [Ff : Q] = 2, and to 1/4 otherwise.
We can apply Theorem 2 instead if f satisfies the assumptions of Lemma
2.2, but it is just as simple to extend the Lang-Trotter type conjectures to
deal with the sets Pf,ν for any ν ≥ 1. The heuristics which lead to these
conjectures, based on Deligne’s estimate |αp| = |βp| = p(k−1)/2, suggest the
following:
Conjecture 1. Let ν ≥ 1 be any integer. If k ≥ 2 and f ∈ S∗k(N,χ) is not
of CM type, then
∣∣Pf,ν ∩ [1, x]
∣∣ f xρ
(log log x)Ψρ
(log x)Θρ
(x ≥ 2)
with (ρ,Θρ,Ψρ) = (
1
2
, 1, 0) if k = 2, (0, 0, 1) if k = 3 and (0, 0, 0) if k ≥ 4.
We only state upper bounds, but one could propose a more precise state-
ment, which involves looking at the possibility of f having “extra twists”
and eliminating the all but finitely many ν for which Pf,ν is empty. About
this conjecture, recall that even under GRH, one can not get a better general
result towards the Lang-Trotter conjecture than
∣∣Pf,1 ∩ [1, x]
∣∣ f x3/4
for f of weight k ≥ 2. The exponent is the same for all weights, so this
gets worse (compared to what we expect) as k grows. In particular, this
conjecture for k ≥ 3 seems hopeless for the time being. Lemma 2.1 implies:
Corollary 5. Let k ≥ 2 and f ∈ S∗k(N,χ) not of CM type. Assum-
ing Conjecture 1 for f , the inequality (4.4) holds with (ρ,Θρ,Ψρ) given by
(ρ,Θρ,Ψρ) = (
1
2
, 1, 0) if k = 2, (0, 0, 1) if k = 3 and (0, 0, 0) if k ≥ 4.
As applications (or cautionary tale...), here are some very impressive-
looking results.
Corollary 6. Suppose that k ≥ 3 and f ∈ Sk(N,χ) is not in the space
spanned by CM type. If Conjecture 1 holds for all primitive forms, then
the exponent 7/17 of Corollary 1 can be improved to 0. If k ≥ 4 and f is
primitive, then there exists M ≥ 1 such that (n,M) = 1 implies λf(n) 6= 0.
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Specializing to the Ramanujan τ -function, which is integer valued, Lemma
2.2 allows us to deduce the following result (implicit in [43]):
Corollary 7. Assume Conjecture 1, or equivalently the generalized Lang-
Trotter conjecture, for f = ∆ ∈ S∗12(1). There exists P ≥ 1 such that
τ(n) = 0 if and only if (n, P∞) is a square, i.e. if and only if vp(n) is even
for p | P . In particular i∆(n) ≤ P for n ≥ 1, and for all x ≥ 2 and y ≥ 1,
we have
|{x < n ≤ x+ y | τ(n) 6= 0}| = y
∏
p|P
p
p+ 1
+O
(
(log(x+ y))ω(P )
)
≥ ϕ(P )
P
y +O(1)
where the implied constant is absolute and ω(P ) is the number of prime
divisors of P .
Proof. The first statement is the rephrasing of Lemma 2.2 and Conjecture
1 in this case. Notice that τ(n) 6= 0 if (n, P ) = 1 so i∆(n) ≤ P follows (an
interval of length P contains elements prime to P ) as does the last inequality
by trivial counting. For the asymptotic, write
|{n ≤ x | τ(n) 6= 0}| =
∑
d|P∞, d≤x
λ(d)
∑
n≤x/d
1,
where λ(n) is the Liouville function, i.e. λ(pk) = (−1)k. Since
∑
d|P∞
λ(d)
d
=
∏
p|P
p
p + 1
,
we get the result after elementary estimates. 
This is of course trivial and of little practical significance towards the
Lehmer conjecture.
5. Multiple exponential sums and bilinear forms
This section is devoted to the study of multiple exponential sums and
bilinear forms, which will be used in the proofs of our results on B-free
numbers in the next sections, but are also of independent interest. Recall
that exponential sums in analytic number theory are often classified as of
type I or type II, meaning roughly bilinear forms with at least one smooth
variable (type I) and general bilinear forms (type II).
We begin by investigating a double exponential sum of type II:
S(M,N) :=
∑
m∼M
∑
n∼N
ϕmψne
(
X
mαnβ
MαNβ
)
,
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where e(t) := exp{2πit}, X > 0, M ≥ 1, N ≥ 1, |ϕm| ≤ 1, |ψn| ≤ 1,
α, β ∈ R and m ∼ M means M ≤ m < 2M . Such a sum occurs in many
arithmetic problems and is studied by many authors (for example, [15] and
[40]). We shall estimate this sum by the method of Fouvry & Iwaniec [15]
together with the refinement of Robert & Sargos [39]. When X < N2, we
need to use an idea in [40].
The following result is an improvement of Theorem 4 in [15] and Theorem
10 in [40].
Proposition 5. If α, β ∈ Rr{0, 1}, then for any ε > 0 we have
S(M,N) 
{
(XM6N6)1/8 +M1/2N +MN3/4 +X−1/2MN
}
(MN)ε.
Proof. We shall distinguish two cases.
A. The case of X ≥ N2
By applying twice the Cauchy-Schwarz’ inequality, it follows that
|S(M,N)|4 ≤ (MN)2
∑
n1∼N
∑
n2∼N
∑
m1∼M
∑
m2∼M
e
(
X
(mα1 −mα2 )(nβ1 − nβ2 )
MαNβ
)
.
The double large sieve inequality ([15], Proposition 1) with the choice of
X =
{
(mα1 −mα2 )/Mα
}
m1,m2∼M
and Y =
{
(nβ1 − nβ2 )/Nβ
}
n1,n2∼N
leads to the following estimate
(5.1) |S(M,N)|8  X(MN)4N (M, 1/X)N (N, 1/X),
where N (M,∆) is the number of quadruplets (m1, m2, m3, m4) ∈ {M +
1, . . . , 2M}4 satisfying
∣∣mα1 +mα2 −mα3 −mα4
∣∣ ≤ ∆Mα.
According to Theorem 2 of [39], we have
N (M, 1/X) 
(
M2 +X−1M4
)
Mε.
Inserting this into (5.1) and simplifying the estimate obtained by using the
hypothesis X ≥ N2, we find that
S(M,N) 
{
(XM6N6)1/8 +MN3/4
}
(MN)ε.
B. The case of X ≤ N2
By Lemma 2.1 of [40], we deduce that, for any Q ∈ [1,M1−ε],
(5.2) |S(M,N)|2  (MN)2Q−1 +MNQ−1(logM) max
1≤Q1≤Q
|S(Q1)|,
where
(5.3) S(Q1) :=
∑
q∼Q1
∑
m∼M
ϕm,q
∑
n∼N
e
(
X ′
t(m, q)nβ
TNβ
)
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and
t(m, q) := (m+ q)α −mα, T := Mα−1Q1, X ′ := XM−1Q1.
If N ′ := X ′/N ≥ 1
2
, applying Lemma 2.2 of [40] to the sum over n yields
∑
n∼N
e
(
X ′
t(m, q)nβ
TNβ
)
 X ′−1/2N
∑
n′∈I(m,q)
wn′e
(
β̃X ′
u(m, q)n′β1
UN ′β1
)
(5.4)
+R1 +R2 + logN,
where
I(m, q) :=
[
c1Xt(m, q)M
−αN−1, c2Xt(m, q)M
−αN−1
]
,
Rj := min
{
X ′−1/2N, 1/‖c′jXM−αN−1t(m, q)‖
}
,
u(m, q) := t(m, q)1/(1−β), U := T 1/(1−β), β1 := β/(β − 1), β̃ := |1 − β||β|−β1,
|wn′| ≤ 1, and cj = cj(β), c′j = c′j(β) are some suitable constants. Inserting
into (5.3), using Lemma 2.5 of [40] to eliminate multiplicative restrictions
and using Lemma 2.3 of [40] with n = m to estimate the related error terms,
we find
S(Q1)  X ′−1/2N
∫ +∞
−∞
Ξ(r)S(Q1, r) dr +
{
(XM−1Q31)
1/2 +MQ1
}
(MN)ε,
where Ξ(r) := max{M, (πr)−1, (πr)−2}, ψn′(r) := wn′e(rn′) and
S(Q1, r) :=
∑
q∼Q1
∑
m∼M
∣∣∣∣
∑
n′∼N ′
ψn′(r) e
(
β̃X ′
u(m, q)n′β1
UN ′β1
)∣∣∣∣.
If X ′/N ≤ 1
2
, the Kusmin-Landau inequality (see e.g. [20], Theorem 2.1)
implies
S(Q1)  X ′−1MNQ1.
Thus we always have
S(Q1)S(Q1)  X ′−1/2N
∫ +∞
−∞
Ξ(r)S(Q1, r) dr(5.5)
+
{
(XM−1Q31)
1/2 +MQ1 +X
′−1MNQ1
}
(MN)ε,
Now by applying Cauchy-Schwarz’ inequality, it follows that
|S(Q1, r)|2 ≤MQ1
∑
q∼Q1
∑
m∼M
∑
n′1∼N
′
∑
n′2∼N
′
ψn′1(r)ψn′2(r)
× e
(
β̃X ′
u(m, q)
(
n′1
β1 − n′2β1
)
UN ′β1
)
.
The double large sieve inequality with the choice of
X =
{
u(m, q)/U
}
m∼M,q∼Q1
and Y =
{
(n′1
β1 − n′2β1)/N ′β1
}
n1,n2∼N ′
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allows us to deduce
(5.6) |S(Q1, r)|4  (MQ1)2X ′N ∗(u, U ; 1/X ′)N (N ′; 1/X ′)
uniformly for r ∈ R, where N ∗(u, U ; ∆) denotes the number of quadruplets
(m1 + q1, m2 + q2, m1, m2) such that m1, m2 ∼M , q1, q2 ∼ Q1 and
∣∣u(m1, q1) − u(m2, q2)
∣∣ ≤ ∆U,
and N (N ; ∆) is the number of quadruplets (n1, . . . , n4) ∈ {N + 1, . . . , 2N}4
satisfying ∣∣nβ1 + n
β
2 − nβ3 − nβ4
∣∣ ≤ ∆Nβ .
Since
∣∣u(m1, q1) − u(m2, q2)
∣∣ 
∣∣t(m1, q1) − t(m2, q2)
∣∣T β/(1−β),
we have, for some suitable constant C > 0,
N ∗(u, U ; ∆) = N ∗(t, T ;C∆).
Noticing that
∣∣t(m1, q1) − t(m2, q2)
∣∣ =
∣∣(m1 + q1)α −mα1 − (m2 + q2)α −mα2
∣∣
and (m1 + q1, m1, m2 + q2, m2) ∈ {M + 1, . . . , 3M}4, clearly we have
N ∗(t, T ;C∆)  N (M ;C∆).
Thus Theorem 2 of [39] implies that
N ∗(u, U ; 1/X ′) 
(
M2 +X ′−1M4
)
Mε,
N (N ′, 1/X ′) 
(
N ′2 +X ′−1N ′4
)
N ′ε.
Inserting these into (5.6), we obtain uniformly for r ∈ R,
|S(Q1, r)|4 
{
X ′M4(N ′Q1)
2 + (MN ′)4Q21
+M6(N ′Q1)
2 +X ′−1M6N ′4Q21
}
(MN)ε.
Combining this with (5.5), we find that
S(Q1) 
{
(XM3N2Q31)
1/4 + (XMQ21)
1/2 + (M3NQ1)
1/2 + (XM5Q31)
1/4
+ (XM−1Q31)
1/2 +MQ1 +X
′−1MNQ1
}
(MN)ε.
Since Q ≤M1−ε, the fifth and sixth terms on the right-hand side are super-
fluous. Inserting the simplified estimate into (5.2) and taking Q = M1−ε,
we find
|S(M,N)|2 
{
MN2 + (XM6N6)1/4 + (XM3N2)1/2(5.7)
+ (M4N3)1/2 + (XM8N4)1/4 +X−1(MN)2
}
(MN)ε.
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Similarly by interchanging the role of M and N , we also have
|S(M,N)|2 
{
M2N + (XM6N6)1/4 + (XM2N3)1/2(5.8)
+ (M3N4)1/2 + (XM4N8)1/4 +X−1(MN)2
}
(MN)ε.
Now the required estimate follows from (5.7) if X ≤ N2 and M ≤ N , and
from (5.8) when X ≤ N2 and M > N . This completes the proof. 
Next as an application of Proposition 5, we consider a particular triple
exponential sum of type I:
SI(H,M,N) :=
∑
h∼H
∑
m∈I
∑
n∼N
ξhψne
(
X
hβm−βnα
HβM−βNα
)
,
where X > 0, H ≥ 1, M ≥ 1, N ≥ 1, |ξh| ≤ 1, |ψn| ≤ 1 and I is a
subinterval of [M, 2M ].
Corollary 8. Let α, β ∈ R satisfy β 6= −1, 0 and α/(1 + β) 6= 0, 1. For any
ε > 0, we have
SI(H,M,N) 
{
(X3H6M2N6)1/8 + (XH2N)1/2 +HN(5.9)
+ (XH3M)1/4N +X−1HMN
}
(HMN)ε,
and
SI(H,M,N) 
{
(Xκ+λH1+κ+λM1+κ−λN2+κ)1/(2+2κ) + (XH2N)1/2(5.10)
+ (HM)1/2N +HN +X−1HMN
}
(HMN)ε,
where (κ, λ) is an exponent pair.
Proof. If X/M ≤ 1
2
, the Kusmin-Landau inequality implies
SI(H,M,N)  X−1HMN.
When X/M > 1
2
, applying Lemma 2.2 of [40] to the sum over m and using
Lemma 2.3 of [40] with n = n to estimate the related error terms, we find
SI(H,M,N)  X−1/2MS ′ + (HN +X1/2H) logM,
where
S ′ :=
∑
n∼N
∑
h∼H
∑
m′∈I′(h,n)
ψ̃nξ̃hϕm′e
(
α̃X
hβ
′
m′β
′
nα
′
Hβ′M ′β′Nα′
)
,
where I ′(h, n) is a subinterval of [M ′, 2M ′] withM ′ := X/M , β ′ := β/(1+β),
α′ := α/(1+β), α̃ := |1+β||β|β′, |ξ̃h| ≤ 1, |ϕm′| ≤ 1 and |ψ̃n| ≤ 1. Noticing
that the exponents of h and m′ are equal, we can express this new triple
sum as a double exponential sum over (h′, n) with h′ = hm′ ∈ hI ′(h, n).
We use Lemma 2.5 of [40] to relax the condition h′ = hm′ ∈ hI ′(h, n) to
h′ ∼ H ′ := HM ′ = XH/M . Finally applying Proposition 5 with (M,N) =
(N,H ′) yields the desired estimate (5.9). The last inequality follows from
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(3.11) of [30] with the choice of (H,M,N) = (H ′, 1, N). This completes the
proof. 
Finally we study bilinear form of type I:
(5.11)
∑
m∼M
∑
n∼N
ψn rmn(x, y),
where |ψn| ≤ 1 and
(5.12) rd(x, y) :=
∑
x<n≤x+y
d |n
1 − y
d
.
In the sequel, ε denotes an arbitrarily small positive number and ε′ a constant
multiple of ε, which may be different in each occurrence.
Corollary 9. Let y := xθ and |ψn| ≤ 1. Then for any ε > 0 we have
(5.13)
∑
m∼M
∑
n∼N
ψn rmn(x, y) ε yx−ε
provided one of the following two conditions holds
(5.14)



1
3
< θ ≤ 5
11
,
N ≤ y9/4x−3/4−ε′ ,
MN ≤ x1−ε′ ,
or
(5.15)



(κ+ λ)/(1 + 2κ+ 2λ) < θ ≤ (κ+ λ)/(2κ+ λ),
N ≤ y(1+2κ+2λ)/(1+λ)x−(κ+λ)/(1+λ)−ε′ ,
MN ≤ x1−ε′ .
Proof. Without loss of generality, we can suppose that MN ≥ yx−ε. By
applying (5.9) of Corollary 8, we see that
∑
h∼H
∑
m∼M
∑
n∼N
ψn e
(
xh
mn
)
 MNx−2ε,
provided
1
3
< θ ≤ 5
11
, H ≤MNy−1x3ε, N ≤ y9/4x−3/4−ε′ , MN ≤ x1−ε′ .
Combining this with Lemma 9 of [46] with the choice of ϕm ≡ 1, we deduce
(5.13) provided (5.14) holds. The other one can be proved by using (5.10)
of Corollary 8. 
A particular case of (5.11) – linear forms (with N = 1) – will be needed
in the proof of Corollary 10.
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Lemma 5.1. Let y := xθ. Then for any ε > 0 we have
(5.16)
∑
m∼M
rm(x, y) ε yx−ε
provided one of the following two conditions holds
1
4
< θ ≤ 9
29
and M ≤ y19/7x−3/7−ε′ ;(5.17)
9
29
< θ ≤ 1
2
and M ≤ y4/3x−ε′ .(5.18)
Proof. Without loss of generality, we can suppose that M ≥ yx−ε. Theorem
1 of [38] allows us to write
∑
h∼H
∣∣∣∣
∑
m∼M
e
(
xh
m
)∣∣∣∣ 
{
(x3H19M6)1/18 + (xH6M)1/5
+HM3/4 + (x−1H2M4)1/3
}
Mε
 Mx−2ε,
provided one of the following two conditions holds
1
4
< θ ≤ 9
29
, H ≤My−1x3ε, M ≤ y19/7x−3/7−ε′
or
9
29
< θ ≤ 1
2
, H ≤My−1x3ε, M ≤ y4/3x−ε′.
This implies (5.16) if (5.17) or (5.18) holds. 
6. B-free numbers in short intervals
In this section we explain our new results about B-free numbers. Let
B = {bk | 1 < b1 < b2 < · · · }
be an infinite sequence of integers such that
(6.1)
∞∑
k=1
1
bk
<∞ and (bj , bk) = 1 (j 6= k).
As already mentioned in the introduction, the B-free numbers are the inte-
gers that are divisible by no element of B. We also already explained that
the existence of B-free numbers in short intervals was proved by Erdős [11],
who showed that there is a constant θ ∈ (0, 1) such that the short interval
(x, x+ xθ] with x sufficiently large contains B-free numbers. Szemerédi [44]
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showed that θ = 1
2
+ ε is admissible. This result was further improved to
θ = 9
20
+ ε by Bantle & Grupp [3],
θ = 5
12
+ ε by Wu [45],
θ = 17
41
+ ε by Wu [46],
θ = 33
80
+ ε by Wu [47] and by Zhai [48] (independently),
θ = 40
97
+ ε by Sargos & Wu [40].
Inserting our new result on bilinear form ((5.14) of Corollary 9) into the
argument of [46], we immediately obtain a slightly better exponent.
Proposition 6. For any ε > 0, x ≥ x0(B, ε) and y ≥ x7/17+ε, we have
∑
x<n≤x+y
b -n (∀b∈B)
1 B,ε y.
Next we shall consider special sets B, of the type which occurs in the
applications to modular forms (Theorems 1 and 2). Let P be the set of all
prime numbers and P be a subset of P for which there is a constant ρ ∈ [0, 1]
such that
(6.2)
∣∣P ∩ [1, x]
∣∣  x
ρ
(log x)Θρ
(x ≥ 2),
where Θρ is a real constant such that Θ1 > 1. Define
BP := P ∪
{
p2 | p ∈ PrP
}
= {bk | b1 < b2 < · · · }.
Clearly the hypothesis (6.2) guarantees that BP satisfies the condition (6.1).
One can hope to obtain a smaller exponent for this special set of integers
BP than in the general case. In this direction, Alkan ([1], Theorems 2.2 and
2.3) proved, by exploiting the structure of the first component P of BP, the
following result: If y ≥ xθ with
(6.3) θ = θ(ρ) =
{
1
3
+ ε if ρ = 1
2
,
max
{
7
19
, 23ρ
35ρ+16
}
+ ε if 1
2
< ρ ≤ 1,
then
(6.4)
∑
x<n≤x+y
b -n (∀b∈BP )
1 P,ε y.
His proof is based on the method of Bantle & Grupp [3], using the weight
of the form
w(n) :=
∑
p1∈P1
∑
p2∈P2
p1p2|n
1,
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where
Pi :=
{
p ∈ P | xδi < pi ≤ xδi+ε
}
.
This leads to estimate a bilinear form of type II:
(6.5)
∑
m∼M
∑
n∼N
ϕmψn rmn(x, y),
where |ϕm| ≤ 1, |ψn| ≤ 1 and rd(x, y) is defined in (5.12). Thus (6.3) is a
consequence of the following result of Fouvry & Iwaniec [15] with the choice
of xδ1+ε = M and xδ2+ε = N : If y = xθ, then for any ε > 0 we have
(6.6)
∑
m∼M
∑
n∼N
ϕmψn rmn(x, y)  yx−2ε
provided
(6.7) 7
19
< θ ≤ 11
23
, M ≤ yx−ε′, N ≤ y19/16x−7/16−ε′ .
It is worth indicating that the condition M ≤ yx−ε′ forces δ1 < θ, which
obstructs to exploit fully the second component
{
p2 | p ∈ PrP
}
of BP.
In [45] and [46], the third author proposed an improved weighting device,
i.e. replacing P1 by a set of quasi-prime numbers M (cf. (7.4) below).
Thanks to the fundamental lemma of sieve ([4], Lemma 4), we are brought
back to estimate the bilinear form of type I defined in (5.11). Our result
(Corollary 9) on bilinear forms of type I has two advantages in comparison
of (6.7). Firstly N has a larger range. Secondly there is no condition on
M as M ≤ yx−ε′. The technique of using weights is more effective if the
range of weights can go beyond the natural limit y. In the general case of
B-free numbers, this is a crucial obstruction. However the special structure
of the second component
{
p2 | p ∈ PrP
}
of BP allows us to surmount
this difficulty with the result of Filaseta & Trifonov ([13], (4)). These two
observations and our new estimate for exponential sums enable us to improve
considerably (6.3) of Alkan.
Proposition 7. Let 0 < ρ ≤ 1 and (κ, λ) be an exponent pair. For any
ε > 0, x ≥ x0(P, ε) and y ≥ xθ(ρ) with
(6.8) θ(ρ) = max
{
1
3
,
7ρ
9ρ+ 8
}
+ ε,
or
(6.9) θ(ρ) = max
{
κ + λ
1 + 2κ+ 2λ
,
(1 + κ+ 2λ)ρ
(1 + 2κ+ 2λ)ρ+ 2 + 2λ
}
+ ε,
we have ∑
x<n≤x+y
b -n (∀b∈BP )
1 P,ε y.
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When ρ ≤ 3(κ + λ)/(3 + 2κ + 2λ) where (κ, λ) is an exponent pair, we
can obtain a better exponent than that in Proposition 7.
Proposition 8. For any ε > 0, x ≥ x0(P, ε) and y ≥ xθ(ρ) with
(6.10) θ(ρ) =
{
max
{
1
4
, 10ρ
19ρ+7
}
+ ε if 0 ≤ ρ < 9
17
,
3ρ
4ρ+3
+ ε if 9
17
≤ ρ ≤ 1,
we have ∑
x<n≤x+y
b -n (∀b∈BP )
1 P,ε y.
By combining Propositions 7 and 8, we immediately obtain the following
result.
Corollary 10. For any ε > 0, x ≥ x0(P, ε) and y ≥ xθ(ρ)+ε with
θ(ρ) =



1
4
if 0 ≤ ρ ≤ 1
3
,
10ρ
19ρ+7
if 1
3
< ρ ≤ 9
17
,
3ρ
4ρ+3
if 9
17
< ρ ≤ 15
28
,
5
16
if 15
28
< ρ ≤ 5
8
,
22ρ
24ρ+29
if 5
8
< ρ ≤ 9
10
,
7ρ
9ρ+8
if 9
10
< ρ ≤ 1,
we have ∑
x<n≤x+y
b -n (∀b∈BP )
1 P,ε y.
Proof. The intervals (0, 1
3
], [1
3
, 9
17
] and [ 9
17
, 15
28
] come from Proposition 8.
The intervals [15
28
, 5
8
] and [5
8
, 9
10
] come from (6.9) of Proposition 7 with
(κ, λ) = ( 4
18
, 11
18
).
The interval [ 9
10
, 1] come from (6.8) of Proposition 7. 
Remark 3. (i) Propositions 7 and 8 improve Alkan’s exponent (6.3). It is
worth remarking that we have no restriction ρ ≥ 1
2
as in [1].
(ii) The parameter ρ can be considered as a measure of difficulty in the
problem of BP-free numbers. Clearly the case ρ = 1 is the most difficult
and ρ = 0 is the simplest. In fact when P is empty (so ρ = 0) the B∅-free
numbers are the square-free integers. In this case, Filaseta & Trifonov [13]
proved that θ = 1
5
+ε is admissible. However our method only gives θ = 1
4
+ε.
It seems interesting to generalise the method of Filaseta & Trifonov to the
case of BP-free numbers (at least for small values of ρ).
(iii) The function θ(ρ) is continuous, increasing, and
θ( 9
17
) = 9
29
, θ(15
28
) = 5
16
, θ( 9
10
) = 9
23
, θ(1) = 7
17
.
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If we relax the multiplicative constraint by removing the square-free as-
sumption, we can prove a better result for ρ ≤ 1
3
.
Proposition 9. Suppose that 0 ≤ ρ ≤ 1. For any ε > 0, x ≥ x0(P, ε) and
y ≥ xρ/(1+ρ)+ε, we have ∑
x<n≤x+y
b -n (∀b∈P)
1 P,ε y.
7. Proof of Proposition 7
We begin by describing our weight function. Let θ, δ1 and δ2 be some
parameters such that
(7.1) θ(ρ) =



1
4
+ ε ≤ θ < 1
2
,
ε < δ2 + 2ε < δ1 + ε < θ/ρ,
δ1 + δ2 < 1,
δ1 + δ2 + θ/ρ > 1.
Introduce two sets
M :=
{
m ∈ N | xδ1 < m ≤ xδ1+ε, p | m⇒ p ≥ xη
}
,(7.2)
P :=
{
p ∈ P | xδ2 < p ≤ xδ2+ε
}
,(7.3)
where η = η(P, ε) > 0 is a (small) parameter chosen later.
Our weight function is defined by
(7.4) c(n) :=
∑
m∈M
∑
p∈P
mp|n
1.
Put
(7.5) A :=
∑
x<n≤x+y
b -n (∀b∈BP )
c(n).
From (7.1), (7.2) and (7.3), it is easy to see that
(7.6) c(n) ≤ 21/η/ε (n ≤ 2x),
which implies
(7.7)
∑
x<n≤x+y
b -n (∀b∈BP )
1 ≥ ε2−1/ηA.
In order to prove Proposition 7, it is sufficient to show that
(7.8) AP,ε y.
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For this, we let ` := `(P, ε) ∈ N be a positive integer such that
(7.9)
∞∑
k=`+1
1
bk
<
BPε
3
η21/η+2
,
where
BP :=
∏
p∈P
(
1 − 1
p
) ∏
p∈PrP
(
1 − 1
p2
)
is the natural density of the sequence of BP-free numbers.
Clearly we can write
(7.10) A ≥ A1 −A2 − A3
where
A1 :=
∑
x<n≤x+y
bk -n (∀ k≤`)
c(n),
A2 :=
∑
b`<b≤y
b∈BP
∑
x<n≤x+y
b|n
c(n),
A3 :=
∑
y<b≤x
b∈BP
∑
x<n≤x+y
b|n
c(n).
We shall see that A2 and A3 are negligible and A1 gives the desired prin-
cipal term. The required estimates for A2 and A3 will be offered by the next
two lemmas.
Lemma 7.1. We have
A2 ≤
BPε
2
2η
y.
Proof. By (7.6), it follows that
A2 ≤
21/η
ε
∑
b`<b≤y
b∈BP
∑
x<n≤x+y
b|n
1
≤ 2
1/η
ε
∑
b`<b≤y
b∈BP
2y
b
,
which implies the required inequality in view of (7.9). 
Lemma 7.2. There is a constant C(P, ε) such that
A3 ≤
C(P, ε)21/η
(log x)1/2
y.
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Proof. According to the definition of BP, we can write
A3 =
∑
y<p≤xθ/ρ(log x)(Θρ−1/2)/ρ
p∈P
∑
x<n≤x+y
p|n
c(n)(7.11)
+
∑
xθ/ρ(log x)(Θρ−1/2)/ρ<p≤x
p∈P
∑
x<n≤x+y
p|n
c(n)
+
∑
y<q2≤y2 log x
q∈PrP
∑
x<n≤x+y
q2|n
c(n)
+
∑
y2 log x<q2≤x
q∈PrP
∑
x<n≤x+y
q2|n
c(n)
=: A3,1 + A3,2 + A3,3 + A3,4.
For p > y, there is at most an integer n ∈ (x, x+ y] such that p | n. Thus
(7.6) and (6.2) imply that
A3,1 ≤
21/η
ε
∑
p≤xθ/ρ(log x)(Θρ−1/2)/ρ
p∈P
1
 2
1/η
ε
(
xθ/ρ(log x)(Θρ−1/2)/ρ
)ρ
(log x)Θρ
 2
1/η
ε(log x)1/2
y.
The definition of c(n) allows us to write
A3,2 =
∑
xθ/ρ(log x)(Θρ−1/2)/ρ<p≤x
p∈P
∑
m∈M
∑
p′∈P
∑
x<n≤x+y
p|n, mp′|n
1.
The hypothesis δ2 + 2ε < δ1 + ε < θ/ρ and p ∈ P imply (p,mp′) = 1. Thus
pmp′ | n. Since
pmp′ > xθ/ρ+δ1+δ2(log x)(Θρ−1/2)/ρ ≥ 2x,
the sum over n must be empty. Therefore A3,2 = 0.
We have
A3,3 ≤
21/η
ε
∑
q≤y(log x)1/2
q∈P
1  2
1/η
ε(log x)1/2
y.
The term A3,4 will be treated by the method of Filaseta & Trifonov [13].
Defining
S(t1, t2) := {d ∈ (t1, t2] | there is an integer k such that kd2 ∈ (x, x+ y]},
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we can deduce, in view of (7.6), that
A3,4 ≤ ε−121/η
∑
y2 log x<q2≤x
q∈PrP
∑
x<n≤x+y
q2|n
1
≤ ε−121/η
∣∣S
(
y(logx)1/2, x1/2
)∣∣.
We split
(
y(logx)1/2, x1/2
]
into dyadic intervals (xφ, 2xφ] and write
A3,4 ≤ ε−121/η(log x) max
θ≤φ≤1/2
∣∣S(xφ, 2xφ)
∣∣.
According to ([13], (4)), we have
∣∣S(xφ, 2xφ)
∣∣  x(1−φ)/3
for y(log x)1/2 ≤ xφ ≤ 2x1/2, and thus infer with the hypothesis θ > 1
4
+ ε
that
A3,4  ε−121/ηx−ε
′
y.
Now inserting the estimates for A3,j into (7.11), we obtain the required
inequality. 
Next we shall treat the principal term A1. It is convenient to introduce
some notation. For each σ = {k1, . . . , ki} ⊂ {1, . . . , `}, we write |σ| = i and
dσ = bk1bk2 · · · bki with the convention |∅| = 0 and d∅ = 1, where ∅ denotes
the empty set.
Lemma 7.3. For x ≥ x0(P, ε), we have
A1 ≥
BPε
2
η
y +R,
where
(7.12) R :=
∑
σ⊂{1,...,`}
(−1)|σ|
∑
m∈M
∑
p∈P
rdσmp(x, y).
Proof. Since (bj , bk) = 1 (j 6= k), we can write
A1 =
∑
σ⊂{1,...,`}
(−1)|σ|
∑
x<n≤x+y
dσ |n
c(n)
=
∑
σ⊂{1,...,`}
(−1)|σ|
∑
m∈M
∑
p∈P
∑
x<n≤x+y
dσ |n, mp|n
1.
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Clearly for any σ ⊂ {1, . . . , `}, anym ∈ M and any p ∈ P with x ≥ x0(P, ε),
we have (dσ, mp) = 1 in view of (7.1)–(7.3). Hence it follows that
A1 =
∑
σ⊂{1,...,`}
(−1)|σ|
∑
m∈M
∑
p∈P
∑
x<n≤x+y
dσmp|n
1(7.13)
= y
∑
σ⊂{1,...,`}
(−1)|σ|
dσ
∑
m∈M
1
m
∑
p∈P
1
p
+R,
where R is defined in (7.12).
It is easy to see that
(7.14)
∑
σ⊂{1,...,`}
(−1)|σ|
dσ
=
∏̀
k=1
(
1 − 1
bk
)
≥ BP
and
(7.15)
∑
p∈P
1
p
= log
(
δ2 + ε
δ2
)
+O
(
1
log x
)
≥ ε
for x ≥ x0(P, ε).
In order to estimate the sum over m, we need the following result of
Friedlander ([16], Lemma 2): Let w(t) be Buchstab’s function
w(t) = 1/t (1 ≤ t ≤ 2),
(
tw(t)
)′
= w(t− 1) (t ≥ 2).
Assume x > 1 and z = x1/t with t ≥ 1. Then we have uniformly for t ≥ 2
∑
n≤x, p|n⇒p≥z
1 = w(t)
x
log z
+O
(
x
log2 z
)
.
From this, an integration by part deduces that
∑
m∈M
1
m
=
∫ xδ1+ε
xδ1
1
t
d
( ∑
n≤t, p|n⇒p≥xη
1
)
=
1
η log x
{
w
(
δ1 + ε
η
)
− w
(
δ1
η
)}
+O
(
1
η2 log x
)
+
∫ (δ1+ε)/η
δ1/η
w(u) du.
In view of the well known relation
w(t) → e−γ (t→ ∞),
where γ is Euler’s constant, we immediately see
(7.16)
ε
2η
≤
∑
m∈M
1
m
≤ ε
η
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for x ≥ x0(P, ε).
Now the expected inequality follows from (7.13)–(7.16). 
The next lemma gives the desired estimate for the error term R defined
in (7.12).
Lemma 7.4. Let s be a real number such that
(7.17) s ≥ 3 and sη < 1
2
ε < 1
4
.
If
(7.18)



1
3
< θ ≤ 5
11
,
δ2 ≤ (9θ − 3)/4 − ε′,
δ1 + δ2 ≤ 1 − ε′,
or
(7.19)



(κ+ λ)/(1 + 2κ+ 2λ) < θ ≤ (κ+ λ)/(2κ+ λ),
δ2 ≤ [(1 + 2κ+ 2λ)θ − κ− λ]/(1 + λ) − ε′,
δ1 + δ2 ≤ 1 − ε′,
then we have
|R| ≤ C1(ε)2`(P,ε)
(
η−1s−s + x−ε/4
)
y,
where C1(ε) is a positive constant depending on ε only.
Proof. For each σ ⊂ {1, . . . , `}, we define
R(σ) :=
∑
m∈M
∑
p∈P
rdσmp(x, y).
We shall transform R(σ) into a bilinear form of type I by using the funda-
mental lemma of sieve ([4], Lemma 4): Let z = xη and Q = zs with s ≥ 3.
There are two sequences {λ±q }q≤Q such that
|λ±q | ≤ 1, λ±q = 0 (q > Q),(7.20) {
(λ− ∗ 1)(n) = (λ+ ∗ 1)(n) = 1 if p | n⇒ p ≥ z,
(λ− ∗ 1)(n) ≤ 0 ≤ (λ+ ∗ 1)(n) otherwise(7.21)
∑
q≤Q
λ±q
q
= {1 +O(s−s)}
∏
p<z
(
1 − 1
p
)
.(7.22)
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With the help of (7.21), we can write
R(σ) =
∑
m∈M
∑
p∈P
∑
x<n≤x+y
dσmp |n
1 −
∑
m∈M
∑
p∈P
y
dσmp
(7.23)
≤
∑
xδ1<m≤xδ1+ε
(λ+ ∗ 1)(m)
∑
p∈P
∑
x<n≤x+y
dσmp |n
1
−
∑
xδ1<m≤xδ1+ε
(λ− ∗ 1)(m)
∑
p∈P
y
dσmp
=
∑
xδ1<m≤xδ1+ε
(λ+ ∗ 1)(m)
∑
p∈P
rdσmp(x, y)
+
∑
xδ1<m≤xδ1+ε
[(λ+ − λ−) ∗ 1](m)
∑
p∈P
y
dσmp
=: R1(σ) +R2(σ).
Clearly
|R2(σ)| ≤
y
dσ
∑
q≤Q
∣∣∣∣
λ+q − λ−q
q
∣∣∣∣
∑
xδ1/q<m≤xδ1+ε/q
1
m
∑
p∈P
1
p
≤ y
dσ
∑
q≤Q
∣∣∣∣
λ+q − λ−q
q
∣∣∣∣ ·
{
ε log x+O(qx−δ1)
}
· 2ε
On the other hand, (7.22) implies that
∑
q≤Q
∣∣∣∣
λ+q − λ−q
q
∣∣∣∣ 
s−s
log z
 s
−s
η log x
.
Inserting it into the preceding estimate, we find that
(7.24)
∣∣R2(σ)
∣∣ 
(
η−1s−s +Qx−δ1
)
y.
It remains to estimate R1(σ). Let ψn be the characteristic function of the
set P. Since
rdσqmn(x, y) = rmn
(
x
dσq
,
y
dσq
)
,
we can write
R1(σ) =
∑
q≤Q
λ+q
∑
xδ1/q<m≤xδ1+ε/q
∑
xδ2<n≤xδ2+ε
ψnrmn
(
x
dσq
,
y
dσq
)
.
We split (xδ1/q, xδ1+ε/q] and (xδ2 , xδ2+ε] into dyadic intervals (M, 2M ] and
(N, 2N ], respectively. In view of (7.22), we have for x ≥ x0(P, ε)
1 ≤ q ≤ Q = xsη < xε/2 and 1 ≤ dσ < xε/2.
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The hypothesis (7.18) and (7.19) imply that
N <
(
x
dσq
)(9θ−3)/4−ε′
and MN ≤
(
x
dσq
)1−ε′
and
N <
(
x
dσq
)[(1+2κ+2λ)θ−κ−λ]/(1+λ)−ε′
and MN ≤
(
x
dσq
)1−ε′
,
respectively. Thus Corollary 9 allows us to deduce that
∑
xδ1/q<m≤xδ1+ε/q
∑
xδ2<n≤xδ2+ε
ψnrmn
(
x
dσq
,
y
dσq
)
ε
y
dσq
(
x
dσq
)−ε
(log x)2
ε x−ε/2y.
This estimate and (7.20) imply that
(7.25) R1(σ) ε Qx−ε/2y ε x−ε/4y.
Combining (7.24) and (7.25), there is a positive constant C1(ε) > 0 depend-
ing on ε such that
R(σ) ≤ C1(ε)
(
η−1s−s + x−ε/4
)
y.
Similarly we can prove that
R(σ) ≥ −C1(ε)
(
η−1s−s + x−ε/2
)
y.
Thus
|R| ≤
∑
σ⊂{1,...,`}
|R(σ)| ≤ C1(ε)2`(P,ε)
(
η−1s−s + x−ε/2
)
y.
This completes the proof of Lemma 7.4. 
Now we are ready to complete the proof of Proposition 7.
Without loss of generality, we can assume that
C1(ε)2
`(P,ε) > 8/BPε
2 > 16.
Take
η−1 = min
{
1
5
ε−2, C1(ε)2
`(P,ε)
}
, s = η−1/2,
θ = max
{
1
3
, 7ρ
9ρ+8
}
+ ε′ or θ = max
{
κ+λ
1+2κ+2λ
, (1+κ+2λ)ρ
(1+2κ+2λ)ρ+2+2λ
}
+ ε′,
δ1 = θ/ρ− ε′, δ2 = 1 − 2θ/ρ+ ε′.
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It is easy to verify that these choices satisfy the conditions (7.1), (7.17),
(7.18) or (7.19). Thus Lemmas 7.1–7.5 imply that
A ≥
(
BPε
2
2η
− C1(ε)2`(P,ε)
(
η−1s−s + x−ε/4
)
− C(P, ε)2
1/η
(log x)1/2
)
y
P,ε y
for x ≥ x0(P, ε). This completes the proof of (7.8) and hence Proposition 7.
8. Proof of Proposition 8
The proof is very similar to that of Proposition 7 so we shall mention only
the important points. As before let θ and δ be two parameters such that
(8.1) 1
4
+ ε ≤ θ < 1
2
, θ < δ + 2ε < min{θ/ρ, 1}, δ + θ/ρ > 1.
Let η = η(P, ε) > 0 be a (small) parameter determined later. Introduce the
set
M′ :=
{
m ∈ N | xδ < m ≤ xδ+ε, p | m⇒ p ≥ xη
}
.
Our weight function is defined to be
c′(n) :=
∑
m∈M′
m|n
1
and the corresponding weighted sum is
A′ :=
∑
x<n≤x+y
b -n (∀b∈BP )
c′(n).
It is easy to see that
(8.2) c′(n) ≤ 21/η (n ≤ 2x)
and
(8.3)
∑
x<n≤x+y
b -n (∀b∈BP )
1 ≥ 2−1/ηA′.
Let ` := `(P, ε) ∈ N be a positive integer such that
(8.4)
∞∑
k=`+1
1
bk
<
BPε
2
η21/η+2
.
We can write
(8.5) A′ ≥ A′1 − A′2 −A′3
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where
A′1 :=
∑
x<n≤x+y
bk -n (∀ k≤`)
c′(n),
A′2 :=
∑
b`<b≤y
b∈BP
∑
x<n≤x+y
b|n
c′(n),
A′3 :=
∑
y<b≤x
b∈BP
∑
x<n≤x+y
b|n
c′(n).
Similar to Lemmas 7.1, 7.2 and 7.3, we have, for x ≥ x0(P, ε),
A′2 ≤
BPε
2
2η
y,(8.6)
A′3 ≤
C21/η
(log x)1/2
y,(8.7)
A′1 ≥
BPε
2
η
y +R,(8.8)
where
R′ :=
∑
σ⊂{1,...,`}
(−1)|σ|
∑
m∈M′
rdσm(x, y).
Similar to Lemma 7.4, we can prove, by using (5.17) and (5.18) of Lemma
5.1 instead of Corollary 9, that there is a positive constant C ′1(ε) depending
on ε only such that
(8.9) |R′| ≤ C ′1(ε)2`(P,ε)
(
η−1s−s + x−ε/4
)
y
provided
(8.10) s ≥ 3, sη < 1
2
ε < 1
4
and
(8.11)
{
1
4
< θ < 9
29
,
δ ≤ (19θ − 3)/7 − ε′, or
{
9
29
< θ < 1
2
,
δ ≤ 4θ/3 − ε′.
Now take
η−1 = min
{
1
5
ε−2, C1(ε)2
`(P,ε)
}
, s = η−1/2
and {
θ = max
{
1
4
, 10ρ
19ρ+7
}
+ ε′,
δ = 19θ−3
7
− ε′, or
{
θ = 3ρ
4ρ+3
+ ε′,
δ = 4θ
3
− ε′.
It is straightforward to verify that these choices satisfy the conditions (8.1),
(8.10) and (8.11). Thus the relations (8.5)–(8.9) imply
A′ P,ε y
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for x ≥ x0(P, ε). This completes the proof of Proposition 4.
9. Proof of Proposition 9
The proof of Proposition 9 (which can in fact be properly described as a
sieve problem in the usual sense) is much simpler than that of Proposition
8. So we shall mention only the important points. Let θ = ρ/(1 + ρ) + 2ε
and
P ′′ :=
{
p ∈ P | xθ−2ε < p ≤ xθ−ε
}
.
Define the weight function
c′′(n) :=
∑
p∈P ′′
p|n
1
and consider the corresponding weighted sum
A′′ :=
∑
x<n≤x+y
b -n (∀b∈P)
c′(n).
Similarly we can write
A′′ ≥ A′′1 −A′′2 − A′′3,
where A′′j is defined as A
′
j (replacing BP by P). Now A
′′
3 is easier to treat
(without the corresponding parts A3,3 and A3,4, see (7.11)). In view of
θ−2ε+ θ/ρ > 1, we can prove the same estimates for A′′2 and A′′3. The error
term R′′, which comes from A′′1, can be controlled trivially as follows:
|R′′| ≤
∑
σ⊂{1,...,`}
∑
p∈P ′′
|rdσp(x, y)| P yx−ε.
This completes the proof of Proposition 9.
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[31] C. Moeglin & J-L. Waldspurger: Pôles des fonctions L de paires pour GL(N),
appendix to Le spectre résiduel de GL(N), Ann. Sci. École Norm. Sup. (4) 22
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P. Michelon, 42023 Saint-Etienne Cedex 2, France
E-mail address : olivier.robert@univ-st-etienne.fr
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