Abstract. Whistler mode noise leads to electron pitch angle diffusion. Similarly, ion cyclotron noise couples to ions. This diffusion results in particle precipitation into the ionosphere and creates a pitch angle distributon of trapped particles that is unstable to further wave growth. S'nce excessive wave growth leads to rapid diffusion and particle loss, the requirement that the growth rate be limited to the rate at which wave energy is depleted by wave propagation permits an estimate of an upper limit to the trapped equatorial particle flux. Electron fluxes )40 kev and proton fluxes )120 kev observed on Explorers 14 and 12, respectively, obey this limit with occasional exceptions. Beyond L ----4, the fluxes are just below their limit, indicating that an unspecified acceleration source, sufficient to keep the trapped particles near their precipitation limit, exists. Limiting proton and electron fluxes are roughly equal, suggesting a partial explanation for the existence of larger densities of high-energy protons than of electrons. Observed electron pitch angle profiles correspond to a diffusion coefficient in agreement with observed lifetimes. The required equatorial whistler mode wide band noise intensity, 10-•% is not obviously inconsistent with observations and is consistent with the lifetime and with limiting trapped particle intensity.
INTRODUCTION
Recent observations of energetic electron precipitation from the magnetosphere to the atmosphere suggest that first adiabatic invariant violation must be responsible for the observed untrapping. Bursts of precipitation have been observed by balloon X-ray bremsstrahlung measurements [Winckler et al., 1963; Anderson and Milton, 1964] and direct •,40-kev electron flux measurements with Injun 3 [O' Brien, 1964] which exhibit durations of 0.1 to I second. This is roughly the time for these electrons to move from the equator to the ionosphere along a field line. Much shorter bursts than this would be unlikely, even if these electrons were thrown instantaneously into the loss cone. This suggests that first invariant violation, which can occur on a 10 • second time scale, is a likely explanation, since violation of the second invariant would probably require several bounce periods and therefore could not produce such short bursts. [1964] argue that the similarity of electron energy spectrums at 1000-km heights and in the equatorial plane together with the short observed lifetimes (10 • second [O'Brien, 1962] ) suggest that changes in pitch angle without a change in energy (first invariant violation) are necessary. Conservation of this invariant during the time the particle lowers its mirror points (10 • second) would imply a total energy increase in this time of a factor of 10 *. The observed spectral similarities would then be difficult to explain.
McDiarmid and Budzinski
The conditions for first adiabatic invariant violation are quite restrictive. A given particle must see fluctuations near its own gyrofrequency. This immediately suggests high-frequency fluctuations in the whistler and ion cyclotron modes, for electrons and ions, respectively, since they have the appropriate frequency range. In this way, Dun{?ey [1963] and Cornwall [1964] have suggested that external sources of whistler radiation, such as atmospherics, may account for energy. If the growth rate is too large, wave energy will accumulate, rapidly enhancing particle precipitation, and thereby reducing the growth rate to that necessary to maintain a steady wave distribution. Therefore, there is an upper limit to stably trapped particle fluxes. We estimate this upper limit in section 5 by equating the wave growth rate to the wave escape rate. Instabilities are important when trapped fluxes are near this limit. Since observed fluxes of >40-kev electrons satisfy the calculated upper limit, whistler mode pitch angle diffusion probably limits the electron intensities. Since their intensities are always near but below their upper limit beyond L --5, acceleration must occur all the time there, and so, therefore, does precipitation. Higher-energy electrons are less often near instability, because their fluxes are usually well below the flux needed for selfexcitation.
The corresponding limit for protons is discussed in section 6. It is again found that experiments confirm this upper limit. Observed fluxes of > 120-kev protons are close to but do not exceed the limit, thus implying that a sufficient acceleration source also exists for protons. It is significant, too, that the calculated limiting fluxes are comparable for electrons and ions. The observation of larger proton than electron densities can then be explained by the fact that both species are apparently accelerated to their limiting density; the limiting proton number density, however, is significantly larger than the limiting electron number density.
We emphasize that this estimate of the maximum stably trapped flux involves only a comparison of the wave growth rate with the wave escape rate, which in turn depends primarily on the wave group velocity and the length of a line of force. It is clear that the maximum trapped flux cannot depend on the acceleration mechanisms that create it. If acceleration is continual, the trapped-particle distribution will eventually reach and be limited to a maximum intensity, and the observed trapped particle intensity should then be insensitive to further changes in the acceleration mechanism. On the other hand, the precipitation rate will be strongly correlated with acceleration, when the trapped fluxes are near self-limitation. In this paper we will not discuss the particle acceleration mechanisms since they are not clearly understood at present.
Besides trapped equatorial omnidirectional intensities, the other information available for study is pitch angle distributions obtained in and near the loss cone by polar orbit satellites.
In section 7 we show that the observed >40-kev electron pitch angle profiles are consistent with independent estimates of the lifetimes. Although the pitch angle distribution outside the loss cone is practically independent of the magnitude of the dieusion coefficient, the distribution inside depends on the ratio of the diffusion time to the time of loss •o the atmosphere. Therefore, the measured loss cone profiles [O'Brien, 1964 ] estimate a diffusion coefficient and a particle lifetime. The wave intensity required to produce these lifetimes is at least an order of magnitude larger than that observed near the earth, if waves propagate completely trapped on a tube of force without attenuation. However, pitch angle scattering occurs predominantly near the equator, and much of the wave energy so generated may be lost before it reaches the ionosphere. In section 8 we show that these theoretically derived wave intensities combined with the observed rate of particle energy loss from the magnetosphere permit an estimate of the growth rate consistent with the known wave escape rate. Thus the observed pitch angle distributions, lifetimes, trapped-particle fluxes, and the inferred wave intensity appear to be mutually consistent. It is repeated here principally to define notation and to review the physical picture of the instability. We shah indicate that the whistler mode is unstable when the electron pitch angle distribution is sufficiently anisotropic, with more energy perpendicular than parallel to the magnetic field, and that the ion cyclotron mode grows when there is similar ion pitch angle anisotropy. In each case, the growth rates are nonnegligible only when an appreciable fraction of the particle distribution is near cyclotron resonance.
Since we are interested in the high-frequency properties of a collision-free plasma, the ViasoyMaxwell equations for a plasma of ions and electrons (denoted, respectively, by su 'ap•,r plus and minus signs) must be the st g point for this analysis. where F(z, v, t) axe the one-particle distribution function of each species, e is the electronic charge, and M • is the mass of each species. Gaussian units axe used throughout. Since the wavelengths relevant to pitch angle scattering are necessarily much shorter than typical macroscopic scale lengths in the magnetosphere, it is a good approximation to treat waves propagating locally in an infinite uniform plasma immersed in a strong magnetic field pointing in, say, the z direction. As will be indicated below, the waves of primary interest for pitch angle scattering propagate parallel to the magnetic field. Since this is also the simplest case algebraically, we discuss it first and later comment briefly on the nonparallel case.
Assuming that there axe no electric field, spatial gradients, or time variations, and only a z component of the magnetic field in the equilibrium, the equilibrium distribution function F ß must obey Bo(v X e,).aF*/Ov = 0 where e, is a unit vector in the magnetic field 
where P denotes the principal part. Equating real and imaginary parts of (2.13), dropping terms small in the temperature correction, and assuming n • )) 1, we find that o• is again given by (2.17), and the growth rate If we normalize the wave frequency to the appropriate gyrofrequencies, velocities to the appropriate Alfv•n velocity, and energies to the critical energy, the expressions for phase velocity, group velocity, and resonant energies take the simple form outlined in Table 1 .
For the tens of kilovolt particle energies observed in the magnetosphere, cyclotron resonance interactions will be most important near the equator on a given line of force. Eo increases rapidly away from the equator, and larger anisotropies are needed for local instability of these particles. Moreover, a wave of a given frequency receives its greatest amplitude increment as it crosses the equator on a given line of force. The energy of partic]es resonant with the wave at each point increases rapidly away from the equator. Since the observed fluxes of energetic particles decrease monotonically with energy, and since the total number density increases away from the equator, the fraction ,• will decrease and the corresponding local growth rates will be smaller. For instance, even though the critical energy at the feet of the lines of force in the ionosphere is again tens of kilovolts and the anisotropy there is large, the total density has increased by perhaps a factor of 10', the fraction ,• has been decreased, and the contribution to the growth will be roughly a thousandth of that at the equator. Henceforth, our Since the parallel waves become unstable most easily, they will be of most interest for pitch angle diffusion. For the remainder of this paper we will argue in terms of parallel propagating waves, remembering that the actual wave spectrum includes a cone of propagation directions around the parallel whose physical instability mechanism is the same but whose intensity is smaller. to creating sum and difference modes in a binary wave collision. For the present problem wave-wave scattering is unimportant, and we shall not discuss it further except for an a posterJori justification of its neglect (section 8).
WHISTLER AND
The wave-particle interaction appears even in linear theory, since wave growth or damping depends on gradients in the velocity distribution at resonance. The nonlinear effect is that the wave in turn changes the resonant particle distribution at a rate dependent on wave energy.
The approach to marginal stability. To
show that nonlinear wave-particle interactions modify wave growth to reduce the instability and to force the velocity distribution toward a marginal linear stability state, we will first discuss the change in kinetic energy of a single electron interacting with a whistler. For each wave quantum emitted or absorbed the change in wave energy is •/•. Similarly the change in momentum is •k. The change in parallel energy, dE i, of the interacting particle is then and the ratio of the total change in particle energy, dE ------ final state where unstable anisotropies are reduced, linear growth rates are zero, and there is therefore a constant finite wave intensity. The time to reach the marginal stability condition from an initially anisotropic distribution is determined essentially by the initial growth rate. Since the wave energy at first grows exponentially with time, it will be sufficiently intense to reduce the anisotropy after a few e-folding times corresponding to the initial growth rate. Conversely, if the particle distribution corresponds to a negative growth rate, the waves that drive the distribution back to marginal stability cannot be generated internally by particles. However, should there be an external source of waves, the particles will absorb wave energy from it and their distribution will approach marginal stability. Thus, nonlinear effects increase the transparency of the plasma.
Since both initially unstable distributions, which produce their own wave energy, and initially stable distributions in the presence of externally maintained waves approach marginal stability, it is tempting to suggest that weakly turbulent plasmas will always be near marginal stability. If disturbances that distort the velocity distribution act slowly compared with the readjustment back to marginal stability, the distribution never greatly departs from marginal stability. In complicated physical obje•cts, such as the magnetosphere, it cannot be strictly guaranteed that the growth rate for every wave will decrease monotonically and smoothly. However, it seems clear that large growth rates cannot be long tolerated. 3.3 Weakly turbulent pitch angle dieusion. The approach to marginal stability and wave-, growth self-limitation is properly described by diffusion of particles in velocity space at a rate proportional to the wave energy. A given particle may either gain or lose energy to a particular wave depending on its initial phase relative to the wave. Thus waves take particles initially at the same velocity and spread them over a region in velocity space--in other words, diffuse them. When the pitch angle distribution is unstable, diffusion creates a flux from large to small pitch angles, which decreases the net particle energy, increases the wave energy, and reduces the anisotropy. Diffusion and wave growth stops when isotropy is attained.
The ratio of the change in parallel and perpendicular energy for a particle interacting with a wave of a given frequency was given in (3.2). This ratio defines the direction in phase space along which particles will diffuse. Making use of the relation 2.19 between wave frequency and parallel energy of the resonant electrons, (3.2) may be integrated to give the surfaces along which electrons diffuse. These surfaces are also shown in Figure 1 . Except where the parallel energy is less than the critical energy, these diffusion surfaces dosely approximate circles, or pure pitch angle diffusion. This is explainable in terms of (2.19) and (3. The first term, the so-called dynamic friction, appears to dominate in the smallness parameter Aa. However, to lowest order in this term is zero because it is equally probable that electrons decrease as increase their pitch angles, since they are randomly distributed in phase with respect to the waves. However, when B'(a) and At are functions of a, electrons scattered in one direction experience a subsequently greater random force than those scattered in the other, and this amounts to nonzero dynamic friction in next order.
Here we have used the definition of D given in 3.6 •ummary. Second-order nonlinear wave-particle interactions tend on the average to reduce the absolute magnitude of the linear growth rates computed from the velocity distribution. Since gradients in velocity space determine the growth rate, the reduction in growth rate is a velocity space diffusion process whose rate is fixed by the wave energy. When the plasma is finite, so that both waves and particles can escape from the system, the concept of the approach to marginal stability must be replaced by that of steady-state diffusion equilibrium. The underlying mechanism is the same in both cases. Unacceptably large growth rates are reduced by the ensuing enhanced pitch angle diffusion. However, without replenishment of particles and waves in a finte plasma, the whole process would die out. With replenishment, a steady state is conceiv- where R is the reflection coefficient; 7 is a mean growth rate, typically the equatorial value for reasons cited in section 2; and T• is the group delay time, or one wave packet bounce period. Since R enters only logarithmically, 7 must be only a few times the basic frequency 1/T• to maintain wave equilibrium. This only deflects the question back to the particle distribution. What keeps the growth rate positive when, left to its own devices, it would revert to zero? For it to be positive at all, a fiat pitch angie distribution must be maintained. There must be sources of pitch angie anisotropy--macroscopic mechanisms that steadily fiatten ,the pitch angie distribution or add particles preferentially with fiat pitches. Not only must the growth rate be positive, but also it must have the proper magnitude to satisfy (4.1). Since steady diffusion sends particles toward the loss cone, where they are lost, particles must clearly be replaced. Therefore there must be local acceleration mechanisms.
To our knowledge, no entirely satisfactory acceleration mechanism has been proposed. However, ass,,ming that anisotropy and acceleration mechanisms exist, we can discuss the diffusion equilibrium that must ensue. 4.2 Di•]usion solution including! a loss cone. Three basic physical time scales, the wave escape time T., the particle escape time TB, and the particle hfetime T•, parametrize the magnetospheric diffusion equilibrium. We shah approximate T., which has already been defined, by
We first find {he solution inside the loss cone, At the opposite extreme, the wave intensity may sometimes be sufficiently intense to keep the pitch angie distribution nearly isotropic even in the loss cone. The rate of particle precipitation can then depend only on the size of the loss cone. Therefore, even when diffusion is very strong, there is a minimum allowable hfetime in steady state, TL*, which is independent of the details of wave intensity. Taking The accurate value of A is not crucial in further discussions. However, the idea that in diffusion equilibrium A will be a constant somewhat less than unity is most important. This suggests that unacceptably large growth rates cannot be reduced by isotropization in pitch angle alone, but that resonant particles must be lost as well. In effect it is impossible to have a very small A and a very large ,• and be in equilibrium to all wave modes. This conclusion will be used in sections 5 and 6 to determine the upper limit on stably trapped particle in- At L = 8 and 10 the scatter again increases, but here it may well be due to time changes in the magnetic field strength, length of the line of force, and so on, which would be far more pronounced than at L: 5 and 6. We would particularly expect the night side to be strongly affected by variation in the solar wind and the magnetospheric tail flow. The behavior at L = 6 in particular, and less clearly at L --8 and 10, suggests that a continuous acceleration mechanism exists for L > 6 which maintains the trapped electron intensity near its self-excitation limit.
Since the Explorer 14 observations extended over some months, many local times were sampled. The data show some diurnal intensity variation which appears to be consistent with the predicted variation given by (5.4). There is also some evidence from Figure 4 Table 2 . Knowing the diffusion coefficient D* and the equatorial gyrofrequency, we can compute the equatorial wide band whistler mode intensity using 3.10. These are also listed in Table 2 and ion cyclotron noise with ions leads to diffusion in pitch angle. We have observed that the steady-state pitch angle distribution, subject to the boundary condition that particles are lost •rom the loss cone, has an almost constant anisot-ropy which is of the appropriate sign to be unstable. The resultant growth rate of the waves is then directly proportional to the number of resonant particles. Since a large wave energy density leads to rapid diffusion and loss of particles, the number of trapped particles is self-limiting. Too large a particle density results in a rapid wave growth and a resultant loss of particles. As a rough criterion we have suggested that the limiting particle flux corresponds to a wave growth of a few c-foldings during traversal of the equatorial region.
Although the estimate of the limiting flux is an absolute calculation without empirically adjusted constants, it does contain a number of factors each of which may be uncertain to a factor 2. In particular, the anisotropy was based on a particular distribution of the source of particles, the effective length along the field line over which growth occurred was somewhat arbitrarily taken as oeR•, and finally the logarithm of the required gain may be somewhat uncertain.
The upper limit on stably trapped particle fluxes was calculated assuming a steady-state 'weak' diffusion model for precipitation. This model is probably adequate for a description of the long-term behavior of the so-called 'stably' trapped regime, i.e., the L shells below the auroral zone on the night side; and nearly all L shells out to the boundary of the magnetosphere on the day side. Observations of trapped or precipitated fluxes strongly exceeding this calculated upper limit may correspond either to a nonsteady state or to an exceptionally strong source. If trapped-particle intensities far exceed their limit, waves could build up rapidly to create a strong diffusion regime. Because there is a minimum allowable lifetime, a sufficiently strong particle energization source can maintain strong diffusion. Then the fluxes observed may violate the weak diffusion upper limit. At these times, however, the particle pitch angle distributions will be nearly isotropic (A • 0), precipitated fluxes will then be comparable to trapped fluxes, and the particles will have their minimum lifetime TL •. For weaker energization sources, the weak diffusion upper limit will be obeyed.
Comparison of the weak diffusion limit with observations of electrons •40 key and protons • 120 key indicates that, with some exceptions, this upper limit is obeyed. Furthermore, in the range L ;> 4 the fluxes are close to the limit. We have not attempted to discuss a particle acceleration mechanism. The observation that the fluxes are close to the limit indicates that such a mechanism exists. However, the actual trapped flux is not determined by acceleration but by the above limit.
As a more specific illustration, the observed proton and electron fluxes are comparable, implying much larger energetic proton than electron number densities. This, however, does not imply a more effective acceleration mechanism for protons than for electrons. Both species are near their limiting fluxes, which are the same. Therefore, the lower energetic electron number densities result from the fact that the electrons reach their number density limit earlier. It follows that the contribution of energetic ions to the ring current during magnetic storms can be as much as 40 times greater than the contribution of electrons.
Similarly, the observations of hard energy spectrums are probably related to the fact that the limiting flux is essentially independent of energy. If trapped particles are built up to their limiting flux over a range of energies the observed spectrum Will be very h•rd. There must, of course, be some transition energy beyond which the flux is no longer near its limit and a softer spectrum exists. A rough examination of the data suggests that at L --6 electrons at 40 kev are frequently near the limit whereas at 240 kev they are only occasionally at the limit.
The probable existence of a transition energy for precipitation suggests_ that precipitated fluxes should have a softer energy spectrum than trapped fluxes. If the spectral determination is made using observations at two energies, one above and one below the transition energy, the trapped particles will appear in both channels whereas precipitated particles will appear only in the lower-energy channel and will thus show a softer spectrum. Of course, since precipitation occurs primarily when trapped fluxes are near their upper limit, precipitation should correlate with high over-all trapped intensity. Measurements made with Injun 3 [Fritz, 1965] appear to support both correlations.
Several other observations support the suggestion that wave-particle intersctions are in-deed important. The observed distribution of particles within and near the loss cone is consistent with diffusion based one wave interactions. This suggests a typical amplitude of the magnetic field noise of 10 -2 7 at the equator in the neighborhood of L ----6. As an internal consistency check, the particle precipitation rate is sufficient to account for an energy transfer to the waves at rate consistent with the gain required in estimating the limiting flux. The above fluctuating field amplitude may be somewhat larger than observations at 1000-km altitudes might suggest. However, propagation from the equatorial interaction region to the satellite has several uncertainties. The results from satellite measurements at the equator will greatly help to clarify this point.
Resonant cyclotron interactions between whistler and ion cyclotron waves and energetic electrons and protons predict a reasonable upper limit to trapped particle intensities in rough agreement with observations, but numerous phenomena have been overlooked in this gross analysis. A number of more subtle interactions will probably need consideration in order to explain the full variety of observed phenomena. As an illustration, we mention two specific phenomena. The trapped electron flux has been observed to decrease even when i.ts intensity is well below the self-excitation limit [Frank, Van Allen, and Hills, 1964] . At first sight this appears outside the scope of electron whistler mode interactions, since wave energy cannot increase rapidly enough to overcome wave propagation losses. There are, however, at least two other possible sources of wave energy that conceivably could play a role in such a case. First, wave energy could be generated on a different field line and propagate to the field line in question. Evaluation of this point requires understanding of conditions on other field lines as well as of the propagation of waves across field lines. Second, waves might be generated on the s•me field line but at a different resonance.
We have only investigated here the predominant resonance for wave growth. However, as waves move away from the equator, they will no longer propagate strictly parallel to the magnetic field, and driven velocity space diffusion at other resonances may result. Thus, wave growth due to particles at one energy could cause precipitation of particles at another energy by means of interactions occurring away from the geomagnetic equator.
We have also not discussed any effects due to structure in the frequency distribution of waves or any time-dependent phenomena. For example, the limiting flux could be violated for short times since, even in the strong diffusion limit, the minimum time for diffusive depopulation of the field line is of the order of 10 • seconds. The strong fluctuations in precipitation fluxes as well as the fascinating variety of structured wave emissions that have been recorded indicate that more detailed time-dependent mechanisms relating specific waves and particles are required.
