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Abstract
This thesis describes efforts to improve the realism of numerical models of giant planet for-
mation and migration in an attempt to better understand these processes. A new approach has been
taken to the modelling of accretion, designed to mimic reality by allowing gas to accumulate upon
a protoplanetary surface. Implementing this treatment in three-dimensional self-gravity radiation
hydrodynamics calculations provides an excellent model for planet growth, allowing an explo-
ration of the factors that affect accretion. Moreover, these calculations have also been extended to
investigate the migration of protoplanets through their parent discs as they grow.
When focusing on the growth of non-migrating protoplanets, the models are performed
using small sections of disc, enabling excellent resolution right down to the core; gas structures and
flow can be resolved on scales from ∼ 104 to 1011 metres. Using radiative transfer, these models
reveal the importance of opacity in determining the accretion rates. For the low mass protoplanets,
equivalent in mass to a giant planet core (∼ 10 M⊕), the accretion rates were found to increase
by up to an order of magnitude for a factor of 100 reduction in the grain opacity of the parent
circumstellar disc. However, even these low opacities lead to growth rates that are an order of
magnitude slower than those obtained in locally-isothermal conditions. For high mass protoplanets
(& 100M⊕), the accretion rates show very little dependence upon opacity. Nevertheless, the rates
obtained using radiative transfer are still lower than those obtained in locally-isothermal models
by a factor of ∼2, due to the release of accretion energy as heat.
Only high mass protoplanets are found to be capable of developing circumplanetary discs,
and this ability is dependent upon the opacity, as are the scaleheights of such discs. However, their
radial extents were found to be independent of the opacity and the protoplanet mass, all reaching
≈ RH/3, inline with analytic predictions.
Migration is investigated using global models, ensuring a self-consistently evolved disc.
Using locally-isothermal calculations, it was found that the capture radius of an accreting sink
particle, used to model a protoplanet without a surface, must be small (<< RH) to yield migration
timescales consistent with linear theory of Type I migration. In the low mass regime of Type I
migration, accreting sinks with such small radii yield timescales consistent with those models in
which a protoplanetary surface is used. However, for high mass protoplanets, undergoing Type
II migration, the surface treatment leads to faster rates of migration, indicating the importance of
a realistic accretion model. Using radiative transfer, with high opacities, leads to a factor of ∼
3 increase in the migration timescale of the lowest mass protoplanets, improving their chances
of survival. As suitable gas giant progenitors, their survival is key to understanding the growth
of giant planets. An unexpected result of the radiative transfer was a reduction in the migration
timescale of high mass planets. This appears to be a result of the less thoroughly evacuated gaps
created by planets in non-locally-isothermal discs, which affects the corotation torque.
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Chapter 1
Introduction
1.1 Wandering stars
The word ‘planet’ has its origins in ancient Greek. The Greek word was Planetos (piλανη´της) and
was itself derived from the verb meaning ‘to wander’. These wandering stars have for thousands
of years stood apart from the enormous multitude that make up the backdrop to their distinctive
celestial dance. Though we may have obtained our modern term for these bodies from the ancient
Greeks, the story of human interest in our neighbours goes back much further into our past.
By 30,000 BCE humans were living in Europe, and it is claimed that they were already
making crude astronomical observations. In the Dordogne region of France a carved bone was
found at Blanchard rock that was inscribed with 69 small pits. The number and shapes of the pits,
as well as evidence that they were not cut all at once with a single tool, led Alexander Marshack
to suggest that they were a record of the lunar phases. Patterns of similar carving have been
found in bones from other sites in the former Czechoslovakia, Ukraine, and southern Egypt, all
with ages greater than 8,500 years. As well as bone carvings, features of ancient cave art have
been interpreted by some as early maps of constellations. Michael Rappenglueck suggests that the
stars of Vega, Deneb, and Altair that form the Summer Triangle are marked in art found within
the Lascaux caves in France, painted around 16,500 BCE. He also believes that the Northern
Crown constellation was painted in the Cueva di El Castillo in Spain around 14,000 BCE. If
these interpretations of ancient carvings and cave art are correct, then man has been observing the
heavens for far longer than he has been building civilisations.
However it is only with the dawn of civilisations that we begin to find less speculative
evidence of human observation of, and interest in, celestial events. Cultures in Mesopotamia
made records of lunar eclipses from around 2000 BCE, and established sufficient records that by
700 BCE the Babylonians felt able to predict future lunar eclipses. Chinese civilisation also made
records of eclipses, both lunar and solar, recording approximately 600 and 900 respectively over a
2600 year period, starting around 1300 BCE.
Of the various ancient civilisations, it was the Greeks who most significantly advanced
astronomy over the course of a few hundred years. From these few short centuries came ideas
about the nature of the Earth, the solar system, and the stars. Pythagoras suggested the Earth must
be a sphere in the 6th century BCE, an idea that was widely accepted by his peers despite his
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reasoning being more mystical than scientific. Aristotle refined the argument in the 4th century
BCE to include the change in apparent elevation of constellations with the observers latitude, and
the form of the Earth’s shadow during a lunar eclipse. The age of the Earth was much speculated
upon with geological considerations, such as the formation timescale for sedimentary rocks or the
Nile delta (Xenophanes and Herodotus respectively, 5th century BCE). In the 3rd century BCE
Aristarchus made attempts at measuring relative scales within the solar system. The precision
required in measuring the angles upon which his calculations were based was not achievable with
the naked eye, and led to a very inaccurate estimate of the ratio between the Moon-Earth and the
Sun-Earth distances. However, his calculations established the Sun to be a considerably larger
body than the Earth (despite massively underestimating the size ratio). It may have been such a
realisation that led Aristarchus to propose a heliocentric model of the solar system, the first such
model for the existence of which there is evidence in documents of the era, found in The Sand
Reckoner, written by Archimedes. One Greek measurement that achieved greater accuracy was
that of the Earth’s circumference made by Eratosthenes around 250 BCE. He used the different
angles of the Sun measured from the zenith at noon on the summer solstice in two cities, and their
distance (assuming they shared the same longitude) to calculate the circumference. The intercity
distance he estimated was 5000 Stadia, which leaves some room for uncertainty as the Greek and
Egyptian Stadia differed by almost 30m. By the former his calculation yielded a circumference too
large by a little more than 16%, whilst the latter gives a result short by less than 1%. Eratosthenes
also calculated the tilt of the Earth’s axis with good precision.
The Greek empire was eventually superseded by that of the Romans, and it is from the
Roman gods associated with the planets that we inherit the names used today for the 5 known at
the time.
Mercury - a messenger, and god of trade, profit, and commerce.
Venus - goddess of love, beauty, and fertility.
Mars - god of war.
Jupiter - king of the gods, and god of thunder and the sky.
Saturn - god of agriculture and harvest.
Ptolemy, a Greek working in the era of Roman dominion published a significant astronomical
text, The Almagest, in the 2nd century CE. Ptolemy extolled a geocentric model that would come
to dominate thinking in Europe and the Middle East for centuries to come. Whilst this may have
been a step back in terms of realism, the model did allow for the accurate prediction of the planets
movements. The book also became an invaluable record of the work of Ptolemy’s predecessors,
many of whose manuscripts were lost.
It is not until the height of Islamic science after the 8th century CE that once again man’s
understanding of the solar system begins to advance. The Islamic world’s contributions were more
advanced mathematics to understand the motion of the Moon, better direction finding using the
stars, and the translation and preservation of important works from many older societies. The need
for a more advanced mathematical description of planetary motion came of the various Islamic
observances that were centred around a lunar calendar. Islamic societies also developed improved
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direction finding with the stars for the purposes of establishing the proper direction in which to
face when performing the Salat (5 daily prayers).
The Islamic Golden Age began to ebb towards the middle of the second millennium CE, and
the centre of learning moved west towards Europe which was experiencing its own Renaissance. It
was in the 16th century that Copernicus developed a heliocentric model that would eventually lead
to the abandonment of the geocentric models, and would put the Earth in its proper place among
the other planets. Over the course of thousands of years people had been observing the heavens
as static observers, apart from the wanderers overhead. Now, at the dawn of the modern era, we
realised the Earth’s rightful place amongst the planets.
1.2 Gravitational instability model
Out of the Renaissance came a reawakening of scientific investigation which had been dormant
in Europe since the time of the Romans. New theories were proposed to explain all manner of
astronomical observations, including how the planets came to be. One of the two major modern
theories developed to explain planet formation is the Gravitational Instability model, but the idea
that planets might condense out of a cloud of gases goes back several centuries, beginning with the
Nebula hypothesis of the 18th century. This broad name encompasses the work of several people.
Emmanuel Swedenborg of Sweden outlined the idea that the Sun and planets might have formed
from a swirling cloud of gas (1734). This was refined by Immanuel Kant, a German philosopher
working at the University of Knigsberg, who used Newtonian mechanics (1755) to show that such
a swirling cloud would naturally form a disc structure, thus explaining the shared orbital inclina-
tions of the planets. In the final years of the century Frenchman Pierre-Simon Laplace, working
at the E´cole Polytechnique, modified the theory further (1796), producing a model that held sway
through most of the 19th century, despite some major failings. In particular the Laplacian nebular
hypothesis was unable to account for the angular momentum distribution of the solar system. This
situation was realised as early as the middle of the 19th century when Roche (1854) attempted to
remedy the situation with a pre-existing Sun, and rigidly rotating nebula; unfortunately the cure
was saddled with unwanted side effects. So it was that the local collapse of material within a
circumstellar disc to form planets was not strongly advocated during the early 20th century. How-
ever, in 1951 G.P. Kuiper developed a theory in which planets formed by condensation within
circumstellar discs (also called protoplanetary nebulae), from which stems the modern gravita-
tional instability model (Kuiper 1951).
Kuiper started by estimating a minimum mass for the protoplanetary nebula, obtaining a
value of between 0.01 M and 0.1 M; he deemed the upper bound to be a more reasonable value.
With such an appreciable mass, the nebula’s self gravity could no longer be omitted from any
analysis of the evolution of a protoplanetary disc. Indeed, Weizsacker found that using such a
massive disc led to nebula dissipation with a half-life of around 107 years due to differing angular
velocities for different regions of the nebula (Weizsa¨cker 1943). This placed a timescale constraint
on Kuiper’s model that is not dissimilar to the modern timescale limit imposed by observations of
circumstellar disc lifetimes (e.g. Haisch et al. 2001). Another requirement is that some coalescing
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process should be in action to prevent the formation of “innumerable small condensates”, and
instead build clumps with masses comparable to the planets. Weizsa¨cker (1943) introduced a
regular turbulence pattern to act in this coalescing capacity, but Kuiper calculated that the lifetime
of the vortices was too short to build planet mass clumps. Here the nebula’s self gravity was
taken to play its part. If vortices could, in their short lifetimes, gather clumps of sufficient density
to resist tidal disruption by the Sun, then the condensate’s self-gravity would preserve it beyond
the natural lifetime of the parent vortex. This allowed condensates to grow more massive, and
attain the expected planetary masses. Cameron (1978) performed numerical models of a forming
Sun, using a Lynden-Bell & Pringle (1974) viscous disc treatment, which necessarily results in
an accretion disc around the primitive Sun. Cameron states that this primitive solar accretion disc
was repeatedly unstable to axisymmetric perturbations, leading to the formation of gravitationally
unstable gas rings, which would collapse to form giant planets.
Any theory requires comparison with observations. Kuiper (1951) begins with a succinct
discussion of the properties of the solar system that a formation model must explain; the discussion
remains mostly contemporary, and as such is outlined here with some updated facts and figures.
The orbits of the planets are almost circular, and nearly coplanar. The planets move along these
orbits in the same direction (the same sense), and excepting Uranus and Venus, have prograde,
relatively small (< 30◦) inclination axial rotation. Venus does have a small axis-inclination, but
has a very slow retrograde rotation, whilst Uranus spins at almost a right angle to its orbital plane
(Williams 2007). The inner planets (Mercury - Mars) all possess densities between 3.9 - 5.6
g cm−3, whilst the outer planets (Jupiter - Neptune) have densities of less than 1.7 g cm−3, but are
much more massive than the inner planets. The solar system contains a variety of satellite systems,
some comprising moons orbiting with low inclinations, and small eccentricities, whilst others are
are much more erratic, and some a mixture. There are suggested mechanisms for how many of
these systems came about, and the initial conditions required by these theories can shed light on
the overall formation mechanism of the solar system. The largest asteroids in the solar system
inhabit a region around the sun at 2.89 ± 0.24 AU, part of the asteroid belt which also contains a
great many smaller bodies as well; their existence and location must be explained by a formation
model. Likewise, the angular momentum distribution within the solar system must be accounted
for. The Sun’s angular momentum accounts for around only 1% of the solar system’s total, despite
holding an enormous majority of the mass. All of these solar system attributes help to constrain
theoretical models of its formation, and the formation of its constituent planets. They are equally
applicable to both the gravitational instability model, and the core accretion model, which will be
outlined in the subsequent section.
The development of the gravitational instability model was stifled to an extent by its failure
to explain the consistent core masses for the gas giant planets (Boss 1997). The interior models of
Hubbard & Macfarlane (1980) and Podolak & Reynolds (1981) produced estimated core masses,
which are summarised in Pollack (1984), of 15-30 M⊕ for Jupiter, 16-23 M⊕ for Saturn, 11-13.3
M⊕ for Uranus, and 14-16.5 M⊕ for Neptune. These core masses, all of order 10 M⊕, matched the
estimated critical core mass (∼10 M⊕, Mizuno 1980) beyond which, in the core accretion model,
protoplanetary cores might begin to rapidly accrete gaseous atmospheres. The agreement between
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the predicted core masses, and the critical core mass, was one piece of evidence that led many to
conclude that the core accretion model was the more likely formation mechanism. However, work
in the early 1990s revised the giant planet core masses to the somewhat lower values of 3-10 M⊕
for Jupiter, and 1-13 M⊕ for Saturn (Chabrier et al. 1992; Guillot et al. 1994). Boss states that the
low end of these mass estimates is insufficient for runaway gas accretion to begin, and so for core
accretion to build the gas giant planets.
So it was that Boss decided to revisit the gravitational instability model; what follows is a
description of the gravitational instability model as it stands today, with the modifications made
by Boss and other contemporary authors.
In Boss (1996) it was shown that protoplanetary discs exhibit a general trend of high mid-
plane temperatures (∼1000K) within a few AU, and much cooler (∼100K) temperatures further
out. This led Boss to posit that the terrestrial planets form through collisional agglomeration,
whilst the outer planets form through gravitational instabilities. Applying modern numerical tech-
niques Boss proceeded to show that in a massive disc, seeded with perturbations, the disc could
fragment into large clumps of gas and dust which might then collapse to form a planet. Frag-
mentation in high mass isothermal discs is not contentious, the result being found by numerous
authors (Tomley et al. 1994; Boss 1998; Nelson et al. 1998; Mayer et al. 2002; Pickett et al. 2003).
Boss (1996) also states that protoplanets are formed when using an adiabatic equation of state;
the inclusion of more complex thermodynamics, such as this, leads to a more diverse range of
results, particularly the inclusion of radiative transfer. Many authors have found that in radiation
hydrodynamics calculations there is insufficiently rapid cooling to allow clumps of gas and dust
to collapse to form protoplanets in the realm of the solar system planets (Nelson et al. 2000a; Cai
et al. 2006; Boley et al. 2006, 2007a; Stamatellos & Whitworth 2008; Boley & Durisen 2008; Cai
et al. 2009). The most major modifications to the gravitational instability theory arise in order to
overcome the cooling problem. Boss (2004) suggests that rapid cooling can be achieved through
convection, with large currents transporting heat up to the optically thin regions of the disc from
where it can be lost via radiation; this was also found in Mayer et al. (2007). The viability of
this mechanism has been questioned by Boley et al. (2006, 2007a) and Rafikov (2007) (the latter
taking an analytical approach), who suggest the rate of cooling is still insufficient. Mayer et al.
(2007) also find that protoplanetary discs comprised of higher mean molecular mass material are
more prone to fragmentation due to reduced compressional heating, offering another approach to
overcoming the cooling problem.
Kuiper’s theory does not allude to the solid cores believed to exist within gas giant planets,
so additional explanation was required. Boss (1997) states that a 1 MJupiter (henceforth MJ) clump
of a protoplanetary nebula of solar composition contains 6 M⊕ of metals which might contribute
to a core. Dust composed of these metals (ice, rock) may grow by collisions, and whilst the gas
remains pressure supported in the slowly cooling clump, the growing dust can sediment to the
core, as was first suggested by Slattery et al. (1980). The core will have tens of thousands of years
to form before the central temperature becomes sufficiently high to vaporise the solid constituents;
a large enough body will be resilient to this vaporisation.
Those authors whose models are capable of producing planets through gravitational insta-
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bility find the progenitor clumps to form on short timescales, over the course of ∼1000 years (Boss
1997). These clumps then collapse to planetary densities over the course of ∼105 yrs. This is a
major asset of the model as such rapid formation times are much shorter than the measured typical
circumstellar disc lifetimes. Haisch et al. (2001) conducted observations of several intermediate
age clusters in the infrared spectrum, and determined that more than 50% of the constituent stars
lost their discs in . 3 Myrs. A typical longest lifetime of ∼ 6 Myrs was obtained, placing a limit
on planet formation timescales which causes problems for the core accretion model.
The disagreements upon the effectiveness of gravitational instability are mostly concerned
with planet growth at radii of a few 10s of AU. In extended discs, at large radii (> 100 AU, Boley
2009) the contentions are much more muted. In fact Boley (2009) suggests a scenario in which
the extra-solar planets now being observed at large orbital radii might form by gravitational insta-
bility, whilst similar gas giant planets at smaller radii form through core accretion. Direct imaging
observations have yielded evidence for giant planets in orbits far larger than are conventionally
imagined in the construction of formation scenarios. Formalhaut b (Kalas et al. 2008), and the
three planets of HR-8799 (Marois et al. 2008) all exist at large radii (24 - 115 AU) where the con-
ditions are not suited to core accretion type growth. Matsuo et al. (2007) identified 10% of known
extra-solar planets as existing in regions that are not suitable for core accretion. It is in these cases
that the gravitational instability hypothesis may be of great value in building a comprehensive
theory of planet formation.
1.2.1 Criticisms
The most significant problem faced by gravitational instability when trying to construct, say
Jupiter, is the inability of the collapsing clump to cool sufficiently to allow the condensation to
occur; this has been covered above. What other factors suggest that the gas giants of the solar
system did not form in this way?
• The formation of solid cores through heavy element sedimentation should lead to core
masses that scale with the total mass of a planet (Stevenson 1982). It is therefore expected
that the solid core of Jupiter should be more massive than that of Saturn if both formed by
gravitational instability. However interior models are suggestive of a larger core in Saturn
than in Jupiter (Guillot 1999). Of course the distribution of ices beyond the ice line, and
the compositional gradient of the protoplanetary disc at the time of planet formation are
unknown, and might yield a solution to this conundrum. Additionally, the time taken, for
the interior of different mass protoplanets, to reach temperatures capable of vaporising a
majority of grains might favour proportionately larger cores in lower mass bodies.
• Should a solid core form by sedimentation, it might be expected that the remaining atmo-
sphere would be depleted of metals relative to the solar abundance. However, the opposite
appears to be the case, with Jupiter having an atmospheric enrichment somewhere between
1 - 6.5 times the solar composition (Guillot 1999). The source of such enrichment has been
suggested as post formation accretion of planetesimals (Helled et al. 2006), a process in
which Jupiter would need to accrete 20-30 M⊕ of metals to provide sufficient enrichment.
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Helled et al. (2006) find that with small planetesimals (1-10 km) sufficient metals are ac-
creted within the contraction phase to account for the enrichment seen, though with 100 km
planetesimals the result is more borderline. Assuming favourable conditions, this criticism
may have found an answer.
• The structures of Uranus and Neptune are inexplicable using a gravitational instability for-
mation scenario. Both consist of massive solid cores (> 10 M⊕), each encompassed by
a much smaller gas atmosphere. Grain sedimentation from these atmospheres would be
wholly insufficient to form such massive cores. Boss states that they must form by colli-
sional accumulation, which effectively leads to the gravitational instability process working
only in a sweet spot in radius between the inner terrestrial planets and the outer ice giants.
With a majority of the solar system planets forming through a core accretion like process,
there is no clear reason the mechanism would not be at work in the intervening space.
1.3 Core accretion model
The development of the core accretion model begins with Safronov (1969). Safronov developed a
theory, the planetesimal hypothesis, to explain the growth of rocky planets from the innumerable
planetesimals expected to exist in a protoplanetary disc. These planetesimals grow through the
collision and sticking of small grains that are immersed in the gas which makes up the majority of
a protoplanetary disc. Once the planetesimals have formed, the gravitational interactions between
them act to increase the eccentricity of one another’s orbits, as well as their relative velocities.
These two results of the elastic gravitational interactions greatly increase the odds of the plan-
etesimals experiencing direct collisions (inelastic interactions, Woolfson 2000). The result of the
direct collisions is a degree of growth, depending on how the two planetesimals emerge from the
event.
The Safronov model is the basis for growing terrestrial planets such as the Earth. But given
a sufficient supply of planetesimals it is believed possible to construct much larger rocky and icy
planets. These high mass planets, if embedded in a protoplanetary nebula are in turn expected to
accrete gaseous atmospheres. This is the essential premise of the core accretion model.
1.3.1 Planetesimal formation and core growth
The core accretion process begins with the formation of solid cores from planetesimals, which in
themselves require a theory of creation. Planetesimal formation spans several orders of magnitude
in size, from µ-metre sized dust grains, to the final many kilometre diameter planetesimals. Dust
grains are believed to form in the atmospheres of giant stars (Zappala 1967), and be the origin
of their observed intrinsic and variable polarisation (Krishna Swamy & Stecher 1969). Previous
generations of such short lived giant stars have enriched their local environment with these grains,
which are then encompassed in subsequent generations of stars and the associated circumstellar
discs. Within such discs the smallest planetesimals are believed to form through random collisions
of these silica and carbonaceous particulates. Brownian motion results in the collisions which may
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lead to growth if the grains can be held together by Van der Waals forces (Weidenschilling & Cuzzi
1993).
This was tested using the CODAG (COsmic Dust AGgregation) experiment, which was
conducted in microgravity aboard STS-95 in 1998 and on Maser 8 in 1999 (Blum et al. 2002).
Cosmically abundant silica materials were represented by small spheres (r = 0.5 µm) of SiO2,
which give a good match for size and composition. Micro-diamonds with radii from 0.65 to 0.95
µm were also used as examples of the carbonaceous species found in solar nebulae (Blum et al.
2002). Results suggested that collisions due to Brownian motion function as a growth mechanism
to sizes of around 100 µm. Beyond this scale, it is believed that the larger grains sediment towards
the midplane, which drives them to collide and grow further through electrostatic interactions; this
is referred to as differential sedimentation (Poppe & Blum 1997).
Building up to many centimetre scales can be envisaged through the sedimentation de-
scribed above. However the real stumbling point in theories of planetesimal growth comes at the
metre scale. The sticking efficiency, which describes the likelihood that two colliding particles
will become bound together, falls away very rapidly as the collisional objects approach diameters
of around 1 metre (Weidenschilling & Cuzzi 1993). To make matters worse, objects of this scale
are most strongly affected by aerodynamic drag (Weidenschilling 1977), causing them to spiral
into the central star in just a few hundred orbits.
Theories must breach this metre-scale barrier to give a complete picture of planet growth
from the smallest to largest scales. There are several theories that have been proposed to remedy
this impasse. One such idea exists for marginally gravitationally unstable protoplanetary discs.
Such discs develop spiral structure, and it has been suggested that planetesimals will migrate to
these density maxima, where they will accumulate (Haghighipour & Boss 2003). This might not
only prevent planetesimals falling into the central star, but may also lead to massive accumulations
which could aid in their further growth. Such large accumulations of planetesimals might grow by
direct gravitational collapse, forming multi-km scale planetesimals that will go on to form planets,
or possibly even low mass planets directly (Haghighipour & Boss 2003; Rice et al. 2004, 2006;
Johansen et al. 2007). Alternatively, by considering ice layers, or ’frosts’, on the colliding plan-
etesimals, their sticking efficiency might be enhanced sufficiently that metre scale planetesimals
can form and grow (Supulver et al. 1997). This works only if the collision speeds are low, as might
be achieved in the spiral arm accumulations.
Taking a different approach, with a nod to Weizsa¨cker (1943), Barge & Sommeria (1995)
examined the potential of long-lived vortices to accumulate solid material which can then collapse
to form large planetesimals, or planets directly. Their work and that of others (Tanga et al. 1996;
Chavanis 2000; Godon & Livio 2000; de la Fuente Marcos & Barge 2001; Johansen et al. 2004;
Inaba & Barge 2006; Klahr & Bodenheimer 2006) has consistently shown that such vortices, if
they can survive, are very effective in building large planetesimals, and doing so quite rapidly.
More recently though, Mamatsashvili & Rice (2009) found that the inclusion of disc self-gravity
led to more transient vortices, insufficiently long-lived to allow planetesimal growth. Still this
was contradicted by the models of Lyra et al. (2009), which included self-gravity, and found large
planetesimal formation to continue; as such this theory remains as a possible contender.
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Large planetesimals (> 103m), once formed, are sufficiently massive that the headwind due
to aerodynamic drag becomes ineffective at retarding the bodies motion. No longer imperilled
by in-spiral, the planetesimals have a much longer lifetime, allowing for more collisions. These
collisions are more fruitful as the self-gravity of the bodies has become significant, binding the
debris formed in a destructive collision. The self gravity also acts to increase the effective cross
section of each planetesimal, called gravitational focusing (Safronov 1969), which increases the
likelihood of collisions. Having established a suitable planetesimal population, Safronov’s plan-
etesimal hypothesis describes how it is that the terrestrial planets and solid cores of gas giants can
then form.
This core growth process could potentially be accelerated by radial migration of the grow-
ing protoplanets. Whilst aerodynamic drag becomes ineffective for such large bodies, they instead
become subject to migration due to torque interactions with the disc (see section 1.4). Such migra-
tion gives a protoplanet access to regions of the disc that are undepleted of planetesimals, which
leads to more collisions and so more rapid growth (Alibert et al. 2004, 2005).
The most recent estimates for the masses of Jupiter and Saturn’s core masses come from
models of Saumon & Guillot (2004). These suggest Jupiter’s core mass falls within 0 − 11 M⊕,
whilst Saturn’s is constrained to 9 − 22M⊕. So the theory must enable the growth of these core
masses well within the time constraint of protoplanetary disc dissipation, ≤ 6Myrs, given by
Haisch et al. (2001). Pollack et al. (1996) constructed a model of the whole process of giant planet
growth, including core growth (though excluding planetesimal formation). The models used the
conditions of Lissauer (1987), which include a nebula density several times that of the minimum
mass solar nebula (MMSN, Hayashi 1981), and a high constant rate of planetesimal accretion
(Greenzweig & Lissauer 1992). Under these conditions Pollack et al. (1996) found the crossover
mass (Menv = Mc, where Mc is the core mass, and Menv is the envelope mass) could be reached in
as little as 1.5 Myrs (case J3).
However, a complication may come in the form of the theory of oligarchic growth (Ida &
Makino 1993; Kokubo & Ida 1998, 2000, 2002; Thommes et al. 2003). Safronov’s model involved
the excitation of eccentricities and relative velocities of planetesimals by their gravitational inter-
actions. This was believed to increase the collision and growth rate, as long as the excitations were
not so large as to remove the involved planetesimals from one another’s mutual gravity. However,
it has been suggested that protoplanets of a similar mass to the Moon may perturb the smaller
planetesimal swarm to a degree which adversely effects their accretion rates. This describes a
bimodal growth model, in which the runaway planetesimal growth of Safronov is followed by a
much slower growth rate for the largest protoplanets that develop; this is the theory of oligarchic
growth. Fortier et al. (2009) performed numerical models of core growth using this theory, in
one instance replicating the conditions of model J3 from Pollack et al. (1996). They find a much
slower rate of core growth, and their models take 13.2 Myrs to reach the crossover mass; this is
longer than the estimates for protoplanetary disc lifetimes. As such it remains unclear whether the
high planetesimal accretion rates assumed in growth models (Pollack et al. 1996; Hubickyj et al.
2005; Alibert et al. 2005), and the resultant giant planet growth times can be relied upon.
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1.3.2 Gas accretion fundamentals
Any planet mass object immersed in gas will end up with a gravitationally bound atmosphere. A
gas giant progenitor goes rather further, accreting an atmosphere that is far more massive than the
solid core onto which the accretion began. But what defines a gas giant progenitor?
Perri & Cameron (1974) performed calculations assuming an adiabatic envelope surround-
ing a core out to the Hill radius. Varying the core mass, Perri and Cameron sought to find a
hydrostatic limit. A core mass of ≈115 M⊕ was required to trigger hydrodynamic collapse of the
gaseous envelope in these models, termed the critical core mass. The need to build such enormous
rocky planets cast doubt on the theory. However, Harris (1978), Mizuno et al. (1978), and Mizuno
(1980) all revisited the problem with different treatments of the equations of state, and found much
lower critical core masses (∼10 M⊕). These were broadly inline with the predicted core masses of
Jupiter and Saturn at the time produced by Slattery (1977). With more tenable core masses, the
core accretion model was ready to move forward.
There are several stages to the core accretion model (Pollack et al. 1996), the first of which
is core growth, as discussed previously in section 1.3.1, in which the planetesimal accretion rate
is far higher than the gas accretion rate. When the available planetesimals are depleted by this
growth, the rate of further accretion drops off. The second stage is characterised by slow rates
of both gas and planetesimal accretion, that are almost independent of time. The third and final
stage is one of runaway gas accretion, during which the vast majority of the planet’s atmosphere
is acquired.
The first evolutionary models to include most of these phases were conducted by Boden-
heimer & Pollack (1986). They found that runaway accretion really takes hold when the gas mass
(Menv) is equal to the core mass (Mc), latterly coined the crossover mass; henceforth the total mass
of the protoplanet (Mc + Menv) is stated as Mpp. This runaway gas accretion phase is the result of
two concurrent processes. The envelope, becoming massive, contracts as the thermal pressure be-
comes insufficient to support it. This in turn draws the surrounding nebula gas into the evacuated
region previously inhabited by the envelope, rapidly increasing the mass within the planets Hill
radius. Of course this Hill radius, given by equation 3.1, is determined by the mass of the planet,
including the bound gas; as such the Hill radius enlarges just as the planet contracts. Envelope
collapse and Hill radius expansion combine to give the very fast rate that defines runaway gas ac-
cretion. This final stage of growth is likely to be the most rapid of all, whilst stages 1 and 2 might
be prohibitively slow, depending on the adopted models. Some suggestions of how core growth
might be achieved and accelerated were discussed in section 1.3.1, along with the remaining un-
certainties. What of stage 2? Pollack et al. (1996), who use a rapid core growth scenario, suggest
that it is Phase 2 that determines the overall timescale for giant planet formation.
1.3.3 The difficult middle child (Phase 2)
There are many factors to be considered in trying to determine the time taken to reach the crossover
mass, which effectively ends Phase 2. These include the mass of the core, the rate of planetesimal
bombardment (which deposits thermal energy in the protoplanet’s gaseous envelope), and the
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density, temperature, and opacity of the protoplanetary nebula (which alter the rate of radiative
energy loss); each of these is discussed in more depth in this section.
Core mass
At the point of planetesimal depeletion, which is the end of phase 1, the mass of the core will have
neared its final value. There is a wide range within which this value may fall, being dependent
upon the metallicity of the protoplanetary nebula, and the radius at which the core formed (or in
the case of migration, began to form). The higher the mass achieved, the more rapidly the body is
capable of accreting gas due to its larger gravitational influence. However, as the crossover mass is
the point of equivalence between the envelope and core mass, a larger core requires an equivalently
larger mass of gas to be accreted. Of these two opposing effects, the former is dominant, allowing
more massive cores to reach the crossover mass more quickly than their lower mass counterparts
(Pollack et al. 1996).
Planetesimal accretion
Planetesimal dissolution is the process by which planetesimals are decomposed when they en-
counter the gas envelope surrounding a forming planet. Once the envelope has a mass of a few
percent of an Earth mass, the effects of gas drag, evaporation, and dynamical pressure act to break
down the planetesimals before they reach the core (Pollack et al. 1986; Podolak et al. 1988). The
effects of this planetesimal dissolution on Phase 2 depend strongly on the material and size dis-
tribution of the planetesimals available to accrete. If the planetesimals decompose high in the
envelope, they augment the envelope’s mass, as opposed to the core’s; this has implications for
reaching the crossover mass. Rock and ferrous planetesimals tend to penetrate much nearer to the
core than those made of ice, and small planetesimals of all types will decay further out than larger
ones of the same type (Podolak et al. 1988).
This has potentially important implications, especially as regards one of Boss’s criticisms
regarding core accretion. The concern was that some of the core mass estimates for Jupiter are too
low to trigger runaway gas accretion, thus requiring an alternate formation scenario (Boss 1997).
However, Stevenson (1984) had already suggested that the partial dissolution of icy planetesimals
might lead to an oxygen enriched envelope. The core is unable to grow significantly due to this
dissolution, but the envelope’s mass is increasing more rapidly than it would through simple H2/He
accretion. This allows a low mass core to accrete a higher mass envelope than it would without
the heavy element enrichment, and as such the system can reach the crossover mass without the
core ever reaching the critical core mass of Mizuno (1980).
So what of the rock and ferrous planetesimals mentioned above; can they similarly enrich
the atmosphere? The core accretion simulations of Pollack et al. (1986) and Podolak et al. (1988)
both included the effects of planetesimal dissolution, and provide insight into the likely fate of
differently composed and sized planetesimals.
All planetesimals approaching the gaseous envelope of a protoplanet begin to experience
gas drag. Icy planetesimals of less than a meter in diameter will be sufficiently slowed by the
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outer envelope gas drag that they do not suffer much in the way of frictional heating. Instead such
bodies are decomposed by radiation which begins to vaporise the surface layers in regions of the
envelope with an ambient temperature 100K below the melting point of ice; the melting point of
ice is taken as 273K in Podolak et al. (1988). Small icy bodies with diameters ∼10cm were found
to break down fully by this process of vaporisation very high in the envelope, that it to say they
have small penetration depths. Slightly larger chunks of ice, which are able to survive the first
assault of radiation, reach depths within the envelope at which the ambient radiation field is at or
above the melting point. This liquifies the surface of the ice, which is then stripped away by gas
drag. The efficiency of the process is such that chunks of ice up to ∼1m in diameter may be fully
decomposed before they near the core. Icy planetesimals of more than 1m in diameter are not as
effectively slowed by gas drag as they enter the outskirts of the envelope, and thus encounter the
deeper, denser gas with higher incident velocities. This leads to a high degree of frictional heating,
which may remove up to 100m of ice, putting a lower bound on the size of ice planetesimals that
can contribute to core growth. Even above 100m, the differential pressure caused by rapid gas
flow over the irregular surface of the planetesimal can tear the object apart.
Unlike ice, rock planetesimals are typically still accelerating in the outer envelope as the gas
drag force is small relative to their weight. For rock planetesimals with diameters < 1m the drag
increases with envelope density, and the resultant reduction in velocity is sufficient to alleviate the
frictional heating that might otherwise lead to melting. Instead these boulders survive until the ra-
diation temperature becomes sufficient to melt them directly, at a temperature of ∼1800K (Podolak
et al. 1988). These bodies are not expected to reach the core, however their decomposition occurs
deep within the envelope, not greatly altering the mass distribution within the protoplanet (core
and envelope). Larger bodies make it closer still, with boulders of >15m diameters making it to the
core. Small iron planetesimals (< 1cm) follow a similar trend to their rocky counterparts, but the
story changes towards the 1m scale. The iron bodies, being denser than their rocky counterparts,
are slowed less by gas drag, so maintain higher velocities, and suffer more frictional heating and
decomposition. As such, upon reaching envelope depths where the temperature is sufficient to melt
the bodies, they are already very small, and are destroyed rapidly. The result is that cm-scale iron
pellets reach deeper within the envelope than m-scale bodies. Beyond the m-scale, the penetration
depth resumes its usual trend, with larger iron planetesimals surviving to much nearer the core.
Both rock and iron planetesimals decay much nearer to the core than ice planetesimals, and so
shift the protoplanet’s mass distribution outwards by less, though still making some contribution.
So planetesimal bombardment and dissolution during Phase 2 may lead to a more rapid
rate of envelope growth than might be suggested by solely considering gas accretion. This could
reduce the time taken to reach the crossover mass, where the envelope’s gravitational collapse
initiates a phase of runaway growth. However, the gas drag experienced by planetesimals leads to
gas heating throughout the envelope, giving a greater degree of thermal support and so stabilising
against collapse to an extent. The complexity runs on though, as the heating of the envelope is
countered by the heat taken from the radiation field to vaporise the planetesimals, which is in itself
countered by the exothermic reactions between the released organic elements and the ambient gas
(Pollack et al. 1996).
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Putting aside the specifics of planetesimal dissolution, the accretion of solids delivers a
majority of the energy to the growing protoplanet during Phase 2 (Pollack et al. 1996), which
supports the atmosphere against contraction. This is the case whether the energy is delivered
directly to different strata within the envelope, or to the core and then radiated outwards. Pollack
et al. (1996) included the effects of planetesimal accretion in their calculations, and found that
switching off such accretion during Phase 2 could dramatically shorten the time taken to reach the
crossover mass.
Protoplanetary nebula properties
The density of a protoplanetary nebula has the obvious impact of changing the rate at which a
protoplanet can accrete gas. However, outside of the isothermal regime, the scaling of this increase
is non-linear. A ten-fold increase in the nebula density leads to a much smaller increase in the rate
of accretion when a radiative transfer treatment is employed; this is due to the associated increase
in opacity. Most models of protoplanetary discs, intended to study core accretion, use a value for
the surface density which is a few times the minimum mass solar nebula of Hayashi (1981), given
by
Σ(r) = 1700
( rp
1AU
)− 32
g cm−2. (1.1)
This gives a protoplanetary disc mass of ≈0.01 M from which to create the solar system (obvi-
ously excluding the Sun). The total mass of the disc was likely somewhat higher, but was redis-
tributed and dispersed by processes such as accretion on to the central star, and photoevaporation.
The former process is dominant near the star (Hollenbach et al. 2000), whilst the latter (by the
action of extreme ultraviolet photons) can effect the vertical structure of the disc by evaporating
mass from the disc surfaces. So it is that the minimum mass estimate may be lower than the sur-
face densities found in real protoplanetary nebulae, with the level of under estimation dependent
upon the efficiency of the dispersal mechanisms. An upper bound, for a disc conducive to core
accretion, is presented by the instability of massive discs to their own self-gravity (as discussed in
section 1.2) which becomes significant for discs more massive than ∼0.1 M.
The formation of planetesimals in a protoplanetary nebula might be assumed to signifi-
cantly deplete it of small grains, which would otherwise be effective in scattering radiation. As
such, the opacity of a protoplanetary envelope formed of this gas might be considerably lower
than interstellar grain abundances would suggest. However, the ablation of planetesimals as they
enter the envelope is likely to repopulate the gas with grains, and thus increase the grain opacity.
Getting a fair idea of the correct underlying grain abundance is important as radiative transfer cal-
culations use this to obtain opacity information. It is therefore worth considering the evolution of
grains within the envelope, which was studied by Podolak (2003). It was found that the convective
zones, which abut the radiative strata, are able to efficiently transport grains to hotter regions in
which they sublimate. This leads to lower opacities in the radiative zones than the delivery of
grains from planetesimals might at first indicate. Using a grain opacity 1/50th of that provided
by assuming interstellar grain abundances, led to a 25% reduction in the time taken to reach the
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crossover mass in the models of Pollack et al. (1996). Therefore, getting the grain opacities right
will be key to ascertaining the true formation time of gas giant planets.
The considerable length of Phase 2 contributes to the timescale problem that faces the core accre-
tion model. However, it also offers a potential resolution to the formation of the ice giant planets,
Uranus and Neptune. Both ice giants have relatively small atmospheres, and so are believed to
have formed just prior to the dissipation of the protoplanetary disc, thus limiting their supply of
gas. However, the original models of core accretion were such that once the critical core mass was
reached, runaway gas accretion began immediately. This left a very small time window in which
both planets would have to form, so as to coincide with the disc dispersal; the probability of such
an occurrence is very small. If instead though, upon reaching the critical core mass there is a long
period of slow growth, the chance that both planets were in such a phase during disc dispersal
is perfectly plausible. The existence of an explanation for ice giant formation is a considerable
advantage of the core accretion model over its main competitor.
Models to examine Phase 2
Following the work of Pollack et al. (1996), more recent studies have examined the effects of the
phenomena discussed above on the length of Phase 2 using numerical models. Hubickyj et al.
(2005) investigated the effects of grain opacity, surface density of planetesimals, and core mass
using a one-dimensional model. They modelled the growth of cores with masses between 3 -
10 M⊕, in protoplanetary discs with planetesimal surface densities of either 6 or 10 g cm−2 at
the cores location. The opacity of the discs was set to either interstellar or 2% interstellar grain
opacities (IGO). They found that at 2% IGO the time spent in Phase 2 of the accretion process
was shortened by 70% for their baseline case. Papaloizou & Nelson (2005) also consider the
implications of reduced grain opacities on the gas accretion rate, and particularly Phase 2. In their
one-dimensional models, using 1% IGO, they found the length of Phase 2 to be reduced by up to
two orders of magnitude compared with their standard opacity case.
Despite the fact that gas accretion by a protoplanet from a protoplanetary disc is an in-
trinsically three-dimensional, hydrodynamical problem, the calculations mentioned above have
studied the evolution of a protoplanet using one-dimensional, quasi-static models. Other authors
have used three-dimensional hydrodynamical calculations, examining the interaction of a proto-
planet with its parent disc (Bryden et al. 1999; Kley 1999; Lubow, Seibert, & Artymowicz 1999;
Nelson et al. 2000b; Masset 2002; Bate et al. 2003; D’Angelo, Kley, & Henning 2003b; Nelson
& Papaloizou 2004; Papaloizou, Nelson, & Snellgrove 2004; D’Angelo et al. 2005; Lubow &
D’Angelo 2006; Paardekooper & Mellema 2006; Masset, D’Angelo, & Kley 2006; D’Angelo,
Lubow, & Bate 2006; D’Angelo & Lubow 2008). However, these models mostly assume a locally
isothermal equation of state, which limits their usefulness in studying a problem which is all about
the competing influences of thermodynamics and gravity. Other hydrodynamical calculations have
departed from the assumption of local isothermality, investigating the effects of different equations
of state and/or radiation transport (D’Angelo, Henning, & Kley 2003a; Morohoshi & Tanaka 2003;
Klahr & Kley 2006; Paardekooper & Mellema 2006, 2008a), whilst Fouchet & Mayer (2008) per-
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formed calculations including both radiative transfer and self-gravity. However, these works are
more suited to the study of migration (see section 1.4), and have shown that the inclusion of non-
isothermal physics generally results in reduced, or even outward, radial migration rates. None of
these calculations have resolved the gas flow much inside the Hill radius of the protoplanet, limit-
ing their ability to examine the gas accretion rates of the protoplanets, and shed light on Phase 2
growth.
1.3.4 Criticisms
As has been mentioned throughout, the predominant issue facing the core accretion model is that
of timescales. Can giant planets form via core accretion prior to the dispersal of their parent
protoplanetary nebulae? Much of the work described has sought to examine the most time con-
suming phases of the model, exploring which physical parameters are important in determining
their length; some of the work in this thesis is similarly inclined. Putting aside the formation
timescale, what are the other questions asked of core accretion for which the answers remain un-
certain? Many of these problems have been discussed above, along with some potential remedies,
but are repeated here for the sake of clarity.
• Without a process by which to grow metre scale planetesimals rapidly to much larger
masses, a large fraction of the available solids material should be consumed by the cen-
tral star. So effective is gas drag for planetesimals of this size, that in nebulae suitable for
planet formation their orbits may decline in excess of 103 cm s−1 (Rice et al. 2006). These
planetesimals must therefore grow sufficiently rapidly that the effects of gas drag begin to
diminish prior to the total decay of their orbits. The models of Rice et al. (2004, 2006) sug-
gest direct gravitational collapse may offer a solution, however they treat their planetesimal
population as pressureless. Weidenschilling (1977) had already noted that it might in reality
be impossible to form a sufficiently thin disc of planetesimals to allow direct collapse due
to effects of pressure. Only if a planetesimal population is decoupled from any turbulence
in the disc might such a thin layer form, requiring reasonably massive planetesimals as a
prerequisite. Of the alternatives, ice-enhanced sticking requires very low collision speeds,
and the theory of formation within vortices may not survive the introduction of self-gravity
and more complex thermal physics.
• The torque driven migration of protoplanetary cores was discussed earlier as a mechanism
by which a growing core could gain access to regions of the disc in which the planetesimal
population was undepleted. However, without a mechanism by which to stop this migration
the cores should plummet into the central star. The estimated masses of gas giant cores
in the solar system are too small to have transitioned from this rapid Type I migration to
the much slower Type II migration (see section 1.4). An alternative explanation must be
found to explain the survival of ∼10 M⊕ cores which are prerequisites for the growth of
giant planets in this model. Thommes (2005) showed that if a single protoplanet can grow
sufficiently to reach Type II migration, it can act as an effective brake to other growing
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planets that are migrating from further out. These approaching cores tend to become locked
in a mean-motion resonance with the protoplanet, halting their rapid migration.
• The interior models of Saumon & Guillot (2004) suggest a maximum core mass of 11 M⊕
for Jupiter (with one of their equations of state), but a minimum of 0 M⊕. It therefore is
entirely plausible that Jupiter’s solid core, should it exist, is less massive than the critical
core mass. Boss (1997) put such an argument forward in favour of the gravitational in-
stability model. However, the atmospheric enrichment proposed by Stevenson (1984) (a
superbly titled paper) as a mechanism to reduce the core mass required to reach runaway
growth stands as a possible solution. Many authors have studied planetesimal dissolution,
and depending upon the composition of the planetesimal population, it may well serve in
Stevenson’s envisaged capacity.
1.4 Migration
For hundreds of years the focus of planet formation theory was on trying to explain the creation
of the planets of the solar system. This all changed when planets were discovered in environments
previously unconsidered. The first detection of planets outside of the solar system was made by
Wolszczan & Frail (1992). When measuring a newly discovered 6.2 millisecond pulsar, some 980
light years away, they realised that the timings of the signal detections showed a ‘quasiperiodic
wandering’ over their 486 day baseline. Taking account of an initial pointing error, it was shown
that the wandering was comprised of two periodic components of 66.6 and 98.2 days each. It was
determined that these were associated with 3.4 M⊕ and 2.8 M⊕ planets, in near circular orbits of
radius 0.36 AU and 0.47 AU respectively. How might planets form in the remnant of a supernova?
More questions were raised by the discovery of the first extrasolar planet discovered orbiting
another G (or sun-like) star called 51 Pegasi. The planet (51 Peg b), discovered by Mayor &
Queloz (1995), has a minimum mass of 150 M⊕, and orbits its star at a radius of ∼1/20th AU. This
planet is unlike anything in our own solar system. Its mass indicated it was a gas giant planet, but
its orbital radius was almost ten times smaller than that of Mercury. What is more, 51 Peg b was
not alone, but simply the first of a large number of such planets. Hundreds of extrasolar planets
have now been detected, of which ∼10% are close orbiting gas giants, termed Hot Jupiters. The
gravitational instability model cannot function in these regions close to the central star, because
of its strong, disrupting, gravitational influence, and because of the high disc temperatures. The
formation of such planets is also not explicable by the core accretion model as it was discussed in
section 1.3. The surface density of planetesimals is expected to be very low near the star. The high
temperatures prevent the formation of ices, which likely play a significant role in the core growth
phase. As such, it is difficult to explain the growth of Hot Jupiters in situ.
The alternative is to assume that these planets grew much further from the star, in more
favourable regions, and then migrated to their current locations. The cause for such migration
was first suggested by Goldreich & Tremaine (1980) who studied the rate of angular momentum
and energy transfer between a disc and an embedded planet. They found the angular momentum
exchange with the disc to be such that the planet’s orbital radius should change significantly on
1.4. MIGRATION 30
short timescales (∼103 − 104 years). Hourigan & Ward (1984) saw migration as a potentially
constructive process, bringing large planetesimals together to form protoplanetary cores. Still,
they acknowledge that without some limiting mechanism these large planetesimals and planetary
cores will migrate all the way through the disc, plummeting into the central star. They proposed
that the objects which attain a sufficient mass might open gaps in the disc, which then lock them to
the discs viscous evolution, preventing continued migration due to torque interactions. So it was
that prior to the discovery of extrasolar planets, the two primary mechanisms of migration had
already been suggested. Type I is due to angular momentum exchange with the disc, whilst Type
II is the migration of the planet embedded within the gap due to the viscous accretion of the disc
onto the star.
1.4.1 Type I migration
A protoplanet travelling through a disc gravitationally interacts with the gas that surrounds it,
modifying the structure of that disc. The strongest interactions occur between the protoplanet and
annuli of gas that are in resonance with it, at so called Lindblad resonances. Angular momentum
transfer occurs efficiently to Lindblad resonances both inside and outside of the protoplanets or-
bital radius. The inner Lindblad resonance passes angular momentum to the protoplanet, acting to
accelerate it. The outer Lindblad resonance take angular momentum from the protoplanet, slowing
it down. From these two resonant points are launched density waves as the angular momentum
loss or gain is translated into the radial migration of the donor or receiver gas. This process pro-
duces a disc with spiral arms as can be seen in figure 1.1. In creating and interacting with these
spiral arms, the planet exchanges angular momentum, which modifies its own orbital evolution,
and is the essence of Type I migration.
A linear analysis can be used to describe the effect of Type I migration. Such a treatment
sums the angular momentum exchange between the planet and the associated Lindblad resonances.
It is found that the Lindblad resonances are not spaced symmetrically inside and outside of the
planet’s orbit. Instead each outer Lindblad resonance is somewhat closer than the corresponding
inner resonance. As such the torques exerted by the outer Lindblad resonances, which have a
lower angular velocity than the planet, dominate the interactions. This retards the planet, and
angular momentum is exchanged from the inner disc to the outer via the planet. Necessarily the
planet migrates inwards as a result of these interactions (Ward 1986). In hotter discs, where the
scaleheight is larger, the migration rate of planets in the Type I regime is found to be higher (Ward
1997), and the spiral arms are wound less tightly.
The relative magnitude of the torques exerted by the inner and outer Lindblad resonances
can be altered by changing the surface density profile of the disc. As such it might appear that
the dominance of the outer Lindblad resonance might be quashed by sufficiently strengthening the
inner torque to overcome its distance disadvantage, and so reverse the direction of migration (Ward
1997). To strengthen the inner torque relative to the outer one requires a steeper surface density
profile than is usually employed. However, a steeper surface density profile also leads to a steeper
pressure gradient, and it is this pressure which prevents a migration reversal from occuring. The
rotational equilibrium of the disc is reliant on the balance of gravity against the centrifugal force
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Figure 1.1: A surface density plot of a circumstellar disc with an embedded 33 M⊕ planet, mod-
elled with a 0.03 RH surface. There is no clear indication of a gap, but the spiral shocks due to
planet-disc interaction are visible.
and pressure. Maintaining this balance with an increased pressure requires a reduced centrifugal
force, which comes about by a reduction in the disc’s angular velocity. The reduced angular
velocity shifts the resonances towards the planet compared with the shallower surface density
disc. So it is that a disc with a steeper surface density profile has relatively stronger inner torques,
but that the advantage they gain is cancelled out by the reduction in distance to the outer torques.
This effect is called the pressure buffer (Ward 1997), and indicates that for all (excepting very
extreme) surface density and temperature profiles, Type I migration should be inwards.
There is another resonance at work in Type I migration, namely the corotation resonance.
These are resonances which exist at the same orbital radius as the planet, and can be seen as so
called Horseshoe orbits. The material trapped in these Horseshoe orbits is sometimes inwards of
the planet, and sometimes outwards of the planet, oscillating between the states on the libration
period. As such over time the material both takes angular momentum from the planet and imparts
it back. If the corotating material is isolated from interaction with the rest of the disc, this process
leads to zero net change in the planet’s angular momentum; this is called the saturation of the
corotation torque. However in a real disc, it is likely that the corotating material can exchange
angular momentum with the wider disc through viscous stress (Masset & Kley 2006), thus avoid-
ing this saturation. Even so, the contribution that the corotation torque makes to a planet’s Type I
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migration has been found to be small. For a fully unsaturated corotation torque it may be up to a
few tens of percent of the differential Lindblad torque (Ward 1997; Tanaka et al. 2002).
As well as analytic linear analysis, the Type I migration regime has also been examined with
numerical models (Korycansky & Pollack 1993; Nelson et al. 2000b; Masset 2002; D’Angelo
et al. 2002; Bate et al. 2003; D’Angelo et al. 2003b; Alibert et al. 2004; D’Angelo et al. 2005;
Masset et al. 2006; Klahr & Kley 2006; Crida & Morbidelli 2007; D’Angelo & Lubow 2008;
Paardekooper &Mellema 2008b; Crida et al. 2009; Li et al. 2009). The comparison of results from
these isothermal models has generally shown the analytic approach (i.e. Ward 1997; Tanaka et al.
2002) to yield good estimates for the migration rates of low mass planets. However, numerical
models can go further by using non-isothermal equations of state (Morohoshi & Tanaka 2003;
Paardekooper & Mellema 2006, 2008a). Such work has found that the rate of Type I migration
can be reduced by the introduction of more complex thermodynamics, such as adiabatic equations
of state, or radiative transfer. Some have even found that a long term reversal of the migration
direction can occur as a result (Baruteau &Masset 2008a; Paardekooper & Papaloizou 2008; Kley
& Crida 2008). These findings may help in ascertaining how protoplanetary cores survive the
rapid Type I migration phase, and go on to form giant planets.
Migration theory has been developed for laminar disc models, and most numerical studies
have assumed likewise, but what happens when the disc is more turbulent? The interaction of
protoplanets with magnetorotationally unstable accretion discs was considered in a series of papers
detailing three-dimensional magnetohydrodynamic models (Papaloizou & Nelson 2003; Nelson
& Papaloizou 2003; Papaloizou et al. 2004; Nelson & Papaloizou 2004). Nelson & Papaloizou
(2004) focuses on the influence such discs have upon protoplanet migration. It was found that the
turbulence led to large scale fluctuations in the net torque experienced by a protoplanet over the
course of its orbit. As such the change in a protoplanet’s orbital radius becomes a random-walk on
the orbital timescale. The impact of the torque fluctuations was most significant for protoplanets
of < 30 M⊕, for which the time averaged fluctuations were inconsistent with conventional Type
I migration. In some instances the direction of migration over 10s of orbits was found to be
outwards as a result of the random-walk. Even assuming an eventual inwards migration, the
reduction in a lowmass protoplanet’s migration timescale due to the oscillation of its orbit suggests
turbulence as a route by which to improve the survival probability of such bodies (Nelson &
Papaloizou 2004; Nelson 2005). For protoplanets of & 30 M⊕ the migration observed became
consistently inwards, though still with oscillations of direction on shorter timescales. The large
disc perturbations caused by massive protoplanets are sufficient to overwhelm the effects of torque
oscillation due to turbulence. As a result, the more massive the protoplanet, the less the turbulence
plays a role in its migration. The models of Nelson & Papaloizou (2004) showed that the most
massive protoplanets eventually cleared gaps in their discs and moved into the regime of Type II
migration.
1.4.2 Type II migration
As planets grow more massive, so the perturbations they engender in the disc become more sub-
stantial. Sufficiently massive planets can reduce the surface density in their vicinity to such a
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Figure 1.2: A surface density plot of a circumstellar disc with an embedded 333 M⊕ planet, mod-
elled with a 0.03 RH surface. There is a clear gap at the planets orbital radius, as well as strong
spiral shocks.
degree that it effectively forms a gap in the disc; this can be seen in figure 1.2. The impact of
non-linear effects become substantial as the planet undergoes this transition from Type I to Type II
migration, and it was realised that a fuller treatment of disc-planet interactions required the use of
numerical models (Ward 1997). Such models were first realised in three-dimensions by D’Angelo
et al. (2002) and Bate et al. (2003), who found that only planets with masses greater than 0.1MJ
caused significant surface density perturbations in the disk, the beginnings of a gap, in agreement
with previous two-dimensional work (Bryden et al. 1999; Kley 1999). The width of the gap is
determined by the competing influences of the viscous and pressure forces, which tend to close
the gap, and the gravitational torques and accretion which work to open it. The creation of a gap
impacts both planet growth, and planet migration. For the former, the gap limits the regions from
which the planet can directly accrete. A sufficiently broad gap only allows mass transfer through
the spiral arms that stretch across its breadth, limiting the rate of gas accretion for high mass plan-
ets (Lubow et al. 1999). As regards planet migration, the gap effectively ends the efficient transfer
of angular momentum through the disc via the planet, and removes the corotation torque, bringing
to an end Type I migration. However, the planet does not maintain its orbit, but rather migrates
inwards more slowly due to the viscous accretion of the disc. As the central star swallows up the
disc material at the inner edge, so the gas spirals inwards to feed it, taking the embedded planet
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with it. Therefore Type II migration has a timescale given by the viscous evolution of the disc,
τν ∼ 2r2/3ν, where ν is the kinematic viscosity. This describes the migration whilst the proto-
planet mass is less than or comparable to the mass of the local disc with which it is interacting. A
protoplanet that comes to dominate the local mass can no longer be treated simply as a constituent
part of the disc. Rather, its inertia acts to slow the rate of migration that the disc’s viscous evolution
can bring about. Such a scenario was studied by Syer & Clarke (1995) and Ivanov et al. (1999),
with the latter proposing an analytic model which yields a migration time in this phase described
by
τ =
(
Min
10Mpp
)1/5 Mpp
M˙
(1.2)
where Min is the disc mass found inside of rp, and M˙ is the accretion rate through the disc onto the
central star. Following Nelson et al. (2000b) by substituting in M˙ = Min/τν, where τν is as above
and Min = pir2pΣ, gives
τ =
2
3ν
 r2pM4pp10pi4Σ4
1/5 . (1.3)
If the average migration rate is considered, it is possible to write
τ ∼ rp
(
dr
dt
)−1
, (1.4)
which by substituting into equation 1.3 gives
drp
dt
=
3ν
2
10pi4Σ4r3pM4pp
1/5 . (1.5)
An interesting feature of this description is the reduction of the migration rate with protoplanet
growth or the decline in orbital radius. Growth of the protoplanet’s mass increases its inertia,
reducing the impact of the disc’s viscous evolution. A reduction in the orbital radius reduces the
mass with which the planet interacts due to the increasing dominance of the central star, and so
the mass disparity grows even larger. Both of these processes likely occur concurrently, giving a
slowing migration that might enable massive protoplanets to avoid falling into the central star, and
help to form Hot Jupiters.
1.4.3 Type III migration
There is yet another suggested mechanism of migration, called Type III, that is most effective for
intermediate mass protoplanets in high mass discs. First proposed byMasset & Papaloizou (2003),
Type III migration is a result of the corotation torques dicussed previously. In the linear analysis of
Type I migration these corotation torques were shown to have only a small impact on the migration
rate. However, for higher mass protoplanets, where a gap is at least partially formed, and when
its motion is factored into the evolution, the situation changes. As the protoplanet migrates, so
the radius of its coorbital region changes in step. Material locked in Horseshoe orbits is dragged
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by the protoplanet as its orbit shifts, or equally the protoplanet’s motion is retarded by the pull
of the material in Horseshoe orbits. So it is that the Horseshoe material acts to reduce the rate
of migration, with the extent of the reduction increasing with the mass locked in these Horseshoe
orbits.
An opposing effect comes of the circumstellar disc material inwards of the coorbital radius
that must cross through the region as it passes. In the corotating reference frame of the protoplanet,
this material must perform a U-turn of sorts. For inwards migration the gas passes from a faster
to slower angular speed than the protoplanet, exchanging the requisite angular momentum in the
process. The angular momentum, assuming Keplerian velocities, goes as L ∝ r 12 , meaning the
protoplanet loses angular momentum to the passing gas. The rate of this exchange is dependent
upon the rate of gas flow past the planet, which is a function of the protoplanet’s migration rate.
The two processes, outlined have opposing influences, but for protoplanets able to evacuate
something of a gap in the disc they do not cancel. A gap reduces the mass of material locked in
Horseshoe orbits, diminishing the influence of the first process, and allowing the second to domi-
nate, leading to higher rates of migration. The dependence of the second process upon migration
rate means that Type III migration is a runaway process, accelerating due to its own impact.
Whilst Type I and II migration are largely accepted as realistic mechanisms, Type III re-
mains more contentious. D’Angelo et al. (2005) explored the impact of corotation torques for a
Saturn mass planet in a high mass disc; properties conducive to Type III migration. Migration rates
were calculated by considering the torques exerted upon a static (constant orbital radius) planet
by the disc, including material inside of the planet’s Hill radius. These were then compared with
models in which the planet was able to move. The model’s resolution within the Hill radius was
found to be key, as poorly resolved flow in these most local of torques could lead to an unrealistic
degree of asymmetry, and very rapid rates of migration. Using their highest resolution models, the
rates of migration obtained with static and moving planets were found to be similar. As outlined
previously, the process of Type III migration would have led to distinctly different rates when the
coorbital radius was able to change, but this was not seen. More recently, Peplin´ski et al. (2008a)
re-examined Type III migration with two-dimensional numerical models. They find that the inclu-
sion of terms to account for the self-gravity and non-iosthermality of gas within the planet’s Hill
radius lead to migration driven by the corotation torques. Such conflicting results mean that no
consensus exists as to the realism of Type III migration.
1.5 Thesis motivation
Whilst many authors have investigated the topics outlined in this chapter, there remains much to
do. The growth of planets has been modelled numerically for many years in both one and more di-
mensions. The one dimensional models have led the way in including more of the relevant physics,
such as self-gravity and radiative transfer. This is more readily achieved in one-dimensional mod-
els due to their reduced computational cost when compared with fully three-dimensional hydro-
dynamic models. As a result of the computational expense of three-dimensional models they have
generally been simplified to omit numerically demanding processes such as self-gravity, and com-
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plex physics such as realistic thermodynamics. Those more recent models that have been able to
include these processes in three-dimensions have failed to improve their treatment of protoplanet
growth beyond simply evacuating gas as it descends the representative potential.
The aim of this work was to tackle both the growth and migration of protoplanets in three-
dimensions, with a variety of physics. This was made possible using a three-dimensional smoothed
particle hydrodynamics (SPH) code, capable of including both the self-gravity of the gas, and the
effects of radiative transfer. More than this, it was also hoped that the treatment of planet formation
could be improved by using a method more representative of natural growth. Gas accretion should
lead to the accumulation of an envelope upon the surface of the solid core, and uniquely, the
models presented here include such a form of growth.
Chapter 2
Smoothed Particle Hydrodynamics
2.1 Introduction
Smoothed particle hydrodynamics (SPH) is a numerical method developed in the 1970s for in-
vestigating non-spherically symmetric astrophysical fluid dynamics problems. It was devised by
Lucy (1977), and alternatively developed by Gingold & Monaghan (1977), to allow calculations
that existing numerical techniques were unsuited to. A majority of finite difference methods in
use at the time assumed spherical symmetry, reducing the models to one-dimension. This allowed
calculations to be performed on the computers available at the time. With SPH, it was possible
to model three-dimesional phenomena with a few hundred particles (Lucy 1977), whilst a low
resolution grid code of just 20 points along each scale, axis leads to computations at 8000 nodes.
It should be noted that the prohibitive nature of such resolutions was coming to an end, with fi-
nite difference models in 1978 using grids of 34 × 34 × 16 (Bodenheimer et al. 1978). Still, SPH
could deliver comparably resolved three-dimensional results with fewer particles, and so in much
shorter time. This is possible due to the Lagrangian nature of SPH, which means calculations are
only made within the bulk of the fluid. As a fluid changes size and shape, the particles follow its
motion, and so the resolution is not degraded. On the fixed grids of the time, when a fluid shrank,
for example in core collapse models, the number of grid points sampling it would reduce consid-
erably. With these advantages, SPH has established itself as a powerful tool for use in numerical
models of astrophysical phenomena.
2.2 Mathematics of SPH
Fluid dynamics is concerned with the evolution of fluid properties with time. As such, fluid dy-
namics equations take the form
dA
dt
= f (A,∇A, r), (2.1)
where A is the property, at a point r, to be evolved. For an observer swept along with the flow of
the fluid, at a velocity v, the derivatives of fluid properties must be taken with respect to a moving
coordinate system, using the Lagrangian derivative (also called the convective derivative)
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D
Dt
=
∂
∂t
+ v · ∇. (2.2)
Physical gradients within a fluid determine the evolution of physical quantities at any particular
point. A fluid dynamics code must estimate these gradients to enable calculation of the time
evolution of fluid properties. The trade off in any method comes about from the need to calculate
these gradients accurately whilst not sampling the fluid so frequently as to result in a prohibitively
large number of computations. For a grid based numerical method, the sampling points are the
nodes of the grid. Such a grid must be cleverly structured, or be augmented with additional code
to actively refine the resolution (adaptive mesh refinement, AMR, Berger & Oliger 1984), such
that regions of fluid in which large changes in physical gradients are found are sufficiently well
sampled. An alternative approach is to dispense with the grid, and allow the sampling points to
move with the fluid; such is the premise of SPH.
To estimate the value of a spatially dependent physical property SPH uses an integral inter-
polant based upon the Sifting property of the Dirac delta function
A(r) =
∫
A(r′)δ(|r − r′|)dr′, (2.3)
where r refers to the spatial coordinates, and δ is the Dirac delta function. The Sifting property
requires that the limits of the integral encompass r, else the integral yields 0. This effectively states
the obvious case that the properties at r cannot be obtained by integrating over fluid properties far
from the point of interest. As it stands, equation 2.3 is not suitable for an interpolation based
numerical method as it includes the discontinuous and not differentiable Dirac delta function. To
alleviate this problem a smoothed function, known as a kernel function, with characteristic width
h, can be used in place of the Dirac delta. A kernel function should be of a form such that
lim
h→0W(r − r
′, h) = δ(r − r′), (2.4)
and should be normalised such that ∫
W(r − r′, h)dr′ = 1, (2.5)
which substituted for the Dirac delta function gives
A(r) ≈
∫
A(r′)W(|r − r′|, h)dr′, (2.6)
A suitable kernel preserves the useful aspects of the Dirac delta function, whilst giving a differ-
entiable and continuous function suitable for the interpolation scheme. By introducing a kernel
function with non-zero width (h , 0), equation 2.6 no longer produces an exact value for A. As the
characteristic width approaches zero, a suitable kernel function increasingly resembles the Dirac
delta, but still equation 2.6 gives an imperfect solution.
Whilst a fluid is a continuum, the SPH method employs a finite number of sampling points,
or particles, upon which calculations are based to determine a fluids properties at any given point.
To apply the interpolation method over a finite population of particles it is approximated in sum-
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mation form. The total mass of the fluid is distributed (usually equally) amongst the constituent
particles, and the volume element r is replaced with its summation equivalent of mb/ρb, to give
A(r) ≈
∑
b
mb
Ab
ρb
W(|r − rb|, h). (2.7)
In this discretised form the method cannot yield an exact value for A(r), and its accuracy is some-
what diminished when compared with the impractical integral form; for a discussion of integral
and sumation interpolant errors, see Monaghan (2005).
In grid based codes, concurrent conservation of linear and angular momentum is not easily
achieved. Such conservation is naturally provided for by a simple SPH code, giving it an inher-
ent advantage in multi-dimensional calculations. The division of mass amongst the constituent
particles also leads to natural conservation of mass, and so adherence to the continuity equation.
The spatial derivatives of SPH equations can be shown, using integration by parts, to move
the spatial derivative from A onto the kernel function. This makes it very simple to calculate
gradients of physical properties within the fluid using
∇aA(r) ≈
∑
b
mb
Ab
ρb
∇aW(|ra − rb|, h), (2.8)
where the gradient is being calculated at a particle a , at position ra, and ∇a ≡ ∂∂ra .
Equations 2.7 and 2.8 allow the value and gradient of fluid properties, such as density, to
be calculated at any location within the fluid. The gradients can be used to calculate forces such
as pressure and viscosity acting upon the particles, and in response those particles can be moved
appropriately. In this way the fluid is evolved in time by use of a suitable integration scheme.
2.2.1 SPH kernel
The choice of kernel in SPH can have several important effects. For example a Gaussian kernel
will ensure that a very well sampled interpolation occurs, with no contributing particles omitted
from the calculation. However, such a kernel requires integration to the limits of the modelled
fluid for each interpolation to determine a physical value at a point. This is very computation-
ally expensive, and inefficient given that the particles beyond a few standard deviations make a
negligible contribution to the calculated value. It is also not clear that it is appropriate to include
contributions from non-local fluid elements in the calculation of local quantities such as density
and pressure. Conversely, using a kernel with a very small region of compact support (i.e. region
over which function is non-zero), can lead to an over sensitivity in the results to particle disorder.
An extremely common choice of kernel is a cubic spline (Monaghan & Lattanzio 1985)
which balances compact support with efficiency. Defining q = r/h, the kernel is given by
W(q) =
σ
hν

1 − 32q2 + 34q3 0 ≤ q < 1,
1
4 (2 − q)3 1 ≤ q < 2,
0 q ≥ 2,
(2.9)
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where ν is the number of dimensions, whilst σ is the normalisation coefficient that takes the values
2/3, 10/(7pi), and 1/pi in one, two, and three dimensions respectively. The use of splines comprising
higher order polynomials can lead to improved stability of results as the derivatives are smoother,
and the region of compact support larger, reducing the sensitivity of the kernel to disordered parti-
cle distributions. However, equation 2.9 has been shown as a suitable choice for most astrophysical
simulations; see Daniel Price’s PhD thesis (2005) for a detailed discussion of kernel properties.
2.3 SPH implementation
The calculations described within this thesis were conducted using a three-dimensional SPH code
which finds its origins in a code originated by Benz (1990; Benz et al. 1990). Extensive develop-
ment of the code has taken place in subsequent years, with contributions by several authors, the
most significant of which follow briefly. Individual particle timesteps were introduced by Bate
(1995), allowing more efficient use of computational resources. Sink particles were developed
by Bate, Bonnell, & Price (1995). These allow dense regions of a fluid that are represented by
a large number of particles to be replaced as a simulation progresses with a single sink particle
that adopts the properties of the swarm of constituent particles. Replacing dense regions in this
way can significantly increase the speed of evolution of a calculation by removing the bottleneck
presented by many particles with very short integration timesteps. True parallelisation of the code
was begun a decade ago by Bate with the adoption of OMP, and progressed more recently with
the inclusion of MPI that allows parallelisation over nodes without the benefit of shared memory.
Beyond pure numerical enhancements, the code has also undergone developments in its ability
to handle more varied physics. For example Daniel Price added his method for modelling mag-
netohydrodynamics using an SPH code (Price & Bate 2007), and Stuart Whitehouse, Matthew
Bate, and Joe Monaghan developed a technique for modelling radiative transfer in the flux-limited
diffusion approximation (Whitehouse et al. 2005; Whitehouse & Bate 2006).
Other important properties of the code include conservation of energy and entropy to timestep-
ping accuracy by use of the variable smoothing length (kernel width, h) formalism of Springel
& Hernquist (2002) and Monaghan (2002), with the specific implementation in this code being
described in Price & Bate (2007). The gravitational forces are calculated and neighbouring parti-
cles are found using a binary tree. Integration of the SPH equations is achieved using a second-
order Runge-Kutta-Fehlberg integrator with particles having individual timesteps (Bate, Bonnell,
& Price 1995). The treatment of artificial viscosity in the following calculations is the standard
implementation of Monaghan & Gingold (1983) and Monaghan (1992) for all but those models in
which planet migration is being considered; as such we use the parameters α = 1 and β = 2.
2.3.1 Equations of hydrodynamics
Hydrodynamics is usually described by the continuity equation, the momentum equation, and the
energy equation. These have the following form
∂ρ
∂t
+ ∇ · (ρv) = 0, (2.10)
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where ρ is the fluid density, t is time, and v is velocity. The continuity equation asserts the conser-
vation of mass expected in fluid dynamics. The momentum equation entails the conservation of
momentum, and reads
∂v
∂t
+ (v · ∇)v = −∇p
ρ
, (2.11)
where p is the pressure. The energy equation,
∂u
∂t
+ (v · ∇)u = − p
ρ
∇ · v, (2.12)
acts to conserve the energy of the system. For SPH these must be reformulated into Lagrangian
form using equation 2.2, respectively becoming
Dρ
Dt
= −ρ∇ · v, (2.13)
Dv
Dt
= −∇p
ρ
, (2.14)
Du
Dt
= − p
ρ
∇ · v. (2.15)
As was discussed earlier, the formulation of SPH is such that conservation of mass is a natural con-
sequence in conventional implementations. The means that the density distribution, as described
by
ρ(r) =
∑
b
mbW(|r − rb|, h), (2.16)
inescapably satisfies the continuity equation. It is possible to substitute
∇p
ρ
= ∇
(
P
ρ
)
+
P
ρ2
∇ρ, (2.17)
in to the Lagrangian expression of the momentum equation (2.14) to obtain
Dv
Dt
= −
(
∇
(
P
ρ
)
+
P
ρ2
∇ρ
)
, (2.18)
which, using the method outlined in equations 2.3 to 2.8, can be stated in SPH form, becoming
Dva
Dt
= −
∑
b
mb
Pb
ρ2b
+
Pa
ρ2a
∇aW(rab, h), (2.19)
where rab = |ra − rb|.
Equation 2.15 yields energy conservation for an adiabatic equation of state, for an ideal and
inviscid gas. Just as in the momentum equation above, this can be manipulated to yield the SPH
energy equation,
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Dua
Dt
=
Pa
ρ2a
∑
b
mbvab · ∇aW(rab, h), (2.20)
where vab = va − vb.
2.3.2 Artificial viscosity
The SPH equations discussed in section 2.3.1 all assumed an inviscid fluid. Within such a fluid,
sharp transitions in pressure and density, called shocks, are exceptionally spatially thin. The transi-
tion usually occurs over a length much smaller than the smoothing length of the SPH calculation,
which effectively defines its resolution. In order that shock phenomena might be modelled, the
shock fronts must be smeared over resolvable scales. This can be achieved by the introduction of
a mechanism that allows the conversion of kinetic energy into heat, for example by the inclusion
of a form of viscosity (von Neumann & Richtmyer 1950; Richtmyer & Morton 1994).
Lucy (1977) first introduced viscosity into SPH calculations, using an artificial bulk vis-
cosity to damp the accumulated acoustic energy due to integration errors (Monaghan 2005). An
alternative artificial viscosity, designed to conserve linear and angular momentum, was introduced
by Monaghan & Gingold (1983). Artificial viscosity is not designed to represent real viscosity,
but instead to allow the modelling of shock phenomena, and to damp numerical noise. The origi-
nal Monaghan & Gingold (1983) artificial viscosity was modified to deal with high Mach number
shocks which can become important in astrophysical contexts. For example the study of colliding
interstellar clouds by Lattanzio et al. (1985) revealed an unrealistic interpenetration of particles
between the colliding mediums at high Mach numbers. The revisions lead to the modern form of
artificial viscosity (Monaghan 1992) given by
Πab =

(−αcsµab + βµ2ab)/ρab vab · rab ≤ 0,
0 vab · rab > 0,
(2.21)
where
µab =
hvab · rab
r2ab + 0.01h
2
, (2.22)
ρab = (ρa + ρb)/2, and the 0.01h2 term prevents the occurrence of a singularity when rab =
0. The α and β terms set the strength of the viscosity, with typical values employed of α = 1
and β = 2. The two terms serve different functions. The α-term establishes a bulk viscosity
to damp subsonic velocity oscillations that may be produced in the wake of a shock front. The
modifications made to prevent particle interpenetration in supersonic shocks are encapsulated in
the β-term. The viscosity is only applied when the gas is under compression (ideally only in
shocks), and not when it is undergoing rarefaction. The momentum and energy implications of the
inclusion of artificial viscosity can be included in the SPH equations by introducing the Πab term.
The momentum equation becomes
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Dv
Dt
= −
∑
b
mb
Pb
ρ2b
+
Pa
ρ2a
+ Πab
∇aW(rab, h), (2.23)
whilst the energy equation, assuming an ideal equation of state, becomes
Du
Dt
=
Pb
ρ2b
∑
b
mbvab · ∇aW(rab, h) + 12
∑
b
mbΠabvab · ∇aW(rab, h). (2.24)
As alluded to there can arise problems of undesired viscous heating in regions of compres-
sion which are not the result of shocks, for example in gravitationally contracting gas clumps. A
switch was developed by Morris & Monaghan (1997) to try and reduce the action of artificial vis-
cosity where the cause is not a shock. The inclusion of this switch can greatly reduce the unwanted
dissipation shown in SPH with artificial viscosity. The idea is to localise the α-parameter to each
particle, with a universal minimum value (αmin). As a particle approaches a shock front (a region
of high compression), so the value of α increases. Following such an increase, α decays back to
the universal minimum over a timescale dependent upon the particles smoothing length, and the
local sound speed. The evolution of the α-parameter can be expressed as
dαa
dt
= −αa − αmin
τa
+Sa, (2.25)
where
τ =
h
C cs
, (2.26)
and C is a dimensionless parameter which sets the rate of decay back to αmin, taking a chosen
value in the range 0.1 < C < 0.2. The source term, S , is chosen such that the artificial viscosity
increases as a particle approaches a shock front, for example that given by Rosswog & Davies
(2002)
S = max(−∇ · v, 0)(2 − α). (2.27)
Using this switch it is possible to set αmin = 0.1 which is an order of magnitude smaller than the
globally employed value of α for artificial viscosity without the switch. This significantly reduces
the unwanted dissipation.
To avoid any potential confusion, it should be noted that the α term discussed thus far is
the same as that denoted αSPH in chapter 5, where the name is changed to distinguish it from the
Shakura-Sunyaev α-viscosity (Shakura & Sunyaev 1973) which will be denoted using αSS.
2.3.3 Smoothing length
The preceding equations are all expressed assuming a smoothing length that is constant in space
and time. By making the kernel width an attribute of each particle, it can be varied between them,
such that a given particle maintains a sufficient number of neighbours to accurately calculate its
own properties. This allows particles in dense environments to have shorter smoothing lengths
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than those in diffuse environments, yielding an adaptive resolution. The smoothing length of a
particle is related to the local density by
ha ∝
(
1
ρa
)1/ν
, (2.28)
where ν is the number of dimensions of the calculation.
The variable smoothing length implementation used in the models described in this thesis
is designed to conserve both energy and entropy simultaneously. The first scheme to achieve such
conservation was proposed by Nelson & Papaloizou (1993, 1994). They showed that by taking
account of the ∇h terms, which contribute to the break down of conservation, and by modifying
the energy and momentum equations, a substantially improved level of conservation could be
achieved in SPH. However, due to the somewhat unwieldy form of the equations developed in this
work, the method was not widely adopted. More recently Springel & Hernquist (2002) developed
a method to account for the impact of variable smoothing lengths on conservation which is more
easily implemented, and is used in the models discussed here.
The value of ha is dependent upon the value of ρa, which in turn is a function of the smooth-
ing length. Therefore Newton-Raphson iteration is used to set ha in conjunction with ρa.
2.3.4 Radiative transfer
The transfer of energy by radiation is a key process in many astrophysical phenomena. The rate at
which a fluid is able to cool can have enormous implications for the evolution of that fluid; might
a cloud of hydrogen become dense and collapse to form a star, or is it supported with sufficient
thermal pressure to prevent such a collapse? As such, radiative transfer was added into this SPH
code to allow investigations of its influence.
There are several methods by which radiative transfer might be implemented. Monte-Carlo
algorithms exist that track photon packets through a fluid, modelling scattering, absorption, and
re-emission (Wolf et al. 1999; Lucy 1999; Harries 2000; Bjorkman & Wood 2001; Ercolano et al.
2003). Calculations based on the interactions of these photon packets, and their energy exchange
with elements of a fluid, allow the construction of accurate temperature profiles. It is also possible
to investigate frequency dependent effects by creating a population of photon packets with a range
of frequencies. These features make Monte-Carlo approaches very useful for creating spectral
energy distributions (SEDs) based upon an underlying static fluid distribution. However, the com-
putational time required to sample the fluid sufficiently to construct a robust solution is prohibitive
when trying to evolve the fluid simultaneously, as is the case in a hydrodynamics model.
In exchange for sacrificing a degree of the accuracy provided by a Monte-Carlo method, it
is possible to find a technique that converges to a solution much more rapidly. Using the diffusion
approximation it is possible to treat radiation as a diffusion process through a fluid. In optically
thin regions such an unfettered diffusion process allows the transfer of energy to exceed the speed
of light. It must therefore be coupled with a flux-limiter which acts to enforce the universal speed
limit in optically thin regions. As well as adopting a flux-limited diffusion technique, it is also ben-
eficial to employ a grey approximation which dispenses with frequency information in exchange
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for faster computation. Another draw back with using a diffusion approximation is that due to the
nature of diffusion, regions of fluid that should be shadowed from a radiation source will still re-
ceive energy (Whitehouse 2005). However these compromises yield a radiative transfer technique
which is computationally viable within a three-dimensional hydrodynamics code.
The radiation transfer equation is arrived at by considering the energy flow into and out
of an element of material. Over a time dt the energy carried by a selected frequency range of
the radiation field into a solid angle dω, along a direction n normal to the surface area dS of
the material element, will change due to processes of absorption and emission. This change in
energy also depends on the length of material ds through which the radiation must pass; a longer
path leading to more absorption and emission events (Mihalas & Mihalas 1984). This gives an
equation of the form, (
1
c
∂
∂t
+
∂
∂s
)
I = η − χI, (2.29)
where I is the specific intensity (ergs cm−2 s−1 sr−1 Hz−1), η is the emission coefficient (ergs cm−3
s−1 sr−1 Hz−1), and χ is the total-opacity (cm−1) which encompasses absorption and scattering
processes for a given frequency of radiation. I, η, and χ are all functions of position r, time t,
direction n, and frequency ν.
As defined s is a coordinate independent pathlength, so the equation can be evaluated in
any coordinate system with an appropriate substitution for ∂∂s . In the cartesian coordinates of the
SPH code discussed here the substitution is
∂I
∂s
=
(
∂x
∂s
)
∂I
∂x
+
(
∂y
∂s
)
∂I
∂y
+
(
∂z
∂s
)
∂I
∂z
= n · ∇I, (2.30)
where n is the unit vector in the direction of radiation propagation. So the transfer equation
becomes
1
c
∂I
∂t
+ n · ∇I = η − χI, (2.31)
In thermodynamic equilibrium (TE) the temperature of a fluid and the radiation field be-
come equal and uniform across the medium. To maintain such a state the amount of energy being
absorbed by an element of fluid from the radiation field must be equal to that which it emits. More-
over the distribution over different frequencies must be the same for absorption and emission. So
in TE the right hand side of equation 2.29 must be zero. Whilst this only holds exactly for a fluid
in TE, if the gradients of the fluid’s physical properties vary insignificantly over the mean free
path of a photon, we can use such a description for treating the local thermodynamics. This is the
case in optically thick media, in which it is possible to adopt the approximation of local thermo-
dynamic equilibrium (LTE). This introduces the Kirchoff-Planck relation η = κB(T ) involving the
Planck function B = (σB/pi)T 4, (in which σB is the Stefan-Boltzmann constant), and the effective
absorption κ.
As well as the Planck function, there are several other terms that must be introduced to fully
describe radiative transfer. Radiation energy density, E (ergscm−3), which can be used to calculate
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a temperature for the radiation field through the relation E = aT 4, where a is the radiation density
constant (a = 4σB/c). The three components of the radiation flux, F, which when integrated over
all frequencies has units of ergs cm−2 s−1. There are also 6 non-reduntant terms from the radiation
pressure tensor, P; the zeroth, first, and second angular moments of the radiation specific intensity.
In the general case this intensity varies with distance and angle from the source, the frequency of
the radiation, and time.
The zeroth order term is arrived at by taking the Cartesian form of the time-dependent
transfer equation, multiplying it by dω/(4pi), and integrating over all solid angles. Furthermore,
integrating over all frequencies as well yields the zeroth moment without frequency dependence
(Mihalas & Mihalas 1984)
∂E
∂t
+ ∇ · F =
∫ ∞
0
dν
∮
dω (η − χI). (2.32)
Similarly the first order term can be found by multiplying the Cartesian form of the time-dependent
transfer equation by n, the unit vector of the direction of propagation, followed by integrating over
dω/(4pi). Multiplying this result by 4pi/c, and once again integrating over all frequencies gives
1
c2
∂F
∂t
+ ∇ · P = 1
c
∫ ∞
0
dν
∮
dω (η − χI) n. (2.33)
The radiation hydrodynamics used in the work presented here makes use of the diffusion
approximation to fold the radiative transfer into the hydrodynamics. This approximation assumes
an optically thick medium, and is only valid in such environments due to the assumptions made
in its formulation. Expressly, adopting the Eddington approximation which states that the ratio
of the second moment of the radiation field to the mean intensity of that field is 1/3 throughout
the medium. This is equivalent to stating that the radiation pressure is taken to be a third of the
energy density throughout the medium. Physically the assumption means that radiation scattering
is treated as an isotropic process. This is a reasonable assumption in the optically thick regime
where photons have short mean free paths, and so are scattered hither and thither, impacting the
point of consideration from all sides.
The assumed isotropy in the optically thick fluid allows a simplification of the right hand
side of equation 2.33. Isotropic emission leads to a zero net momentum loss, that is to say∮
η dω = 0. (2.34)
Additionally, integrating the intensity over a sphere yields the flux∮
I dω = F. (2.35)
So it is that equation 2.33 becomes
1
c2
∂F
∂t
+ ∇ · P = χF
c
. (2.36)
Turning to the left hand terms, a simple order of magnitude consideration can help to simplify the
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equation further. (
1
c2
∂F
∂t
)/(
χF
c
)
∼ 1
∆t cχ
(2.37)
The photon path length, λp, is given by χ−1, whilst a simple calculation of the time taken for a
photon to travel a distance l by random walk in the optically thick fluid gives
∆t = (l/λp)2(λp/c) = l2/(λp c). (2.38)
Substituting the above into equation 2.37 gives
1
∆t cχ
=
(
λp
l
)2
, (2.39)
which using the values of Mihalas & Mihalas (1984) for a stellar interior with a typical length
scale given as 103km, and a photon mean free path of 10−1cm, yields a ratio of ∼ 10−18. Therefore
the first term on the left hand side of equation 2.33 can be neglected. The isotropy of I also
means that the pressure tensor becomes diagonal and isotropic, which means P = 13E. As a final
consideration, the opacities discussed in this thesis are in units of cm2 g−1, as opposed to cm−1
as used in Mihalas & Mihalas (1984), so χ is multiplied by the density ρ to maintain the correct
dimensions. Equation 2.36 can then be rearranged to become
F = − c
3χρ
∇E. (2.40)
The formulations assumption of an optically thick medium is apparent. In optically thin regimes
where χρ → 0, so the flux becomes infeasibly large, exceeding the natural limit imposed by
relativity, |F| ≤ cE. It is here that a flux-limiter may be added into the formulation to prevent such
non-physical energy transport. Levermore & Pomraning (1981) wrote the equation for radiation
flux in the form of Fick’s law of diffusion
F = −D∇E, (2.41)
where D is a diffusion constant given by
D =
cλ
χρ
, (2.42)
in which λ(E) is the dimensionless flux-limiter. The pressure tensor can be expressed as
P = fE, (2.43)
in which f is the Eddington tensor, given by
f =
1
2
(1 − f )I + 1
2
(3 f − 1)nˆnˆ (2.44)
where f (E) is a dimensionless scalar function called the Eddington factor, and nˆ is the unit vector
in the direction of the radiation energy density gradient. The Eddington factor and the flux-limiter
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are related using the dimensionless quantity R = |∇E|/(χρE) through the expression
f = λ + λ2R2, (2.45)
noting that as χ and ρ become small, R grows oppositely. Using equations 2.41 to 2.45 it is
possible to calculate the flux without having to solve a time derivative expression for F. This
leaves sufficiently few unknowns to close the equations of radiation hydrodynamics (RHD) with a
suitable equation of state. There remains the decision of what form the flux limiter, λ, should take.
Levermore & Pomraning (1981) suggest
λ(R) =
2 + R
6 + 3R + R2
, (2.46)
so as χρ→ 0 the R2 term comes to dominate and λ(R)→ 1/R. In which case
|F| → c
χρR
|∇E| = cE (2.47)
thus enforcing the speed of light as the maximum speed for energy transport. As R→ 0 so the flux-
limiter regains a value of 1/3 which is required for the optically thick regime where the radiative
diffusion assumptions hold.
2.3.5 Radiation hydrodynamics
The equations of hydrodynamics formulated in section 2.3.1 can now be reformulated to include
the radiation terms discussed in section 2.3.4. This formulation can be found in Mihalas &Mihalas
(1984), and description here follows this work and Whitehouse (2005). As the radiative transfer
equations involve the radiation energy density it is useful to redefine the specific gas energy into
the gas energy density e = uρ. The continuity equation (equation 2.10) remains unchanged as
Dρ
Dt
= −ρ∇ · v, (2.48)
The momentum equation must now include contributions from the radiation pressure,
ρ
Dv
Dt
= −∇p + χFρ
c
F. (2.49)
The time dependence of the radiation energy density is described by
ρ
D
Dt
(
E
ρ
)
= −∇ · F − ∇v :P + 4piκPρB − cκEρE, (2.50)
where the right hand side of the equation has terms corresponding to the diffusion of radiation flux
(1st term), the work done on the radiation field (2nd), and terms describing the interaction between
the radiation and gas fields (3rd & 4th) (Mihalas &Mihalas 1984). In order that the evolution of the
gas energy includes contributions from interactions with the radiation field, the 3rd and 4th terms
from equation 2.50 must be included, but with opposite sign, thus conserving the total energy.
This gives
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ρ
D
Dt
(
e
ρ
)
= −p∇ · v − 4piκPρB + cκEρE. (2.51)
The equations of radiation hydrodynamics, in SPH form were given by Whitehouse & Bate
(2004), and are repeated here, where the specific energy of the gas is u = e/ρ, and the specific
radiation energy is ξ = E/ρ. The momentum equation, including the contribution of radiation
pressure is
Dv
Dt
= −
∑
b
mb
Pb
ρ2b
+
Pa
ρ2a
+ Πab
∇aW(rab, h) − λaρa
∑
b
mbξb∇W(rab, h). (2.52)
The energy evolution of the radiation and gas fields is described by
Dξa
Dt
= −(∇·v)a faξa+
∑
b
mb
ρaρb
c
 4
λaλb
κaρaκbρb(
λa
κaρa
+
λb
κbρb
)  (ρaξa−ρbξb)∇Wabrab −acκa
ρaξaa −
(
ua
cv,a
)4 , (2.53)
and
Du
Dt
=
1
2
∑
b
Pb
ρ2b
+
Pa
ρ2a
+ Πab
mbv · ∇aW(rab, h) + acκa ρaξaa −
(
ua
cv,a
)4 (2.54)
respectively. The momentum equation is solved explicitly, whilst the energy equations are solved
implicitly using backwards Euler integration. The use of implicit integration allows the radia-
tive transfer to be evolved on the hydrodynamic timestep. This is essential in constructing a fast
code, as an explicit radiation timestep can be orders of magnitude shorter than the hyrdodynamic
timestep, and would require many cycles of integration before the hydrodynamics could advance.
For more details of the development and implementation of the SPH radiation hydrodynamics
used here see Whitehouse & Bate (2004) and Whitehouse et al. (2005).
In summary, the code here uses two temperature (gas and radiation) radiative transfer in the
flux-limited diffusion approximation. Work and artificial viscosity (which includes both bulk and
shear components) increase the thermal energy of the gas, and work done on the radiation field
increases the radiative energy which can be transported via flux-limited diffusion. Energy transfer
between the gas and radiation fields is dependent upon their relative temperatures, the gas density,
and the gas opacity (discussed in more detail in section 2.3.7).
2.3.6 Equation of state
Both locally-isothermal and radiative transfer calculations are discussed in this thesis. The locally-
isothermal equation of state is equivalent to that used in the ZEUS calculations of Bate et al.
(2003), with the temperature of the gas throughout the disc being a fixed function of radius. A
deviation from this relation is forced in dense regions of gas undergoing gravitational collapse.
Unrestrained collapse leads to exceptionally high densities that require extremely short timesteps
to evolve, and are an unphysical result of a locally-isothermal equation of state. Therefore artificial
heating is introduced in such areas to prevent this collapse, taking the form
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ua = ua
(
ρa
ρmin
)4/5
for ρa > ρmin, (2.55)
where an appropriate choice for ρmin was found empirically.
For radiative transfer calculations a more sophisticated equation of state is used to take
account of temperature and density dependent phenomena, such as ionisation, which can have a
significant impact upon the fluid evolution.
p =
ρTgRg
µ
(2.56)
is the ideal gas equation of state in which p is pressure, Rg is the gas constant, ρ is the density, Tg
is the gas temperature, and µ is the mean molecular mass. The specific heat capacity cv is that of
Black & Bodenheimer (1975), given by
cv = X(1 − y)E(H2) (2.57)
+ (1.5X(1 + x)y + 0.375Y(1 + z1 + z1z2))Rg (2.58)
+
X(1.304 × 1013x + 2.143 × 1012)y
Tg
(2.59)
+
Y(5.888 × 1012(1 − z2) + 1.892 × 1013z2)z1
Tg
, (2.60)
where X and Y are the mass fractions of hydrogen and helium, taken as 0.7 and 0.28 respectively in
all the calculations discussed here. E(H2) is the molecular hydrogen’s contribution to the specific
heat capacity, taking into account the translational, rotational, and vibrational degrees of freedom
(assuming an equilibriummix of para- and ortho-hydrogen). The dissociation fraction of hydrogen
is included as y, and its ionisation fraction is included as x. For the helium component, the fractions
of single and double ionisation are z1 and z2 respectively. Black & Bodenheimer (1975) assume
that the hydrogen component has completely dissociated before it can be ionised, and that the
helium component has completely singly ionised prior to secondary ionisation occuring. The
value of y comes from the Larson (1968) expression for the dissociation constant of molecular
hydrogen, whilst x, z1 and z2 are obtained from standard Saha equations (Black & Bodenheimer
1975). The mean molecular mass, µ, can be calculated with
µ−1 =
2X(1 + y + 2xy) + Y(1 + z1 + z1z2)
4
. (2.61)
It should be noted that the correction to the equation of state pointed out by Boley et al. (2007b)
has been made.
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Figure 2.1: Opacity as a function of temperature for gas of density ∼ 4.0 × 10−11g cm−3 over the
temperature range 30 − 7200 K, with different scaling factors: standard interstellar grain opacities
(IGO) (solid), 10% IGO (dot-dash), 1% IGO (long-dash), and 0.1% IGO (short-dash). An extreme
case of 0.01% IGO (dotted) is included to demonstrate the treatment at the low temperature end
of the scale.
2.3.7 Opacity treatment
Opacities for the gas and dust that comprise the circumstellar disc were obtained by interpolation
through previously calculated tables. Opacity due to solid grains was obtained from the tables of
Pollack et al. (1985), which gave values based upon solar metallicity molecular gas, called the
interstellar grain opacity (IGO). At high temperatures, when a majority of grains have sublimated,
the opacity becomes dominated by the gas. Gas opacities were provided by the tables of Alexan-
der (1975), using the IVa King model. The combined tables give opacities for temperatures and
densities up to 10,000 K and 1 gcm−3. Beyond this limit the opacity was extrapolated from the end
of the table, as well as being calculated as the sum of Kramer’s opacity and the electron scattering
opacity, given by
κK + κes = 1.2512 × 1022ρT−7/2 + 0.4 g cm−2; (2.62)
the minimum of the two values was then used.
It is to be expected that in a circumstellar disc, undergoing planet formation through the
core accretion mechanism, the abundance of grains will be diminished through the growth of
large protoplantary cores that will comprise a not insignificant fraction of the solids mass. The
agglomeration of grains into these larger composite bodies, or the sublimation of small grains,
may lead to grain opacities that are lower than the IGO. These effects are mimicked by scaling
the IGO values of Pollack et al. (1985) by various factors. The gas opacities from Alexander
(1975) that we use beyond the grain sublimation point are not scaled (the gas is still assumed
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to have solar metallicity). Figure 2.1 plots opacity versus temperature for a given gas density
with different scaling factors. Between the temperatures corresponding to the peak grain opacity
(occurring at ≈ 1500 K) and the total sublimation of the dust grains, the reduced opacity may be
decreased at most to the value at the latter temperature (note the flat section near the sublimation
point in figure 2.1 for low grain opacity cases). Opacities at temperatures lower than that of the
peak grain opacity have no enforced minimum value; the 0.01% IGO case demonstrates this case
with the reduced opacity at 40 K having a lower value than at ≈ 2000 K.
2.4 Models
2.4.1 Model setup
In all the calculations discussed here, a protoplanet was in orbit of a star with mass M∗, at radius
rp with an angular speed given by Ωp =
√
GM∗/r3p; excepting the global models discussed in
chapter 5, this speed was calculated neglecting the mass of the planet. The stellar mass was in
all cases taken to be 1 M and the orbital radius of the planet to be 5.2 AU. The circumstellar
(protoplanetary) disc had the same parameters as used by Lubow et al. (1999) and Bate et al.
(2003). The initial radial temperature profile for the disc was Tg ∝ r−1, which lead to a constant
ratio of disc scaleheight to radius of H/r = 0.05. The initial surface density of the disc had a
Σ ∝ r−1/2 profile, with a value of 75 g cm−2 at the planet’s orbital radius (described as a standard
protoplanetary disc henceforth), unless specified otherwise.
2.4.2 Boundary conditions
Excepting the global calculations discussed in chapter 5, all of the models discussed were calcu-
lated in the reference frame of the planet, in just a small section of the disc centred upon the planet
(sectional models); this is illustrated in figure 2.2. This allowed high resolution calculations in a
much more reasonable computational time than would have been possible modelling the whole
disc. Unless stated otherwise, the section of disc modelled had dimensions of r = 1 ± 0.15 rp
(5.2 ± 0.78 AU), and φ = ±0.15 radians (called the standard section size here onwards).
The distribution of particles within the disc section was initialised to that of an unperturbed
disc, with Keplerian velocities. Ghost particles were employed along the boundaries of the disc
section. These provided pressure forces that would be expected were the disc whole, rather than
sectional, thus preventing the section from spreading. As well as these ghost boundaries, the
section also required particle injection along edges A and B of the disc section in figure 2.2. The
original gas particles, established at the outset of the calculations, would either be captured by
the protoplanet or, by their Keplerian motion, move outside of the boundaries of the disc section
(typically through edges C and D, respectively) and be removed from the simulation. Therefore, to
maintain a suitable gas distribution within the disc section, particles were injected along the edges
labelled A and B in figure 2.2. In order that this gas structure was consistent with the expected
influence of an embedded planet (i.e. creation of a gap), the density and velocity distributions of
the injected gas were derived from full disc models. The global calculations used were those of
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Figure 2.2: The section of disc that we model with the location of the protoplanet marked by an
asterisk. The section is fixed in the rotating reference frame of the protoplanet, such that the dashed
line curving through its centre is the line of zero azimuthal velocity relative to the protoplanet. The
dotted lines on the azimuthal boundaries (denoted A and B) mark the edges at which particles are
injected to simulate gas flow past the planet. These particles are either captured by the protoplanet
or leave the simulation region primarily through the opposite edges (C and D, respectively).
Bate et al. (2003) who performed three-dimensional global simulations, on a spherical polar grid,
using a version of the ZEUS code (Stone & Norman 1992). Taking the position in azimuth and
extent in radius of faces A and B in the SPH section, it is possible to identify the corresponding
faces in the ZEUS grid. The mass flux through these faces can then be calculated for each value
of inclination and radius, and a table with the normalised cumulative total created. By randomly
sampling this normalised cumulative distribution to determine the radius and inclination of an
injected particle, it is possible to recreate the expected density profile. The associated velocity
information from the ZEUS calculation can also be applied to the injected particle.
Bate et al. performed calculations for protoplanets with masses of 1, 3, 10, 33, 100, and
333 M⊕. As the models that follow are studying accretion, the fixed mass intervals of Bate et al.
do not in themselves provide suitable injection for the ever changing embedded protoplanet mass.
It was therefore necessary to interpolate between the density and velocity distributions available
from the ZEUS calculations, such that as the protoplanets accreted, the gas distribution remained
consistent with the mass of the protoplanet, Mpp. As well as the density profile and velocity
information, the rate of mass injection was also determined from the ZEUS models. This rate
is that of an unperturbed Keplerian disc for low mass protoplanets, but reduces significantly for
high mass bodies capable of opening a significant gap within the disc. Once again, by tabulating
the rates measured in ZEUS for all of the available protoplanet masses, the mass injection rate
can be varied using interpolation as the protoplanet grows in the SPH models. Both the form and
magnitude of the mass injection were only changed when the protoplanet mass increased by more
than 10% upon the mass last used to determine them. It should be noted that whilst the rate of mass
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injection changes, the number of particles injected in a given time interval is constant, only those
injected at later stages have appropriately reduced masses. This ensures that the spatial resolution
of the model does not decrease as it evolves, and that the formation of the gap is well resolved.
The injected particles were ascribed temperatures derived from the initial temperature dis-
tribution of the model. This was necessary as the Bate et al. (2003) models were isothermal,
and therefore provided no suitable radiatively evolved temperature information. A pitfall of this
approach was that with radiative transfer the protoplanetary disc develops a vertical temperature
structure, even at large distances from the protoplanet, due to viscous heating, a structure not
replicated in the injected gas. However, at the boundaries of the disc section the departure of tem-
peratures from those in the initial locally-isothermal model were very small. This is apparent in
figure 2.4 from the convergence of the temperature distributions to those of the initial temperature
distribution (thick solid line) at large radii from the protoplanet. Typically, the dense gas at the
midplane, far from the planet (i.e. where the disc is relatively unperturbed), is around 40% hotter
than that in the locally-isothermal model upon which the particle injection method is based. How-
ever, this departure from isothermality is small compared with the temperature changes due to the
accretion processes occurring near the planet, and thus leads to no significant effects on the disc
evolution within the region of interest surrounding the protoplanet. Tests were also conducted to
investigate the impact of changing the section size, and these are discussed in section 3.2.1.
After a few orbital periods the initial, unperturbed particle distribution was entirely lost and
replaced with the particle distribution due to the injected particles, creating a gap and other global
features that are expected to be found when a protoplanet is embedded in a gaseous disc.
The injection scheme was, as described, based upon the models of Bate et al. (2003), and
as such it was a test of the scheme to compare the resultant distribution with the original ZEUS
models. The left panel of figure 2.3 shows a surface density plot from the ZEUS calculations
for a 33 M⊕ protoplanet embedded in a locally isothermal disc. The right panel of the same
figure shows the surface density plot from the equivalent SPH calculation, with the limits of the
section self evident. The gap and spiral density waves in the disc were well reproduced in the
SPH calculation. The most obvious difference between the two plots is at the core. The ZEUS
calculation treats accretion by removing gas that falls within 20% of the core’s Hill radius. By
removing gas near the core the ZEUS models do not show the increased density expected with
the accumulation of gas. By contrast, as discussed in section 2.4.3, the SPH model allows gas
to accumulate on the surface of the protoplanet which, in this case, is positioned at 5% of the
Hill radius. Thus, the region near the protoplanet has a much higher surface density in the SPH
calculation than in its ZEUS counterpart. The gridding used in the ZEUS calculation is course
in the region surrounding 0.2 RH at which gas is removed, leading to poor resolution near this
boundary. In contrast, the resolution in the SPH calculation inherently increases where particles
accumulate, allowing the flow near the core to be followed in detail.
The remaining boundary condition required is one to enable energy loss by radiative cool-
ing. The flux-limited diffusion scheme transfers energy between SPH particles, thus rendering it
unable to radiate into a vacuum (where there are no particles). So to enable radiation to escape
from the surfaces of the disc a surface boundary was introduced that maintained the initial tem-
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Figure 2.3: Surface density plots of an SPH disc region for a 33 M⊕ protoplanet using a locally-
isothermal equation of state. The left panel is a zoomed view of the original ZEUS calculation
of Bate et al. (2003) with the boundary of the SPH section overlaid as a white line. The right
panel shows an equivalent SPH simulation modelling only the disc section and using SPH particle
injection derived from the model shown in the left panel. The ZEUS calculation accretes gas that
comes within 20% of the protoplanet’s Hill radius, while in the SPH calculation the protoplanet
accumulates a gaseous envelope. The spiral shocks and gap in the protoplanetary disc generated
by the protoplanet are well reproduced in the SPH model.
perature profile in the high atmosphere of the disc. This boundary was situated above and below
the midplane where the optical depth into the disc was τ ≈ 1. SPH particles within these boundary
regions were evolved normally, except that they interacted with the SPH particles in the bulk of the
disc without changing their temperatures, maintaining the initial T ∝ r−1 profile. By accepting en-
ergy without changing their temperatures, these boundary particles represent energy loss into the
surrounding vacuum. To find the height of the boundary, the Gaussian vertical density distribution
was used,
ρ = ρ0 exp
(
− z
2
2H2
)
=
Σ0√
2piH
exp
(
− z
2
2H2
)
, (2.63)
which can be integrated through z to obtain the surface density,
Σ =
Σ0
2
[
erf
(
z√
2H
)]∞
−∞
. (2.64)
Integrating through a fraction of the z-dimension (∞ → a), and substituting into the equation for
the optical depth,
τ = Σκ, (2.65)
gives an equation which can calculate τ to a depth of a,
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τ =
κΣ0
2
[
erf
(
z√
2H
)]∞
a
, (2.66)
which can then be rearranged to give a/H,
a
H
=
√
2 erf−1
(
1 − 2τ
κΣ0
)
. (2.67)
Setting τ = 1, and taking values for Σ0 and κ from the disc’s initial distribution at the planet’s
orbital radius, allows the calculation of the height above/below the disc midplane for the radiation
boundary. In the sectional calculations, the surface density and opacity do not change greatly
across the radial extent being considered. As such the height of the radiation boundary is assumed
to be a constant number of scaleheights for all values of r. This assumption becomes untenable
when modelling a much larger radial extent, for example when modelling a whole disc. The
implementation of the radiation boundary, as well as physical boundaries for a global model, are
discussed in section 5.2.
2.4.3 Planetary cores
Planetary cores in the simulations that are described in this thesis were modelled by a gravitational
potential, or in the case of global models, by a gravitating point mass. Gravitational potentials are
commonly coupled with gravitational softening to deal with the very large forces that result deep
within such a potential, or a sink cell/particle that ‘accretes’ gas coming within a defined radius
(Bryden et al. 1999; Kley 1999; Lubow et al. 1999; Nelson et al. 2000b; Masset 2002; Bate et al.
2003; D’Angelo et al. 2003a; Papaloizou et al. 2004; D’Angelo et al. 2005; Lubow & D’Angelo
2006; Paardekooper & Mellema 2006; Masset et al. 2006; D’Angelo et al. 2006; D’Angelo &
Lubow 2008). In this work a different approach has been taken. An extreme modification to the
gravitational potential is made over a very short radial distance, approximating what infalling gas
might experience upon hitting a solid surface.
Different modifications to the gravitational potential were tried, along with different criteria
for their implementation. At first a boundary force proposed in Monaghan et al. (2003) was im-
plemented. This took the form of a smoothing length dependent cubic spline, which increased the
outward force acting on particles as they approached the planet in such a way as to prevent parti-
cle penetration. At first the smoothing length was taken as that of the planet, where the planet’s
smoothing length was the desired surface radius. However, this led to the surface force acting
upon particles where it was not required, for example those supported by the pressure of gas al-
ready resting on the planet, which needed no additional support. Changing the smoothing length
taken by the spline to be the minimum of the planet radius and particle smoothing lengths meant
that as a dense atmosphere was built the radial distance over which the surface force acted would
shrink, thus removing this undesired effect. However the dependency upon particle smoothing
lengths led to a non-spherical boundary, with differing influence upon particles of the same radial
distance due to density variations. More problems came about from the timesteps of particles as
they approached the planet. If the timesteps for integrating the motion of approaching particles
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were too long they were able to entirely bypass the small radial region in which the surface force
acted, and could find themselves within the planet. To address this an additional timestepping cri-
terion was added that affected particles approaching the planet, stepwise reducing their timesteps
based on their radius and velocity to ensure their interaction with the surface. However, the Mon-
aghan et al. boundary force as implemented was still temperamental. The envelopes that grew
upon a number protoplanets modelled with such a surface appeared to explode, ejecting most of
the accreted material. Despite the investment of considerable time to make the surface work as
desired, it continually threw up new problems; this led to its abandonment, and the seeking of a
new approach.
A continuous function was eventually chosen that could gradually shallow the gravitational
potential approaching the planet surface from outside, whilst offering a very rapid increase inside
of it to prevent particle penetration. The modification to the gravitational force is given by
Fr = −GMcr2
1 − (2Rp − rRp
)4 , (2.68)
for r < 2Rp where r is the radius from the centre of the planetary core, Rp is the radius of the
planetary core, and Mc is the mass of the planetary core. This equation yields an opposing force
upon gas within one core radius of the core’s surface, resulting in a zero net force between a
particle and the planetary core at the surface radius Rp. Inside of the core’s radius the force is
outwards and increases rapidly with decreasing radius. Gas particles therefore come to rest very
close to the core radius, though the equilibrium position is slightly inward of this value due to the
pressure exerted by the gas that accumulates on top of the inner most layer of particles. At the
same time, moving from a leap-frog integrator to a Runga-Kutta integrator ensured that particles
didn’t bypass the surface and end up in the planet; this removed the need for the additional timestep
constraints that had been used with the cubic spline.
Another timestep issue arose when the surface was applied in the global calculations to
examine planetary migration. In these models the protoplanet mass is represented by a gravitating
point mass (sink particle), instead of the fixed potential. For such models, problems in momentum
conservation occur for very small surface radii. Particles deep within the protoplanets potential
experience a very strong gravitational interaction with the protoplanet. If the sink particle repre-
senting the protoplanet and the gas are evolving on different timesteps, there arises an integration
error in the force between the two, which leads to a breakdown in the conservation of momentum.
A result of this was spuriously fast migration rates for the protoplanets modelled with the smallest
surface radii. To overcome this failing, all particles within 0.3 RH of the protoplanet centre are
forced to share the shortest timestep found amongst them. This effectively removes the timestep-
ping integration error, after which the limit to precision comes of errors in the self-gravity. The
implementation of self-gravity in this SPH code uses a tree which bundles particles into nodes. A
gas particle interacting with non-local material can calculate its gravitational interaction with this
node rather than the many constituent particles. This leads to self-gravity calculations that scale
with the number of particles, N, as N logN, instead of N2, reducing the computational cost. There
are some inaccuracies inherent to such a system due to the averaged centre of mass of a node, with
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which an interaction does not fully reproduce the expected gravitational pull of a series of spatially
separated particles. These tree errors are usually too small to be of great concern. However, as
was found with investigations into the timestepping errors discussed above, migration is extremely
sensitive to these small inaccuracies. To further improve the reliability of the migration rates ob-
tained, a new node opening criterion was added. This forced nodes to split open if any of their
constituent particles fell within a distance of Rp of the protoplanet’s surface. Within this region
the self-gravity is calculated directly between gas particles. With the computation cost going as
N2 in this region, as the protoplanet accretes these calculations become quite slow. However with
the timestepping and tree opening conditions in place, the migration rates obtained should be free
of the influence of numerical errors down to machine precision.
The addition of a planet potential into an unperturbed disc, initially leads to the very rapid
infall of surrounding gas. This leads to rapid heating at the surface of the planet as the gas is
quickly compressed. Such a hot layer of material that is rapidly enveloped by a growing, optically
thick, atmosphere can have explosive consequences. Specifically, in early models of this type
it was found that the atmosphere might well be ejected in hot bubbles because the heat created
could not escape quickly enough via radiation. To try and mitigate such outbursts in the radiation
hydrodynamical calculations, Rp was initially set to 0.01 rp and reduced exponentially in size to
the desired radius during the first 1 - 2 orbits of the protoplanet. The rate at which the surface
shrunk was made more gradual for calculations that showed a greater sensitivity to this settling
period. In this way the initial gas infall onto the planet was into a much shallower potential,
producing a lot less heat, and averting the troublesome hot bubbles. To illustrate the success of
this approach figure 2.4 shows the evolution of the gas density and temperature distribution along
the radial axis towards the star at four different times for a 33 M⊕ planetary core embedded in
a protoplanetary disc with an unperturbed surface density at rp of 75 g cm−2. The circumstellar
disc had standard interstellar grain opacities, which were the highest grain opacities used in any of
these calculations, and therefore posed the greatest challenge to cooling the gas efficiently. After
the first orbit, during which the planet surface shrank, the density and temperature distributions
changed very little, slowly extending to greater maximum values as the planet grew by accretion.
By shrinking the planet gradually, the gas regained a quasi steady distribution as it had possessed
at the outset, but now with the planet potential in place, and able to accrete.
Whenever the surface was used with a small radius for a low mass protoplanet, it was found
that at low resolutions the process of accretion was very inefficient. Using 104 particles in a sec-
tion with an embedded 10 M⊕ protoplanet, modelled with a realistic surface radius, accretion was
effectively non-existent. Following the accretion of an initial layer of gas, the pressure interaction
with approaching material prevented further growth. Whilst this pressure is expected, the large
smoothing lengths of low resolution calculations caused it to occur over much great distances. As
such the pressure force felt by the incoming gas was comparable with the protoplanet’s gravita-
tional force, for which the range of interaction did not scale with smoothing length. This prevents
the gas from becoming trapped within the potential, and so ends accretion. Tripling the resolution
was found to be sufficient to overcome this hurdle for these lowest mass cases. Beyond this, in-
creasing the resolution did not appear to change the accretion rates (discussed further in section
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Figure 2.4: The panels show the evolution of the radial density and temperature distributions of
the protoplanetary envelope at different stages within 10 orbits. The radial distance is measured
away from a 33 M⊕ solid core towards the central star. The times shown are 0.1, 0.5, 1, and 10
orbits represented by dot-dash, short-dash, long-dash, and solid lines respectively. The thick solid
line in both cases shows the initial conditions employed in the disc. Once the core has shrunk
smoothly to its final radius the distributions change only as the envelope accretes more mass, and
the form of the distribution remains similar.
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3.2.2).
In all calculations using the surface force, as the planets grew, the gas being accreted piled
up to form atmospheres. No gas was removed near the planet, as is common in numerical mod-
els of planet growth. This is important as such removal can lead to artificial negative pressures
that draw gas towards the planet more rapidly than might naturally be expected. In calculations
designed to determine the accretion rate of growing planets, such an artificial contribution might
be a not insignificant factor. Such evacuation may also alter the local structure of the disc which
could have implications for planet migration (see section 5.3).
A protoplanet modelled with this SPH code, using the surface force to allow natural growth,
self-gravity, and radiative transfer, includes all of the important physics of one-dimensional mod-
els, but with full three-dimensional hydrodynamics. This makes these models of planet growth
and migration the most realistic to date.
Chapter 3
Gas accretion onto planetary cores
3.1 Introduction
This chapter discusses work to investigate the dependence of the gas giant formation timescale
upon physical parameters. As discussed in chapter 1, the dispersal of circumstellar discs implies
a time limit within which any formation mechanism must have finished its gas accretion phase.
The gas giant formation scenario outlined in Pollack et al. (1996) consists of several phases, the
longest of which is a steady growth phase of concurrent gas and solids accretion (Phase 2) that
precedes runaway growth. By changing parameters such as the grain opacity of the circumstellar
disc, and the mass of the solid core, the calculations that follow attempt to shed light on the impact
of these factors in determining the length of this time dominant growth phase. Whilst this had
been studied before in one-dimensional quasi-static models (Pollack et al. 1996; Hubickyj et al.
2005; Papaloizou & Nelson 2005), and three-dimensional isothermal models (Bryden et al. 1999;
Kley 1999; Lubow et al. 1999; Nelson et al. 2000b; Masset 2002; Bate et al. 2003; D’Angelo
et al. 2003a; Nelson & Papaloizou 2004; Papaloizou et al. 2004; D’Angelo et al. 2005; Lubow
& D’Angelo 2006; Paardekooper & Mellema 2006; Masset et al. 2006; D’Angelo et al. 2006;
D’Angelo & Lubow 2008), the calculations presented here, with those of Fouchet &Mayer (2008),
were the first three-dimensional radiation hydrodynamics models to consider the problem. As
such, comparisons with these previous types of calculation can expose the impact of the additional
dimensionality/physics of the presented SPH models.
3.1.1 Planetary cores
Using the surface force described in section 2.4.3 to treat the protoplanets interaction with the
accreted gas is another distinction between this and previous work. Whilst this enables calcula-
tions involving protoplanets of any chosen size, a majority of the calculations discussed here use
cores with radii equivalent to 1% of their respective Hill radii. This is 10-20 times larger than the
radius of a physical solid core (Table 3.1). These enlarged radii are used for reasons of expedi-
ence, reducing the maximum depth of the protoplanet potential to which gas can descend, and so
reducing the magnitude of the forces acting upon that gas. Gas under the action of large forces
requires short timesteps to correctly evolve, and so the computation time increases to an almost
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prohibitive extent when realistic protoplanetary core radii are used. The assumption was that since
the enlarged cores were still much smaller than the Hill radius (at which accretion from the proto-
planetary disc to the protoplanet is expected to occur), and the envelopes they develop were likely
to be optically thick, the enlargement would not greatly change the accretion rates. Beyond these
practical considerations, the cores with masses & 100 M⊕ are better thought of as partially formed
protoplanets, with an existing envelope of some considerable mass. In these cases using a radius
of 1% RH is not an unrealistic choice.
Dedicating a large swathe of time to a few select calculations, it was possible to model the
accretion process all the way down to the surface of realistically-sized planetary cores. In these
cases, the radii of the solid cores were taken from the models by Seager et al. (2007) for solid
exoplanets comprised of 75% water, 22% silicates, and 3% iron. Table 3.1 lists the Hill radii and
realistic solid core radii for each of the different core masses that are modelled.
3.1.2 Gas accretion rates
The gas accretion rates stated in this thesis are calculated as the rate at which gas passes into the
self-consistently calculated Hill sphere of the protoplanet given by
RH =
3
√
Mpp
3M∗
rp (3.1)
where Mpp is the mass contained within RH (i.e. the mass of the protoplanet core Mc plus any gas
within RH, Menv). The accretion rate is averaged over the last orbit for each calculation once the
simulation has reached 10 orbits. Accretion rates measured at identical times for differing physical
conditions (e.g., planetary core masses and grain opacities) allow quantitative comparisons of the
effects of changing these parameters.
The choice of 10 orbits came of the desire to have a settled disc, undergoing an evolution
free of influence from the turbulence generated by embedding a protoplanet into an otherwise
initially unperturbed disc. It is also a compromise based on the limited computer time available to
evolve the models. Figure 3.1 shows the increase of the mass contained within the Hill sphere over
the first ten orbits for several different core masses. At first an atmosphere begins to rapidly form
on the suddenly embedded protoplanet. After this initial surge, the atmosphere begins to strike a
balance between thermal support and accretion, though not reaching a true equilibrium state. A
quasi-equilibrium accretion rate is achieved after less than 2 orbits; measuring at 10 orbits gives a
comfortable margin by which to clear the initial transient growth phase.
3.2 Tests
As the first application of the SPH code, with its various adaptations to modelling planet growth
within a disc section, it was prudent to test the sensitivity of the models to the chosen numerical
parameters. Specifically, comparisons were drawn between two calculations that had different disk
section sizes, and also between calculations that employed different numbers of SPH particles
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Core mass Core mass Hill radius Hill radius Solid core radius
(M) (M⊕) (rp) (R⊕) (R⊕)
3 × 10−5 10 0.022 2600 2.4
7 × 10−5 22 0.027 3300 2.7
0.00010 33 0.032 3900 3.1
0.00017 56 0.038 4600 3.5
0.0003 100 0.046 5700 3.9
0.0005 166 0.055 6700 4.1
0.001 333 0.069 8400 4.4
Table 3.1: The initial protoplanet masses that are modelled in this work (in solar masses and Earth
masses), along with their Hill radii (in units of the protoplanet’s orbital radius and Earth radii) and
their realistic physical solid core radii (based on the models of Seager et al. 2007).
Figure 3.1: The increasing gas mass within the Hill radius over the first 10 orbits is shown for
four different core masses; 10 M⊕ (dash-dots-dash), 33 M⊕ (solid), 56 M⊕ (short-dash), and
100 M⊕ (long-dash). The accretion rates are measured over the last orbit. These calculations
were performed with a protoplanetary disc surface density of 75 g cm−2 at rp and interstellar grain
opacities.
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Figure 3.2: The left panel shows a surface density plot of a standard section size calculation with
a 33 M⊕ protoplanet, whilst the right panel shows an otherwise identical calculation with both the
radial and azimuthal ranges doubled in extent. The calculations were performed with self-gravity
radiation hydrodynamics using standard interstellar grain opacities. The results did not change
significantly when the disc section was enlarged.
to model the gas. All of these calculations were performed using a planetary core of 33 M⊕
embedded in a standard protoplanetary disc.
3.2.1 Dependence on section size
Calculations were performed with 4 times the area of the standard section size (i.e., r = 1 ± 0.3 rp
and φ = ±0.3 radians), with the same number density of particles within the region modelled
by both calculations. Surface density plots are shown in figure 3.2 for both the standard section
size (left panel) and the larger section (right panel). Both calculations were conducted using
self-gravity radiation hydrodynamics with protoplanet radii of 1% of the Hill radius and standard
interstellar grain opacities. At 10 orbits the two models had accretion rates that differed by less
than 10%, and the masses contained within the self-consistently calculated Hill spheres differ by
less than 3%.
3.2.2 Dependence on numerical resolution
Most calculations in this paper use 3 × 104 SPH particles within a standard disc section to in-
vestigate accretion. The effects of resolution were tested by running 105 particle calculations for
33 M⊕ cores at each of the opacities that were used in the 3 × 104 particle calculations. For
the high resolution runs and their standard resolution equivalents the realistic physical core radii
from Seager et al. (2007) were used, thus testing the resolution dependence in the cases where the
most extreme densities and forces are found. The particle number density obtained using 3 × 104
particles, when scaled to the volume of the 2-20 AU disc model of Fouchet & Mayer (2008), is
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Mass Locally Standard 10% 1% 0.1% Standard opacity
(M⊕) isothermal opacity opacity opacity opacity high-mass disc
10 4.6 × 10−5 6.5 × 10−7 1.0 × 10−6 3.2 × 10−6 4.8 × 10−7 –
22 8.1 × 10−5 1.1 × 10−6 3.6 × 10−6 1.0 × 10−5 1.4 × 10−5 7.3 × 10−6
33 8.5 × 10−5 2.1 × 10−6 6.1 × 10−6 2.4 × 10−5 4.7 × 10−5 6.6 × 10−6
56 9.1 × 10−5 5.0 × 10−6 1.7 × 10−5 6.0 × 10−5 5.7 × 10−5 –
100 9.2 × 10−5 3.3 × 10−5 4.6 × 10−5 5.4 × 10−5 5.1 × 10−5 3.3 × 10−5
166 – 3.8 × 10−5 4.7 × 10−5 5.2 × 10−5 4.3 × 10−5 1.7 × 10−4
333 8.0 × 10−5 2.6 × 10−5 3.2 × 10−5 3.4 × 10−5 3.0 × 10−5 1.3 × 10−4
Table 3.2: The accretion rates of various mass protoplanets (in MJ yr−1) obtained from the SPH
calculations. Rates are given for the locally-isothermal calculations and the self-gravity radiation
hydrodynamical calculations using core radii of 1% of the protoplanet’s Hill radius with standard
interstellar grain opacities and with 10%, 1%, and 0.1% of these values. The last column also
gives radiation hydrodynamical accretion rates with standard interstellar grain opacities, but using
a protoplanetary disc that is ten times more massive (750 g cm−2 at the protoplanet’s radius, rather
than the standard surface density of 75 g cm−2).
equivalent to using 4 × 107 particles. Their maximum resolution was 106 particles for this model.
Smoothing lengths near the planetary cores in these models, which give the effective resolution
length, were as low as 3 × 10−4RH ≈ Rp, which is nearly two orders of magnitude better than the
resolution of D’Angelo & Lubow (2008). This is the advantage gained by using a sectional model
as opposed to a whole disc for studying planet growth. It is also a product of the naturally adaptive
resolution of SPH.
Figure 3.3 shows the radial density and temperature profiles of the protoplanets for the two
different resolutions using standard interstellar grain opacities. The structure of the protoplanets
is similar for the two resolutions. The greatest differences occur at the surface of the core with the
higher resolution calculation resolving higher densities and temperatures. The maximum density
is ≈ 3 times greater in the higher resolution calculation, and the temperature ≈ 2 times higher. The
standard and high resolution calculations using reduced opacities also display good agreement
with each other. The dependence of the accretion rates on the resolution was found to be small,
differing by between 2% and 10% for all opacities, with the accretion rates being calculated at
2 orbits. These calculations could not be followed for many orbits due to the computation time
required to evolve these small core calculations, particularly at high resolutions where each orbit
took ∼ 16 weeks of CPU time.
3.3 Results
3.3.1 Locally-isothermal calculations
Locally-isothermal calculations were performed to provide upper limits for the rates of accretion
on to planetary cores, and to allow comparisons between these results and those of Bate et al.
(2003). With a locally-isothermal equation of state there is no heating of gas near a planet due to
accretion. As such there is no increase in thermal pressure to oppose the collapse of the gas onto
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Figure 3.3: The top panel shows the density fall off along the vertical (z) direction from the centre
of a 33 M⊕ planetary core, whilst the bottom panel shows the temperature fall off over the same
range. The solid line in both cases represents a 3 × 104 particle calculation, whilst the dashed line
is for a 105 particle calculation. The calculations are both self-gravity radiation hydrodynamical
calculations using standard interstellar grain opacities and a standard protoplanetary disc. The
vertical lines (dash-dots-dash) in both cases from left to right indicate the realistic solid core radius,
a Jupiter radius, and the Hill radius of the core.
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the planetary core, and gravity is the dominant force in determining the dynamics of the system.
Accretion rates
Table 3.2 lists the accretion rates obtained using the locally-isothermal equation of state for 6
different core masses in a standard protoplanetary disc. These accretion rates are also plotted with
asterisks in figure 3.4 (amongst other data). The locally-isothermal accretion rates increase with
the core mass below ∼ 20 M⊕, level off above this mass, and eventually begin decreasing above
∼ 100 M⊕. This turn over with increasing core mass is a result of the disc gap that broadens for
higher mass cores, acting to limit the flow of gas into the Hill sphere. A turn over in accretion rate
with increasing core mass was also obtained by Bate et al. (2003) using ZEUS, and their results,
as well as those of Lubow et al. (1999), are plotted in figure 3.4 for comparison (the solid lines
connecting diamond and plus symbols respectively). The SPH and ZEUS accretion rates always
lie within 30% of each other, although the turn over from the SPH calculations is not as abrupt
as was obtained in the ZEUS calculations. This level of agreement is satisfactory given that the
main aim of this paper is to determine how the inclusion of radiative transfer affects the accretion
rates and, as will be seen, radiative transfer can alter the accretion rates by up to two orders of
magnitude. The reason for the differences between the ZEUS and SPH calculations is not clear,
but it is probably due to a combination of the different viscosities in the two types of calculation
and the fact that although the ZEUS calculations have settled to a quasi-equilibrium protoplanetary
disc structure, injecting SPH particles into the disc section based on this ZEUS quasi-equilibrium
will not produce an SPH disc structure that is exactly in quasi-equilibrium. The smooth solid
curve plotted in figure 3.4 is the analytic approximation of D’Angelo et al. (2003b) based on their
locally isothermal three-dimensional calculations, and represents upper limits for accretion using
their model.
Isothermal calculations were also performed that used a surface density of 750g cm−2 at 5.2
AU, ten times the value in the standard surface density. As expected, accretion rates under these
conditions increased linearly with the disc surface density.
The isothermal results give upper limits for the accretion rates that are possible for a par-
ticular protoplanetary core in a disc of a given density, viscosity, etc. Radiative transfer (and
other effects such as heating of the envelope due to planetesimal bombardment) act to decrease the
accretion rates.
Gas dynamics
Along with the accretion rates, the gas dynamics in the SPH calculations were compared with
those of Bate et al. (2003) obtained using ZEUS. Figure 3.5 plots the midplane density and gas
streamlines for the 10, 33, 100, and 333 M⊕ cores in a similar manner to figure 5 of Bate et al.
The spiral shocks generated by the protoplanet in the SPH simulations closely resemble those
of Bate et al., with sharp changes in gas velocities at the shock fronts, and gas spiralling on to
the core via circumplanetary discs. Bate et al. resolved circumplanetary discs in their locally-
isothermal calculations for protoplanets with masses as low as 33 M⊕, but they did not have the
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Figure 3.4: Protoplanet accretion rates. The asterisks mark the accretion rates for the SPH cal-
culations using a locally-isothermal equation of state, essentially providing upper limits to the
accretion rates obtainable with various protoplanet masses. The diamonds mark the results of
Bate et al. (2003), and the plus signs those of Lubow et al. (1999), connected with solid lines.
These calculations were also locally-isothermal but were global disc simulations performed using
the ZEUS code. The SPH and ZEUS accretion rates are in reasonable agreement. The accretion
rates from the self-gravity radiation hydrodynamical SPH calculations using core radii of 1% of
the protoplanet’s Hill radius are given using line types that denote the different grain opacities.
Results are shown using standard interstellar grain opacities (IGO) (dotted), 10% IGO (short-
dashed), 1% IGO (dot-dash), and 0.1% IGO (long dashed). The inclusion of radiative transfer
substantially lowers the accretion rates of low-mass protoplanets, but Jupiter-mass protoplanets
have similar accretion rates to the locally-isothermal result, regardless of the grain opacity. The
analytic approximation of D’Angelo et al. (2003b) is shown by the solid curved line.
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Figure 3.5: Disc density (ρ) and streamlines at the disc midplane for a range of protoplanet masses:
333, 100, 33, and 10 M⊕ from top-left to bottom-right. These plots are similar to those presented
in figure 5 of Bate et al. (2003). The calculations use a locally-isothermal equation of state.
The spiral shocks and horseshoe orbit regions generated by the protoplanets are clearly visible.
Circumplanetary discs were formed in all but the lowest mass case, and are readily apparent in the
highest mass case from the streamlines.
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resolution to investigate whether discs formed in their lower mass cases. For the SPH calculations,
the presence of circumplanetary discs is clearly demonstrated by the steamlines in the Jupiter-mass
case. Smaller discs were found for the lower-mass protoplanets, again down to 33 M⊕.
3.3.2 Self-gravity radiation hydrodynamical calculations
In locally-isothermal calculations, thermal pressure plays a very minor role in determining the
gas dynamics near the protoplanet. In reality, however, the release of gravitational energy during
the accretion process heats the gas near the protoplanet which lends thermal support to the gas
and inhibits accretion. This process can only be treated properly by including radiative transfer.
One of the primary motivations for this work was to investigate how much the accretion rates
decreased from the locally-isothermal rates when the process was modelled using self-gravity
radiation hydrodynamics.
Gas dynamics
Figure 3.6 shows density plots and streamlines for self-gravity radiation hydrodynamical calcu-
lations of the same four protoplanet masses as those shown in figure 3.5. These calculations all
have full IGO and a standard protoplanetary disc. The Jupiter-mass protoplanet has very similar
gas dynamics in its vicinity regardless of the thermal treatment. This is because the gravitational
forces are dominant over the thermal pressures involved. The only significant changes are that
the circumplanetary disc is somewhat hotter, thicker, and appears larger in radius, and the spiral
shocks that are prominent in the locally-isothermal circumplanetary disc are much weaker in the
radiation hydrodynamical calculation (see also figure 3.8). At lower core masses, where the gravi-
tational forces are weaker, the increased thermal pressure in the vicinity of the protoplanet smears
out the features seen under locally-isothermal conditions. The spiral shocks become much less
prominent and the radial extents of the horseshoe orbit regions are greatly decreased. There is no
perceptible deflection of the streamlines near the 10 M⊕ protoplanet, while although the shocks
and their associated streamline deflections are visible in the 33 and 100 M⊕ protoplanet cases,
they are much weaker than in the locally isothermal case. Finally, the mass distribution within
the Hill radius of protoplanets with masses ∼< 100 M⊕ was found to be an envelope rather than
a circumplanetary disc. Whereas the 166 and 333 M⊕ cases have a clear disc, the lower-mass
protoplanets are surrounded by an envelope with very little vertical flattening (figure 3.7).
With a fixed planet orbital radius and only modelling a small section of the protoplanetary
disc it was not possible to investigate the torque exerted on the protoplanet by the disc and its con-
sequent radial migration rate. However, for low-mass cores (< 100M⊕) the substantial weakening
of the shocks with the inclusion of radiative transfer suggests that their migration rates should
be substantially reduced in comparison with locally-isothermal migration models (see chapter 5).
Indeed, Morohoshi & Tanaka (2003), Paardekooper & Mellema (2006), Paardekooper & Mellema
(2008a), and Kley & Crida (2008) all find that the radial migration rates of protoplanets are al-
tered significantly when non-isothermal calculations are performed, reducing the inward radial
migration rate and in some cases producing outward radial migration.
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Figure 3.6: Disc density (ρ) and streamlines at the disc midplane for the self-gravity radiation
hydrodynamical calculations using core radii of 1% of the Hill radii and standard interstellar grain
opacities for the same protoplanet masses as in figure 3.5. The highest mass case is similar to that
obtained using the locally-isothermal equation of state, but the circumplanetary disc is somewhat
larger and the spiral shocks within it are less pronounced. For the lower mass protoplanets, how-
ever, the spiral shocks in the protoplanetary disc are much weaker and the horseshoe orbit regions
are much narrower in the radiation hydrodynamical calculations than in the locally-isothermal
calculations.
3.3. RESULTS 72
Figure 3.7: Density (ρ) profiles of the accreting protoplanets for the self-gravity radiation hy-
drodynamical calculations using core radii of 1% of the Hill radii and standard interstellar grain
opacities for the same protoplanet masses (333, 100, 33, and 10 M⊕) as in figures 3.5 and 3.6. The
solid lines give the density profiles along the x-axis in the disc midplane from the planetary core
towards the central star. The dashed lines give the vertical density profiles (along the z direction).
It is clear from these density profiles that the 333 M⊕ protoplanet forms a circumplanetary disc,
and the 100 M⊕ protoplanet has a somewhat flattened envelope within their respective Hill radii
(marked by the vertical dash-dots-dash lines). The lower mass protoplanets are surrounded by
almost spherical envelopes.
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The effect of reduced grain opacities
In the previous sections, results were presented from locally-isothermal calculations and radiation
hydrodynamical calculations using full interstellar grain opacities (IGO). In this section, the in-
termediate cases are discussed. The expectation was that as the opacity of the gas was decreased,
the radiation hydrodynamical calculations would become more like the locally-isothermal calcu-
lations.
Figure 3.8 includes surface density plots for locally-isothermal calculations (left) and radi-
ation hydrodynamical calculations with 1% IGO (centre) and full IGO (right) for core masses of
22, 33, 100, and 333 M⊕. As expected, there is a clear transition from strong isothermal shocks
to weak shock fronts as the opacity increases and radiative transfer becomes more important. It is
also found that a circumplanetary disc is formed around a 100 M⊕ protoplanet when the opacity
is reduced to 1% IGO whereas when the full IGO is used the protoplanet is surrounded by an
envelope. This reflects the increased ability of the lower opacity gas to cool. However, even using
1% IGO, 56 M⊕ and lower mass protoplanets are unable to form discs, and are surrounded by
envelopes. Surface density plots, and density weighted temperature maps for all the calculated
core masses are plotted in figures 3.9 to 3.22. All the plots are for the same evolution time, and
include the isothermal models, and radiative transfer models with 1%, 10%, and full IGO. The
surface density maps have inconsistent density scales in order to enhance the features of the disc,
but the temperature maps are all consistent in temperature scale. For each protoplanet mass the
spiral arm features, and if present, the circumplanetary discs, become more clearly defined with
decreasing opacity as was seen in figure 3.8. Now with the inclusion of the temperature maps it is
interesting to draw comparisons between the surface density structure and the thermal structure.
At high opacities if can be seen that the temperature distribution around the protoplanet is almost
isotropic, in spite of the gap and spiral arms. This is a result of inability of the whole structure to
cool efficiently, so heat produced in a particular structure slowly diffuses through the surrounding
environment, warming it all. In contrast, in the low opacity cases, particularly 1% IGO, the heat
generated in the spiral arms can be seen within these structures alone. The heat is able to radiate
out to the boundary without interacting with and warming the local environment.
As mentioned above, it was not possible to calculate the radial migration rates of the pro-
toplanets from these calculations. Nevertheless it can be suggested that the radial migration rates
in radiation hydrodynamical simulations will depend on the grain opacity of the gas because of
the opacity dependence of the spiral shock structure. Lower grain opacities will lead to inward
migration rates more similar to the locally-isothermal migration rates, while high opacity gas will
lead to slower inward migration rates. This is a further complication in trying to understand the
already complex problem of protoplanet migration in a protoplanetary disc (see chapter 5).
Accretion rates
In the midplane of the protoplanetary disc, gas accreted by the protoplanet comes from the re-
gion between the horsehoe orbit streamlines and the region where streamlines are perturbed by
the protoplanet, but nevertheless continue to orbit the star (figures 3.5 and 3.6). The widths of
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Figure 3.8: Surface density plots for locally-isothermal calculations (left), and self-gravity radi-
ation hydrodynamical calculations using 1% IGO (centre), and standard IGO (right) calculations
with a standard protoplanetary disc surface density. From top to bottom the protoplanet masses
are 22, 33, 100, and 333 M⊕ respectively. The radiation hydrodynamical calculations use proto-
planet radii of 1% of the Hill radii, while the locally-isothermal calculations use 5% of the Hill
radii. Note that with radiative transfer and standard opacities, the spiral shocks in the protoplane-
tary disc are much weaker than using a locally-isothermal equation of state, while using radiative
transfer with reduced grain opacities results in intermediate solutions because the discs are less
optically thick and are able to radiate more effectively than with standard opacities.
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Figure 3.9: Surface density plot of protoplanetary disc section with an embedded 10 M⊕ proto-
planet. Top-left: isothermal; top-right: RT 1/100th IGO; bottom-left: RT 1/10th IGO; bottom-
right: RT IGO. The surface radius is 5% RH for the isothermal calculation, and 1% RH for the
radiative transfer calculations. This low mass protoplanet is unable to etch out a gap even in the
isothermal calculation.
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Figure 3.10: Density weighted temperature maps of protoplanetary disc sections with an embed-
ded 10 M⊕ protoplanet. Top-left: isothermal; top-right: RT 1/100th IGO; bottom-left: RT 1/10th
IGO; bottom-right: RT IGO. The surface radius is 5% RH for the isothermal calculation, and 1%
RH for the radiative transfer calculations. The shocks developed are very weak, and so they do not
have high temperatures.
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Figure 3.11: Surface density plot of protoplanetary disc section with an embedded 22 M⊕ pro-
toplanet. Top-left: isothermal; top-right: RT 1/100th IGO; bottom-left: RT 1/10th IGO; bottom-
right: RT IGO. The surface radius is 5% RH for the isothermal calculation, and 1% RH for the
radiative transfer calculations. At protoplanet of this mass is able to etch something of a gap in the
isothermal calculation, though in any of the radiative transfer calculations it is very limited.
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Figure 3.12: Density weighted temperature maps of protoplanetary disc sections with an embed-
ded 22 M⊕ protoplanet. Top-left: isothermal; top-right: RT 1/100th IGO; bottom-left: RT 1/10th
IGO; bottom-right: RT IGO. The surface radius is 5% RH for the isothermal calculation, and 1%
RH for the radiative transfer calculations.
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Figure 3.13: Surface density plot of protoplanetary disc section with an embedded 33 M⊕ pro-
toplanet. Top-left: isothermal; top-right: RT 1/100th IGO; bottom-left: RT 1/10th IGO; bottom-
right: RT IGO. The surface radius is 5% RH for the isothermal calculation, and 1% RH for the
radiative transfer calculations. A partially evacuated gap is now clearly formed in all but the
highest opacity calculation in which it is quite tenuous.
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Figure 3.14: Density weighted temperature maps of protoplanetary disc sections with an embed-
ded 33 M⊕ protoplanet. Top-left: isothermal; top-right: RT 1/100th IGO; bottom-left: RT 1/10th
IGO; bottom-right: RT IGO. The surface radius is 5% RH for the isothermal calculation, and 1%
RH for the radiative transfer calculations.
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Figure 3.15: Surface density plot of protoplanetary disc section with an embedded 56 M⊕ pro-
toplanet. Top-left: isothermal; top-right: RT 1/100th IGO; bottom-left: RT 1/10th IGO; bottom-
right: RT IGO. The surface radius is 5% RH for the isothermal calculation, and 1% RH for the
radiative transfer calculations.
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Figure 3.16: Density weighted temperature maps of protoplanetary disc sections with an embed-
ded 56 M⊕ protoplanet. Top-left: isothermal; top-right: RT 1/100th IGO; bottom-left: RT 1/10th
IGO; bottom-right: RT IGO. The surface radius is 5% RH for the isothermal calculation, and 1%
RH for the radiative transfer calculations.
3.3. RESULTS 83
Figure 3.17: Surface density plot of protoplanetary disc section with an embedded 100 M⊕ pro-
toplanet. Top-left: isothermal; top-right: RT 1/100th IGO; bottom-left: RT 1/10th IGO; bottom-
right: RT IGO. The surface radius is 5% RH for the isothermal calculation, and 1% RH for the
radiative transfer calculations. Beyond 100 M⊕ the gap is much more clearly defined in all of the
models.
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Figure 3.18: Density weighted temperature maps of protoplanetary disc sections with an embed-
ded 100 M⊕ protoplanet. Top-left: isothermal; top-right: RT 1/100th IGO; bottom-left: RT 1/10th
IGO; bottom-right: RT IGO. The surface radius is 5% RH for the isothermal calculation, and 1%
RH for the radiative transfer calculations. The high opacities are leading to an isotropic tempera-
ture structure around the protoplanet.
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Figure 3.19: Surface density plot of protoplanetary disc section with an embedded 166 M⊕ pro-
toplanet. Top-left: isothermal; top-right: RT 1/100th IGO; bottom-left: RT 1/10th IGO; bottom-
right: RT IGO. The surface radius is 5% RH for the isothermal calculation, and 1% RH for the
radiative transfer calculations. There is very little in the way of spiral structure to be seen imme-
diately around the protoplanet, even in the isothermal case.
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Figure 3.20: Density weighted temperature maps of protoplanetary disc sections with an embed-
ded 166 M⊕ protoplanet. Top-left: isothermal; top-right: RT 1/100th IGO; bottom-left: RT 1/10th
IGO; bottom-right: RT IGO. The surface radius is 5% RH for the isothermal calculation, and 1%
RH for the radiative transfer calculations.
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Figure 3.21: Surface density plot of protoplanetary disc section with an embedded 333 M⊕ pro-
toplanet. Top-left: isothermal; top-right: RT 1/100th IGO; bottom-left: RT 1/10th IGO; bottom-
right: RT IGO. The surface radius is 5% RH for the isothermal calculation, and 1% RH for the
radiative transfer calculations. The spiral structure immediately surrounding the protoplanet be-
comes more apparent as the opacity is decreased.
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Figure 3.22: Density weighted temperature maps of protoplanetary disc sections with an embed-
ded 333 M⊕ protoplanet. Top-left: isothermal; top-right: RT 1/100th IGO; bottom-left: RT 1/10th
IGO; bottom-right: RT IGO. The surface radius is 5% RH for the isothermal calculation, and 1%
RH for the radiative transfer calculations. With a high opacity the temperature is almost isotropic
around the protoplanet, but at the lowest opacity the heat in the shocks can be seen clearly.
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these regions decrease as the protoplanet’s mass decreases and, thus, the protoplanet accretion
rate also decreases. For higher-mass protoplanets the resulting accretion rate is not as large as
would be predicted purely by the width of the accreting streamline region because the accretion
rate also depends on the gas density in this region which, for high-mass protoplanets, is dramati-
cally decreased by the opening of the gap in the disc by the protoplanet. Thus, for very high-mass
protoplanets (∼> 333 M⊕) the accretion rate quickly decreases with increasing mass (figure 3.4).
As mentioned in section 3.3.2, the inclusion of radiative transfer decreases the size of the
horseshoe orbit region for the low-mass protoplanets and, simultaneously, the width of any ac-
creting streamline region. This leads directly to greatly reduced accretion rates for the low-mass
protoplanets compared to the locally-isothermal calculations. Another way of understanding the
effect is that the additional thermal support provided by the gravitational energy released by the
accreting gas inhibits further gas accretion onto the protoplanet with radiative transfer. Only as
thermal energy is radiated out of the envelope can more gas be accumulated by the protoplanet.
The degree of reduction of the accretion rates below the locally-isothermal upper limits
depends upon the opacity of the gas, and the mass of the protoplanet. Figure 3.4 illustrates the
accretion rates obtained for 7 core masses (10, 22, 33, 56, 100, 166, and 333M⊕) using self-gravity
radiation hydrodynamics for 4 different grain opacities (100%, 10%,1%, and 0.1% interstellar
grain opacities) and a standard protoplanetary disc.
At the low mass end (excepting the 0.1% IGO, 10M⊕ case), where thermal effects rival the
importance of gravity, the accretion rates increase with decreasing opacity. The accretion rate is
dependent upon the condensation of gas towards the core, which is in turn limited by the rate at
which energy can be removed by radiation. Reducing the opacity reduces the optical depth to the
protoplanet allowing energy to be released more rapidly and the gas to cool more quickly, which
in turn leads to faster accretion by the protoplanet. As the mass of the protoplanet increases so
the dependence of the accretion rate on the opacity decreases, evidence of gravity’s increasingly
dominant influence. At 333 M⊕ the accretion rates at all the different opacities were found to be
similar, and within a factor of 3 of the isothermal rates, where gravity is the dominant force at
work. Still, however optically thin the gas, the radiative transfer models cannot become equivalent
to the isothermal calculations at any core mass due to the presence of the accreting protoplanet as
a heat source within the disc. This is abundantly clear in the midplane temperature maps shown
in figures 3.10 to 3.22 where the accretion onto the protoplanet is evidently producing significant
heat.
The accretion rate for a 10 M⊕ protoplanet in an envelope with a 1/1000 IGO gives the
slowest accretion rate found in these calculations. Physically it is to be expected that the gas and
radiation fields couple via the immersed grains, noting that in these models the grains and gas
are assumed to have the same temperature. Compression of the gas increases its temperature, and
as it warms so do the immersed grains which then radiate away this heat, cooling the gas. So
it is that the grains act as intermediaries in the cooling of the gas. In this 0.1% IGO model, the
lack of grains means that the interaction between the radiation and gas fields is minimal, leaving
the gas unable to cool efficiently. As a result the gas outside of the protoplanet’s envelope is
essentially isothermal, with a temperature greater than that in the locally-isothermal models or the
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Figure 3.23: Density weighted temperature maps of protoplanetary disc sections with an embed-
ded 10 M⊕ protoplanet From left to right the models are isothermal, radiative transfer with 1%
IGO, and radiative transfer with 0.1% IGO. It is apparent that in the lowest opacity case, where
the gas and radiation fields are decoupled, the gas is unable to cool to the expected temperature
distribution shown in the two companion panels.
other radiation hydrodynamical models with larger grain opacities. This can be seen in figure 3.23,
where the midplane temperature maps of disc sections containing a 10 M⊕ protoplanet are shown
for an isothermal model, and the 1% and 0.1% IGO radiative transfer models. In the 0.1% IGO
case the ambient temperature, far from the planet, is much higher than either of its counterparts,
revealing the gas’s inability to cool to the boundary temperature. This hotter gas is less readily
captured by the protoplanet and so the accretion rate is particularly low.
Table 3.2 lists the accretion rates obtained from radiation hydrodynamical calculations us-
ing protoplanetary discs that are an order of magnitude more massive (750 g cm−2) than the stan-
dard case. These calculations used standard IGO. For locally-isothermal calculations (section
3.3.1), the accretion rates scaled linearly with the disc’s surface density. However, it is clear from
Table 3.2 that for the radiation hydrodynamical calculations, increasing the surface density by an
order of magnitude increases the accretion rate by much less than an order of magnitude. The
greater gas densities make it more difficult for the envelope to radiate away its thermal energy and
accept more gas, thus the accretion rates do not increase linearly with the disc surface density.
The accretion rates discussed here are measured at ten orbits. Although they have reached
a quasi-equilibrium state by then, they all display a slow decrease with time, i.e. M¨env < 0.
The accretion rates slowly decline because the envelope finds it increasingly difficult to cool as it
grows in mass (due to the increasing optical depth). To investigate this slow decline a standard
case calculation was evolved to 160 orbits (which took ∼ 36 CPU weeks). Figure 3.24 illustrates
that the accretion rate continues to decline with time, t. The curve of figure 3.24 may be well
reproduced using a function of the form Menv = atb+c. Using the Levenberg-Marquardt method to
minimise chi-squared (omitting the first 10 orbits to avoid the influence of initial transience), it was
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Figure 3.24: The white line shows the accreted gas mass measured over the course of ∼160 orbits
for a 33 M⊕ core embedded in a standard protoplanetary disc with standard interstellar grain
opacities, and with a core radius of 1% RH. The thick black line over which the white line can be
seen is a fit with the functional form Menv = atb + c where b = 0.40.
found that the curve is best fit with an exponent of b = 0.40. Thus, the accretion rate is given by
M˙env ∝ t−0.6. Similar fitting was performed, though with shorter baselines, for other calculations,
some of which reached 20 orbits. Of these, the higher opacity cases were well fitted with b =
0.40. In lower opacity calculations the accretion rates fall away less rapidly, more resembling the
isothermal cases. The locally-isothermal calculations did attain steady accretion rates after the first
orbit. In all the radiative transfer cases, the accretion rates cannot carry on declining indefinitely.
Instead, as the core mass is augmented with more gas, so gravity becomes more dominant and the
fall off is expected to cease. The accretion rates will then start to increase, eventually leading to
runaway accretion. The long-term evolution of the accretion rates is discussed further in chapter
6.
Realistic resolved solid cores
In the above sections, the protoplanets discussed have had radii of 1% of their Hill radii. These are
10 − 20 times larger than the realistic radii of solid planetary cores (Table 3.1), but they have the
advantage that models using them require around 2 orders of magnitude less computational time.
This section discusses three-dimensional self-gravity radiation hydrodynamics models of
true core accretion that resolve the flow of gas all the way down to realistically-sized planetary
cores. These models were the first such calculations to be performed. As well as being the correct
way to model protoplanet accretion, the calculations shed light on the validity of results obtained
with 1% Hill radius protoplanets. In these calculations a 33 M⊕ core was used, with a radius of
just 3.1 R⊕.
Figure 3.25 illustrates the differences in accretion rates at 10 orbits between the different
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Figure 3.25: Accretion rates for 33 M⊕ protoplanets using self-gravity hydrodynamical calcula-
tions and four different opacities. The asterisks joined with a solid line mark the accretion rates
obtained when using a protoplanet radius of 1% of the Hill radius, whilst the diamonds connected
with the dashed line show the rates obtained when using a realistic solid core radius of 3.1 R⊕
(based on the models of Seager et al. 2007). Using a larger than realistic planetary core radius has
little effect on the accretion rates obtained using standard and 10% opacities, but when the opac-
ities are reduced by factors of 100 and 1000, using realistic core radii results in lower accretion
rates.
protoplanet core radii at different opacities. At standard opacity, the rate of accretion onto the
two different sized protoplanets is very similar. At this opacity, the process of gas condensation
within the envelope towards the core’s surface is slow due to the difficulty in radiating away the
gravitational energy released. Although gas can condense further into the gravitational potential
well of the core when using a smaller core radius, the long timescale required to transport energy
out from these depths under optically thick conditions means that the energy release rate deep
within the envelope is low compared to the energy release rate further out in the envelope. Thus,
the region deep within the envelope does not play a large role in setting the gas temperature in
the vicinity of the Hill radius where the capturing of gas by the protoplanet takes place and the
accretion rate is essentially independent of the exact core radius used.
Reducing the opacity of the gas leads to larger accretion rates with both large and physical
core radii. However, the increase in accretion rates obtained with lower opacities is more signif-
icant for the 1% Hill radius cores than the realistically-sized cores. As the opacity is reduced,
the increase in accretion rates is tempered to a growing degree by the influence of gravitational
energy being released by the condensing gas deep within the core’s gaseous envelope. With a less
optically thick envelope the radiation emitted deep within the envelope can escape more quickly,
leading to a faster release rate of gravitational energy which in turn increases the temperature of
gas in the vicinity of the Hill radius.
The overall differences in accretion rates between the realistically-sized cores and the 1%
Hill radius models are small for full and 10% IGO. However at lower opacities the effect of smaller
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cores and deeper gravitational potential wells become important, suggesting that the accretion
rates derived using the 1% Hill radii cases should be treated as upper limits for the 1% and 0.1%
IGO cases with core masses ∼< 100 M⊕. Above 100 M⊕, changing the grain opacity has little
effect on the gas accretion rate, so altering the size of the core is also unlikely to change the rates
significantly.
3.4 Discussion
The growth time of giant planets is a vital test of formation models with measured protoplanetary
disc lifetimes giving a well defined upper bound. Changing conditions such as the grain opacity
of the disc and its density, or the initial mass of the solid planetary cores can have a substantial
impact on the gas accretion rate and in turn on the growth time.
In estimating the accretion rates onto protoplanets, past papers have tended to use one of
two methods. Either one-dimensional quasi-static self-gravity radiative transfer models of the
protoplanets themselves have been used, with the surrounding protoplanetary disc being simply a
boundary condition (e.g. Bodenheimer & Pollack 1986; Pollack et al. 1996; Hubickyj et al. 2005;
Papaloizou & Nelson 2005), or hydrodynamical simulations of protoplanets embedded in proto-
planetary discs, but with simplified physics (e.g. locally-isothermal equations of state) (e.g. Lubow
et al. 1999; Bate et al. 2003; D’Angelo et al. 2003a). With these calculations it has been shown
that three-dimensional locally-isothermal hydrodynamical calculations give reasonable accretion
rates only for massive protoplanets (∼> 100 M⊕). Below this, radiative transfer must be taken
into account, and the accretion rates depend on the opacity and, particularly for low opacities, the
assumed radius of the planetary core.
Recently, Fouchet &Mayer (2008) have also performed self-gravity radiation hydrodynam-
ical SPH simulations of Jupiter-mass protoplanets embedded in protoplanetary discs. They do not
have a core radius as such, rather they soften the gravitational potential of the protoplanet with a
length scale ranging from 0.2 − 1.0 Hill radii. Their underlying disc models are similar to those
used here, with surface densities at the protoplanet’s orbital radius of 75 or 150 g cm−2, but steeper
radial profiles of Σ ∝ r−1.5. For their locally-isothermal 75 g cm−2 models they obtain accretion
rates similar to those obtained here and with ZEUS by Bate et al. (2003) (averaged over ∼ 170
orbits they obtain a rate of 5.5 × 10−5 MJ yr−1, a factor of ∼ 1.5 different to the rate found here).
It should be noted that their accretion rates are strongly resolution dependent. These comparisons
are made using their 2× 105 particle calculations, chosen as both isothermal and radiative transfer
results are given at this resolution. As mentioned in section 3.2.2, because only a small section
of the disc is modelled, the effective resolution of the SPH calculations presented here is more
than two orders of magnitude higher in terms of particle number compared with the global disc
models of Fouchet & Mayer (2008). With radiative transfer and standard grain opacities, they
find the accretion rate drops to 2.2 × 10−5 MJ yr−1, which differs by less than a factor of 3 to
the SPH results presented here. The decrease in the accretion rate for a Jupiter mass protoplanet
between isothermal and radiative transfer calculations is found to be a factor 2.5 by Fouchet &
Mayer (2008), slightly less than the factor 3.1 found in these calculations..
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Paardekooper & Mellema (2008a) have recently performed grid-based three-dimensional
radiation hydrodynamical calculations of 1 and 5 M⊕ planetary cores embedded in protoplanetary
discs. These are lower masses than those that have been modelled here, however, they find that the
inclusion of radiative transfer decreases the accretion rates of these cores by more than an order of
magnitude over the rates obtained from locally-isothermal calculations, in qualitative agreement
with the results here for slightly higher mass protoplanets.
It is somewhat more difficult to compare these three-dimensional radiation hydrodynamics
results with one-dimensional quasi-static models, as the former are very computationally expen-
sive, which limits the time evolution that is possible. Whilst the one-dimensional models follow
the growth of a protoplanet from its initial solid core mass all the way to a gas giant planet, only a
brief stage of this process has been modelled here. Furthermore, different authors begin with dif-
ferent solid core masses and other assumptions. Despite these difficulties, it is possible to compare
accretion rates onto growing protoplanets between the two types of models. The comparisons here
are made with the results of Papaloizou & Nelson (2005) for cores with masses ∼ 10 M⊕. They
find a qualitatively similar decrease in the accretion rate with time to that discussed in section
3.3.2. They do not plot accretion rate versus time explicitly. Rather, they plot accretions rate ver-
sus total accreted mass. In figure 3.26 their results for 5 and 15 M⊕ cores are plotted (dashed lines
and dot-dashed lines respectively) and extrapolations of the SPH 10 M⊕ cases (solid lines). In
each case, the evolution of the accretion rates is given for standard (thick lines) and 1% interstellar
grain opacities (thin lines).
The computational difficulty of evolving the SPH calculations to comparable total accreted
masses compels the use of the functional form description to the accretion rates (as discussed
in section 3.3.2, using figure 3.24). Using this, the accreted mass can be extrapolated, from the
initial 20 orbits, over the same range as that of Papaloizou & Nelson (2005). Figure 3.26 shows
that the SPH accretion rates (for the 10 M⊕ planetary core) are bracketed by the accretion rates of
Papaloizou & Nelson (2005) obtained using planetary cores with slightly lower and higher masses.
It should also be noted that the decline of the accretion rates found by Papaloizou & Nelson has
the same form as that found here. However, once the accreted gas mass reaches approximately
1/4 of the core mass the increasing gravitational potential of the protoplanet reverses the decline
in the accretion rate. Such an upturn would be expected in the SPH results if they were evolved to
similar stage (see chapter 6).
In summary, it is found that the three-dimensional self-gravity radiation hydrodynamical
simulations give similar accretion rates to the one-dimensional models of Papaloizou & Nelson
(2005), at least as far as it is possible to evolve them. The effect of reducing the grain opacity
on the accretion rates of low-mass protoplanets is also similar to the results obtained from one-
dimensional quasi-static models of protoplanet gas accretion.
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Figure 3.26: Accretion rates versus the gas mass accreted by planetary cores for 1% (thin lines) and
standard (thick lines) grain opacities. The results of Papaloizou &Nelson (2005) for 5 M⊕ (dashed
lines), and 15 M⊕ (dot-dashed lines) cores are plotted. The solid lines show the extrapolations of
the SPH 10 M⊕ core results. The 10 M⊕ core accretion rates lie between the accretion rates
obtained by Papaloizou & Nelson for their 5 M⊕ and 15 M⊕ cores, showing that the change from
one to three-dimensions does not significantly alter the accretion rates for low mass cores. The
effect of the reduced opacities is also consistent with Papaloizou & Nelson’s results.
Chapter 4
Circumplanetary disc properties
4.1 Introduction
This chapter discusses investigations into the properties of circumplanetary discs formed in three-
dimensional, self-gravity radiation hydrodynamical models of gas accretion by protoplanets. The
aim was to determine disc sizes, scaleheights, and density and temperature profiles for different
protoplanet masses, in solar nebulae of differing grain opacities.
The giant planets of the solar system all have multiple satellites, divided into two classes:
the regular and irregular satellites. The regular satellites have low eccentricity orbits with low
inclinations relative to the planet’s equatorial plane (Galilei 1610, 1989; Mosqueira & Estrada
2003), and possess prograde orbits. These characteristics are suggestive of satellite formation in
a disc of material rotating about the planet. Contrastingly, the irregular satellites have eccentric,
highly inclined orbits, and show no strong bias between prograde or retrograde orbits (Grav et al.
2003). These characteristics suggest that the irregular satellites are captured by their host planets,
rather than formed in situ. However, this capture process requires a mechanism by which to lose
energy, for example gas drag as suggested by Pollack, Burns, & Tauber (1979). This was more
recently revisited by C´uk & Burns (2004), who modify the original scenario to include gas drag
from a circumplanetary disc as opposed to the spherical envelope assumed by Pollack et al. C´uk
& Burns find that drag due to the circumplanetary disc gas is sufficient to enable the capture of
bodies up to 100km in radius, which would otherwise form only temporary associations. Therefore
circumplanetary discs are likely to be instrumental in the formation of satellite systems comprising
both regular and irregular satellites.
To form regular satellites a disc must exist around a protoplanet in which agglomeration
processes can occur. Canup & Ward (2002) discuss the uncertainty in the nature of such a disc,
whether it is an accretion circumplanetary disc or a spin-out disc. The former is created when a
protoplanet begins to contract whilst still embedded in the circumstellar disc. When the proto-
planet attains a sufficiently small radius it becomes impossible for the high angular momentum
gas from the circumstellar disc to fall directly onto its surface. Instead it forms an accretion disc
through which angular momentum can be dispersed before the gas infalls to the protoplanet’s at-
mosphere. A spin-out disc might form when a protoplanet contracts after the circumstellar disc has
dispersed. In this scenario, as the protoplanet contracts, (as there is no ambient environment into
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which the angular momentum may be disseminated) so its rotation rate increases. Upon becoming
rotationally unstable, the most rapidly rotating material which occurs at equatorial latitudes, is
flung out to form a spin-out disc.
One-dimensional models suggest that a Jupiter mass protoplanet will contract to less than
1/100th of its Hill radius in under 1Myr (Papaloizou & Nelson 2005). This would be within the
circumstellar disc lifetime, allowing the protoplanet to continue to accrete material via an accretion
disc. It is therefore likely that it is an accretion disc in which satellites form rather than in a spin-
out disc. Indeed, previous two-dimensional (Lubow, Seibert, & Artymowicz 1999; D’Angelo,
Henning, & Kley 2002) and three-dimensional (Bate et al. 2003; D’Angelo, Kley, & Henning
2003b; Fouchet & Mayer 2008; Ayliffe & Bate 2009) hydrodynamical models of planet forma-
tion have shown the existence of circumplanetary accretion discs during giant planet formation.
The two-dimensional models that develop circumplanetary discs have shown strong shocks within
these discs (Lubow et al. 1999; D’Angelo et al. 2002) that rapidly deplete them of material, which
accretes on to the protoplanet. Bate et al. (2003) showed that in three-dimensional models these
shocks appear to be much weaker than in two dimensions, suggesting a slower rate of circumplan-
etary disc depletion. Such weakened shocks also appear in recent three-dimensional calculations
by Machida (2008). Following dispersal of the circumstellar disc, the circumplanetary disc is no
longer replenished with gas and solids. The residual circumplanetary disc must presumably sur-
vive for a considerable period to allow satellites to form from the volatile compounds that will only
solidify at low temperatures which, as will be shown in this chapter, cannot be achieved in an ac-
tively accreting disc. A long disc lifetime also allows time for the constituent materials (ice, rock,
etc.) to agglomerate, and to do so slowly enough that the collisional heating does not sublimate
the ice (Canup & Ward 2008).
4.2 Models
The calculations described in this chapter were performed in the same way, using the same code,
and in some instances are the same, as the calculations discussed in chapter 3. Those calculations
that were conducted specifically for this work were setup in the same way as discussed in section
2.4.2.
The isothermal calculations are dispensed with for this work, so all the calculations were
performed using the ideal equation of state (equation 2.56). Once again, various grain opacities
were employed in the models, and their implementation remains unchanged from the calculations
of chapter 3, as was described in section 2.3.7. Besides extending previous calculations, the pri-
mary new model for this work was a Jupiter mass protoplanet with a radius equivalent to present
day Jupiter (7.15 × 109cm, or 1.3 × 10−3RH), which was run for purposes of comparison with the
calculations of Machida (2008).
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4.3 Results
As before the protoplanets range in mass from 10-333 M⊕. Figure 4.1 illustrates the density
distribution about 100, 166, and 333 M⊕ protoplanets in both the x − y and x − z planes. The
distributions about a 100 M⊕ protoplanet in a nebula with interstellar grain opacities (IGO) are
shown in the top-left panels. The density distributions in the x− y and x− z slices are very similar;
this case is nearly spherically symmetric inside the Hill radius, and the protoplanet is seen to
possess no circumplanetary disc (see also figure 3.7). However, the density distributions about
a 100 M⊕ protoplanet in a 1% IGO nebula, shown in the bottom-left panels of figure 4.1, make
evident the existence of a circumplanetary disc.
To determine the size of the circumplanetary discs that formed around the protoplanets,
consistent criteria had to be applied to identify their limits. As such, the radial edge of a circum-
planetary disc was taken as the point of turnover in the specific angular momentum of the disc,
calculated from the material within 5◦ of the midplane. The top panels of figure 4.2 show the spe-
cific angular momentum distributions of gas around different protoplanets, in nebulae of different
grain opacities. Furthermore, the absolute value of the angular momentum at the turnover point
could be no more than a factor 2.2 different from the expected Keplerian specific angular momen-
tum (denoted by straight dashed lines in figure 4.2) at the given radius. The absolute difference in
the specific angular momentum is due to pressure support which reduces the velocity that the gas
must have to maintain a particular orbital radius.
Using the described criteria to determine whether a particular protoplanet has a disc, and
the size of that disc, it was found that only the 100, 166 and 333 M⊕ protoplanets possessed
circumplanetary discs. The next most massive protoplanet considered had a mass of 56 M⊕, which
failed to form a circumplanetary disc even when using the lowest opacity. Figure 4.3 illustrates
the circumplanetary disc radii obtained for these protoplanets. Protoplanets of lower mass exert
an insufficient vertical gravity component to overcome the thermal pressure in their surrounding
envelopes, thus they remain spherical. Just as was seen in figure 4.1, the 100 M⊕ protoplanet in
an interstellar grain opacity nebula is not found to have a circumplanetary disc.
A simple analytic prediction of the approximate circumplanetary disc radii around accreting
protoplanets was made by Quillen & Trilling (1998); their derivation is as follows. Assuming that
the protoplanet is embedded in a gap, as is the case for the large masses described here, the mass
inflow into the Hill sphere will enter via the inner and outer Lagrange points. An estimate of
the specific angular momentum of the gas at these points can be made by assuming that the gas
velocity, relative to the Lagrange points, is negligibly small. The Lagrange points have the same
angular frequency around the star as the protoplanet
Ωp =
√
GM?
r3p
, (4.1)
and are approximately located at
r = rp ± RH, (4.2)
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Figure 4.1: Midplane and vertical density profiles of the gas distributions surrounding protoplanets
with masses of 100, 166, and 333 M⊕ (left to right) and two different grain opacities. Top row:
Density at the midplane in a nebula with interstellar grain opacity. Second row: Density in a
vertical slice through the protoplanets, corresponding with row above. Third row: Density at the
midplane in a nebula with 1% interstellar grain opacity. Bottom row: Density in a vertical slice
through the protoplanets, corresponding with row above. The spatial dimensions in units of the
orbital radius (5.2 AU).
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where the Hill radius is
RH = rp
(
Mpp
3M?
)1/3
. (4.3)
It is the contribution of the gas’s specific angular momentum into circulation about the protoplanet,
or its spin component, that determines this size of a circumplanetary disc. Taking its velocity
relative to the protoplanet as
v ' (rp + RH)Ωp − rpΩp, (4.4)
and then taking the cross product of this with its radial distance from the planet, given by RH,
yields
j ' R2HΩp. (4.5)
This is the specific spin angular momentum of the gas relative to the protoplanet when the gas at
the Lagrange point is captured. Assuming conservation of angular momentum, an estimate for the
centrifugal radius, Rc, of the circumplanetary disc is given by
j2
R2c
≈ GMpp
Rc
, (4.6)
which can be solved to give
Rc ≈ RH/3. (4.7)
In all cases where circumplanetary discs are found, the disc radii do not differ greatly from this
RH/3 estimate for a protoplanet embedded in a gap (figure 4.3). It is interesting to note that
reducing the nebula grain opacity may enable disc formation, but that beyond that, changing the
opacity appears to have a negligible impact on the resulting circumplanetary disc radius.
The second row of figure 4.2 shows the midplane density profiles of each circumplanetary
disc. Excluding the inner most region where the density turns up due to gas piling upon the pro-
toplanet surface, each disc density profile can be approximately described by a single power law.
The exponent varies between -3/2 and -2 for different mass protoplanets and for nebulae of differ-
ent grain opacities. The change of exponent with protoplanet mass and nebula opacity does not
show an illustrative trend in either regard. The surface density distributions of the circumplanetary
discs are shown in the third row of figure 4.2, and follow a similar downward trend with radius,
but with a shallower falloff (∼ r−1/2 consistent with a near constant H/r; see below).
The bottom row in figure 4.2 shows the temperature profiles calculated by azimuthally
averaging the temperature of gas at the midplane of the circumplanetary discs. The temperatures
are relatively high, ranging from 170K to 1600K. The lowest temperatures are achieved at reduced
grain opacities. The fall off in temperature with radius for all opacities and protoplanet masses is
approximately described by a power-law, r−7/10. For the Jupiter radius protoplanet calculation the
disc’s inner edge is nearer to the protoplanet’s centre, and thus within a steeper potential leading to
a correspondingly higher temperature, up to ∼ 4500K. The outer edge has a temperature of 240K,
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Figure 4.2: Specific angular momentum (top row), midplane density (second row), surface density
(third row), and midplane temperature (bottom row) profiles of the gas distributions surrounding
protoplanets with masses of 100, 166, and 333 M⊕ (left to right) in nebulae of different opacities;
IGO (solid line), 10% IGO (dotted), 1% IGO (dashed), and 0.1% (dot-dashed). The straight dashed
line in each panel in the top row indicates the expected specific angular momentum for material in
Keplerian orbit about the protoplanet. The vertical dot-dash lines mark RH/3.
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Figure 4.3: The radial extent of circumplanetary discs around 100 M⊕ (dash-dots-dash line),
166 M⊕ (dashed line), and 333 M⊕ (solid line) protoplanets against varying grain opacity for the
nebula material.
only slightly larger than obtained for the same calculation performed with a 1% RH surface radius
(figure 4.4). Thus the chosen size of the protoplanet has only a small effect on conditions further
out in the circumplanetary disc, and does not change the main conclusions of this work.
All of the circumplanetary discs that are produced in these SPH models are thick. To mea-
sure the scaleheights, a Levenberg-Marquardt chi squared minimisation was used to fit a Gaussian
to the vertical density distribution. The density distribution goes as
ρ = ρ0 exp
(
− z
2
2H2
)
, (4.8)
where H is the non-dimensionless scaleheight and the standard deviation of the distribution. Gaus-
sian fits made to narrow radial bins at intervals through the circumplanetary disc, with H as a fitting
parameter, enables a profile of the scaleheight against radius to be produced, and examined for ev-
idence of flaring. The scaleheights, H/r, are shown in figure 4.5 and can be seen to range between
∼ 0.3 − 0.6. The scaleheights are near constant with radius, showing no significant flaring. Scale-
height tends to decrease with decreasing grain opacity due to the greater radiative cooling possible
at lower opacities. This leads to cooler discs (as can be seen in figure 4.2) and therefore more flat-
tened circumplanetary discs (as can be seen in figure 4.1). Only the lowest grain opacity does not
follow this trend as the gas and radiation can decouple at such low opacities, reducing the effec-
tiveness of radiative cooling. The scaleheights also tend to decrease with increasing protoplanet
mass due to the larger vertical gravity component; once again, this effect is visible in the x − z
slices in figure 4.1. The scaleheight for the disc about the Jupiter radius protoplanet is broadly in
line with the other 333 M⊕ protoplanet scaleheights, however it is slightly thinner than its 1% RH
surface radius counterpart; H/r ' 0.3 and H/r ' 0.4 respectively.
4.3. RESULTS 103
Figure 4.4: The same quantities as plotted in figure 4.2, but for the 333 M⊕ protoplanet with a
surface at a Jupiter radius instead of 1% RH. The dot-dash line gives the results for the 1% RH case
at an equivalent time for comparison; this is at an earlier time than the 1% RH case in figure 4.2 as
the small core calculations are slower, and thus less evolved. The nebula has 1% interstellar grain
opacities.
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Figure 4.5: Scaleheights of circumplanetary discs around 100 M⊕ (dash-dots-dash line), 166 M⊕
(dashed line), and 333 M⊕ (solid line) protoplanets against varying grain opacity for the nebula
material.
Figure 4.6: The latitudinal dependence of the mass inflow rate through the Hill sphere was inves-
tigated. Plotted for a 333 M⊕ protoplanet embedded in a nebula with interstellar grain opacity, is
the normalised cumulative distribution of mass flux against latitude (the disc midplane is at pi/2).
The vast majority of the mass flows into the Hill sphere near the equator.
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The x − z plane density plots in figure 4.1 also include velocity vectors, to indicate the
relative velocity of gas flow in the vicinity of the protoplanet. The gas velocities down on to the
disc and protoplanet from high latitudes are considerably greater than the velocities through the
disc. This velocity structure, with fast infall of gas from high latitudes, reflects what was found
by Klahr & Kley (2006). However, the gas above and below the midplane is very diffuse, thus
the mass flux in this direction contributes a very small fraction to the growing protoplanet. This
can most clearly be seen in figure 4.6 which illustrates that a majority of the mass enters the Hill
sphere of the protoplanet at around 90◦ from the z−axis (i.e. near the x − y plane), feeding in to
the circumplanetary disc.
4.4 Discussion
The properties of circumplanetary discs around protoplanets are important in understanding the
formation and capture of the satellite systems that are seen around giant planets in the solar system.
4.4.1 Comparison with previous work
Amassive protoplanet that establishes a well defined gap in its parent circumstellar disc is expected
to accrete material that flows into that gap via its Lagrange points. This gas in turn is expected to
have low velocity relative to the protoplanet upon entering the gap due to its similar orbital radius
with respect to the star. Using these assumptions Quillen & Trilling (1998) estimated a centrifugal
radius of ∼ RH/3; at this radius gas is expected to enter into orbit of the protoplanet. Once
in orbit, gas must then evolve towards the protoplanet by angular momentum transport, forming a
circumplanetary disc of material as it slowly spirals in. The transport of angular momentum occurs
through spiral shocks in the circumplanetary disc, as well as through numerical viscosity. The
radial extents of the circumplanetary discs that developed in these models are in good agreement
with this estimate. Quillen & Trilling also give an estimate for the expected disc radii about
protoplanets that have not evacuated a disc gap. In these instances the gas flowing into the vicinity
of a protoplanet has lower specific angular momentum, and the resulting circumplanetary disc is
considerably smaller. However, there is no evidence of circumplanetary discs around protoplanets
of less than 100 M⊕ in these calculations, instead near spherical envelopes are found.
D’Angelo, Henning, & Kley (2003a) performed two-dimensional hydrodynamical calcu-
lations to investigate circumplanetary discs around protoplanets, including viscous heating and
simplified radiative cooling. For a Jupiter mass protoplanet, they also find circumplanetary discs
with outer edge radii (as defined by a turnover in specific angular momentum) of around RH/3,
inline with Quillen & Trilling (1998) and the results presented here. The initial properties of the
circumstellar discs discussed here (in which the protoplanets are embedded) are similar to those of
D’Angelo et al. (2003a), with an identical surface density falloff, and similar initial temperatures
and densities at the planet’s orbital radius. The circumplanetary disc properties that develop in
both sets of calculations are also similar. For a Jupiter mass protoplanet in the SPH calculations,
the circumstellar disc at standard opacity reaches a maximum temperature of 1600K at ≈ 0.02 RH,
whilst D’Angelo et al. find a maximum temperature of 1500K at the same radius. The surface
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density profiles in both sets of models are also similar.
Machida (2008) found that the circumplanetary discs formed in his calculations possessed
a peak in surface density around 30 protoplanet radii from the protoplanet’s centre. Figure 4.4
shows the surface density and azimuthally averaged midplane density against increasing radius
for the SPH case of a Jupiter mass protoplanet with a Jupiter radius. The midplane density, and
likewise the surface density, always decrease with increasing radius from the protoplanet out to the
Hill radius with no sign of a ring-like density enhancement. This difference between Machida’s
results and those presented here are most likely a consequence of the differing treatments of the
gas nearest the protoplanet. Machida uses a sink cell to remove gas at a radius approximately equal
to a Jupiter radius, creating an evacuated central region that leads to an inward pressure gradient
near the protoplanet. The more realistic approach taken in this work is to model a surface upon
which the gas piles up, increasing in density and temperature, and exerting an outward force on
gas external to it.
These three-dimensional models show no evidence of strong shocks within the circumplan-
etary discs, in agreement with both Bate et al. (2003) and Machida (2008), and in contrast to previ-
ous two-dimensional models. This again suggests that the strong shocks seen in two-dimensional
models are produced by a lack of vertical spread in the colliding gas streams. A lack of strong
shocks may be more conducive to the agglomeration of solids as the disc may be more quies-
cent. Shock driven migration of material through the discs may also be reduced, leading to longer
lived discs. However, in contradiction to these previous three-dimensional calculations, these SPH
models produced very much thicker circumplanetary discs. This is caused by the trapping of heat
in the optically thick circumplanetary disc; unable to radiate away the heat, the disc puffs up. A
hotter disc may lead to higher viscosities, which may lead to faster depletion of the disc, opposing
any enhanced lifetime gained from the weakened shocks.
4.4.2 Implications for satellite formation
The temperatures found in the circumplanetary discs presented here are quite high, particularly
when considering the large fraction of ice found in some of the Galilean moons. The inner most
Galilean satellite, Io, is mostly composed of silicates and metals, Europa, mostly silicates with
∼ 10% ice, whilst Ganymede and the outermost Galilean satellite, Callisto, both include some
50% ice (Schubert et al. 1986). The usual interpretation of the increasing ice fraction with orbital
radius is of a radially decreasing temperature within the progenitor circumplanetary disc (Lu-
nine & Stevenson 1982). This temperature profile must reach a low enough temperature around
Ganymede’s orbit for large amounts of water ice to form and be incorporated in to the forming
satellites (Canup & Ward 2002). However, only at the outermost reaches of the modelled cir-
cumplanetary discs, at reduced opacities, does the temperature approach the ∼ 170K expected for
water condensation in a protoplanetary disc (as demarks the snowline; Hayashi 1981). This is at a
radius some 17 times the present orbital radius of Ganymede. This may point towards orbital mi-
gration, though it has been shown in this work that there is a dearth of material at very large radii
within a circumplanetary disc, which makes satellite formation more challenging further from the
protoplanet. It is also possible that satellite formation occurs after significant gas accretion from
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the circumstellar disc has ceased, and the residual disc has cooled. Alternatively, perhaps ice must
be delivered from the surrounding solar nebula in sufficiently large bodies such that it does not
sublimate prior to satellite growth.
It could also be that the moons were captured. However, the capture of the Galilean satel-
lites is not supported by their low inclinations and eccentricities, which are suggestive of formation
within a circumplanetary disc. There are examples of satellites that fit within these criteria and
yet are not thought to have formed locally, for example Amalthea (Cooper et al. 2006). Amalthea
orbits inside of Io, and yet has a density lower than water (Anderson et al. 2005), counter to the
compositional trend seen in the Galilean satellites. This suggests it formed elsewhere and was cap-
tured. So if Amalthea achieves a low inclination, low eccentricity, and prograde orbit following
capture, why not its larger neighbours? Why must they have formed in a disc? In fact, Amalthea
would not have achieved its present orbit without the existence of Io, with which it is believed
to have interacted to damp its eccentricity, and reduce its orbital inclination (Burns et al. 2004).
There is no evidence of bodies sufficiently massive with which the Galilean moons could act in
kind to achieve their present orbital characteristics. So it is that a disc origin for the moons re-
mains the most likely scenario. For a recent review of the issues surrounding satellite formation in
circumplanetary discs, see Estrada et al. (2008).
It should be noted that no circumplanetary discs were found around protoplanets with
masses similar to Uranus and Neptune in this work. This may not be a problem for Neptune,
since Triton, Neptune’s primary satellite has a retrograde orbit. However, Uranus’ satellite system
exhibits properties that are suggestive of a disc origin. Again, this might be resolved by consid-
ering the eventual cooling of such a protoplanet’s rotating envelope following the dispersal of the
encompassing circumstellar disc. As the envelope cools it may well flatten into a disc suitable for
satellite growth.
Chapter 5
Planetary migration during formation
5.1 Introduction
In the sectional models discussed in chapter 3 it was noticed that the introduction of radiative
transfer appeared to weaken the spiral shocks, and to alter the clarity of the gaps, that are formed
by low mass protoplanets. Such shocks and gaps are known to lead to migration of protoplanets
through their parent circumstellar discs, a process omitted from the sectional calculations. How-
ever, the discovery of an entirely new population of planets, known as Hot Jupiters (e.g. Mayor
& Queloz 1995), has led many to believe that migration must be an integral part of a planet’s
formation. Such planets can only be formed by existing theories at much larger orbital radii than
those at which they are observed. By folding migration into these theories of planet growth, the
existence of Hot Jupiters may be explained.
Global modelling to examine planet migration has been tackled by many previous authors
(Korycansky & Pollack 1993; Nelson et al. 2000b; Masset 2002; D’Angelo et al. 2002; Bate
et al. 2003; Nelson & Papaloizou 2003; D’Angelo et al. 2003b; Alibert et al. 2004; Nelson &
Papaloizou 2004; Nelson 2005; D’Angelo et al. 2005; Masset et al. 2006; Klahr & Kley 2006;
Crida & Morbidelli 2007; Paardekooper & Papaloizou 2008; Paardekooper & Mellema 2008b;
D’Angelo & Lubow 2008; Kley & Crida 2008; Peplin´ski et al. 2008b,c; Li et al. 2009). Some
of the later of these works have begun to include more physics, such as magnetic fields, and
non-isothermal equations of state. The motivation for the work described in this chapter was to
include radiative transfer, self-gravity, and to model gas flow well within the Hill sphere using the
surface treatment discussed in preceding chapters. It has been common to exclude torques from
the immediate vicinity of the planet, often due to the difficulty in resolving this region in any great
detail. With the surface treatment, and the adaptable resolution of SPH, these torques can be well
resolved, and consistently accounted for.
The approach followed was to break down the models into increasing levels of complexity,
including additional physics one step at a time, so as to ascertain the individual contributions of
each new complication. Starting with models designed to emulate the treatment used by Bate
et al. (2003), the next step was to include mass and angular momentum accretion as was done by
Nelson et al. (2000b), D’Angelo et al. (2003b), Alibert et al. (2004), and Alibert et al. (2005). This
was followed by the addition of self-gravity which has been investigated analytically by Pierens &
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Hure´ (2005), and included in numerical models by Nelson & Benz (2003) and Baruteau & Masset
(2008b). Next the surface treatment was employed to explore the impact of realistic gas flow
within the Hill sphere. Finally radiative transfer was folded into the mix, and a range of opacities
explored as in previous chapters. Radiative transfer has previously been included in the migration
models of Paardekooper & Mellema (2006), Fouchet & Mayer (2008), and Kley & Crida (2008),
but without treating the growth of an envelope in the realistic manner used here.
5.2 Setup and testing
To study migration, it was necessary to move away from the sectional calculations discussed in
the two proceeding chapters. Instead a whole (2pi radians) protoplanetary disc is modelled. The
disc stretches from 0.52 - 15.6 AU (0.1 - 3 rp); a sense of the scale of the change is given by figure
5.1. No longer is the protoplanet fixed at a particular orbital radius, but is free to move through
the disc. As it does so, the protoplanet causes structural perturbations within the disc, which are
able to propagate outwards, and in turn influence the planet’s orbital evolution. The process of
migration is also sensitive to the structure of the gap which high mass planets form within the
disc. No longer using the injection derived gap of the previous chapters ensures the degree of self-
consistency that migration demands. Within the disc the initial temperature and surface density
profiles are the same as for the sectional calculations, which leads to a total mass of ≈ 0.005 M
within the boundaries, (or ≈ 0.0075 M within 1.56 - 20.8 AU inline with Bate et al. 2003, or 0.01
M within 26 AU inline with D’Angelo et al. 2003b).
5.2.1 Radiation boundary
The large radial extent of the disc means that the height of the radiation boundary can no longer
be calculated for the radius of the planet, and applied throughout. The same method used at the
planet’s radius to calculate the radiation boundary height, using equation 2.67, is instead used for
a whole series of points spread between rmin and rmax, using the corresponding surface density
and opacity values for the particular radius considered. Tabulating the radii and boundary heights
allows a particle at any radius, through interpolation, to determine whether it has entered the
boundary region. The use of interpolation, rather than explicitly calculating the boundary height
at each particles radius, is justified by the computational cost of solving the inverse error function.
5.2.2 Establishing a stable disc
The initial surface density and temperature profiles of the protoplanetary disc used in these models
are equivalent to those of Bate et al. (2003), though assuming an initially unperturbed disc. These
same initial conditions were used in the sectional models described in chapters 3 and 4, but here
are applied to a whole disc. The inner edge of the disc is bounded by a potential barrier which
acts to prevent the disc accreting on to the central star. The outer edge of the disc is surrounded
by a population of ghost particles that act as a pressure barrier to prevent the disc from spreading
due to shear viscosity. Particles that do move beyond the outer edge of the computational domain
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Figure 5.1: A diagram illustrating the change in the scale of the models when moving to whole
discs instead of the sectional calculations discussed in the preceding chapters. The surface area
increases by a factor of more than 300.
are removed from the calculation. The migration rates of planets are determined by the structure
of the disc in their vicinity, particularly the surface density profile. As such, the aim of these
boundaries is to maintain a stable region of disc around the planet, covering the entire radial range
over which migration is likely to proceed within the evolution lifetime of the simulations. This
stable region also allows density waves to propagate to large distances, such that their interactions
with the protoplanet are included to the point of inconsequence.
Not only are perturbations from the boundaries of concern, but also those produced by
settling from the discs initial conditions to reach an equilibrium state. It is therefore essential that
at the outset of the migration models, the disc is already well settled, and any initial transience
resulting from settling has dissipated. To achieve this, the disc is evolved in the absence of the
planet until such an equilibrium state is reached; this required just over 4 orbits of the disc’s outer
edge.
The inner boundary allowed gas to pile up at a small radius, far from the intended initial
orbital radius of any introduced protoplanets. It works in exactly the same manner as the surface
force used for the planets. The effect of the boundary, as established, only acted over a short dis-
tance so as not to interfere with gas near the region of interest for migration. Once gas began to
accumulate at the boundary, the concentration of material exerts a pressure back into the disc, sup-
porting further gas against infall. Figure 5.2 illustrates the disc profiles that develop. The profiles
shown are for calculations with 2 × 106 and 107 particles. In the higher resolution calculation, the
rarefaction due to the outwards pressure from the boundary is narrower and shallower. However,
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Figure 5.2: Surface density profiles of 107 (solid line) and 2 × 106 (short-dashed line) particle
calculations following evolution without a planet to establish settled initial disc conditions. The
straight long-dashed line denotes a surface density profile of Σ(r) ∝ r− 12 , with a value of 75 g cm−2
at r = rp. The desired surface density fall-off is achieved by both resolution calculations in the
region over which a planet may migrate.
the radial range over which a consistent surface density profile is achieved is not greatly changed.
For calculations performed with 5 × 105 particles this was not the case, with a much greater en-
croachment of the boundary effects into the likely migration region. The calculations that follow
use 2 × 106 particles as this was sufficient to establish a stable disc in the planet’s vicinity, and
was much faster than using 107 particles, for which the benefits were marginal. Figure 5.2 illus-
trates the success of the boundaries in preserving the desired surface density profile (shown by the
long-dashed line) throughout the region of likely migration, from 3 AU out to 13 AU.
5.2.3 Planet treatments
Once a suitable initial disc has been established a protoplanet can be embedded, and its evolution
simulated. In chapters 3 and 4 the protoplanet was modelled as a potential well at a fixed position
in a corotating frame, with an outward surface force used to allow the pile up of an envelope.
For these global models the corotating frame is abandoned, and the fixed potential replaced with
a gravitating point mass that is free to move. The gravitating point mass, called a sink particle,
represents the initial mass of the protoplanet, but the accretion onto that protoplanet is now treated
in several ways. In the first case the accretion is not really treated at all, but instead gas that
comes within a specified radius of the sink particle is removed from the calculation, and its energy,
momentum, and mass are all dispensed with. The sink particles for performing this task are called
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Killing sinks. The second approach to accretion is to add the properties of gas that crosses a defined
accretion radius to the sink particle. The gas itself is then removed from the calculation. These
sink particles are called Accreting sinks. They are able to absorb the energy, mass, momentum,
and angular momentum of the accreted gas. The third and final sink type used is a sink with
surface. As the name suggests, this freely moving sink particle has the surface force wrapped
around it, such that gas can pile up, just as in the previous chapters. However, unlike when using
the fixed potential, the protoplanet can now move in response to changes in the momentum of the
sink particle and its bound envelope.
5.2.4 Resolution dependence
The resolution of the simulations is important beyond the ability to form a stable disc with the
desired initial conditions. The presence of a planet in a disc engenders spiral density perturba-
tions, which were illustrated in figures 1.1 and 1.2. How does the ability to resolve these shocks
change the disc-planet torques, and the resultant migration? To investigate this phenomena two
simulations were performed which were identical in every respect excepting their resolution. A
10 M⊕ planet, modelled with an Accreting sink particle, was used due to its susceptibility to Type
I migration; a function of disc torques. The spiral waves launched by such a low mass planet are
weak, as are the resulting torques acting back upon the planet. So whilst a degree of migration is
expected, insufficient resolution might poorly resolve these small effects; this makes such a planet
an ideal candidate for testing resolution. Figure 5.3 shows the evolution of the planets orbital
radius with time for the two resolutions.
There is an initial period of settling whilst the torques due to the horseshoe region are
established. The time for these torques to reach a quasi-equilibrium state is of order the libration
time (Kley et al. 2009), given by
τlib =
4
3
rp
xs
Pp, (5.1)
where xs is the width of the horseshoe region, and Pp is the planets orbital period. Following Kley
et al., by using an approximation for the width of the horseshoe region, taken from the locally-
isothermal models ofMasset et al. (2006), it is possible to get an idea of the horseshoe settling time.
For a 10 M⊕ protoplanet τlib ∼ 50 orbits, whilst for a 333 M⊕ protoplanet τlib ∼ 8. It appears from
figure 5.3 that a clear migration trend is established in around 25 - 30 orbits. Once Type I migration
is established, the migration rate is consistent between the two different resolution calculations.
It is not clear why the initial settling appears to be resolution dependent, but the agreement of
the eventual rates lends credence to the resolution independence of the eventual migration rates
obtained using 2 × 106 particle calculations. The rates obtained with these models are about a
factor of 4 quicker than those of the Tanaka et al. (2002) analytic model for an equivalent mass.
However, the accretion radii set in these particular calculations are extremely large, at about 0.2
RH, so the mismatch is perhaps unsurprising (see section 5.3.2).
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Figure 5.3: The orbital evolution of a 10M⊕ protoplanet modelled using an Accreting sink particle,
with an accretion radius of ≈0.2 RH. Two resolutions were used to perform otherwise identical
calculations, 107 particles (black line) and 2 × 106 particles (red line). The evolution covers 50
orbits of the protoplanet using a locally-isothermal equation of state.
5.2.5 Viscosity
These global models simulate Keplerian discs, where the angular speed changes with radius. This
means that fluid elements approach, pass, and recede from other elements at slightly different radii.
As was discussed in section 2.3.2, the implementation of SPH viscosity leads to viscous interaction
when fluid elements approach one another. As such, there arises shear viscosity between fluid
elements at different radii in the disc. This shear viscosity dissipates the kinetic energy of orbiting
gas into heat, causing its orbit to decay, and transports angular momentum outwards. In a real
disc, the magnitude of the viscosity is unknown. To reduce the shear viscosity in these models,
they make use of the localised αSPH parameter, as described in section 2.3.2, with αmin = 0.1.
The models described here share a similar viscosity in the vicinity of the planet as is found
in many models (e.g. Bate et al. 2003), despite the SPH viscosity implementation being distinct. It
is common in grid based codes to use a Shakura-Sunyaev α-viscosity (Shakura & Sunyaev 1973),
with the example given assuming αSS = 0.004. The SPH viscosity can be approximately converted
into a Shakura-Sunyaev α-value using
αSS ' 0.05αSPH hH (5.2)
where αSPH is the usual SPH viscosity α-value, h is the smoothing length, and H is the scaleheight
of the disc. Using average values, measured at the planet’s location, of αSPH ' 0.25, h ' 0.016,
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and H ' 0.05 gives αSS ' 0.004. The agreement in other areas of the disc may be less exact, but at
least as far as this comparison is concerned, the viscosity does not seem to contribute significantly
to any observed differences in migration rates.
5.2.6 Measuring the migration rate
The migration rates were calculated by taking linear fits of the orbital radii evolution data (e.g. fig-
ure 5.3). Each simulation was allowed to evolve for a total of 50 Jupiter orbital periods (Keplerian
orbital periods at 5.2 AU), of which only the second half were used for fitting purposes. The first
25 orbital periods are sacrificed to ensure that any transient disruption to the disc caused by the
sudden introduction of a planet have subsided. This first 25 orbits also allows the gas in the horse-
shoe region to reach a quasi-equilibrium state, as discussed previously. It should be noted that in
some of the radiative transfer calculations discussed later, the fitting does not cover an entire 25
orbits as these calculations are ongoing.
There are instances when this approach may lead to slightly more rapid migration rates for
a stated mass than should truly be ascribed to it. In the first 25 orbits, in the Accreting sink, and
sink with surface calculations, the protoplanet’s mass has increased through accretion. As a result
of this, the migration rate tends to accelerate, giving a non-linear orbital radius evolution. It is
therefore the case that linear fits to the latter half of this evolution don’t exactly render the gradient
expected for the initial protoplanetary mass. The impact of such mass accretion most strongly
influences the orbital evolution of the lowest mass cores, which accrete a higher fraction of their
total mass. The degree of this effect can be estimated by comparing the migration rate obtained for
a 33 M⊕ protoplanet by the linear fit, with a tangent to the curve describing the orbital evolution of
a 10 M⊕ protoplanet when it accretes to an equivalent mass. The latter calculation is well settled
by the time it reaches 33 M⊕, and as such a tangent is an appropriate method by which to obtain a
migration rate. The linear fit yields a migration rate ∼2 times the rate of the instantaneous value.
To allow for this discrepancy the results are presented with uncertainties in the mass, portrayed by
error bars which stretch across the mass range over which the linear fit is taken, with the data point
plotted at the mean mass. In the accreting sink calculations, the mass of the particle includes that
of all the gas accreted, but for the sink with surface calculations the accreted mass is measured as
the mass within the Hill radius. For a majority of the calculations, the mass spread is very small,
and thus the mass associated with a given migration rate is reasonably well known.
5.3 Results
5.3.1 Killing sinks
An essential test of the SPH models is to compare them with previous results. A logical choice for
such comparisons were the results of Bate et al. (2003) from which the initial conditions, such as
surface density and temperature profiles, were taken. In order that the comparison could be like
with like, the planet treatment of this work was adopted for a series of calculations. Specifically,
in the ZEUS models of Bate et al. (2003) the planets do not accrete mass or angular momentum
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Figure 5.4: A reproduction of a figure from Bate et al. (2003) showing the migration rates they
obtained by considering the torques at work upon protoplanets of fixed orbital radius in their
models. The black dots denote the rates calculated when the torques outside of RH were included,
the lower error bars are the rates when including torques external to 0.5 RH, and the upper error
bars are the rates for just the torques beyond 1.5 RH. The analytic Type I model of Tanaka et al.
(2002) and the Type II model of Ward (1997) are plotted as short-dashed and long-dashed lines
respectively. The green triangles mark the measured migration timescales from the SPH models
in which the protoplanet is able to migrate; the sink particle accretion radii are RH. The lower and
upper error bars for the SPH cases mark the measured rates with sink particles of 0.5 and 1.5 RH
accretion radii respectively.
during their evolution. Instead, gas arriving within the 4 grid cells surrounding a planet is re-
moved from the calculation, and assumed to have been accreted, but without changing the planet’s
mass. This is replicated here by use of the Killing sinks described earlier. Using these the SPH,
locally-isothermal, no self-gravity, no mass or angular momentum accretion calculations would be
expected to yield similar migration timescales to those found in the ZEUS models. The migration
timescale (τ) is the time a planet with a given migration rate would take to migrate from its starting
position at 5.2 AU, all the way to the central star. Figure 5.4 is a reproduction of figure 10 from
Bate et al. (2003), with the SPH derived migration timescales added (green triangles). Bate et
al.’s results are found by examining the net torque, due to gas outside the planet’s Hill radius, at
work upon the planet, which is on a fixed orbit at 5.2 AU. In making this comparison, the implicit
assumption is that the torques do not change when the planet is allowed to migrate rather than
being held fixed. Since the migration rates are very slow, the planet does not migrate far over the
modelled period, so any differences should be negligible. The error bars given are arrived at by
performing the same torque calculations with the inclusion of less (1.5 RH, upper bound) or more
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Figure 5.5: Migration timescales for 10, 33, 100, and 333 M⊕ protoplanets undergoing no mass
or angular momentum accretion. Each protoplanet is modelled as a Killing sink particle, with a
killing radius of 0.5 RH (diamonds), 1.0 RH (asterisks), or 1.5 RH (plus symbols) for each mass.
Reducing the killing radius allows particles closer to the planet before they are removed from
the calculation, and as such they exert a considerable additional torque which causes more rapid
inwards migration. The analytic Type I model of Tanaka et al. (2002) is plotted as a dashed line.
(0.5 RH, lower bound) of the gas surrounding the protoplanet. The error bounds in the SPH model
are found by repeating the simulations with the killing radius of the sink particle changed from the
initial value of 1 RH, to 1.5 RH and 0.5 RH to correspond with the torque calculations. For all the
reproduced masses, the migration timescales obtained with the SPH code, using killing radii of
RH, differ by less than 35 % from the ZEUS based results. The SPH results also show the expected
transition from the linear Type I migration regime to the non-linear Type II beyond 0.1 MJ.
There is a considerably larger spread in the migration timescales calculated with SPH and
different killing radii than was found in the ZEUS calculations by altering the torque exclusion
radius. For the 1.5 RH Killing sink, the act of removing the gas out to this radius will alter the local
density structure, producing a more sparsely populated environment than in the non-evacuated
ZEUS calculations (which always retain a consistent, and in this case smaller killing radius). It
is this local environment that exerts the strongest torques upon the planet, so their loss leads to a
reduced rate of migration. For the 0.5 RH case the local evacuation is countered by the improved
resolution of the SPH models which better discern the gas that is available to exert torques.
Figure 5.4 showed the agreement of the Killing sink calculations with previous work, but
what of the trends that they, and the previous work reveal? The migration timescale reduces when
the killing radius (or torque exclusion radius) is shrunk. This indicates that the action of these local
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Figure 5.6: A comparison of the migration timescales given by Killing sink calculations (aster-
isks), that exclude mass and angular momentum accretion, and those calculations performed with
accreting sink particles (plus symbols) which include said accretion. The left panel is for those
calculations where the killing/accretion radius is 0.5 RH, whilst in the right panel it is 1.0 RH.
The accelerating impact of the angular momentum accretion is evident, as is its uneven influence
across the masses. The analytic Type I model of Tanaka et al. (2002) is plotted as a dashed line.
torques is to increase the migration rate. This is reiterated in figure 5.5, which is a less cluttered
reproduction of figure 5.4, in which the trend is clearly established for each protoplanet mass. The
result is as expected, with the radially outward torques continuing to dominate, but the magnitude
of all torques being larger over shorter distances leads to a greater rate of migration.
5.3.2 Accreting sinks
Work examining the migration and growth of protoplanets concurrently has been performed pre-
viously by Nelson et al. (2000b), D’Angelo et al. (2003b), and Alibert et al. (2004). Figure 5.6
compares the migration timescale found for Accreting sink particles with those obtained using
the Killing sink method previously described. The inclusion of accretion leads to consistently
faster migration rates due to the reducing specific angular momentum of the growing protoplan-
ets. The protoplanet, represented by the sink particle, is not subject to the pressure support which
the protoplanetary disc enjoys. This pressure support allows the gas to orbit the central star with
sub-Keplerian velocities without falling inwards. It is the case therefore that a protoplanet at a
given orbit has a higher angular speed than the ambient gas. Accreting this gas increases the
protoplanet’s mass, Mpp, which by the relation
r =
L2
GM∗M2pp
, (5.3)
requires a corresponding increase in its angular momentum, L, to maintain its orbital radius, r.
However, due to its sub-Keplerian velocity, the gas’s angular momentum is insufficient, and so the
process of accretion reduces the protoplanet’s specific angular momentum, leading to a reduction
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Figure 5.7: Migration timescales for 10, 33, 100, and 333 M⊕ protoplanets undergoing mass and
angular momentum accretion. Each protoplanet is modelled as an accreting sink particle, with an
accretion radius of 0.1 RH (plus signs), 0.5 RH (diamonds), or 1.0 RH (asterisks) for each mass.
The analytic Type I model of Tanaka et al. (2002) is plotted as a dashed line.
in r. So it is that the accreting sinks migrate faster than the Killing sinks which accrete neither
mass or angular momentum.
The inclusion of mass and angular momentum accretion has an accretion radius dependent
impact upon the migration timescale, as can be seen in figure 5.7. It is also clear from the right-
ward displacement of the markers in the figure that the larger accretion radii lead to higher rates
of accretion, most notably for the low mass protoplanets. In the high mass regime, the migra-
tion timescales show very little dependence upon the chosen accretion radius. This is linked with
the similar total masses reached by the Accreting sinks, regardless of their accretion radius. It
appears that the gas accretion onto these high mass sink particles is driven by their gravitational
pull actively drawing material in, rather than as a result of their large radii swallowing up weakly
bound material that they encounter. This leads to consistent accretion rates regardless of the cho-
sen radius, and as such a consistent rate of decrease in the specific angular momentum of these
protoplanets. The result is migration timescales that are independent of accretion radius for high
mass protoplanets. For low mass protoplanets, the accretion rates are much faster in those cases
modelled with larger accretion radii, and so therefore, is the fall in their specific angular momen-
tum. As a result, the migration timescales show a considerable dependence on accretion radius for
low mass protoplanets.
Despite the consistency of the migration rates amongst the different radius high mass Ac-
creting sink models, they are all considerably faster than those obtained using the Killing sinks.
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Figure 5.8: Comparisons between the migration timescales of protoplanets (modelled by Accret-
ing sinks) in a non-self-gravity disc (plus symbols), and a self-gravity disc (asterisks). The accre-
tion radius is 0.1 RH. As has been found by numerous authors, the inclusion of disc self-gravity
has a very small effect upon the migration timescales. The analytic Type I model of Tanaka et al.
(2002) is plotted as a dashed line.
Once again, this is caused by the dilution of their specific angular momentum, which does not
occur in the Killing sink models. Amongst the low mass cases considered, it is only those with
the smallest accretion radii, and so most realistic accretion rates, that show similar migration
timescales to the Killing sinks, and to Tanaka et al.’s analytic model.
Another factor which plays a much smaller roll is that of differentiating the angular mo-
mentum into orbital and spin components. The accretion of angular momentum, as described, was
also treated by Nelson et al. (2000b) and D’Angelo et al. (2003b). However, these previous works
made no attempt at disentangling the accreted angular momentum into protoplanet orbital and spin
components; the SPH models included such a disambiguation. As a result of this the protoplanets
develop a spin, which consumes some portion of the accreted material’s angular momentum, and
worsens the shortfall they suffer. The degree of spin developed is related to the accretion radii.
Particles, representing the gas, that encounter the surface at angles other than than 90◦ exert a
moment on the protoplanet, spinning it up or down. These moments scale with the length of the
lever arm between the sink particle and the impacting gas. This lever arm length is equal to the
accretion radius of the sink particle, so a larger accretion radius leads to a greater degree of spin.
The diversion of angular momentum into spin is of order 10% greater for the largest accretion ra-
dius sinks compared with the smallest, contributing a small amount to the higher rate of migration
of the former. To calculate the spin component realistically requires a realistic circumplanetary
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envelope/disc, something which is lacking in the case of these accreting sink particles. Examining
the process properly requires models including radiative transfer and self-gravity to determine the
envelope’s structure; such models will be discussed later.
5.3.3 Self-gravity
The inclusion of self-gravity has been found to have only a small impact on migration rates
by numerous authors (Nelson & Benz 2003; Pierens & Hure´ 2005; Baruteau & Masset 2008b;
Crida et al. 2009). However, it remains an essential component in building a gravitationally self-
consistent model. Comparing two series of identical calculations, with the inclusion of self-gravity
being the only differentiating characteristic, there is found to be a very small, but consistent in-
crease in the migration timescales for self-gravity models. Figure 5.8 makes evident the small
magnitude of the change due to self-gravity, in this instance for sink particles with accretion radii
of 0.1 RH.
5.3.4 Sinks with surfaces
The final addition to the locally-isothermal models was to use the planet surface treatment. The
importance of this change is mostly concerned with the structure of the protoplanet’s local envi-
ronment. The left panels of figure 5.9 show the particle distribution around an Accreting sink (333
M⊕ protoplanet, accretion radius 0.1 RH). Whilst there is clearly a circumplanetary disc, it is not
well modelled due to the continual evacuation of the inner edge. The right hand panels show the
same sized regions around a sink with a surface for the same protoplanet mass and radius. The
circumplanetary disc is able to form without the artificial loss of its foundations. As such a much
more clearly defined disc emerges, populated with a great many particles.
When substantial circumplanetary discs form, the inclusion of self-gravity becomes impor-
tant in delivering accurate migration rates. As discussed in Crida et al. (2009), a circumplanetary
disc is locked to the protoplanet, and moves with it around the central star. In the absence of self-
gravity the circumplanetary disc does not experience the torques due to the protoplanetary disc,
the torques which the protoplanet is responding to. As such it does not migrate of its own accord,
but must be pulled by the protoplanet, artificially slowing the rate of migration; called the iner-
tial mass problem by Crida et al. (2009). To explore the impact of this phenomena, a calculation
was run using a sink with surface to model a 333 M⊕ protoplanet, but without the inclusion of
self-gravity. The resulting migration is shown in figure 5.10, compared with the self-gravity case.
As the protoplanet develops a circumplanetary disc, so its rate of migration slows in the non-self-
gravity calculation. All calculations that follow include self-gravity, thus avoiding this unphysical
interaction.
Figure 5.11 gives a comparison between the migration timescales of accreting sinks (as-
terisks), and sinks with surfaces (plus symbols), both with radii of 0.1 RH. Throughout the low
mass regime both methods yield similar migration timescales, all of which are in good agreement
with the analytic predictions of Type I migration by Tanaka et al. (2002) (the dashed line). The
divergence from this Type I regime for high mass planets is expected as they open gaps in the disc,
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Figure 5.9: Particle distributions around 333 M⊕ planets, with Rp= 0.1RH, shown for slices along
the disc midplane, with thicknesses equivalent to twice the accretion/surface radius of the planet
(z = 0 ± Rp). Left column: Planet modelled as accreting sink particle. Right column: Planet
modelled as sink particle with surface. Top panels: The particle arrangement around the planets
in a 2.5 × 2.5 AU box. This large scale view shows the evacuated gap, and by the particle density,
gives an impression of the density profile along the midplane of the disc; for both planet treatments
these features are similar. Bottom panels: These smaller sections, only 1×1 AU, illustrate that the
distributions of particles close to the planets are very different, with the surface case accumulating
a comparatively dense disc and envelope.
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Figure 5.10: The orbital evolution of a 333 M⊕ protoplanet modelled using a sink with surface,
with a radius of 0.03 RH, using a locally-isothermal equation of state. The self-gravity calculation
is shown in red, whilst the non-self-gravity calculation is shown in black. Despite the presently
limited length of the comparable evolution, there is a clear reduction in the migration rate of the
protoplanet modelled without self-gravity as it develops a circumplanetary disc.
and transition into Type II migration.
Notably, the migration timescales of these high mass protoplanets are different depending
upon the sink particle method employed. The apparent pattern is that those protoplanets able to
develop proper circumplanetary discs, modelled with the surface treatment, migrate faster by a
factor of ∼ 2. The immediate cause for this is not apparent. The circumplanetary disc is gravita-
tionally locked to the protoplanet, and therefore does not exert migration affecting torques. The
structure of the protoplanetary disc also appears very similar whether using the accretion sink or
the surface, as can be seen in figure 5.12. However, a well resolved circumplanetary disc, as seen
when using sinks with surfaces, is much better able to store angular momentum. The large mass
of gas stored within the disc is rotating about the protoplanet, which involves some fraction of its
angular momentum. This reduces the fraction of the angular momentum of such accreted gas that
is contributed to the protoplanet’s orbit. This worsens the angular momentum shortfall felt by the
protoplanet, and leads to faster migration.
5.3.5 Sinks with surfaces and radiative transfer
The structure of a protoplanetary or circumplanetary disc is the result of competing gravitational
and thermal effects. In the locally-isothermal models discussed to this point, the thermal effects
have not been accounted for. To address this shortcoming, radiative transfer and a realistic equation
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Figure 5.11: The migration timescales of the accreting sinks (asterisks) compared with those
obtained employing the surface potential (plus signs), all in a self-gravity disc, and with an accre-
tion/surface radius of 0.1 RH. The analytic Type I model of Tanaka et al. (2002) is plotted as a
dashed line.
of state, as used in the planet growth models, was implemented in these migration models. The
inclusion of a better thermodynamic treatment has several potentially important ramifications. For
example, the accretion energy released near a growing protoplanet warms its surroundings, which
may well disrupt the clearly defined structures, such as density gaps, that are seen in locally-
isothermal models. Asymmetries in the heating process may also lead to asymmetries in the
torques by changing the local density distribution. A hotter disc, with a larger scaleheight, may
also lead to larger opening angles for the spiral arms that are produced by the protoplanet-disc
interaction. This could lead to faster migration of the protoplanet.
Another influence of the thermodynamics is upon the structure of the spiral density waves.
As was seen in section 3.3.2, the inclusion of radiative transfer smeared out the spiral arms. In
a locally-isothermal calculation, the compression in these shocks is not opposed by as large an
increase in thermal pressure, and as such they can attain higher densities and exert larger torques
than in a radiative transfer calculation. The bottom right panel of figure 5.13 presents line density
profiles along the midplane of the disc, 10 degrees clockwise of a 333 M⊕ protoplanet’s loca-
tion, where the planet is modelled with a sink with surface of radius 0.03 RH. For both locally-
isothermal and radiative transfer calculations, the line profiles run across the gap, revealing the
spiral density wave which marks its edge. In the locally-isothermal calculation the shock is much
more strongly peaked, attaining a maximum density almost twice that of the shock developed in
the radiative transfer case. So it is that the expected torque due to these spiral density waves should
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Figure 5.12: Surface density plots of locally-isothermal protoplanetary discs with embedded 333
M⊕ protoplanets. Top panel: Protoplanet treated as accreting sink particle, with accretion radius of
0.1 RH. Bottom panel: Protoplanet treated as sink particle with a surface of radius of 0.1 RH. The
structure of the disc at large seems to be unaffected by the changed treatment of the protoplanet.
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be considerably lower in radiative transfer calculations where they get hot. However, the bottom-
right panel of figure 5.13 also makes clear that the gap is less empty, leaving more mass in the
horseshoe region to interact with the protoplanet. Assuming that these corotation torques are not
saturated, they could well contribute to faster migration in the radiative transfer case. The overall
impact of including radiative transfer will come of the relative strengths of these effects. The other
panels of figure 5.13 display the same type of line profiles, but for the 3 lower masses. Whilst the
100 M⊕ case (bottom-left) exhibits a reduction in the shock peak density of a similar magnitude
to the 333 M⊕ case, the gap region is narrower, allowing for a smaller increase in the corotation
torques. For a 33 M⊕ protoplanet (top-right) a small shock is visible in the locally-isothermal
calculation, but this is almost gone in the radiative transfer case. Similarly, there is the some evi-
dence of perturbations due to the embedded 10 M⊕ protoplanet (top-left) in the locally-isothermal
calculation (though it is only marginally more than noise), but this entirely disappears with the
inclusion of radiative transfer. In the two lowest mass cases the horseshoe region is narrow, and
poorly defined. As a result, the change in the corotation mass, that was substantial for the massive
planets, appears to be insignificant.
What of the large scale of the disc? Ward (1997) found that increasing the scaleheight
of a disc (which corresponds to an increased temperature) led to a faster rate of migration, as it
enhanced the torque imbalance between the inner and outer resonances. The expectation might
therefore be that in radiative transfer calculations the migration timescale would be inversely pro-
portional to the degree of opacity, a higher opacity leading to a warmer disc around the protoplanet.
But does the use of radiative transfer change the scaleheight of the disc at large? To find out, the
scaleheights of discs evolved to 20 orbits, each with embedded protoplanets modelled by sinks
with surfaces, with radii of 0.03 RH, were measured. This was achieved using the Gaussian fit-
ting method employed in chapter 4 for measuring scaleheights of circumplanetary discs. Such
fits were made over a radial range of 8 ± 0.25 AU, within ± pi/10 radians of the x-axis. As the
interest here is in the overall scaleheight of the disc, it was important that the scaleheight should
be examined someway from the protoplanet. This also helped avoid the most serious perturba-
tions in surface density, which was further accounted for by taking an average scaleheight from
the several fits taken over the 0.5 AU range. The resulting scaleheights are plotted in figure 5.14,
and make it clear that the scaleheight of the disc increases only marginally with the change from a
locally-isothermal to radiative transfer treatment of the thermodynamics. Therefore the change of
the torque balance with scaleheight can be ruled out as a major contributing factor to any differ-
ences found in the migration timescales between locally-isothermal and radiative transfer models.
The degree of impact might be larger with a more realistic treatment of stellar radiation input into
the disc. Currently the radiation boundary maintains an expected temperature fall-off due to stellar
radiation, but realistic results of stellar irradiation include disc flaring, and regions of shadow, both
of which alter the scaleheight of a disc.
Figure 5.15 shows what actually results of using the radiative transfer models, with in-
terstellar grain opacities, in comparison to the locally-isothermal models, both using sinks with
surfaces at 0.03 RH to represent the protoplanets. In these models the envelope/disc surrounding
the protoplanets is structured realistically due to the influences of gravity, self-gravity, and ther-
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Figure 5.13: Midplane densities along lines 10 degrees clockwise of 10 M⊕ (top-left), 33 M⊕ (top-
right), 100 M⊕ (bottom-left), and 333 M⊕ (bottom-right) protoplanets, modelled with sinks with
surfaces of 0.03 RH. The profiles run over rp±0.25rp. The solid lines mark the profiles for locally-
isothermal calculations, whilst the dashed lines are taken from radiative transfer calculations using
interstellar grain opacities.
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Figure 5.14: Scaleheights measured for discs produced by locally-isothermal (plus symbols) and
radiative transfer (asterisks) calculations after 20 orbits at 5.2 AU. The protoplanets are modelled
by sinks with surfaces, and self-gravity is included. Regardless of the embedded protoplanet mass,
the scaleheights, as measured at 8 AU, do not differ greatly between the two equations of state,
though the RT calculations give very slightly larger values. As such the scaleheight dependence
of the torque balance should not play a large role in altering the migration rate between locally-
isothermal and radiative transfer calculations.
modynamics. It is in these models that the division of angular momentum into spin and orbital
components is treated most thoroughly, though the change from the locally-isothermal surface
models is small. For Jupiter and Saturn mass protoplanets, the changed thermodynamics has a
very small effect on the migration rates. Of these, the largest shift is a 30% decrease in the migra-
tion timescale for the Jupiter mass protoplanet. This may well be a result of the increased mass in
the corotation region, as was seen in figure 5.13. For the 100 M⊕ protoplanet there is no change
in the migration timescale. The spiral arms developed by this protoplanet were seen to weaken
inline with the 333 M⊕ case, but the increase in corotating mass was less due to the narrower gap.
These two factors appear to have an equal and opposite effect at around a Saturn mass, leading to
the similar migration rates found under the different thermodynamic treatments. For the low mass
protoplanets figure 5.15 reveals increased migration timescales when using radiative transfer. For
a 10 M⊕ protoplanet the migration timescale increases by a factor of ∼3. This again appears to be
due to the weakening of the shocks, the interactions with which drive the protoplanet’s migration.
The final results come from varying the protoplanetary disc’s opacity to determine its effect
upon migration. Figure 5.16 shows that the effect of varying the opacity is very small for the high
mass planets. For the low mass planets there is a trend of increasing migration timescale with
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Figure 5.15: A comparison of the accretion timescales obtained using a locally-isothermal equa-
tion of state (asterisks) and radiative transfer with interstellar grain opacities (plus symbols) for
protoplanets with surface radii of 0.03 RH. The analytic Type I model of Tanaka et al. (2002) is
plotted as a dashed line.
increased opacity. The impact of different opacities compared with locally-isothermal models
can be seen in the disc structures revealed in the surface density maps, and density weighted
temperature maps, shown in figures 5.17 to 5.24. The degree of propagation of the density waves
in these figures can be seen to diminish as the opacity is increased, most clearly for the low
mass planet where these waves are much weaker. In a vertically isothermal disc, these density
perturbations propagate as plane waves (Lubow & Pringle 1993). However, once radiative transfer
is introduced, a vertical temperature profile is established, in which the midplane of the disc is
hottest due to the effects of compression and viscous heating. The speed at which sound waves
propagate within the gas is proportional to the root of the temperature, meaning that the the wave
propagation in such a disc occurs at different speeds for different temperature strata. This leads
to wave channelling, causing the energy of the wave to quickly become confined to the surfaces
of the disc, where it is dissipated (Korycansky & Pringle 1995; Lubow & Ogilvie 1998; Ogilvie
& Lubow 1999; Bate et al. 2002). This results in the more limited propagation of the spiral arms
seen in the non-isothermal models.
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Figure 5.16: Accretion timescales for radiative transfer models, for surface radii of 0.03 RH, with
three different opacities, IGO (Plus signs), 10% IGO (asterisks), and 1% IGO (diamonds). Increas-
ing the grain opacity of the disc leads to slower migration rates for the low mass protoplanets. This
is a results of the weakening shocks, which are not compensated for by any substantial change in
the mass of corotating gas. A secondary effect is the reduced propagation of the density waves
at higher opacities. As such the protoplanets already weak interactions with these distant density
peaks is lessened further. The analytic Type I model of Tanaka et al. (2002) is plotted as a dashed
line.
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Figure 5.17: Surface density maps of protoplanetary discs with an embedded 10 M⊕ protoplanet,
all following 37 orbits of evolution. Top-left: locally-isothermal; top-right: RT 1/100th IGO;
bottom-left: RT 1/10th IGO; bottom-right: RT IGO. The diminished propagation of the density
waves (spiral arms) with increasing opacity can be seen by comparing these panels.
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Figure 5.18: Density weighted temperature maps of protoplanetary discs with an embedded 10
M⊕ protoplanet, all following 37 orbits of evolution. Top-left: locally-isothermal; top-right: RT
1/100th IGO; bottom-left: RT 1/10th IGO; bottom-right: RT IGO. The heating of the spiral arms
is minimal, as these shocks are very weak for such a low mass protoplanet.
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Figure 5.19: Surface density maps of protoplanetary discs with an embedded 33 M⊕ protoplanet,
all following 37 orbits of evolution. Top-left: locally-isothermal; top-right: RT 1/100th IGO;
bottom-left: RT 1/10th IGO; bottom-right: RT IGO. Once again, the diminished wave propagation
at higher opacities is apparent.
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Figure 5.20: Density weighted temperature maps of protoplanetary discs with an embedded 33
M⊕ protoplanet, all following 37 orbits of evolution. Top-left: locally-isothermal; top-right: RT
1/100th IGO; bottom-left: RT 1/10th IGO; bottom-right: RT IGO.
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Figure 5.21: Surface density maps of protoplanetary discs with an embedded 100 M⊕ protoplanet,
all following 34.5 orbits of evolution. Top-left: locally-isothermal; top-right: RT 1/100th IGO;
bottom-left: RT 1/10th IGO; bottom-right: RT IGO. The beginnings of gap formation can be seen
for this Saturn mass protoplanet, with a much clearer gap region in the locally-isothermal and low
opacity calculations. This suggests that the strength of the corotation torques is weaker in lower
opacity discs.
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Figure 5.22: Density weighted temperature maps of protoplanetary discs with an embedded 100
M⊕ protoplanet, all following 34.5 orbits of evolution. Top-left: locally-isothermal; top-right: RT
1/100th IGO; bottom-left: RT 1/10th IGO; bottom-right: RT IGO. The effects of the heating used
in locally-isothermal models can be seen by the existence of a hot planet in the locally-isothermal
calculation. This is introduced to avoid gravitational collapse of the envelope.
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Figure 5.23: Surface density maps of protoplanetary discs with an embedded 333 M⊕ protoplanet,
all following 19.5 orbits of evolution. Top-left: locally-isothermal; top-right: RT 1/100th IGO;
bottom-left: RT 1/10th IGO; bottom-right: RT IGO. A gap is now well established, but the width
and clarity of the gap is still dependent upon opacity. The spiral shocks are very strong for this
Jupiter mass protoplanet, and propagate all the way out through the disc.
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Figure 5.24: Density weighted temperature maps of protoplanetary discs with an embedded 333
M⊕ protoplanet, all following 19.5 orbits of evolution. Top-left: locally-isothermal; top-right: RT
1/100th IGO; bottom-left: RT 1/10th IGO; bottom-right: RT IGO. The heating of the spiral shocks
is now easily seen at all opacities, but the highest temperatures are achieved in the higher opacity
discs as expected.
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5.4 Discussion
It seems that when planets form, they should also migrate. This migration poses problems for the
survival of terrestrial planets, and for the cores of gas giants. At the same time, it also opens up
undepleted regions of the disc for these protoplanets to accrete, aiding in their growth (Alibert et al.
2004). Their eventual survival has been confirmed by observations of planets around a multitude
of stars. The focus of current research is in understanding what the conditions must have been like
around these stars to allow planets to develop and survive.
Some of the work described in this chapter covered ground that previous authors have
investigated. This allows any differences between these SPH models and previous work to be
identified through comparisons. The first such comparison has already been made in section 5.3.1,
where comparisons were drawn with the work upon which the initial conditions of the SPHmodels
were based, namely the ZEUS calculations of Bate et al. (2003). For these locally-isothermal, no
self-gravity, no mass or angular momentum accretion calculations, over all the reproduced masses,
the migration timescales obtained with the SPH code were in good agreement with the ZEUS
results.
Moving to the next series of models, which allowed the migrating protoplanets to accrete,
it is possible to make comparisons with similar work by D’Angelo et al. (2003b). D’Angelo
et al. performed three-dimensional calculations with identical initial conditions to those used
in the SPH models. They model protoplanets with several different potentials, but excepting their
spherical potential, all give migration rates that are in good agreement with one another. Accretion
is treated by removing gas that falls within 0.1 RH of the protoplanet, so comparisons are drawn
here with equivalently sized sink particles from the SPH models. The migration rates in the SPH
models, as discussed, are drawn from a fitting to the latter half of the recorded orbital evolution
of a protoplanet. For Accreting sinks this is subsequent to significant mass accretion, so the rates
compared here are given with the mean mass of the fitting regime. To tally with this, the values
obtained from D’Angelo et al. (2003b) are taken for the plotted masses that most closely match
these mean masses. Table 5.1 contains these masses, and the associated migration timescales.
SPH models D’Angelo et al. (2003b) models
Initial mass Mean mass τ Nearest mass τ Difference
(Mc/M∗) (Mpp/M∗) (yrs) (Mpp/M∗) (yrs) factor
3.0 × 10−5 7.0 × 10−5 8.2 × 104 6.0 × 10−5 1.0 × 105 1.2
1.0 × 10−4 2.0 × 10−4 3.0 × 104 2.0 × 10−4 6.1 × 104 2.0
3.0 × 10−4 5.0 × 10−4 2.4 × 104 4.9 × 10−4 6.0 × 104 2.5
1.0 × 10−3 1.4 × 10−3 3.2 × 104 1.0 × 10−3 7.1 × 104 2.2
Table 5.1: Migration timescales from the SPH models, and from D’Angelo et al. (2003b). The
mean mass of the protoplanet over the 25 orbits for which a linear fit it applied is shown with
the migration timescale that results of that fit. The nearest mass available from D’Angelo et al.
(2003b) is also shown, along with the corresponding migration timescale. Lastly, the ratio of the
two rates is shown.
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For the lowest comparable masses (≈ 25M⊕), the migration timescales are almost identical.
However, the rates differ by a factor of 2 for the next comparable mass (≈ 66 M⊕), and by slightly
more for the higher masses. The difference in rates is highest at the point of transition between
Type I and Type II migration.
A further step was to add in self-gravity to the SPH calculations. Pierens & Hure´ (2005)
examined the inclusion of disc self-gravity analytically to determine its impact upon planet mi-
gration. They broke down the analysis into two competing influences, that of the circumstellar
disc-planet interaction, and the circumstellar disc-circumplanetary disc interaction. All of the
SPH models include this first of these two interactions, which Pierens & Hure´ (2005) found to
accelerate Type I migration. Within the SPH calculations, the inclusion of self-gravity means the
addition of the second interaction. Pierens & Hure´ (2005) found this to asymmetrically shift the
outer and inner Lindblad resonances such that the migration rate reduces. More recently, numerical
models were performed by Baruteau & Masset (2008b) to further explore the impact of including
self-gravity. The authors ran models to explore the impact of both interactions discussed here,
and found, in agreement with Pierens & Hure´ (2005) and the previous numerical models of Nel-
son & Benz (2003), that the disc-disc interaction has a lessening effect on Type I migration rates.
The consistent, though small, increases in migration timescales found for the SPH calculations
including self-gravity (figure 5.8) are in agreement with these previous results.
Introducing radiative transfer allowed investigation of migration beyond the more com-
mon locally-isothermal models. Previous studies concerned with the impact of non-isothermality,
have found that the inclusion of more complicated thermodynamics leads to increased migra-
tion timescales, and even the reversal of the migration direction (Paardekooper & Mellema 2006,
2008a; Baruteau & Masset 2008a; Kley & Crida 2008). It was not therefore expected that in-
cluding radiative transfer in the SPH models would lead to a reduction in migration timescales.
However, for a Jupiter mass protoplanet there was a small shortening, of less than a factor of 2,
when comparing a radiative transfer calculation with interstellar grain opacities to an otherwise
equivalent locally-isothermal model. As described earlier, this appears to be a result of an imbal-
ance in the weakening of the differential torques and a strengthening of the corotation torques (as
seen in figure 5.13), the latter dominating in this high mass case. It will be interesting to extend
the models over a larger mass baseline to ascertain whether this trend continues. For the low mass
planets the trend in migration timescale is more akin to that identified by previous authors. The
migration timescales increase by factors of 2.9 and 2.0 for 10 and 33 M⊕ protoplanets respectively,
between locally-isothermal and interstellar grain opacity radiative transfer calculations.
These factors go someway to addressing the problem of proto-giant core depletion that was
identified by Alibert et al. (2004) and Ida & Lin (2008). Ida & Lin showed that the efficiency of
Type I migration must be reduced by at least an order of magnitude to enable the formation of
a population of planets that match current observed prevalences. Ida & Lin find that giant cores
(& 10 M⊕) formed early in the protoplanetary discs evolution, are lost into the central star due
to migration. However, the survival of late forming cores is more readily achievable due to the
reduced surface density of the dissipating disc, which lowers the rate of Type I migration. In this
scenario, these late forming cores were able to accrete massive envelopes and survive, only if the
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rate of Type I migration was an order of magnitude lower than linear theory suggests for such a
disc environment. It appears that realistic thermodynamics, as modelled in the work of this chapter
by the inclusion of radiative transfer, might address some of the Type I rate reduction needed to
reproduce the observed giant planet population.
Unlike the models of Paardekooper &Mellema (2006) and Kley & Crida (2008) which also
included radiative transfer, there are no cases found here in which outward migration is observed.
The implications of using the surface treatment are hard to ascertain in comparison with
previous works due to the many and various differences in the implementations. However, the
inclusion of all the relevant torques down to a boundary set by the natural limit of the protoplanet’s
influence, rather than an arbitrarily chosen radius, should give the most realistic treatment possible.
Chapter 6
From core to gas giant planet
In chapter 3 the growth of protoplanets in sectional, three-dimensional SPH calculations were
compared with the one-dimensional models of Papaloizou & Nelson (2005). The results could
only be compared over a very short period of evolution due to the computation time required by
the SPH calculations, a factor which remains prohibitive. Ideally the SPHmodels would start from
a bare solid core, embedded in a circumstellar disc, and then follow the growth of the protoplanet
through Phase 2 and runaway accretion until a gas giant planet is formed. These kinds of models
have been performed in one-dimension (Hubickyj et al. 2005), leading to luminosity evolution
tracks for the formation phase. Moreover, the resulting properties of the formed planets have
been used as starting points from which to model post-formation luminosity tracks, with a view
to improving observational, luminosity derived, mass and age estimates of young planets (Marley
et al. 2006). However, the founding of these luminosity tracks on one-dimensional models means
the resulting magnitudes should be considered as lower limits. As stated by Marley et al., only
with three-dimensional hydrodynamic models to provide initial conditions can a more rigourous
picture of post-formation luminosity be obtained. It is the first of such models that are discussed
here, be it at present with some compromises in the chosen physical parameters to help alleviate
the computational expense of the calculations.
By enlarging the protoplanetary cores beyond realistic sizes it is possible to reduce the
extreme forces felt by gas near the surface, and so increase the minimum evolutionary timesteps,
speeding up the calculations. Beyond numerical savings, it is also possible to increase the accretion
rates of the growing protoplanets, such that high masses can be reached in fewer orbits. The
surface density of the circumstellar discs can be increased, so providing material more rapidly,
and the opacity can be reduced to allow this gas to condense onto the cores more quickly.
6.1 Models
The models performed are all of the type discussed in chapters 3 and 4. They are performed in
the rotating reference frame of the planet, in a section of annulus, and all include self-gravity,
and radiative transfer. For all the cases discussed here the disc surface density has a value of 750
g cm−2 at rp, which is ten times the standard disc surface density. The discussion here will centre
around two primary calculations, these are Models A and B, which are both calculated with 0.1%
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IGO, and have initial core masses of 33 M⊕. Both these models also have protoplanetary core radii
that are an order of magnitude larger than the realistic core size calculated for a 33 M⊕ core (see
Table 3.1), or about three times larger than Jupiter’s current radius. The difference between A and
B lies in the injection scheme that is used to develop the gap/density profile which should form as
a result of the protoplanet’s presence. The particle injection in Model A is not self-consistent. It
increases the gap width as the protoplanet grows, but does not vary the mass flow rate to account
for the larger gap. As broad, largely evacuated gaps form around high mass protoplanets (& 100
M⊕), the expected mass flow through the encompassing section should be substantially reduced
once the protoplanet grows to such masses. Even at somewhat lower masses, the perturbations
evoked in the disc can be expected to have some effect on the mass flow rate. However in Model A
the rate remains that derived for an unperturbed Keplerian disc, even when the protoplanet grows
to a mass sufficient to open a gap. As a result the rate of accretion is faster than it would be in
a self-consistently evolving disc. For Model B the mass injection is evolved inline with the gap
width, as was discussed in section 2.4.2. As a result, the mass injection rate can change to account
for the formation of a fully fledged gap as the protoplanet grows.
It should be noted that even with the compromises made to increase the speed of the calcula-
tions, they remain relatively slow. To evolve Model A to its final state took more than 28,290 CPU
hours, whilst Model B, which is ongoing, has so far taken more than 68,500 CPU hours. It may
seem that, divided amongst many processors, these timescales are not very prohibitive. However
a majority of the time is spent modelling just the particles nearest the surface of the protoplanet,
which limits the benefits of moving to more processors. As it is, each calculation makes use of 8
cores, meaning that in real time, Model B is presently approaching its first birthday.
6.2 Results
6.2.1 Model A
The evolution of Model A lasts for just shy of 164 orbits, and the accretion history is plotted in
the top panel of figure 6.1. During this evolution the protoplanet passes from Phase 2 of the core
accretion model into the runaway gas accretion phase, developing a final envelope mass of 0.56
MJ, which gives a total protoplanet mass of 23MJ. Over the last orbit the protoplanet is accreting
at a rate of 3 × 10−3MJ yr−1, a rate which is still increasing from orbit to orbit. Conservatively
assuming this as the maximum rate would allow the protoplanet to reach a Jupiter mass in less
than 10 further orbits. These rates are inflated due to the large surface density assumed, and the
low opacity which allows rapid cooling of the envelope.
During the protoplanet’s growth, the mass distribution within the Hill sphere maintains a
similar form, as can be seen in the bottom panel of figure 6.1. The fifth distribution from the
bottom in this figure corresponds to the crossover mass, which is reached after 80 orbits. There is
no large change in the form of the mass distribution after the crossover mass is reached. Due to the
gradual change of the accretion rate, it is difficult to determine precisely the point of inflexion from
an initially decreasing rate, as discussed in chapter 3, to an increasing rate. Taking a numerical
derivative with a degraded resolution to help reduce noise, the transition if found to occur at around
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Figure 6.1: Top panel: The increase with time of the total gas mass contained within the self-
consistently calculated Hill radius of the protoplanet. The dashed lines are distributed at 16 orbit
intervals from 16 to 160 orbits, and by their increasing spacing along the mass axis illustrate the
hastening rate of accretion with time. Bottom panel: The cumulative mass distribution as measured
outwards from the centre of the protoplanet. The distributions, starting from the bottom, share the
same 16 orbit spacing as the dashed lines in the top panel. The Hill radius at each time is marked
by a plus symbol on the relevant line. The masses contained within these Hill radii correspond to
the total masses marked by the dashed lines in the top panel.
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56 ±4 orbits. So the rate of accretion is already increasing upon reaching the crossover mass, as
was found in the work of Papaloizou & Nelson (2005).
Model A is not curtailed from reaching a Jupiter mass by the time allotted to the calculation,
but rather by the hydrodynamic collapse of the protoplanetary envelope. In less than 220 days of
protoplanet evolution, the maximum density, which is found at the surface of the planet, increases
by more than an order of magnitude. At such a high density the model requires unreasonably short
timesteps to evolve correctly, making its continued evolution too slow to be tenable. The jump
from 5.5 × 10−4 g cm−3 to 6.2 × 10−3 g cm−3 is accompanied by an increase in the maximum
temperature of more than 50%, from ≈ 4740 K to ≈ 7340 K. The collapse is perhaps most clearly
presented in figure 6.2 where the left panel shows the sudden inwards shift in the mass distribution,
whilst the right panel shows the high inward velocity of this material. Preceding collapse, the
envelope had been undergoing a quasi-hydrostatic contraction, with the increasing weight offset
by a growing pressure gradient. This slow contraction can be seen by comparing the radius within
which a given mass if found at different times; shown in the bottom panel of figure 6.1. The infall
velocities during the collapse, shown in the right hand panel of figure 6.2, are orders of magnitude
larger than anything seen in the slow contraction phase, marking it as a distinct process.
It should be noted that, not only does the envelope lose the ability to support itself, but
the effective radius of the protoplanetary core, as defined by the surface force, is reduced due
to the impulse provided by the collapsing gas; the surface radius is marked in the left panel of
figure 6.2 with a dotted line. This degree of compression of the core will absorb some of the
energy of the collapse, which might otherwise have heated the envelope more vigourously, and
halted the collapse in a less dense final configuration. Of course, by descending deeper into the
protoplanet’s potential the gas liberates more energy, which may well account for much of that
lost to compression.
It was of interest to determine the impact that the enlarged core radius was having on the
mass at which the envelope collapses. However, as will be shown later, running realistic core
radius models from the outset is so slow that it has yet to reach anything like an equivalent degree
of mass accretion. As an alternative, points in the history of Model A were chosen as starting
positions for calculations in which the core radius could be shrunk. By gradually decreasing
the core radius over the course of 5 orbits to the realistic value, it is possible to determine the
stability of such a small core with an enormous envelope. A calculation begun at 135 orbits
collapsed before reaching the target core radius, whilst one begun at 120 orbits continued through
the entire core shrinkage without the envelope undergoing collapse. This equates to a small range
in envelope mass centred around 0.2 MJ, or about twice the crossover mass, at which a 33 M⊕
protoplanet might suffer a collapse with a realistic core radius. The final conditions found in the
shrinking core model started at 120 orbits, are representative of those expected for a realistically
sized protoplanetary core that successfully accretes a massive envelope, in this case 0.2 MJ. As
can be seen in figure 6.3, near the surface the density reaches 0.5 gcm−3, the temperature is almost
45,000 K, and half of the protoplanet’s mass is found within one Jupiter radius. These conditions
are considerably more extreme than those found using Model A with the enlarged core.
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Figure 6.2: Left panel: The cumulative mass distribution as measured outwards from the centre
of the protoplanet for Model A. The distributions are at 160 (long-dashed line), 163.4 (short-
dashed line), 163.45 (solid line), and 163.456 (triple-dot-dash line) orbits. The sudden collapse
of the envelope can be seen by the huge change in the mass distribution over the last 1/20th of an
orbit. The vertical dotted line marks the radius set for the protoplanet core using the surface force.
Right panel: The radial velocity of the gas with respect to the protoplanet. As in the left panel,
the lines marking 163.4, 163.45, and 163.456 orbits are short dashed, solid, and triple-dot-dash
respectively. The dot-dash line is is for a time of 163.453 orbits. The very rapid collapse of the
atmosphere can bee seen occurring between 163.4 and 163.45 orbits, whilst the restabilisation of
the deeper material begins, and the collapsing front moves outwards thereafter.
6.2.2 Model B
To date Model B has evolved through more than 188 orbits, and in that time has accreted an
envelope mass of 0.37 MJ. The accretion history is plotted in the left panel of figure 6.4, with
Model A shown for comparison. Due to the more self-consistent mass injection scheme used in
Model B, the mass delivered into the section is lower than for Model A once the protoplanet begins
to establish a disc gap. This results in a lower accretion rate, which over time leads to a significant
divergence in the total mass attained by the protoplanets in the two models at any given age; this
can be seen in figure 6.4. Over the last orbit of Model B, the accretion rate is 3.4 × 10−4MJ yr−1.
The accretion rate of Model A at an equivalent protoplanet mass is ∼ 4.5 times higher.
Despite its lower envelope mass, there are indications that Model B is approaching a col-
lapse. During the hydrostatic contraction of Model A, the ratio of maximum temperature to maxi-
mum density evolves in a consistent manner, following a power-law description of ∼ M−0.6env . This
ratio is plotted in the right panel of figure 6.4. It can be seen that there is an inflexion preceding
the envelope’s collapse. Temperature and density are indicative of the competing influences of the
thermal pressure, which acts to expand the gas, and the gravitational contraction, which acts to
compress it. The sharp fall off suggests that the temperature is no longer increasing in step with
the density, showing the increasing dominance of gravity. Also plotted in figure 6.4 is the ratio
calculated for Model B. The inflexion in the evolution of the ratio can be seen, and its subsequent
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Figure 6.3: The gas properties and distribution around a realistically sized 33 M⊕ core with a
0.2 MJ envelope, calculated by shrinking the core from initial conditions provided by Model A
at 120 orbits. Top panel: Radial density distribution along the vertical axis from the protoplanet.
Middle panel: Radial temperature distribution along the vertical axis, making clear the enormous
temperatures near the core. Bottom panel: Cumulative mass distribution measured away from the
core, which shows that around half the protoplanet’s mass can be found within a Jupiter radius.
The vertical dotted lines are, from left to right, the realistic solid core radius, a Jupiter radius, and
the Hill radius of the protoplanet.
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Figure 6.4: Left panel: The accretion histories of Models A (dashed line) and B (solid line).
The long-dashed horizontal line indicates the crossover mass for Models A and B. Right panel:
The ratio of the maximum temperature to the maximum density against the total accreted envelope
mass. Model A (dashed line) undergoes a rapidly reducing ratio just prior to collapse. The apparent
turnover in the measured ratio for Model B (solid line) is suggestive of an impending collapse.
decline suggests that a collapse will occur shortly. This indicates that the point of collapse depends
not only on the core radius, but also on the rate at which the envelope has been assembled.
6.2.3 Other models
Besides the well evolved models discussed in the preceding sections, there are other ongoing cal-
culations with slightly more realistic characteristics that have made some significant progress.
Both 15 M⊕ and 20 M⊕ protoplanets have been employed in the high density, low opacity condi-
tions of Models A and B. These are firmly established in a near linear period of Phase 2 growth,
neither having reached half their respective crossover masses. The 15 M⊕ protoplanet is accret-
ing at a rate of 5.5 × 10−6MJ yr−1 after 140 orbits, whilst the 20 M⊕ protoplanet is growing by
1.1×10−5MJ yr−1 at the same time. The intention is to continue these calculations until they reach
the point of collapse.
As well as reducing the initial masses to lower, and potentially more realistic values for an
ice-rock core, there are other 33 M⊕ models with higher opacities, and/or smaller cores. Using
0.1% IGO, but with a realistic core radius (3.1 R⊕) leads to a slight reduction in the protoplanet’s
growth when compared with Model B, achieving an accretion rate of 70% of the larger core over
a comparable period. This change is in the same sense as those discussed in section 3.3.2 when
comparing 1% RH cores with realistic cores. The growth rates of three and ten times realistic core
radius protoplanets are found to be equivalent. Two more calculations using a realistic core radius
were performed, but with higher opacities. Once again, the trends established in chapter 3 held
true over more than 50 orbits, with the accretion rates becoming progressively lower for higher
opacities. These small core radius calculations are enormously slow, though enticing due to their
realism. The lowest opacity (highest accretion rate) model has so far completed just 34 orbits in
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the same time that Model B has been running, whilst the 1% IGO model has completed 56 orbits.
The 10% IGO calculation has run on to 131 orbits, but has yet to accrete even 1% MJ.
6.3 Discussion
For Model A, the terminus of quasi-static contraction is a hydrodynamic collapse. Such envelope
collapses have long been postulated as a component of the core accretion model (Cameron 1973;
Perri & Cameron 1974; Harris 1978; Mizuno et al. 1978; Mizuno 1980; Sasaki 1989), enabling
gas accretion at a very rapid rate. In these analytic models, the authors sought the core mass re-
quired to eliminate any hydrostatic solutions (critical mass), signalling the envelope’s collapse.
Bodenheimer & Pollack (1986) created numerical models to examine the evolution of a proto-
planet, accreting solids and gas, through the mass range straddling the critical mass of Mizuno
(1980). They found a rapid, but quasi-static contraction of the envelope beyond the critical mass
provided the nebula was able to supply gas at a sufficient rate; this result was confirmed by the
independent models of Tajima & Nakagawa (1995, 1997). The initial mass of the protoplanet in
Model A is already well in excess of Mizuno’s critical core mass, which, whilst not causing an
immediate hydrodynamic collapse, enables it to begin accreting substantially. Bodenheimer &
Pollack (1986) found that the rate of gas accretion increased exponentially (relative to their con-
stant rate of planetesimal accretion) once the gas fraction of the protoplanet was equivalent to the
solids fraction, called the crossover mass. Such an increase occurs for Model A, beginning some-
what before it reaches its own crossover mass. Beyond this point, until the final collapse, just as
was found by Bodenheimer & Pollack, the envelope undergoes a quasi-static contraction, as does
Model B which has still not collapsed.
As was suggested by the right panel of figure 6.4, Model B may well be about to collapse,
but to do so at a considerably lower envelope mass than Model A. Whether this curve is truly pre-
dictive of collapse or not, the figure decidedly shows that Model B attains an equivalent condition
near the core, of relative temperature and density, at this much lower mass. This is a direct result
of the slower rate of accretion in Model B, which means energy is delivered into the optically thick
envelope at a rate which it is more able to radiate away.
These models are ongoing. With the completion of Model B, be it through collapse, or
reaching a Jupiter mass, as well as longer baselines for the comparator models, it will be interesting
to discern whether the impacts of changed parameters, as discussed in chapter 3, hold in the long
term. Also of interest will be the long term growth of the 15 M⊕ model, which will allow for a
better comparison with the one-dimensional calculations of Papaloizou & Nelson (2005), though
the opacity is an order of magnitude lower, and the surface density an order of magnitude higher in
the SPH model. The comparisons with the short evolution models, made in chapter 3, suggested
good agreement, but might the change to three-dimensions lead to greater differences in the more
extreme runaway phase of growth?
Chapter 7
Conclusions
This thesis describes efforts to improve the realism of numerical models of giant planet forma-
tion and migration in an attempt to better understand these processes. Through the inclusion of
important thermodynamics, self-gravity, and a realistic treatment of accretion, all within three-
dimensional models, it has been possible to learn more about the many factors at work in deter-
mining the timescales of these processes. And in planet formation, it is all in the timing. Can gas
giant cores form and survive in a circumstellar disc without rapidly plummeting in to their star?
Is it possible to find conditions that would help in this survival, and if so, are these conditions
conducive to the growth of the survivors into gas giants? These growing protoplanets have only a
few million years in which to grow and produce giants like Jupiter, and its many cousins scattered
throughout the galaxy. Their existence poses these fundamental questions.
The ability of protoplanets to grow was discussed in chapter 3, particularly through Phase
2 accretion. The changes in the gas accretion rates of protoplanets due to changes of grain opac-
ity, protoplanetary disc surface density, and initial core mass were considered. Protoplanets with
initial masses spanning the range 10-333 M⊕ were modelled, with grain opacities ranging from
interstellar values to 0.1% of these values. These models used the surface implementation that has
been used throughout the work of this thesis, and in this chapter some protoplanets were mod-
elled using realistic radii for their respective masses. It was found that the inclusion of radiative
transfer led to lower protoplanetary accretion rates, the generation of weaker spiral shocks, and the
apparent prevention of circumplanetary disc formation for low-mass protoplanets compared with
similar locally-isothermal calculations. A core mass of ∼> 100M⊕ was needed to produce strong
spiral shocks and form circumplanetary discs when using interstellar grain opacities. Reduced
grain opacities move the results towards those found under a locally-isothermal assumption, but
with consistently lower accretion rates than in a truly isothermal model. The dependence of the
accretion rates upon grain opacity is very weak for high-mass protoplanets (∼> 100 M⊕), but can
vary by up to an order of magnitude for low-mass planets, with lower opacities generally giving
higher accretion rates. Mindful of the limited evolution that was possible using the SPH models,
comparisons were drawn with one-dimensional quasi-static calculations. Over the accreted mass
domain that the models held in common, the accretion rates were in good agreement, and changes
in the opacity led to quantitatively similar changes in the accretion rates. This suggests that, at
least for Phase 2 growth, the change to three-dimensions has a negligible impact on the accretion
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rates.
Using 33 M⊕ cores to perform calculations with realistically-sized solid cores, it was found
that the accretion rates did not change significantly from those conducted using core radii of 1%
RH. The only exceptions to this were for lower opacities, where the smaller cores gave lower
accretion rates by factors of approximately 2 and 4 for opacities of 1% and 0.1% the interstellar
values respectively. Taking the small cores to be the more realistic case, it can be concluded
that the enhancement of the accretion rates seen at very low opacities, is probably not as large as
indicated by the less realistic 1% Hill radius calculations.
In chapter 4 the properties of circumplanetary discs were tackled, once again considering
the impact of the grain opacity and protoplanetary mass. Apart from one Jupiter mass calculation,
conducted with a core radius equivalent to present day Jupiter, all the calculations for this work
used cores with radii of 1% RH. The minimum mass for the formation of a circumplanetary disc
was rexamined in more depth than was the case in chapter 3, but remained as ∼> 100M⊕. In
fact 100 M⊕ protoplanets appear to be on the cusp, as they do not form circumplanetary discs
when using interstellar grain opacities, but do for all lower opacities. The radial extent of all the
circumplanetary discs formed were in good agreement with the analytical prediction of Quillen &
Trilling (1998) of RH/3 for discs formed in gaps evacuated by high mass protoplanets. The discs
produced were all thick in comparison with their parent circumstellar discs, and their scaleheights
were found to vary with opacity. Higher grain opacities led to greater thermal pressure, supporting
the discs against the vertical component of the protoplanet’s gravitational pull, and leading to
thicker discs. Gravity still plays a part, with higher mass planets possessing more flattened discs.
The temperatures achieved in the circumplanetary discs formed in these models are high
when compared with the condensation temperature of ice. Only at the outer edges of the circum-
planetary discs, and then only in reduced grain opacity cases, do the temperatures fall low enough
for ice formation. This poses a problem vis-a`-vis the formation of icy satellites around gas giant
planets.
One other notable result from this closer inspection of the circumplanetary region regards
its radial density structure. Machida (2008) also performed three-dimensional models of circum-
planetary discs, and found a ring-like density enhancement within the circumplanetary disc; a
structure proposed as a site of satellite formation. In the SPH models it was found that the density
decreases monotonically with radius from the protoplanet throughout the circumplanetary disc.
The difference is thought to be the treatment of the protoplanetary core, showing the importance
of using something like the surface force used in this work to avoid spurious effects.
The results presented in chapter 5 concerned the migration of growing protoplanets. These
models abandoned the sectional format of the preceeding chapters, and instead modelled entire
circumstellar discs as required to examine the disc-planet interaction. The protoplanet treatment
was changed throughout, from a non-accreting sink particle all the way through to the surface
force implementation. The non-accreting sinks gave results inline with previous work, showing a
transition from Type I migration to Type II migration at around 100 M⊕. The inclusion of mass
and angular momentum accretion revealed an important dependence upon the assumed accretion
radius. Models using larger accretion radii experienced a more rapid shortfall in their specific
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angular momentum than their smaller radius equivalents, leading to higher rates of migration.
These rates were also faster than analytic theory predicts. It therefore seems to be important that
in modelling migration with protoplanetary growth, the accretion radius should be much smaller
than the Hill radius to achieve reliable results.
Using sink particles with 0.1 RH accretion radii gave migration timescales for the low mass
planets that were inline with analytic theory. The inclusion of self-gravity led to slightly longer
migration timescales, but these sink particles have only undeveloped circumplanetary discs, so this
is not in contradiction to the expected amelioration of the inertial mass problem.
Use of the surface force, instead of an accreting sink particle, if both have the same radius,
leads to very similar migration rates for the low mass planets. Only in the high mass regime,
with the onset of circumplanetary disc formation do the two treatments give different timescales,
with somewhat faster migration found using sinks with surfaces. Most previous numerical models
of migration have not resolved circumplanetary discs, but it appears that they may play a role
in determining the migration rates. These local structures only take on their true form with the
inclusion of self-gravity, and radiative transfer, which acts to heat the disc, altering its structure.
Once formed, the differentiation of angular momentum into disc spin as opposed to orbital motion,
leads to faster migration. The inclusion of radiative transfer alters the gap opened by high mass
planets, leading to a higher residual density that speeds up their migration by a small factor. For the
lowest mass planets, in discs with interstellar grain opacities, the migration is slowed by a factor
of ∼ 3 when compared with isothermal calculations. This may aid in addressing the catastrophic
depletion of potential giant planet cores through Type I migration.
In chapter 3 it was found that the formation of planets could be sped up by reducing the
grain opacity of the protoplanetary disc, to allow more rapid accretion. This helps to alleviate
the timescale issue for the core accretion model, which has only a few million years in which to
complete its work. Then, in chapter 5, it was found that increasing the opacity can help to slow
down the migration rate of low mass protoplanets, with masses equivalent to those expected to act
as progenitors of giant planets. This can help to explain how these gas giant cores survive long
enough to grow, without being swallowed by their star. Unfortunately these two beneficial effects
require opposite shifts in the assumed grain opacity. Can this be reconciled, or can the effects of
grain opacity serve in only one capacity?
From an optimistic stand point it might be argued that favourable temporal and spatial
variations in the grain opacity could conspire to aid in both cases. The protoplanetary disc’s
opacity will be highest at the inception of planet formation, when the population of grains is
undepleted by planetesimal growth. As time goes on, through processes of agglomeration this
opacity should fall away. A slowly forming giant planet might benefit from slower migration in
the early, high opacity phase, when it is little more than a large terrestrial planet. Then, with the
eventual reduction in opacity, it might be able to accrete a much larger atmosphere than it could
otherwise have developed within the discs lifetime. An alternative is to consider the conditions
within different regions of the protoplanetary disc, and how these might effect the local opacity. In
the envelope of a forming planet, temperatures are generally far higher than in the ambient gas. At
these high temperatures, the depletion of the grain population due to sublimation is greater than
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in the protoplanetary disc at large. As a result, the envelope is more able to cool, which allows it
to grow rapidly. However, the localisation of this reduced opacity may render it unimportant in
determining the protoplanet’s migration rate through the disc. In this way the migration benefits
from the high average opacity, whilst the envelope growth can still be rapid.
Though these suggestions are speculative, the models described in this thesis suggest that
the importance of the protoplanetary disc’s opacity in influencing growth and migration should
not be underestimated.
7.1 Future work
An ambition of the work presented here has been to replicate the physics that is included in one-
dimensional models, with the advantage of full three-dimensional hydrodynamics. This ambition
remains to be completely fulfilled. For example, planetesimal accretion has been entirely neglected
in this work, though it plays an important part in the growth and structure of a giant planet. One-
dimensional models have shown that it alters the distribution of energy throughout the envelope,
and changes the mass distribution within the protoplanet. It is a remaining ambition to include
these aspects of this process in the SPH models to account for their influences. Still further than
this, if a population of planetesimals is included, and their decay through a protoplanet envelope
modelled, as well as their decay through mutual collisions, there opens up an avenue to greatly
improve the opacity information used in the radiative transfer calculations. From a baseline plan-
etesimal population, the opacity in the vicinity of the protoplanet could be determined through a
natural evolution, rather than simply being prescribed. Processes of sublimation, convective mix-
ing, and localised augmentation of the grain population could all have unknown effects during
planet growth that might be revealed by such modelling.
Another element of the model that could be substantially improved is the treatment of vis-
cosity. Balbus & Hawley (1991) suggested that turbulent viscosity, responsible for transporting
angular momentum in accretion discs, might in part be the product of interactions with a weak
magnetic field. This so called magneto-rotational instability (MRI) has been employed in previ-
ous grid based numerical models to provide a source of realistic viscosity in circumstellar discs
(Papaloizou & Nelson 2003). More recently, Price & Monaghan (2005) have developed and tested
a multidimensional magnetohydrodynamics version of SPH. This work may make it possible to
move beyond the purely numerical viscosity employed in the models discussed in this thesis, and
towards an MRI derived viscosity in the future. Such a treatment would yield more appropriate
rates of angular momentum transport in the circumstellar and circumplanetary discs, leading to
less contestable accretion and migration rates for growing planets.
Just as the physical processes occurring within circumstellar discs change their internal
structure, so the influences of external factors can alter their properties. The irradiation of a disc
by its star is the most substantial of these, and has been treated only approximately in most work to
date, including that presented here. A more thorough approach is being taken in ongoing work by
David Acreman at the University of Exeter, using a polychromatic Monte-Carlo radiative transfer
code. The early results of this work suggest that not only should a disc model include flaring, it
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must also account for warm upper strata of significant depth. The flaring of a disc will add to the
radial dependence of Type I migration, already brought about by the disc’s radial density profile.
It may also prevent or reduce the formation of convection currents that have been suggested as
a mechanism for rapid cooling of discs. Therefore, with a better understanding of initial disc
structure, as well as the impact of stellar irradiation on its development, the models of giant planet
growth and migration presented here can be further refined.
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