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1. Introduction
Freshwater stored in the Arctic Ocean is an important component of the climate system in the Arctic region 
and beyond. First, the strong stratification of the Arctic halocline associated with the freshwater storage 
shields sea ice from warm waters below (Rudels et al., 1996). Second, if the freshwater stored in the Arctic 
Ocean is released to the North Atlantic, it may significantly influence deep water formation and the Atlantic 
meridional overturning circulation (e.g., Aagaard et al., 1985; Jahn & Holland, 2013). A related concern is 
that the Arctic freshwater content (FWC) currently is in an unprecedented high level following freshwater 
accumulation over the past decades (Giles et al., 2012; Haine et al., 2015; Polyakov et al., 2013; Proshutinsky 
et al., 2019; Rabe et al., 2014; Wang, Wekerle, et al., 2019). Third, variation in Arctic FWC can change the 
surface mixed layer depth (MLD) in wintertime (Wang, Wekerle, et al., 2019), imposing potential impacts 
on summer primary production (Popova et al., 2010). Furthermore, variation in FWC induces sea surface 
height (SSH) variability in the Arctic Ocean via the halosteric effect (Armitage et al., 2016; Xiao et al., 2020), 
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Plain Language Summary The freshwater that is retained in the Arctic Ocean not only 
significantly influences the Arctic Ocean stratification, dynamic sea level, circulation and ecosystem, but 
also can influence the ocean circulation over a much larger region of the globe when it is released through 
the Arctic gateways. This study reveals that the ongoing Arctic sea ice decline significantly intensifies 
the decadal variability of Arctic FWC, sea level and upper ocean circulation. That is, the physical and 
potentially the biogeochemical environments of the Arctic Ocean are becoming more vulnerable to 
variations in surface winds when sea ice declines in a warming climate. Extreme events, like higher than 
normal FWC and ocean current speeds in some Arctic regions, will possibly occur more often in the new 
Arctic Ocean.
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so the Arctic upper ocean circulation, dominated by surface geostrophic currents, varies with the FWC on 
different time scales.
The circulations of Arctic sea ice and ocean change in response to atmospheric circulation regimes (Armitage 
et al., 2018; Proshutinsky & Johnson, 1997), and so does the Arctic liquid FWC via changes in Ekman transport 
and pumping (Rabe et al., 2014). The high sea level pressure (SLP) over the western Arctic, the Beaufort High 
(BH), renders a nonuniform spatial distribution of FWC in the Arctic Ocean, with more freshwater accumu-
lated in the Beaufort Gyre. The FWC in the Beaufort Gyre also varies strongly on interannual to decadal time 
scales as a consequence of Ekman convergence variability driven by the BH SLP variability (Proshutinsky 
et al., 2009). Observations and numerical simulations both revealed that the Beaufort Gyre FWC was in an ab-
normally high state in the 2010s, which was induced by strong positive BH anomalies and increased freshwa-
ter availability (Proshutinsky et al., 2019; Wang, Wekerle, Danilov, Koldunov, et al., 2018; Zhang et al., 2016). 




Figure 1. Schematic of the Pan-Arctic surface freshwater circulation (blue arrows). The background gray color 
shows bottom bathymetry. The Arctic Ocean domain studied in this study is indicated by black lines at the four Arctic 
gateways.
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of freshwater in the Arctic Ocean through changing freshwater pathways (Morison et al., 2012; Timmermans 
et al., 2011).
As Arctic FWC has a long memory of wind forcing, the responses of FWC to different SLP modes 
over the Arctic Ocean can be used to reconstruct Arctic FWC changes (Johnson et al., 2018; Marshall 
et  al.,  2017). The related idea is to obtain a function quantifying the response of the FWC to a step 
change in SLP, and then convolve the response function with a time series of SLP forcing to reconstruct 
or predict FWC variability. It is found that there is qualitative agreement among Coupled Model Inter-
comparison Project Phase 5 models that a step change to a more anticyclonic Arctic Oscillation (AO) 
leads to an increase in Arctic FWC, but the models differ widely in the degree to which the response 
functions can explain Arctic FWC changes (Cornish et al., 2020). In particular, the amplitude of the 
response of Arctic FWC to a more anticyclonic AO is significantly different among the models. There-
fore, process-understanding oriented studies are still required to unravel factors and processes that can 
influence ocean responses to winds.
Sea ice can modulate the ocean surface stress (e.g., Martin et al., 2014), thus influencing the upper ocean 
circulation and freshwater spatial distribution (Wang, Wekerle, et al., 2019). Arctic sea ice has undergone a sig-
nificant decline over the satellite era (Comiso et al., 2017; Kwok, 2018). The Arctic sea ice decline over the pe-
riod 2001–2015 caused pronounced redistribution of freshwater in the Arctic Ocean via strengthening surface 
Ekman transport: more freshwater was accumulated into the Amerasian Basin (AB), while the FWC in the 
Eurasian Basin (EB, see Figure 1 for Arctic geographical features) was reduced owing to increasing occupa-
tion of Atlantic-origin water and decreasing occupation of Pacific-origin water (Wang, Wekerle, et al., 2019). 
Although the Arctic total FWC is not significantly altered by the sea ice decline because the opposite changes 
of the FWC in the two basins largely compensate each other, regionally the upper ocean salinity, circulation 
and surface MLD are changed significantly by the sea ice decline. Observational and modeling studies also 
suggest that sea ice acts as a surface drag to hinder accumulation of freshwater in the Beaufort Gyre despite 
anticyclonic winds because ocean surface velocities approach or may even exceed those of sea ice when FWC 
increases in the Beaufort Gyre (Dewey et al., 2018; Meneghello et al., 2018; Wang, Marshall, et al., 2019).
This study aims to improve the understanding on the impact of sea ice decline on the Arctic FWC, SSH 
and upper ocean circulation. Their responses to the wind variability associated with different atmospheric 
modes and the impact of Arctic sea ice decline on the responses will be investigated. Ocean-sea ice simu-
lations are carried out with wind forcing perturbed relative to a control simulation. Two historical periods, 
the 1980s and 2010s, are used in order to elucidate the impact of sea ice states. The focus is not only on the 
Arctic total FWC, but also on the freshwater distribution in the Arctic Ocean and regional changes in SSH 
and surface ocean circulation.
I describe the model configurations and methodology in Section 2, present the results in Section 3, discuss 
possible implications of the methodology in Section 4, and then summarize the study in Section 5.
2. Model Setup and Method
I employed the Finite Element Sea-ice Ocean Model (FESOM 1.4, Q. Wang et al., 2014) in this study. FES-
OM 1.4 is a global ocean general circulation model discretized on unstructured triangular meshes for both 
its ocean (Danilov et al., 2004; Wang et al., 2008) and sea ice components (Danilov et al., 2015). The model 
supports multiresolution global simulations with model resolution coarsened outside regions of interest, so 
the overall computational cost can be reduced to allow for longer high-resolution simulations with available 
computing resources.
In the sea ice model, an updated version of the elastic-viscous-plastic (EVP, Hunke & Dukowicz, 1997) sea 
ice rheology is used (Danilov et al., 2015). The sea ice thermodynamics follow Parkinson and Washing-
ton (1979). FESOM can reasonably simulate Arctic sea ice concentration, thickness and small scale linear 
kinematic features at the scale of the applied model resolution in comparison with other state-of-the-art 
global ocean models (Wang, Danilov, et al., 2016; Wang, Ilicak, et al., 2016). In the ocean model component, 
diapycnal mixing and ocean viscosity are parameterized with the K-profile parameterization scheme (Large 
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fusivity is scaled with local horizontal resolution as suggested by Wang et al. (2014). The model has an ac-
ceptable representation of the Arctic Ocean major circulation and the recent increase in Arctic and Beaufort 
Gyre FWC (Wang, Wekerle, Danilov, Koldunov, et al., 2018; Wang, Wekerle, Danilov, Wang, & Jung, 2018; 
Wang, Wekerle, et al., 2019). A variable-resolution mesh with horizontal resolution of 1° in most parts of 
the global ocean is used in this study. The resolution is refined to 24 km north of 45°N and further refined 
to 4.5 km in the Arctic Ocean. The model grid has a vertical spacing of 10 m in the upper 100 m and coarser 
resolution downward, with 47 z-levels in total.
A control simulation was carried out from 1958 to 2019 driven by the JRA55-do (Tsujino et al., 2018) at-
mosphere reanalysis fields and monthly river runoff climatology. The simulation started from the PHC 3 
climatology (Steele et al., 2001) and climatological sea ice derived from a previous simulation. Two sets of 
10-year-long perturbation experiments were performed starting from the control run results in 1980 and 
2010, respectively. In these experiments, wind forcing was perturbed with some anomalies for the calcu-
lation of ocean and sea ice surface stress. Wind anomalies associated with three major Arctic atmospheric 
modes were used.
The first two empirical orthogonal functions (EOF) of monthly SLP (north of 70°N for the purpose 
of this work, seasonal cycle removed) of the JRA55-do data for the period 1980–2019 are shown in 
Figures  2a and 2d, respectively. EOF1 resembles the negative, anticyclonic AO phase (Thompson & 
Wallace, 1998), and explains 68% of the SLP variability. EOF2 explains 13% of the SLP variability and 
represents the Arctic Dipole Anomaly (DA, Wu et al., 2006). The negative value of EOF2 is shown in 
Figure 2d, corresponding to the negative phase of the DA. I will consider these two leading modes in 
perturbation experiments. In addition, I will explore the impact of the BH SLP, which was mainly in a 
positive phase and caused a significant increase in FWC in the Beaufort Gyre in the early 21st century 
(e.g., Proshutinsky et al., 2019; Wang, Wekerle, Danilov, Wang, & Jung, 2018; Zhang et al., 2016). The 
2007 SLP anomaly depicts the pattern of the BH in a strongly positive phase (Figure 2g). For the pertur-
bation experiments, wind anomalies associated with three idealized SLP anomalies are used to represent 
the three atmospheric modes described above: AO (Figures 2b and 2c), DA (Figures 2e and 2f), and BH 
(Figures 2h and 2i). The BH anomalies are the same as the BH forcing used in Marshall et al. (2017). 
Using the idealized wind anomalies for the purpose of this study allows to focus on the impacts of major 
atmospheric modes themselves without being bothered by small details; Similar ideas to employ ideal-
ized wind perturbations were used in other Arctic Ocean studies (e.g., Muilwijk et al., 2019). The im-
pacts of both negative and positive phases of the three atmospheric modes will be investigated through 
perturbation experiments. For two periods (1980s and 2010s), a total of 12 perturbation experiments 
were performed.
The response of Arctic liquid FWC to wind perturbations will be studied in this paper. The vertically in-
tegrated liquid FWC is defined as   0FWC ( ) /D ref refS S S dz, where S is salinity, Sref  =  34.8  psu is the 
reference salinity and D is the isohaline depth of S = Sref. Volumetric FWC is obtained by integrating the 
vertically integrated FWC laterally. Both the FWC in the Arctic Ocean and the FWC in the Arctic Basin will 
be analyzed. In this paper, the Arctic Ocean refers to the Arctic region enclosed by the four Arctic gateways 
(Fram Strait, Barents Sea Opening, Bering Strait and Canadian Arctic Archipelago [CAA]), while the Arctic 
Basin refers to the central area of the Arctic Ocean with bottom topography deeper than 500 m, including 
the EB and AB (Figure 1). The EB and AB are separated by Lomonosov Ridge.
3. Results
3.1. Control Run Results
The control run reproduces the observed changes in Arctic liquid FWC well over the last few decades (Fig-
ure 3). Observations indicate that the Arctic liquid FWC had an upward trend starting from mid-1990s to 
at least mid-2010s, with a FWC increase of about 11, 000 km3 (Polyakov et al., 2013; Rabe et al., 2014) (Fig-
ures 3a and 3b). The model reasonably simulates the observed FWC increase. The increasing trend of the 
Arctic FWC is mainly attributed to the trend in the AB (Figure 3c). The trend in the AB is largely captured 
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observational uncertainty range. In the EB, the FWC has a weak increasing trend from mid-1990s to mid-
2000s and a weak decreasing trend afterward, which are consistently simulated by the model (Figure 3d).
The model also has a good representation of the declining trend and interannual variability of both Arctic 
sea ice volume and summer sea ice extent in comparison with the PIOMAS result (Schweiger et al., 2011) 
and the satellite observations (Fetterer et al., 2017) (Figure 4). The declining trend of Arctic annual mean 
sea ice volume is −3.1 × 103 km3/decade (p < 0.01) and −2.5 × 103 km3/decade (p < 0.01) in the PIOMAS 
reanalysis and the control run, respectively. Their correlation after detrending is 0.72 (p < 0.01). The de-
clining trend of Arctic September sea ice extent is −0.82 million km2/decade (p < 0.01) and −0.65 million 




Figure 2. (a) The first empirical orthogonal function (EOF) of sea level pressure (SLP, north of 70°N) for the period 1980–2019. It resembles the pattern of the 
negative, anticyclonic Arctic Oscillation (AO) phase. (b) Idealized SLP anomaly representing negative AO and (c) the associated wind anomaly. (d) The second 
EOF of SLP. The negative EOF2 is shown, which corresponds to the negative phase of the Arctic Dipole Anomaly (DA). (e) Idealized SLP anomaly representing 
negative DA and (f) the associated wind anomaly. (g) 2007 SLP anomaly relative to the mean over 1980–2019. It shows a strong positive Beaufort High SLP 
anomaly. (h) Idealized SLP anomaly representing positive BH anomaly and (i) the associated wind anomaly. BH, Beaufort High.
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detrending is 0.82 (p < 0.01). The two time periods that will be investigated in this study correspond to the 
decades with highest (1980s) and lowest (2010s) sea ice thickness and concentration in the satellite era.
As mentioned in the introduction, it is important to know the spatial distribution of freshwater in the Arctic 
Ocean. For example, there is a significant regional increase in the FWC in the Beaufort Gyre region from 
2014 to 2019 (Figure 5), although the Arctic total FWC does not increase 
in this period (Figure  3a). Freshwater is accumulated in the Beaufort 
Gyre from 2014 to 2019, with the Beaufort Gyre center moving eastward 
(Figures 5a–5c), opposite to the westward movement during preceding 
years that was reported by Regan et al. (2019). Consistent with the higher 
SLP in the southeastern Canada Basin and lower SLP outside (Figure 5d), 
which drives Ekman convergence, FWC increases in the southeastern 
Canada Basin and north of the CAA, and decreases in other parts of the 
AB and in the EB (Figure 5c). The positive and negative FWC changes in 
the AB largely compensate each other, so the FWC integrated in the AB 
does not change much (Figure 3c). Calculating only the total FWC in the 
Arctic does not tell the interesting and important changes in the freshwa-
ter spatial distribution. In the following, we will investigate the response 
of Arctic FWC and the freshwater spatial distribution as well to different 
atmospheric modes and sea ice states.
3.2. Response of FWC to Atmospheric Modes
The response of Arctic FWC to different atmospheric modes in the 2010s 
period will be investigated in this section. The changes in ocean surface 
Ekman transport (calculated from ocean surface stress) induced by the 
wind perturbations of negative AO, negative DA and positive BH modes 
are shown in Figures 6a, 6c, and 6e. As expected from the applied wind 
perturbations (Figure 2), the negative (anticyclonic) AO leads to Ekman 




Figure 3. Liquid freshwater content (FWC, 103 km3) anomalies in the (a) Arctic Ocean, (b) Arctic Basin (Amerasian Basin [AB] plus Eurasian Basin [EB]), (c) 
AB and (d) EB. The model results are shown with blue curves and observations are shown with red dots. Observational data in (a) and (b–d) are described in 
Polyakov et al. (2013) and Rabe et al. (2014), respectively. The observational error bars are shown in (b–d).
Figure 4. (a) Arctic annual mean sea ice volume from the control run and 
the Pan-Arctic Ice Ocean Modeling and Assimilation System (PIOMAS) 
result (Schweiger et al., 2011). (b) Arctic September sea ice extent from 
the control run and the National Snow and Ice Data Center (NSIDC) 
satellite observation (Fetterer et al., 2017). The anomalies are relative to the 
respective mean values, and the mean values are shown in the legends.
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the Eurasian continental shelf and low SLP north of CAA and Greenland) leads to Ekman convergence 
toward the central Eurasian coast and Ekman divergence from north of the CAA, and the positive (anticy-
clonic) BH leads to Ekman convergence toward the Beaufort Gyre (Figures 6a, 6c, and 6e). Their opposite 
phases cause similar Ekman transport anomalies in opposite directions (not shown).
The AO perturbation causes significant changes in the amount of freshwater in the EB, Makarov Basin and 
the western Canada Basin (Figures 7a and 7b). In these areas, the FWC increases in response to changes in 
the Ekman transport under negative AO perturbation and decreases under positive AO perturbation. The 
FWC in most areas of the continental shelf (including eastern Beaufort Sea, north of CAA and Greenland, 
and most of the Eurasian continental shelf) and in the export gateways to the North Atlantic (CAA and 
western Fram Strait) has changes with signs opposite to the central Arctic. Integrated over the Arctic Ocean, 
the FWC increases persistently under the negative AO perturbation and decreases persistently under the 
positive AO perturbation over the 10 years period (red curves in Figure 8a). The amplitudes of the changes 
in the Arctic FWC are similar between the negative and positive AO modes. The changes in the Arctic Basin 




Figure 5. (a) Freshwater content (FWC, m) in 2014 from the control run. (b) The same as (a) but for 2019. (c) The FWC difference between 2019 and 2014. (d) 
The sea level pressure (SLP) anomaly in 2014–2019 relative to the 1980–2019 mean. The black contour lines indicate the 500, 2,000, and 3,500 m isobaths.
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the changes in the FWC over Arctic continental shelves caused by the AO perturbations are opposite to the 
changes in the central basin (Figures 7a and 7b).
The DA perturbation causes FWC to change with opposite signs between two regions: the first region con-
sists of the eastern EB, western AB, and their adjacent shelf seas (Laptev and East Siberian seas); the other 
region includes north of CAA and Greenland, and the Barents Sea (Figures 7c and 7d). A negative DA raises 
the FWC in the first region while a positive DA reduces it; The opposite happens in the second region. In 
comparison to the impact of the AO perturbation, the DA perturbation does not significantly change the to-
tal FWC in the Arctic Ocean and in the Arctic Basin (Figures 8c and 8d), as the opposite changes in different 
regions largely compensate each other (Figures 7c and 7d). Therefore, the DA perturbation mainly drives 
redistribution of freshwater within the Arctic Ocean.
The FWC in the Canada Basin becomes higher with a positive BH perturbation and lower with a negative 
one (Figures 7e and 7f). In the EB and part of the Makarov Basin adjacent to the Lomonosov Ridge, the 
FWC has relatively weaker changes with a sign opposite to that in the Canada Basin. The total FWC in the 
Canada Basin increases persistently under the positive BH perturbation and decreases under the negative 
BH perturbation (Figure 8f). The changing rates become smaller with time as expected from the feedback 
effect of ice-ocean stress coupling and the effect of eddy dissipation (Dewey et al., 2018; Manucharyan & 
Spall, 2016; Meneghello et al., 2018; Wang, Marshall, et al., 2019), although the FWC in the Canada Basin 
does not reach an equilibrium state within the simulation period. The changes in the Arctic total FWC are 
smaller than those in the Canada Basin (Figures 8e and 8f) because of opposite changes outside the Canada 




Figure 6. (a) Surface Ekman transport anomaly in the perturbation experiment with the negative Arctic Oscillation (AO) forcing relative to the control 
simulation for the warm (2010s) period. (b) The difference of Ekman transport anomalies induced by negative AO forcing between the warm and cold (1980s) 
periods. (c), (d) The same as (a) and (b), but for the negative Dipole Anomaly (DA) forcing. (e), (f) The same as (a) and (b), but for the positive Beaufort High 
(BH) forcing. The gray contour lines indicate the 500, 2,000, and 3,500 m isobaths.
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3.3. Impact of Sea Ice Decline on FWC
In this section, the impact of sea ice decline on the response of the Arctic FWC to different atmospheric 
modes will be elucidated by comparing the two sets of perturbation experiments over different periods.
Sea ice is thicker and more compact in the cold scenario (1980s) than in the warm scenario (2010s). As a 
consequence, the ocean surface Ekman transport anomalies in the warm scenario are stronger than in the 
cold scenario for all the atmospheric modes (Figures 6b, 6d, and 6f). The Ekman transport in the warm sce-
nario is considered stronger because the differences of Ekman transport anomalies between the two periods 
(warm scenario minus cold scenario) are largely aligned with the anomalies themselves (comparing the 
bottom row with the upper row in Figure 6).
The response of FWC in the Arctic Ocean to the AO perturbation in the cold scenario is qualitatively similar 
to that in the warm scenario (Figures 9a and 9b vs. Figures 7a and 7b). Quantitatively, however, the FWC 
changes in the Arctic Basin are weaker in the cold scenario. In addition, the area in the Arctic Basin with 
positive (negative) FWC anomalies induced by the negative (positive) AO mode is smaller in the cold sce-
nario. Integrated over the Arctic Basin or over the whole Arctic Ocean, the amplitude of the FWC anomaly 
at the end of the simulations is 40%–50% higher in the warm scenario than in the cold scenario (Figures 8a 
and 8b).
The negative and positive changes of FWC in the Arctic Basin with the DA perturbation are confined to 
the two regions roughly separated by the 0°/180° longitude line (the Eurasian and Amerasian sectors) in 
the cold scenario (Figures 9c and 9d). In the warm scenario, the changes are less confined spatially (Fig-
ures 7c and 7d). In particular, the positive anomaly driven by the negative DA mode occupies the eastern 




Figure 7. (a) Anomaly of the liquid freshwater content (FWC, m) in the perturbation experiment with negative Arctic Oscillation (AO) forcing in 2019 (the 
last year of the warm period) relative to the control simulation. (b) The same as (a), but for the positive AO forcing case. (c and d) The same as (a) and (b), but 
for the cases with Dipole Anomaly (DA) forcing. (e and f) The same as (a) and (b), but for the cases with Beaufort High (BH) forcing. The results for 1989 (the 
last year of the cold period) are shown in Figure 9. Note that the color range in (c and d) is different from that in other panels. The black contour lines indicate 
the 500, 2,000, and 3,500 m isobaths. The blue lines in (e) indicate the Canada Basin, defined as within the longitude range 130°W to 180°W and latitude range 
70°N to 85°N, and where bathymetry is deeper than 500 m.
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perturbation does not significantly change the total FWC integrated over the Arctic Basin and Arctic Ocean 
in comparison with the other two atmospheric modes (Figures 8c and 8d). The DA perturbation leads to 
significant changes in the FWC in some of the shelf seas (Figures 9c and 9d), which is due to the impact of 
winds on sea ice transport and thermodynamics (see Section 3.5 for further discussion).
In the cold scenario, the spatial patterns of the changes in FWC induced by the BH perturbations are similar 
to those in the warm scenario (Figures 9e and 9f vs. Figures 7e and 7f). However, the amplitude of the FWC 
anomalies in the Canada Basin is weaker in the cold scenario. Furthermore, in the cold scenario, the FWC 
in the Makarov Basin changes as in the Canada Basin: positively with the positive BH mode and negatively 
with the negative BH mode. In the warm scenario, in contrast, the sign of the FWC anomaly in most of the 
Makarov Basin is opposite to that in the Canada Basin. This difference between the two scenarios is due to 
the stronger Ekman convergence to, or divergence from, the Canada Basin in the warm scenario. Integrated 
over the whole Arctic Ocean, the changes in the total FWC with the BH perturbation are the same between 
the two scenarios over the first five model years (Figure 8e). Although some difference between the two 
scenarios appears afterward, there is no agreement for the two BH modes on whether the changes in Arctic 
FWC are larger in the warm scenario. However, the total FWC in the Canada Basin consistently changes 




Figure 8. (a) Anomaly of Arctic total liquid freshwater content (FWC, 103 km3) in the perturbation experiments with Arctic Oscillation (AO) forcing relative to 
the control simulation. (b) The same as (a), but for the FWC in the Arctic Basin including the Amerasian and Eurasian basins. (c and d) The same as (a) and (b), 
but for the cases with Dipole Anomaly (DA) forcing. (e) The same as (a), but for the cases with Beaufort High (BH) forcing. (f) The same as (e), but for the FWC 
in the Canada Basin, which is indicated by blue lines in Figure 7e.
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3.4. Variability of SSH and Ocean Circulation
The changes in the Arctic SSH closely follow those of FWC (cf. Figures 10 and S1) due to the dominant ha-
losteric effect. In the control run, the anticyclonic circulation associated with the high sea level is centered 
around the Beaufort Gyre and confined to the AB, while a weak cyclonic circulation is present in the EB. 
In the AO perturbation experiments, the SSH increases (decreases) in most parts of the Arctic Basin with 
the negative (positive) AO perturbation (Figures 10a and 10b). With the negative AO mode, the anticyclonic 
circulation intensifies and expands into the EB, and the cyclonic circulation in the EB is finally eliminated 
after the negative AO perturbation is enforced for a sufficiently long time (cf. Figure 10a and the control 
run result on top of Figure 10). With the positive AO mode, the anticyclonic circulation shrinks to a very 
small area in the southeastern Canada Basin, and the cyclonic circulation not only strengthens in the EB, 
but also expands to the Makarov Basin and northwestern Canada Basin (Figure 10b). The DA perturbation 
causes the SSH and upper ocean circulation to change as well (Figures 10c and 10d). Although the location 
of the front between the anticyclonic and cyclonic circulations is not significantly changed by the DA per-
turbation, its strength is weakened (strengthened) by the negative (positive) DA mode. The most significant 
impact of the BH perturbation is in the Canada Basin (Figures 10e and 10f). The positive (negative) BH 
mode strengthens (weakens) the Beaufort Gyre circulation and increases (decreases) the sea level in the 
Canada Basin.
To illustrate the impact of sea ice decline on the response of SSH and ocean circulation to winds, the anoma-
lies of SSH and upper ocean velocity induced by wind perturbations in the warm scenario and the differenc-
es of the anomalies between the warm and cold scenarios are shown in Figure 11. For brevity, results from 
only one phase of each atmospheric mode are shown. The anomalies of SSH are associated with the anom-
alies of FWC (cf. Figures 11a, 11c, and 11e and Figures 7a, 7c, and 7e), and the upper ocean velocity anom-




Figure 9. (a) Anomaly of liquid freshwater content (FWC, m) in the perturbation experiment with negative Arctic Oscillation (AO) forcing in 1989 (the last 
year of the cold period) relative to the control simulation. (b) The same as (a), but for the positive AO forcing case. (c and d) The same as (a) and (b), but for the 
cases with Dipole Anomaly (DA) forcing. (e and f) The same as (a) and (b), but for the cases with Beaufort High (BH) forcing. The results for 2019 (the last year 
of the warm period) are shown in Figure 7. Note that the color range in (c and d) is different from that in other panels. The black contour lines indicate the 500, 
2,000, and 3,500 m isobaths.
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with the cold scenario, the warm scenario allows for stronger responses of the SSH and ocean circulation 
to winds, especially for the AO and BH perturbations. With the negative AO mode, the SSH in the eastern 
EB and northwestern AB increases more in the warm scenario by up to nearly 100% in some places (the 
SSH anomaly in the warm scenario is nearly twice the difference of the anomalies between the warm and 
cold scenarios in those areas), leading to stronger anticyclonic circulation in these areas (Figure 11b). With 
the positive BH mode, the SSH rise in the western Canada Basin is also larger by up to about 100% in the 
warm scenario than in the cold scenario (Figure 11f). The warm scenario allows for a stronger anticyclonic 




Figure 10. (a) Sea surface height (SSH, color patches) and upper 150 m velocity (arrows) in the perturbation experiment with negative Arctic Oscillation (AO) 
forcing in 2019. (b) The same as (a), but for the case with positive AO forcing. (c and d) The same as (a and b), but for the cases with Dipole Anomaly (DA) 
forcing. (e and f) The same as (a and b), but for the cases with Beaufort High (BH) forcing. For comparison, the result in the control simulation is shown in the 
top row. The gray contour lines indicate the 500, 2,000, and 3,500 m isobaths.
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difference of the SSH anomalies in the Makarov Basin between the two scenarios is negative (warm scenar-
io minus cold scenario), consistent with the different changes in the FWC in this basin in the two climate 
scenarios (Figures 7e and 9e). With the DA perturbation, a clear difference of SSH and ocean circulation 
anomalies between the two scenarios is also present (e.g., in the western Canada Basin) but it is less pro-
nounced than with the other two atmospheric modes (Figure 11d), as expected from the smaller difference 
in the FWC anomalies presented above.
Sea ice can influence the FWC through the ice-ocean stress feedback, especially in the Beaufort Gyre re-
gion (Dewey et al., 2018; Meneghello et al., 2018; Wang, Marshall, et al., 2019). If the role of this feedback 
changes with sea ice decline, the effect is already contained in the impacts of sea ice decline identified in 
this study. One can quantify this component of the effect numerically using the method proposed in Wang, 
Marshall, et al. (2019), which is beyond the scope of the current study.
3.5. Contribution from Changes in Sea Ice Thermodynamics
The DA perturbation induces FWC changes in the East Siberian and Laptev seas with amplitudes compa-
rable to those in the Arctic Basin in the cold scenario (Figures 9c and 9d). To better understand the reason 




Figure 11. (a) Anomalies of sea surface height (SSH, color patches) and upper 150 m velocity (arrows) in the perturbation experiment with negative Arctic 
Oscillation (AO) forcing in 2019 (the last year of the warm period) relative to the control simulation. (b) The same as (a), but for the difference of the anomalies 
between 2019 and 1989 (the last year of the cold period). (c and d) The same as (a and b), but for the cases with negative Dipole Anomaly (DA) forcing. (e and f) 
The same as (a and b), but for the cases with positive Beaufort High (BH) forcing. Note that different color ranges and vector scales are used. The gray contour 
lines indicate the 500, 2,000, and 3,500 m isobaths.
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perturbation experiment with negative DA perturbation in the cold scenario, except that the ocean surface 
freshwater flux was prescribed with values obtained from the control run. In this simulation, the changes 
of FWC in the East Siberian and Laptev seas are much weaker than in the original perturbation experiment 
(cf. Figures 12c and 12d). In addition, some difference between these two experiments is also found in the 
Arctic Basin and close to Greenland. Therefore, the wind perturbation influences the regional FWC not 
only through changing the ocean surface stress, but also through transporting sea ice and then changing sea 
ice thermodynamics (freshwater loss and gain due to sea ice freezing and melting). The negative DA mode 
(Figure 2f) reduces sea ice export from the Laptev and East Siberian seas to the Arctic Basin and from the 
Arctic interior to north Greenland and Fram Strait (Figure S2), as also suggested in previous studies (Wang 
et al., 2009; Wu et al., 2006), which reduces sea ice freezing and brine rejection in the upstream regions, thus 
increasing the FWC there. The fact that the impact of the DA perturbation on the FWC in the East Siberian 
and Laptev seas is stronger in the cold period reveals that the sea ice advection effect is more pronounced in 
the cold period, when sea ice is thicker and its volume transport is larger.
The above results indicate that the impact of the DA perturbation on regional FWC through changing sea 
ice thermodynamics is not negligible compared to the impact through changing the ocean surface stress. A 
similar sensitivity experiment was performed for the negative AO perturbation case. In this case, prescrib-
ing surface freshwater flux does not change the FWC significantly compared to the overall FWC anomaly 
induced by the wind perturbation (cf. Figures 12a and 12b), which proves that the impact through changing 
the ocean surface stress plays a dominant role with the AO forcing. The relative importance of the two 
processes through which winds influence the FWC is also seen in the total FWC integrated over the Arctic 
Ocean (Figure 12e). With the negative AO perturbation, the Arctic total FWC has a strong increase, a very 
small part of which is due to changes in sea ice thermodynamics. With the negative DA perturbation, the 




Figure 12. (a) Anomaly of freshwater content (FWC, m) in the perturbation experiment with negative Arctic Oscillation (AO) forcing in 1989 (the last year of 
the 10-year simulations) relative to the control simulation. (b) The same as (a), but for the modified perturbation experiment with negative AO forcing, in which 
the ocean surface freshwater fluxes are prescribed with values obtained from the control simulation. (c and d) The same as (a and b), but for the cases with 
negative Dipole Anomaly (DA) forcing. (e) Time series of the anomalies of the Arctic total FWC (103 km3) in the four simulations shown in (a–d). The black 
contour lines in (a–d) indicate the 500, 2,000, and 3,500 m isobaths.
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As the response of sea ice thermodynamics to wind perturbations can be very nonlinear and dependent of 
the state of sea ice locally, it is unsurprising that the response of the Arctic FWC is not symmetric between 
the negative and positive phases of the DA forcing (Figure 8c). The impact of different atmospheric modes 
on sea ice advection and thermodynamics is beyond the scope of this study and is thus not explored in detail 
here.
4. Discussion
Two sets of perturbation experiments over two different periods (1980s and 2010s) were performed in order 
to understand the impact of sea ice decline on the response of Arctic FWC and ocean circulation to wind 
perturbations as presented above. Between these two sets of experiments, the ocean salinity is different 
at the beginning of the simulations. The Arctic FWC at the beginning of the 2010s is about 5 × 103 km3 
higher than that at the beginning of the 1980s (Figure 4a), about 6% of the Arctic total liquid FWC. With a 
fresher ocean, even the same total Ekman volume transport can carry a larger amount of freshwater. Does 
the difference in the initial salinity significantly contribute to the difference in the ocean response to wind 
perturbations between the two sets of experiments described in Section 3.3?
To answer this question, a passive tracer is introduced in both the control run and the run with the negative 
AO perturbation in the period of the 1980s. The initial value of the passive tracer is set to the salinity value 
at the beginning of the 2010s simulations, that is, the salinity in the control run at the end of 2009. The 
passive tracer receives the same surface fluxes as ocean salinity does during the simulations. If the initial 
salinity does not significantly influence the response of the Arctic FWC to the wind perturbation, the FWC 
difference between these two simulations calculated from the passive tracer should be close to the FWC 
difference calculated from ocean salinity. Indeed, the FWC differences calculated from the two approaches 
are similar for both the total Arctic Ocean and the Arctic Basin (Figures 13a and 13b), indicating a relatively 




Figure 13. (a and b) Impact of initial ocean salinity. (a) Anomaly of Arctic total liquid freshwater content (FWC, 103 km3) in the experiments with negative 
Arctic Oscillation (AO) forcing relative to the control simulation. (b) The same as (a), but for the FWC in the Arctic Basin including the Amerasian and 
Eurasian basins. The results reveal that the difference in the ocean salinity (available freshwater) at the beginning of the two periods plays a less important role 
than the difference in the sea ice condition. (c and d) The same as (a and b), but for the impact of background winds. The results reveal that the difference in the 
background winds between the two periods plays a minor role in the response of the FWC to the wind perturbation.
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decline. I hypothesize that this is because the difference of the initial FWC between the two periods is rela-
tively small compared to the Arctic total FWC.
The wind forcing in the control run is also different between the two periods. Does the difference in the 
background winds significantly influence the response of the Arctic FWC to the applied wind perturbation? 
To answer this question, two additional simulations were carried out. They are the same as the control run 
and the run with negative AO perturbation in the period of the 1980s, respectively, except that background 
winds from the 2010s are instead used. As shown in Figures 13c and 13d, the FWC anomaly between these 
two simulations is nearly the same as that obtained by using background winds from the 1980s, indicating 
that the difference in the background winds between the two periods does not have a large impact.
5. Summary
I answered three questions in this study: (1) Does sea ice decline influence the response of Arctic freshwa-
ter content (FWC) to variations in the atmospheric circulation?; (2) Is the impact of sea ice decline on the 
response different for different atmospheric modes?; (3) Does sea ice decline strengthen the decadal varia-
bility of Arctic FWC, sea level and upper ocean circulation? I found that the answers to these questions are 
affirmative.
To answer these questions, a model configuration based on FESOM was employed, which can reasonably 
reproduce the observed variability and trends of Arctic FWC and sea ice over the past decades. Perturbation 
experiments were performed with wind forcing perturbed with three different Arctic sea level pressure 
(SLP) modes: Arctic Oscillation (AO), Dipole Anomaly (DA) and Beaufort High (BH). Perturbations with 
both negative and positive phases of these modes were considered. To understand the impact of Arctic sea 
ice decline, the perturbation experiments were performed over two periods separately (1980s with thicker 
and more compact sea ice, and 2010s with thinner and looser sea ice). The impacts of sea ice decline were 
identified by comparing the responses of FWC, sea surface height (SSH) and ocean circulation to winds 
between these two climate scenarios.
A negative AO mode increases FWC and SSH in the Arctic Basin and leads to weaker opposite changes over 
Arctic continental shelves; A positive AO mode has opposite impacts. Winds drive the redistribution of 
freshwater, thus changing the SSH pattern (the halosteric effect). The surface geostrophic currents change 
accordingly. The changes in geostrophic currents could also further impact the freshwater distribution, 
but the spatial pattern of the changes in FWC indicates that the Ekman transport associated with the wind 
perturbation plays the leading role. A negative AO mode intensifies the anticyclonic circulation and can ex-
pand it to the Eurasian Basin (EB) after the mode is active for some years, while a positive AO mode causes 
the anticyclonic circulation to shrink and can expand the cyclonic circulation from the EB to the Amerasian 
Basin (AB). The location of the front between the anticyclonic and cyclonic circulations shifts accordingly. 
These responses are stronger in the warm scenario than in the cold scenario. The amplitudes of the response 
of SSH and surface currents to the AO perturbation in the warm scenario can reach nearly twice those in 
the cold scenario in some places. The changes in Arctic total FWC induced by the AO modes are 40%–50% 
larger in the warm scenario than in the cold scenario.
A positive BH mode increases FWC and SSH in the Canada Basin and leads to weaker opposite changes in 
the EB and continental shelves around the AB; A negative BH mode causes opposite changes. The anticy-
clonic circulation in the Canada Basin is intensified by the positive BH mode and weakened by the negative 
BH mode. These responses are stronger in the warm scenario than in the cold scenario, especially in the 
western Canada Basin, where the amplitudes of the changes in SSH and surface velocity in the warm sce-
nario are about twice those in the cold scenario. The changes in the total FWC in the Canada Basin with the 
BH perturbation are about 40% stronger in the warm scenario.
The DA perturbation does not significantly change the Arctic total FWC, but it does change the spatial dis-
tribution of freshwater in the Arctic Ocean. In the cold scenario, a negative DA mode raises FWC in the EB 
and reduces FWC in the AB, while the opposite happens with a positive DA mode. In the warm scenario, the 
changes in FWC are less regular in space. For example, the FWC increases offshore the Chukchi Sea with 
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liquid FWC through changing sea ice transport and thus thermodynamics. With the DA perturbation, this 
effect is not negligible compared with the impact through changing ocean surface stress, in contrast to the 
case with the AO perturbation.
Considering that AO is the leading mode of the Arctic SLP variability and that the BH anomaly drives the 
variability of the FWC in the central Canada Basin, the largest freshwater reservoir of the Arctic Ocean 
(Proshutinsky et al., 2009), the findings in this paper indicate that Arctic sea ice decline can strengthen 
the decadal variability of the Arctic FWC, SSH and surface circulation, both Arctic-wide and regionally. A 
positive BH anomaly has been driving the increase of Arctic FWC in the early 21st century. Over this period, 
the sea ice decline increases the FWC in the AB and reduces it in the EB so that the time evolution of the 
Arctic total FWC is not significantly changed by the sea ice decline (Q. Wang, Wekerle, et al., 2019). This 
is consistent with the current finding about the impact of sea ice decline on FWC and SSH under the BH 
perturbation. In some CMIP5 coupled models the linear response of Arctic FWC to AO can well explain 
the simulated Arctic FWC variability, while it cannot do so in some other models (Cornish et al., 2020). As 
the response is significantly influenced by sea ice states as found in the current study, it is not surprising 
that the variability of SLP alone is insufficient for quantitatively explaining the variability of Arctic FWC. 
Numerical simulations often have large spread in their sea ice mean states and trends (e.g., Shu et al., 2020; 
Wang, Ilicak, et al., 2016), so it can be expected that the response of Arctic FWC to changes in SLP behaves 
differently in different models.
The findings in this study suggest that sea ice states need to be considered when understanding and pre-
dicting changes in Arctic FWC, dynamic sea level and ocean circulation. The increasing vulnerability of 
the Arctic Ocean to winds due to sea ice decline also implies that extreme marine events (for example, 
unprecedented high FWC and strong ocean currents) will possibly occur more often in the Arctic Ocean in 
a warmer climate.
Data Availability Statement
The model data used in figures can be found at http://doi.org/10.5281/zenodo.4079497.
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