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Abstract 
This study seeks to examine the evolution of issues that have been espoused by both junior 
and senior scholars to aggregate out of literature, a criterion that can guide firms in 
evaluating their Big data analytic (BDA) projects. The systematic review approach took stock 
of varied socio-technical understanding, requirements, and capabilities used in addressing 
Big data issues and synthesized these issues for value accruals.  
 
The study strongly argues that Big data benefits accrue to firms whose economic activities 
require distributed collaborative effort, operational visibilities, cost, and time-sensitive 
decisions who adopt and implement the concept in their strategic, tactical, and operational 
levels. Though the trend shows steady growth in scholars’ interests and expectations in BDA, 
a significant percentage of the reviewed studies were not informed by any theory. The study 
contributes to BDA literature by affording scholars issue gaps and for practitioners, an 
analytical competency and evaluation scorecard that links strategic business goals to 
operational outcomes. 
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1. Introduction  
Recent capabilities to process and derive business value from “big data” (BD) has increased 
the attention and interest of both academia and practice in the phenomena. Existing evidential 
findings attribute this attention to BD’s propensity to transform the narrative of management 
theory and practice (Chae, Yang, Olson & Sheu, 2014; Mishra, Gunasekaran, Papadopoulos 
& Childe, 2017). Perhaps, the interest stems from the promise of enhanced decision insights 
that strategically improve operational agility, enhance performance, and enable expected 
return from an investment (Kiron, Prentice & Ferguson, 2014).  
 
According to Lyytinen and Grover (2017), BD capabilities provide the necessary data-driven 
visibility to assist firms in offering unique customized services, detect anomalies before they 
affect performance, increasing firm growth, and competitive advantage. Quantitatively, IBM 
asserts that organizations that fully adopt BD are likely to maximize revenue growth by 1.6 
times per annum, double their earnings before interest, tax, depreciation, and amortization to 
appreciate stock price by 250% (IBM Corporation, 2013). Full adoption, according to Ridge, 
Johnston, and Donovan (2015), spans across the firms’ strategic, tactical and operational 
levels in distributed collaborative works, operational visibility, accurate decisions, and 
reduction in operational cost and time.  
 
Although the prospects for BD analytics are primarily positive, concerns such as information 
overload (Whelan &Teigland, 2010), investment not yielding expected benefits in legacy 
firms, and BD investments accruing dividends after five to ten years of full implementation, 
have been raised (Bughin, LaBerge & Melbye, 2017; Power, 2016). These challenges 
informed the call by Ransbotham, Kiron & Prentice (2015) for the better elucidation of the 
issues, paradigm, theories, and methodologies driving the use of BD in business processes to 
identify unexplored gaps necessary to explain the phenomenon better.   
 
Regardless of extant BD scholarly review works carried out so far, (Fosso Wamba & Mishra, 
2017; Fosso Wamba, Akter Edwards, Chopin & Gnanzou, 2015; Mishra et al., 2018), 
minimal effort, if any, got invested in developing theories (evaluation criteria) amidst the 
issues reviewed (Siddaway, Wood, & Hedges, 2019). In a typical literature stock-taking 
exercise, this paper seeks to bridge the gap identified above by answering the question: How 
can the current issues, themes, and conceptual approaches in BD literature assist practitioners 
in evaluating implementation and performance?  Specifically, the paper aims to:  
 
• Examine the evolution of issues that have been espoused by both junior and senior 
scholars to aggregate out of literature, a criterion that can guide firms in 
evaluating their Big data analytics (BDA) projects and broaden their socio-
technical understanding, requirements, and capabilities for BD initiatives. 
•  
 The next section of the paper outlines the research approach and the adopted protocol that 
informed the research boundary. Section 3.0 presents the results of the study, while section 
4.0 discusses the research findings, limitations, and future gaps. The final section summarizes 
and concludes the study.  
 
2. Research Approach and Protocol 
Like most studies that are grounded in literature, approaches conceived were narratives, 
meta-analysis, vote counting, and descriptive analysis espoused by King and He (2006). 
 
 
However, the authors agreed on systematic review because of its theory development support, 
the implication for practice (Siddaway et al., 2019), and the ability to aggregate available 
peered reviewed papers to address the research question (Fahimnia, Sarkis & Davarzani, 
2015). Convenience and appropriateness (Petter & McLean, 2009) limited the search for 
articles to electronic databases. Specifically, the database search encompassed the association 
of information systems (AIS) electronic library of journal collections, Emerald, Web of 
Science, Ebscohost, ScienceDirect, and Scopus.  
 
In trying to have a glimpse of recent issues in BD publications, the study restricted reviewed 
publications span to five years, from 2013 to 2017. The researchers combined key search 
strings such as ‘big data analytics*,’ ‘business analytics* AND ‘Business process*’ AND 
‘Business Intelligence*,’ “Advanced Analytics*” AND “Business process*” which resulted 
in a total of 498 papers. These were manually filtered to eliminate duplications, conference 
papers, editorials, workshops, notes, and tutorial summaries. Only English peered reviewed 
completed studies in journal publications from 2013 to 2017 with relevance to the purpose 
study were considered. A total of 88 publications met the inclusion and exclusion criteria and 
got reviewed to identify the issues, theory, and methodology.  
 
For example, through the lens of qualitative, mixed-methods, experiments, and quantitative 
research protocols (Duncombe & Boateng, 2009), the research methodology was classified. 
Thus, articles that were highly objective with the positivist structured questionnaires for 
survey research were under the classification “Quantitative” (Babbie, 2011), while methods 
such as ethnography, hermeneutics, phenomenology, case studies adopting focus group 
discussions, interviews, and observations got categorized as "Qualitative.”  
 
Similarly, studies that complimented the weaknesses with the strengths of both qualitative 
and quantitative epistemological orientation got classified as “Mixed Method” (Allana and 
Clark, 2018). The category “Experiment” got assigned to studies that imitated and model 
real-world events, processes, and operations to unearth new or improve the existing 
processes. However, studies with no means of identifying their methodological orientation 
got assigned to “Conceptual” instead of the “No Method” category adopted by Senyo et al. 
(2018).  
 
2.1 Research themes  
Over the years, IS scholars have encapsulated issues in themes to ease theorization. For 
instance, in analyzing business maturity models, Chen and Nath (2018) had data and 
analytics technology environment, strategic alignment, top-level sponsorship and support, 
analytics talents, performance management, and organizational impacts as themes emerging 
from their review. Similarly, Sivarajah, Kamal, Irani, and Weerakkody (2017) conceptualized 
Big data challenges under themes such as data challenges, process challenges, and 
management challenges. However, the authors adopted the IT/IS resource capabilities 
classification of “human capabilities, technological capabilities, and organizational 
capabilities” espoused by Ross, Beath, and Goodhue (1996) because it absorbs most taken for 
granted resource capabilities and implementation assumptions (Marfo, Boateng & Effah, 
2017).  
 
2.1.1 Human Capabilities  
Human capabilities constitute a blend of requisite IT/IS human expertise and analytical 
competencies that are coordinated in business knowledge to identify proactive opportunities 
that resolve challenges at the firm level (Armstrong & Shiminzu, 2007). In order to compete 
on talent, the human capabilities theme got stratified into three personified actors, namely: 
the consumers, producers, and enablers (Cosic, Shanks, & Maynard, 2012). Analytical team 
 
 
members with the requisite competency of linking analytical results to the business use-case 
logics for daily decision-making insight and value-creating actions known as consumers 
(Gartner, 2014). Whereas personnel vested with the technical capabilities to code, define 
domain-specific business rules, analyze data and events to generate descriptive, predictive, 
and prescriptive analytics reports and dashboards for necessary insight are known as 
producers (Gartner, 2014). Enablers include system architects, project managers, and data 
scientists who design, build, implement, and maintain the systems used by consumers (users) 
and producers (analysts) (Chen, Chiang & Storey, 2012). 
 
2.1.2 Technological Capabilities 
This theme includes technological infrastructures, both physical and logical artifacts, designs, 
and configurations that strategically support the firm’s operational, process, and analytical 
journey from problem identification, data mining, data sourcing, integration, and analysis for 
insight generation (Chae & Olson, 2013). According to Marfo et al. (2017), this theme 
combines analytical capabilities, data management capabilities, and infrastructural 
capabilities. Analytical capabilities deal with the integration of IT enablers, producers, and 
consumers in understanding and producing tools that shape information delivery (reports and 
dashboards) and analysis (Isik, Jones & Sidorova, 2011). Data management capabilities 
include the ability to organize and control within the analytic space, the envisaged problems 
and opportunities, resources, and processes. It oversees data sourcing, acquisition, processing, 
and data-sharing aspects of the big data capability agenda (Elgendy & Elragal, 2016). Finally, 
infrastructure capabilities include everything database technologies, network technologies, 
and communication artifacts, both hard and software. 
 
2.1.3 Organizational Capabilities 
A firms’ organizational capabilities drive their fixed and variable investment in strategic 
structures that respond to both internal and external industry conditions inimical to growth 
(Minbaeva, 2017). These structures include controls and monitoring systems that 
continuously optimize routines and practices in conformity with industry benchmarks 
(Csaszar, 2012). These capabilities align IT/IS risk and responsibility competency with that 
of business goals to create enterprise-wide shared responsibility, accountability, ownership, 
and prudent priorities for effective management (Rathnam, Johnsen, & Wen, 2005). 
Currently, the Information System Audit and Control Association (ISACA, 2008) (ITGI, 
2007) provides practitioners with an audit and control framework for firms’ IT/IS 
governance, allowing managers to implement controls that bridge the gap between control 
requirement, technical issues, data-driven culture, data transparency, ethical concerns, data 
privacy, and business risk. 
 
3. Presentation of Results  
3.1 Search outlets and year of publication 
This section analyzes the distribution of articles within a specific repository and the 
respective year of publication. Scopus recorded the highest number of articles (24 papers), 
Web of Science recorded (20 papers), AIS electronic library recorded (9 papers), 
ScienceDirect recorded (13 papers), Ebscohost recorded (12 papers), while Emerald had (10 
papers) as represented in Fig. 1.  
 
 
 
Fig. 1 Distribution of papers by year and repository 
 
3.2 Methodology Distribution   
Methodology in every research endeavor seeks to answer the question, “How do we uncover 
the social reality we seek to study?” (Crotty, 1998). This section examines the methodologies 
that were adopted to uncover the identified research reality. Of the articles reviewed, the 
qualitative approach recorded the highest count (40), followed by quantitative (28), 
Conceptual (3), mixed-method (7), and experiments (10) (see Figure 2). 
 
Fig. 2 Methodology Distribution 
3.3 Adopted Theories  
Most studies derive or build their insights from existing theories (Ravitch & Riggan, 2016). 
This section examines the research theories underpinning the articles reviewed. Though 44% 
of the studies were without any identified theory, dynamic capabilities (DC) dominated the 
count with 14, representing 16%, the resource-based view (RBV) recorded nine articles to 
represent 10%. Socio-technical theory, systematic review models, organization information 
processing theory, and new theories conceptualized or developed by authors recorded three 
articles each, representing 3.4%.  
 
Table 1. Distribution by Theory (> a paper) 
Adopted Theories Frequency  % 
    Dynamic capabilities (DC) 14 16 
    Socio-technical theory  3 3.4 
    Systematic literature review  8 3.4 
    Resource-based view (RBV)  12 10 
    Technological, organizational, and environmental framework (TOE)  2 2.2 
    Author's theory  3 3.4 
    Organization information processing theory  3 3.4 
    No theory  30 44.3 
 
Theories such as technology, organizational, and environmental (TOE) recorded two articles, 
representing 2.2%. Adaptive capabilities, affordance theory, absorptive capacity, contingency 
theory, acceptance theory, organizational design theory, task-technology fit theory, 
technology acceptance model (TAM), cognitive capability, current learning theory, and 
organizational motivation theory each appeared once in the study (see Table. 1).  
 
3.4 Trending Issues 
Figure 3 depicts the issues embedded in the adopted themes and displays the trend in the 
research area from 2013 to 2017. Out of the human, technical and organizational capabilities, 
the authors identified issues bordering on BD integration strategies, BD economic impacts, 
3
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informational benefits of BDA, BD frameworks, BD socio-technical implications, BD quality 
constraints, analytics as a service, BD typology, constraints in BD decisions, challenges in 
interpreting BD output, BDA value creation models, ethical concerns, performance theories, 
performance frameworks, Big data integration challenges, and process innovation. 
  
It was further discovered that for each issue addressed in a reviewed paper, the authors 
prescribed one or two useful use-case questions that seek to resolve either a technical, 
business or social issue or a bottleneck in the implementation stage of the BDA initiative. 
These use-case questions were collated and themed according to the IT/IS resource 
capabilities classification of “human, technology, and organizational capabilities” (Ross et al. 
1996) with specific constructs to form an evaluation scorecard, as shown in appendix 1.  
  
 
Fig. 3. The Issue Trend 
3.5 Firm Evaluation Score Card 
Both industry and academia often device means of measuring performance and feedbacks on 
actions borne out of strategic initiatives. For instance, while Ban et al. (2016) designed the 
first nationwide ProPublica surgeon scorecard to measure complication rates, Tan, Zhang, 
and Khodaverdi (2016) applied their performance scorecard in measuring client feedback in 
the automotive service industry. Similarly, the Sohar University in Oman established a strong 
association between the implementation of a strategic road map and a performance scorecard. 
Literature makes a case for low expected BDA investment benefits and performance for 
legacy firms (Bughin et al., 2017). Leading to the need to aggregate from literature, a 
criterion that can guide firms in evaluating their BDA projects and broaden their socio-
technical understanding, requirements, and capabilities for BDA. The BDA Competence / 
Evaluation Scorecard (Appendix 1) got designed to assist firms that are considering partial to 
full analytical migration to track, monitor, and evaluate operational, tactical, and strategic 
decisions. The respective dimensions on the scorecard were further stratified into constructs 
and rated based on the score assigned and to a particular chosen answer to a question. The 
formula for rating a firm’s total analytic competency stage is as follows:  
∑(𝑠)
∑(𝑥)
(100%) 
The summation of a firm’s score on each competence criterion is Σ(s), while Σ(x) is the sum 
of all the default maximum scores of the framework. The scorecard framework is tied to the 
Davenport and Harris (2007) analytical maturity model to aid firms in situating their 
performance scores in the analytical maturity model’s growth stages. The growth stages are 
categorized as follows:  90%–100% score is Stage #5 (Analytical Competitors), 89%–80% is 
Stage #4 (Analytical Company), 79%–70% is Stage #3 (Analytical Aspirations), 69%–60% is 
 
 
Stage #2 (Localized Analytics), and 59% or less is Stage #1 (Analytically Impaired) (Table 
2). 
 
For example, based on Davenport and Harris (2007) analytical maturity model, every firm 
that seeks to compete on analytics, must aspire to reach “Stage 5” of maturity, where the 
search for new data and metrics are endless with essential analytical resources managed 
centrally and enterprise-wide. The leadership of this firm must have a strong passion for 
competing and supporting the firm’s distinctive capabilities and strategy with analytics while 
engaging or training amateur analysts to world-class professionals. However, before “stage 
5”, firms can establish their maturity stage by using the BD evaluation scorecard, which is in 
the form of a five (5) Likert scale questionnaire. Each box ticked as an applicable gets 
assigned to the scale number, these scale numbers are summed up representing Σ(s),  which is 
further divided by the sum of all default maximum scores of the framework Σ(x). A 
percentage of this value is compared to the score range of the maturity model to establish the 
firm’s stage.  
 
Table 2. Analytics Maturity Model (Source: Davenport and Harris 2007)  
4. Discussion and Future Research Gap 
This section discusses the results presented in the earlier section. From the results, we can 
posit that BDA drives operational insight for actionable decisions with some level of 
certainty in the artifacts outputs, which is something highly sought after in every business 
decision (Davenport, Barth, & Bean, 2012). Within the information systems discipline, the 
interest in and attention on BDA is evident in the number of research articles received even in 
the queried repositories. In the early stages of BDA, as evidenced in Figure 1 and Figure 3., 
the interest and expectations were very high with issues such as factors affecting adoption 
(Mahrt & Scharkow, 2013), adoption and impacts of social media analytics on businesses 
(Esteves & Curto, 2013) were identified. Other scholars noticed the strategic benefits of 
aggregating and linking heterogeneous data (Mithas, Lee, Earley, Murugesan, & Djavanshir, 
2013) and frameworks for understanding enterprise analytic success factors (Mungree et al., 
2013). Finally, agility through new technology (Demirkan & Delen, 2013; LaValle, Lesser, 
Shockley, Hopkins, & Kruschwitz, 2013) and latency between data acquisition and decision 
(Leonardi, 2013) got researched to reflect the issues inhibiting firm’s BDA capital 
investments drive. 
 
Though accounts of some waning interest and unmet expectations borne out of the difficulties 
ANALYTIC MATURITY MODEL 
  DATA ENTERPRISE LEADERSHIP TARGETS ANALYSTS 
STAGE 5 
Analytical 
Competitors 
The relentless 
search for new 
data and metrics 
All key analytical 
resources centrally 
managed 
Strong leadership 
passion for analytical 
competition 
Analytics support the 
firm’s distinctive 
capability and 
strategy 
World‐class 
professional 
analysts and attention 
to analytical amateurs 
STAGE 4 
Analytical 
Companies 
Integrated, 
accurate, common 
data in a central 
warehouse 
Critical data, 
technology, and 
analysts are 
centralized or 
networked 
Leadership support for 
analytical competence 
Analytical activity 
centered on a few key 
domains 
Highly capable analysts 
in central or networked 
organization 
STAGE 3 
Analytical 
Aspirations 
Organization 
beginning to create 
a centralized data 
repository 
Early stages of an 
enterprise‐wide 
approach 
Leaders beginning to 
recognize the 
importance of analytics 
Analytical efforts 
coalescing behind a 
small set of targets 
The influx of analysts 
in key target areas 
STAGE 2 
Localized 
Analytics 
Data usable, but in 
functional or 
process silos 
Islands of data, 
technology, and 
expertise 
Only at the function or 
process level 
Multiple 
disconnected 
targets that may not 
be strategically 
important 
Isolated pockets of 
analysts with no 
communication 
STAGE 1 
Analytically 
Impaired 
Inconsistent, poor 
quality, poorly 
organized 
N/A 
No awareness or 
interest 
N/A 
Few skills, and these 
attached to specific 
functions 
 
 
encountered by early adopters (Bughin et al., 2017), the issues dealt with by researchers from 
2014 to 2016 were somewhat an extension of those encountered by early adopters—
specifically, data integration challenges affecting decision quality (Abawajy, 2015; 
Amankwah-Amoah, 2016), lack of frameworks and theories for policy, legal, regulatory, and 
performance concerns linked to business value (Amankwah-Amoah, 2015; Gandomi & 
Haider, 2015; Simonet, Fedak, & Ripeanu, 2015; Zhang, Hu, Xie, Zhang, Su, & Liu, 2015) 
were addressed. Most of these researchers also examined the impact of economic strategy on 
culture,  analytic investment, agility, performance, and value realization (Akter, Wamba, 
Gunasekaran, Dubey, & Childe, 2016; Dobrev & Hart, 2015; Marshall, Mueck,  & Shockley, 
2015). Finally, socio-technical complexities in ethical and data quality concerns got identified 
as issues that might have caused the waning of interest and expectations of early adopters 
(Metcalf & Crawford, 2016). 
 
Though Figure 1. Showed a trend of rising interest and expectations in 2017, as evidenced by 
the number of publications in all the six repositories, the issues were not distinctively 
different from the issues encountered in the years 2014 to 2016. The research community 
addressed issues such as adoption barriers, value-creating models, agility constraints, BDA 
decision constraints, Decision models, BDA as a service, and its associated transformational 
benefits. Based on the apparent rising trend in terms of volumes (Fig.1) and the sensitivity of 
issues depicted in Fig. 3, we predict a rise in interest and expectations (high number of 
research publications) of BDA in enterprise-wide business processes to continue. Generally, 
the issues examined yearly in the various repositories addressed technological, human, or 
organizational capability challenges inimical to BDA value creation and performance 
benefits. However, further studies should be encouraged to view capabilities from socio-
technical or socio-material perspectives with broader scope and depth to Big data strategy, 
adoption, implementation, and practice. The imbrication of the technical, human, and 
organizational capabilities should minimize the challenges associated with poor data-driven 
culture (Kiron et al., 2014), data integration and ethics (Bialobrzeski, Ried & Dabrock, 2012), 
data quality (Bose, 2009), and process innovation bottlenecks that are common with legacy 
firms. 
 
We further suggest that legacy firms adopt well-defined data management policies, goals, and 
strategies (McAfee & Brynjolfsson, 2012) to inform deliberate, analytical skill development 
policies for personnel and executives of business processes (Chang, Kauffman, & Kwon, 
2014). Junior scholars should take a keen interest in critiquing new concepts, theories, and 
methodologies that seek to explain how to overcome concerns such as data ethics, data 
quality, data privacy, and data security. These challenges pose the most significant obstacle to 
realizing the fundamental socio-economic viabilities of BD initiatives (Nelson, Todd, & 
Wixom, 2005). 
 
In analyzing the theory results, an interesting skewed trend was observed. Though 44.3% of 
the studies were not informed by any specific theory (Cervone, 2016; Janssen, Van Der 
Voort, & Wahyudi, 2017), most studies relied on dynamic capabilities (DC) theory (16%) 
and the resource-based view (RBV) (10%) to best explain and inform their inquiries. It is 
worth noting that dominant theories, such as Socio-Technical Theory, Organization 
Information Processing Theory, and Technology Organizational and Environmental (TOE) 
theory, appeared only once in the 88 papers reviewed. While some of these theories were 
combined to optimize outcomes, this study directs future research efforts in the knowledge 
generation process to dominant theories different from the list in Table 1 for different insight 
on the subject.  
 
Besides the establishment of a firms’ maturity stage, the objective answers to the developed 
evaluation scorecard in appendix 1 will further assist firms in identifying implementations 
 
 
gaps regarding the scores in individual dimension and their corresponding constructs. Where 
areas or questions of lower scores can get the attention of leadership for the needed 
interventions for higher scores, which progresses the firm closer to the stage (5) of the 
maturity framework.  
 
5. Conclusions  
This study sieved through six well-known repositories for peered-reviewed studies on Big 
Data analytics in business processes published within the year 2013 to 2017. The sieving 
criteria resulted in 88 articles that got analyzed for the conceptual approach, research 
methodology adopted, and thematic issues identified. The study also enacted out of the 88 
articles an analytical scorecard to assist business executives in evaluating progress and 
tracking the performance status of their firm’s analytic journey for gaps. The study affirms 
that legacy firms with an improved socio-technical approach to addressing data quality 
constraints, data privacy complexities, ethical and security concerns could increase their 
propensity to generate expected benefits (Davenport, Barth & Bean, 2012). The findings 
further identify relevant gaps in theory, issues, context, and methodology. Combined with the 
scorecard, these identified gaps should benefit scholars in situating future research direction 
and practitioners in their attempts to embed big data analytics in business processes, evaluate 
BD implementation for competitive advantage. We posit further that BDA’s infusion into 
business processes must take into account the formulation and enforcement of cultural and 
formalized data-driven process strategies that enable constant monitoring and reconstruction 
of operational processes. 
 
Several limitations have been identified in the study, regardless of the adopted methodology. 
The study's result is likely not to reflect the exact trend since the study was limited to the 
English language, spans from 2013 to 2017, and did not also cover all repositories. That led 
to the exclusion of equally relevant articles in other languages, repositories, and years. The 
scorecard yet to be tested; therefore, future works can apply the scorecard framework to 
establish its reliability for purpose. This study will benefit the efforts of a broad range of 
researchers and practitioners. The findings will assist researchers in identifying new research 
questions and gain an overview of current research directions that align with their work. 
Practitioners will gain insight into challenges associated with integrating data, whether "big" 
or otherwise, into business processes and use the evaluation scorecards to track and evaluate 
their BD implementation and operations. Young scholars may use these findings as a guide to 
locate and publish various types of related articles and to gain further insight into the 
emerging field of advanced analytics.  
 
References 
Abawajy, J. (2015). “Comprehensive analysis of big data variety landscape.” International 
Journal of Parallel, Emergent and Distributed Systems, 30(1), 5–14. 
Akter, S., Wamba, S. F., Gunasekaran, A., Dubey, R., & Childe, S. J. (2016). “How to improve 
firm performance using big data analytics capability and business strategy alignment?” 
International Journal of Production Economics, 182, 113–131.  
Alani, F., Khan, M., and Manuel, D. (2018), "University performance evaluation and strategic 
mapping using balanced scorecard (BSC): Case study – Sohar University, Oman," 
International Journal of Educational Management, Vol. 32 No. 4, pp. 689-700. 
https://doi.org/10.1108/IJEM-05-2017-0107 
Allana, S., and Clark, A. (2018). “Applying Meta-Theory to Qualitative and Mixed-Methods 
Research: A Discussion of Critical Realism and Heart Failure Disease Management 
Interventions Research.”  International Journal of Qualitative Methods 17(1), 1-9. 
Amankwah-Amoah, J. (2015). “Safety or no safety in numbers? Governments, big data, and 
public policy formulation”. Ind. Management. Data Systems. 115 (9), 1–10. 
 
 
Amankwah-amoah, J. (2016). “Technological Forecasting & Social Change Emerging 
economies, emerging challenges : Mobilizing and capturing value from big data.” 
Technological Forecasting & Social Change, 110, 167–174.  
Armstrong, C., and Shiminzu, K. (2007). “A Review of Approaches to Empirical Research on the 
Resource-Based View of the Firm.” Journal of Management 33(6), 959–986. 
Babbie, E. R. (2011). Introduction to Social Research, Belmont, Wadsworth Cengage Learning, 
CA. 
Ban, K., Cohen, M., Ko, C., Friedberg, M., Stulberg, J., Zhou, L., & Bilimoria, K. (2016). 
Evaluation of the ProPublica Surgeon Scorecard “Adjusted Complication Rate” Measure 
Specifications. Annals of Surgery, 264(4), 566-574. 
Bialobrzeski, A., Ried, J., and Dabrock, P. (2012). “Differentiating and Evaluating Common 
Good and Public Good: Making Implicit Assumptions Explicit in the Contexts of Consent and 
Duty to Participate.” Public Health Genomics (15), 285–292. 
Bose, R. (2009). “Advanced Analytics: Opportunities and Challenges.” Industrial Management 
and Data Systems (109), 155–172. 
Braganza, A., Brooks, L., Nepelski, D., Ali, M., & Moro, R. (2017). “Resource management in 
big data initiatives : Processes and dynamic capabilities.” Journal of Business Research, 70, 
328–337.  
Brock, T. R. (2017). “Performance Analytics: The Missing Big Data Link Between Learning 
Analytics and Business Analytics.” Performance Improvement, 56(7), 6–16.  
Bughin, J., LaBerge, L., and Melbye, A. (2017). “The Case of Digital Reinvention.” McKinsey 
Quarterly (1), 26–41. 
Bumblauskas, D., Nold, H., Bumblauskas, P., & Igou, A. (2017). “Big data analytics: 
transforming data to action.” Business Process Management Journal, 23(3), 703–720.  
Cao, G., & Duan, Y. (2017). “How do top- and bottom-performing companies differ in using 
business analytics?” Journal of Enterprise Information Management, 30(6), 874–892.  
Carson, D., Gilmore, A., Perry, C., and Gronhaug, K. (2001). Qualitative Marketing Research. 
Thousand Oaks, Sage. CA. 
Cervone, H. F. (2016). “Organizational considerations, initiating Big data, and analytics 
implementation.” Digital Library Perspectives, 32(3), 137–141.  
Chae, B., and Olson, D. L. (2013). “Business Analytics for Supply Chain: A Dynamic-
Capabilities Framework.” International Journal of Information Technology and Decision 
Making 12(1), 9–26. 
Chae, B. K., Yang, C., Olson, D., and Sheu, C. (2014). “The Impact of Advanced Analytics and 
Data Accuracy on Operational Performance: A Contingent Resource-Based Theory (RBT) 
Perspective.” Decision Support Systems (59), 119–126. 
Chang, R. M., Kauffman, R. J., and Kwon, Y. (2014). “Understanding the Paradigm Shift to 
Computational Social Science in the Presence of Big Data.” Decision Support Systems (63), 
67–80. 
Chen, H., Chiang, R. H. L., and Storey, V. C. (2012). “Business Intelligence and Analytics: From 
Big Data to Big Impact.” MIS Quarterly 36(4), 1165–1188.  
Chen, L., & Nath, R. (2018). "Business analytics maturity of firms: an examination of the 
relationships between the managerial perception of IT, business analytics maturity, and 
success." Information Systems Management, 35(1), 62–77.  
Chongwatpol, J. (2016). “Managing big data in coal-fired power plants: A business intelligence 
framework.” Industrial Management and Data Systems, 116(8), 1779–1799.  
Cosic, R., Shanks, G., and Maynard, S. (2012). “Towards a Business Analytical Capability 
Model.” In: 23rd Australian Conference on Information Systems on Proceedings. Pp. 1-11, R. 
Scheepers, P. Finnegan (eds.). Geelong, Australia.  
Côrte-Real, N., Oliveira, T., & Ruivo, P. (2017). “Assessing the business value of Big Data 
Analytics in European firms.” Journal of Business Research, 70, 379–390.  
Crotty, M. (1998). The Foundations of Social Research: Meaning and Perspective in the 
Research Process, Sage. London, UK. 
Csaszar, F.A. (2012). “Organizational Structure as a Determinant of Performance: Evidence from 
Mutual Funds.” Strategic Management Journal (33), 611–632.  
 
 
Davenport, T.H., and Harris, J.G. (2007). Competing on Analytics: The New Science of Winning. 
MA: Harvard Business Press. Boston.  
Davenport, T. H., Barth, P., and Bean, R. (2012). “How Big Data Is Different.” MIT Sloan 
Management Review 54(1), 43–50. 
Demirkan, H., Bess, C., Spohrer, J., Rayes, A., Allen, D., & Moghaddam, Y. (2015). 
“Innovations with smart service systems: Analytics, big data, cognitive assistance, and the 
internet of everything.” Communications of the Association for Information Systems, 37(1), 
733–752. 
Demirkan, H., & Delen, D. (2013). “Leveraging the capabilities of service-oriented decision 
support systems: Putting analytics and big data in the cloud.” Decision Support Systems and 
Electronic Commerce, 55(1), 412-421. 
Dobrev, K., & Hart, M. (2015). “Benefits, Justification, and Implementation Planning of Real-
Time Business Intelligence Systems.” Electronic Journal of Information Systems Evaluation, 
18(2), 104–118.  
Duncombe, R., and Boateng, R. (2009). “Mobile Phones and Financial Services in Developing 
Countries: A Review of Concepts, Methods, Issues, Evidence, and Future Research 
Directions.” Third World Quarterly 30(7), 1237–1258.  
Edgeman, R. (2013). “Sustainable Enterprise Excellence: Towards a framework for holistic data-
analytics.” Corporate Governance, 13(5), 527–540.  
Elgendy, N., and Elragal, A. (2016). “Big Data Analytics in Support of the Decision Making 
Process.” Procedia Computer Science (100), 1071–1084. 
Esteves, J., and Curto, J. (2013). “A risk and benefits behavioral model to assess intentions to 
adopt big data.” Journal of Intelligence Studies in Business, 3(1), pp. 37-46. 
Fahimnia, B., Sarkis, J., and Davarzani, H. (2015). “Green Supply Chain Management: A Review 
and Bibliometric Analysis.” International Journal of Production Economics (162), 101–114. 
Fosso Wamba, S, and Mishra, D. (2017). “Big Data Integration with Business Processes: A 
Literature Review.”  Business Process Management Journal 23(3), 477–492. 
Fosso Wamba, S., Akter, S., Edwards, A., Chopin, G., and Gnanzou, D. (2015). “How ‘Big Data' 
Can Make a Big Impact: Findings from a Systematic Review and a Longitudinal Case Study.” 
International Journal of Production Economics (165), 234–246. 
Gandomi, A., & Haider, M. (2015). “Beyond the hype: Big data concepts, methods, and 
analytics.” International Journal of Information Management, 35(2), 137–144. 
Gartner. (2014). Survey Analysis Data Investment Grows, but Deployment Remained Scarce. 
Available at: https://www.gartner.com/doc/2841519/survey-analysis-big-data-investment. 
Günther, W. A., Mehrizi, M. H. R., Huysman, M., & Feldberg, F. (2017). “Debating big data : A 
literature review on realizing value from big data.” Journal of Strategic Information Systems, 
26, 191–209.  
Guo, L., Sharma, R., Yin, L., Lu, R., & Rong, K. (2017). “Automated competitor analysis using 
big data analytics: Evidence from the fitness mobile app business.” Business Process 
Management Journal, 23(3), 735–762.  
Hartmann, P. M., Zaki, M., Feldmann, N., & Neely, A. (2016). ‘Capturing value from big data – 
a taxonomy of data-driven business models used by start-up firms.” International Journal of 
Operations and Production Management, 36(10), 1382–1406.  
Hazen, B. T., Skipper, J. B., Ezell, J. D., & Boone, C. A. (2016). ‘Big data and predictive 
analytics for supply chain sustainability: A theory-driven research agenda.” Computers and 
Industrial Engineering, 101, 592–598. https://doi.org/10.1016/j.cie.2016.06.030 
Holsapple, C., Lee-Post, A., & Pakath, R. (2014). “A unified foundation for business analytics.” 
Decision Support Systems, 64, 130–141.  
IBM Corporation. (2013). Business Analytics for Banking: Three Ways to Win. Available at 
ftp://ftp.software.ibm.com/software/in/BA_for_Banking_-_three_ways_to_win.pdf 
Isik, O., Jones, M. C., and Sidorova, A. (2011). “Business Intelligence (BI) Success and the Role 
of BI Capabilities.” Intelligent Systems in Accounting, Finance, and Management (18), 161–
176. 
I.T. Governance Institute. COBIT 4.1. (2007). Available at www.itgi.org   
 
 
Janssen, M., van der Voort, H., & Wahyudi, A. (2017). “Factors influencing Big data decision-
making quality.” Journal of Business Research, 70, 338–345.  
Khan, Z., & Vorley, T. (2027). “Big data text analytics: an enabler of knowledge management.” 
Journal of Knowledge Management, 21(1), 18–34.  
King, W. R. and He, J. (2006). “A Meta-Analysis of the Technology Acceptance Model.” 
Information and Management, 43(6), 740–755.  
Kiron, D., Prentice, P. K., and Ferguson, R. B. (2014). “The Analytics Mandate.” MIT Sloan 
Management Review (55), 1–25. 
Laux, C., Li, N., Seliger, C., & Springer, J. (2017). “Impacting Big Data analytics in higher 
education through Six Sigma techniques.” International Journal of Productivity and 
Performance Management, 66(5), 662–679.  
LaValle, S., Lesser, E., Shockley, R., Hopkins, M. S., & Kruschwitz, N. (2013). “Big data, 
analytics, and the path from insights to value.” MIT Sloan Management Review, 21. 
Leonardi, P. M. (2013). “Theoretical foundations for the study of sociomateriality.” Information 
and Organization, 23(2), 59–76.  
Lyytinen, K., and Grover, V. (2017). “Management Misinformation Systems: A Time to 
Revisit?” Journal of the Association for Information Systems, 18(3), 1–5. 
Mahrt, M., and Scharkow, M. (2013). “The value of big data in digital media research.” Journal 
of Broadcasting & Electronic Media, 57 (1), 20-33.  
Marfo, J. S., Boateng, R., and Effah, J. (2017). “A Typology of Big Data Capabilities from 
Resources to Dynamic Capabilities. Evidence from a Ghanaian Health Insurance Firm.” In:  
23rd Americas Conference on Information Systems on Proceedings. Pp.1-10, E. Loiacono, and 
T. Hess (eds.), Boston, MA.  
Marshall, A., Mueck, S., & Shockley, R. (2015). “How leading organizations use big data and 
analytics to innovate.” Strategy and Leadership, 43(5), 32–39.  
Mawed, M., & Aal-Hajj, A. (2017). “Using big data to improve performance management: a case 
study from the UAE FM industry.”  Facilities, 35(13–14), 746–765.  
McAfee, A., and Brynjolfsson, E. (2012). “Big Data: The Management Revolution.” Harvard 
Business Review 60(66), 68–128. 
Metcalf. J. and Crawford. K. (2016). “Where are human subjects in Big Data research? The 
emerging ethics divide.” Big Data & Society 3(1): 1–14. 
Minbaeva, D. (2017). “Human capital analytics: why aren’t we there? Introduction to the special 
issue.” Journal of Organizational Effectiveness: People and Performance, 4(2), 110–118.  
Mishra, D., Gunasekaran, A., Papadopoulos, T., and Childe, S. J. (2018). “Big Data and Supply 
Chain Management: A Review and Bibliometric Analysis.” Annals of Operations Research 
1(2), 313–336. 
Mithas, S., Lee, M. R., Earley, S., Murugesan, S., & Djavanshir, R. (2013). “Leveraging Big Data 
and Business Analytics [Guest editors’ introduction].” IT Professional, 15(6), pp. 18-20. 
Motamarri, S., Akter, S., & Yanamandram, V. (2017). “Does big data analytics influence 
frontline employees in services marketing?” Business Process Management Journal, 23(3), 
623–644.  
Nelson, R. R., Todd, P. A., and Wixom, B. H. (2005). “Antecedents of Information and System 
Quality: An Empirical Examination within the Context of Data Warehousing.” Journal of 
Management Information Systems (21), 199–235. 
Pape, T. (2016). “Prioritizing data items for business analytics: Framework and application to 
human resources.” European Journal of Operational Research, 252(2), 687–698.  
Pauleen, D. J. (2017). “Dave Snowden on KM and big data/analytics: an interview with David J. 
Pauleen.” Journal of Knowledge Management, 21(1), 12–17.  
Petter, S., and McLean, E. R. (2009). “A Meta-Analytic Assessment of the DeLone and McLean 
IS Success Model: An Examination of IS Success at the Individual Level.” Information and 
Management, 46(3), 159–166. 
Pisano, G. (2017). “Towards a Prescriptive Theory of Dynamic Capabilities : Connecting 
Strategic Choice, Learning, and Competition.” Industrial and Corporate Change, 26(5), 747-
762.  
 
 
Power, D. J. (2016). “Data science: Supporting decision-making.” Journal of Decision Systems, 
25, 345–356. 
Ram, J., Zhang, C., & Koronios, A. (2016). “The Implications of Big Data Analytics on Business 
Intelligence: A Qualitative Study in China.” Procedia Computer Science, 87, 221–226.  
Ransbotham, S., Kiron, D., and Prentice, P. K. (2015). “Minding the Analytics Gap.” MIT Sloan 
Management Review (56), 63–68. 
Rathnam, R. G., Johnsen, J., and Wen H. J. (2005). “Alignment of Business Strategy and IT 
Strategy: A Case Study of a Fortune 50 Financial Services Company.” Journal of Computer 
Information Systems 45(2),1–8. 
Ravitch, S.M., and Riggan, M. (2016). Reason and Rigor: How Conceptual Frameworks Guide 
Research.  Thousand Oaks, Sage Publications CA.   
Ridge, M., Johnston, K. A., and Donovan, B. (2015). “The Use of Big Data Analytics in Retail 
Industries in South Africa.” African Journal of Business Management, 9(19), pp. 688–703. 
Ross, J. W., Beath, C. M., and Goodhue, D. L. (1996). “Develop Long-Term Competitiveness 
through IT Asset,” MIT Sloan Management Review (38:1), p. 31. 
Rothberg, H. N., & Erickson, G. S. (2017). “Big data systems: knowledge transfer or intelligence 
insights?” Journal of Knowledge Management, 21(1), 92–112.  
Schläfke, M., Silvi, R., & Möller, K. (2013). “A framework for business analytics in performance 
management.” International Journal of Productivity and Performance Management, 62(1), 
110–122.  
Seddon, P. B., Constantinidis, D., Tamm, T., & Dod, H. (2017). “How does business analytics 
contribute to business value?” Information Systems Journal, 27(3), 237–269.  
Siddaway, A. P., Wood, A. M., & Hedges, L. V. (2019). How to do a systematic review: a best 
practice guide for conducting and reporting narrative reviews, meta-analyses, and meta-
syntheses. Annual review of psychology, 70, 747-770. 
Simonet, A., Fedak, G., & Ripeanu, M. (2015). “Active Data: A programming model to manage 
the data life cycle across heterogeneous systems and infrastructures.” Future Generation 
Computer Systems, 53, 25–42. 
Sivarajah, U., Kamal, M. M., Irani, Z., & Weerakkody, V. (2017). “Critical analysis of Big Data 
challenges and analytical methods.” Journal of Business Research, 70, 263–286.  
Tan, Y., Zhang, Y., & Khodaverdi, R. (2016). Service performance evaluation using data 
envelopment analysis and balanced scorecard approach: an application to the automotive 
industry. Annals of Operations Research, 1(248), 449-470. 
Trieu, V. H. (2017). “Getting value from Business Intelligence systems: A review and research 
agenda.” Decision Support Systems, 93, 111–124.  
Vera-Baquero, A., Palacios, R. C., Stantchev, V., & Molloy, (2015). “Leveraging big-data for 
business process analytics.” Learning Organization, 22(4), 215–228.  
Wamba, S. F., Gunasekaran, A., Akter, S., Ren, S. J. fan, Dubey, R., & Childe, S. J. (2017). “Big 
data analytics and firm performance: Effects of dynamic capabilities.” Journal of Business 
Research, 70, 356–365.  
Wang, G., Gunasekaran, A., Ngai, E. W. T., & Papadopoulos, T. (2016). "Big data analytics in 
logistics and supply chain management: Certain investigations for research and applications." 
International Journal of Production Economics, 176, 98–110.  
Whelan, E., and Teigland, R. (2010). Managing Information Overload: Examining the Role of the 
Human Filter. Available at SSRN 1718455. 
Zhang, X., Hu, Y., Xie, K., Zhang, W., Su, L., & Liu, M. (2015). “An evolutionary trend 
reversion model for stock trading rule discovery.” Knowledge-Based Systems, 79, 27–35. 
 
 
 
   
 
