Rewriting Systems in Alternating Knot groups with the Dehn presentation by Chouraqui, Fabienne
ar
X
iv
:0
80
4.
12
00
v1
  [
ma
th.
GR
]  
8 A
pr
 20
08
REWRITING SYSTEMS IN ALTERNATING KNOT
GROUPS WITH THE DEHN PRESENTATION
FABIENNE CHOURAQUI
Abstract. Every tame, prime and alternating knot is equivalent
to a tame, prime and alternating knot in regular position, with a
common projection. In this work, we show that the Dehn presen-
tation of the knot group of a tame, prime, alternating knot, with a
regular and common projection has a finite and complete rewriting
system. Although there are rules in the rewriting system with left-
hand side a generator and which increase the length of the words
we show that the system is terminating.
1. Introduction
In [2], we showed that the augmented Dehn presentation of the knot
group of a tame, prime, alternating knot in regular position, with a
common (elementary) projection [7, p.267] has a finite and complete
rewriting system (with no need of completion) and this result holds also
for alternating links satisfying our assumptions. We showed there that
there are exactly two such rewriting systems and we gave an algorithm
which finds them. This was carried out using graph theory, applied
to the projection of the knot and to the projection’s dual graph. In
this paper, we use one of the complete rewriting systems for the aug-
mented Dehn presentation of the knot group to find a finite and com-
plete rewriting system for the Dehn presentation. The same process
can be applied on the second rewriting system.
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The main idea is that we can divide the generators in the Dehn presen-
tation of the knot group and their inverses in two disjoint sets, called
the sources and the sinks. This division of the generators is derived
from the algorithm which finds the complete rewriting system for the
augmented Dehn presentation of the knot group and it permits us to
compare the words in the free group generated by these generators in
an efficient way.
We will describe in some words the way we do this and we refer the
reader to section 2 for more details. If K is a knot and ℘(K) its pro-
jection on R2,then ℘(K) is said to be common if the boundaries of
any two distinct domains have at most one edge in common and each
crossing is on the boundary of exactly four distinct domains [3][9][7,
p267]. In the Dehn presentation of the knot group (the fundamental
group of R3 \K) the generators are the domains of R2 \℘(K), labelled
by x0, x1, ..., xn, starting with the unbounded domain (see Fig.1). The
relations arise from the crossings: at each crossing, four distinct re-
gions xa,xb,xc,xd meet and the relation arising from this crossing is r:
xaxbxcxd = 1, where x denotes the inverse of x.
The Dehn presentation of the fundamental group of R3\ K is <
x0, x1, ..., xn | r1, ..., rn−1, x0 > where each rm has the form xixjxkxl = 1
with xi, xj , xk, xl generators and the augmented Dehn presenta-
tion is the Dehn presentation with the relation {x0 = 1} deleted, i.e
< x0, x1, ..., xn | r1, ..., rn−1 >.
Weinbaum in [9] showed that the augmented Dehn presentation given
by K presents the free product of the knot group π(R3 \ K) and an
infinite cyclic group.
The way to divide the generators in the two disjoint sets of sources
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and sinks can be described easily as follows: choose x0 to be a source,
then all its neighbours will be sinks and so on iteratively. Next, if
x0 is a source, then x0 is also chosen to be a source and the same
holds for all the generators. This process is consistent, since when the
knot projection is regular a chess-boarding colouring of the domains
is possible (a regular knot projection is a planar graph in which every
vertex has even degree 4). The generators are then renamed according
to their being a source or a sink: if x∗ is a source then it is renamed s∗
and if x∗ is a sink then it is renamed t∗ and the relations and the rules
are ”rewritten” accordingly. For the eight knot group, if x0 and x0 are
sources, then x1, x2, x3, x1, x2, x3 are sinks and x4, x5, x4, x5 are also
sources (see Fig.1). So,the main result of this paper can be stated as
follows:
Theorem. Let K be a tame, prime and alternating knot with a regular
and common projection. Then the Dehn presentation of the knot group
of K has a complete and finite rewriting system.
We shall denote this rewriting system of K by ℜ′′.
Example: The augmented Dehn presentation of the eight knot
group (see Fig.1)
< s0, t1, t2, t3, s4, s5 | t1s0t2s4, t2s0t3s5, t1s5t3s0, t2s5t1s4 >
In Section 2, we give some definitions concerning rewriting systems.
Then,we give a brief survey of the results obtained in [2] and refer
the reader for more details. In Section 3, we find a rewriting system
ℜ′ for the Dehn presentation of the knot group and show some of its
properties and then we find a rewriting system ℜ′′ which is equivalent
to ℜ′. In Section 4, we show that the rewriting system ℜ′′ is complete.
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The main difficulty is to show that it is terminating, since there are
rules in ℜ′′ which increase the length of the words. In this paper,
we shall assume that knots are : tame, prime and alternating
with a regular and common projection.
Acknowledgment. I am very grateful to my supervisor Professor
Arye Juhasz, for his patience his encouragement and his very useful
and judicious remarks on this paper.
2. Preliminaries
2.1. On rewriting systems. The terminology in this section is from
[1] and [4]. Let
∑
be a non-empty set. We denote by
∑
∗the free
monoid generated by
∑
; elements of
∑
∗ are finite sequences called
words and the empty word will be denoted by 1. The length of the
sequence is called the length of the word w and is denoted by ℓ(w).
Definition. A rewriting system ℜ on ∑ is a set of ordered pairs in
∑
∗×∑∗ .
If (l, r) ∈ ℜ then for any words u and v in ∑∗, we say the word ulv
reduces to the word urv and we write ulv → urv .
A word w is said to be reducible if there is a word z such that w → z.
If there is no such z we call w irreducible.
A rewriting system ℜ is called terminating (or Noetherian) if there
is no infinite sequence of reductions w1 → w2 → ...→ wn → ....
ℜ is called locally confluent if for any words u, v, w in ∑∗ , w → u
and w → v implies that there is a word z in ∑∗ such that u→∗ z and
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v →∗ z, where ” →∗ ” denotes the reflexive transitive closure of the
relation ”→ ” .
We call the triple of non-empty words u, v, w in
∑
∗ an overlap am-
biguity if there are r1, r2 in
∑
∗ such that uv → r1 and vw → r2 are
rules in ℜ. We then say that r1w and ur2 are the corresponding criti-
cal pair. When the triple u, v, w in
∑
∗ is an overlap ambiguity we will
say that the rules uv → r1 and vw → r2 overlap at v or that there
is an overlapping between the rules uv → r1 and vw → r2. If there
exists a word z such that r1w →∗ z and ur2 →∗ z , then we say that
the critical pair resulting from the overlapping of the rules uv → r1
and vw→ r2 in ℜ resolves.
The triple u, v, w of possibly empty words in
∑
∗ is called an inclusion
ambiguity if there are r1, r2 in
∑
∗(which must be distinct if both
u and w are empty, but otherwise may be equal) such that v → r1
and uvw → r2 are rules in ℜ. We then say that ur1w and r2 are
the corresponding critical pair. If there exists a word z such that
ur1w →∗ z and r2 →∗ z , then we say that the critical pair resulting
from the inclusion ambiguity of the rule v → r1 in uvw → r2 in ℜ
resolves.
ℜ is called complete (or convergent) if ℜ is terminating and locally
confluent or in other words if ℜ is terminating and all the critical pairs
resolve. So if ℜ is complete then every word w in ∑∗ has a unique
irreducible equivalent word z, which is called the normal form of w.
We say that two rewriting systems ℜ and ℜ′ are equivalent if: w1 ↔∗
w2 modulo ℜ if and only if w1 ↔∗ w2 modulo ℜ′, where ↔∗ denotes
the equivalence relation generated by → .
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We call a rewriting system ℜ reduced if for any rule l→ r in ℜ , r is
irreducible and there is no rule l′ → r′ in ℜ such that l′ is a subword of
l. If ℜ is complete then there exists a reduced and complete rewriting
system ℜ’ which is equivalent to ℜ [8]. The reduced rewriting system
ℜ’ which is equivalent to ℜ is obtained in two steps: (1) whenever
l → r is a rule in ℜ and r is not irreducible we reduce r to its normal
form. (2) whenever l → r, l′ → r′ are rules in ℜ and l′ is a subword of
l we remove from ℜ the rule l → r.
2.2. Preliminary results. Let G be a group presented by < X | R >,
where X is a set of free generators {x0, x1, ..., xn} and R the set of
relations. In order to define a rewriting system for G, we have to
consider the monoid presentation of G, < X ∪ X | R ∪ R0 > ,
where X denote the set {x0, ..., xn} and R0 = {xixi = 1, xixi = 1, with
i ∈ {0, 1, ..., n}}. The symmetrization process on a relator r is the
following process: we consider all the relations which can be obtained
as consequences of r, r and all their cyclic permutations in a group and
we define S(r) to be the minimal set of relations from which all the
other relations can be derived in the monoid. Example: if r : ab = 1
where a, b ∈ X ∪ X then we obtain from the symmetrization process
the set of relations {ab = 1, ba = 1, b a = 1, a b = 1, b = a, a = b} and
S(r) = {a = b, b = a}.
We refer the reader to [2] where this process is done in detail for the
relations in the knot group and also to [6]. In what follows, we will
state results from [2] without proofs.
Remark 2.1. For each relator rm : xixjxkxl = 1, the set S(rm) is the
following set of relations:
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xixj = xlxk
xjxk = xixl
xkxl = xjxi
xlxi = xkxj
The set of relations R’, which is the union of the sets {S(rm)} for 1 ≤ m
≤ n− 1 is equivalent to the set of relations R = {rm | 1 ≤ m ≤ n− 1}
for a knot group G, satisfying our assumptions and the problem is
then how to orientate the relations in R’ in order to define a rewriting
system.
Example: the set of relations R’ for the figure-eight knot
group
s0t1 = t2s4 s0t2 = t3s5 s0t3 = t1s5 s4t1 = t2s5
s0t2 = t1s4 s0t3 = t2s5 s0t1 = t3s5 s4t2 = t1s5
s4t2 = t1s0 s5t3 = t2s0 s5t1 = t3s0 s5t2 = t1s4
s4t1 = t2s0 s5t2 = t3s0 s5t3 = t1s0 s5t1 = t2s4
Using the fact that all sides of relations in R’ have length 2, we defined
a graph ∆, called the derived graph, in the following way:
• The vertex-set is the set X ∪X.
• For a, b in X ∪X , there is an oriented edge a→ b n ∆, if there
is a relation in R′ such that the word ab is one of its sides.
Example: The derived graph ∆ for the figure-eight knot (see
Fig.2)
A subgraph A of ∆ is said to be an antipath in ∆, if each vertex of
A is a source or a sink in A.The number of edges in this set is called
the length of the antipath. Multiple edges (oriented the same) are not
allowed in an antipath. An antipath need not be connected and an
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equivalent definition of an antipath is that no oriented path of length
2 occurs. An antipath A in ∆ of length half the number of edges in
∆ will define a rewriting system with no ambiguity overlap between
the rules in the following way: all the edges in A will be the left-hand
sides of the rules and all the edges in the complement of A will be the
right-hand sides of rules.
Example: An antipath in the graph ∆ for the figure-eight knot
(see Fig.3)
It holds that ∆, the derived graph, is the disjoint union of two Eulerian
closed paths of even length in which all the closed paths have even
length. And as such, ∆ admits two disjoint antipaths, each of length
half the number of edges in ∆, which define a finite and complete
rewriting system (with no need of completion). We will describe the
algorithm to find one of the two antipaths Aˆ, the one we will work with
in this paper: choose x0 and x0 to be sources in Aˆ, which means that all
the edges going out of x0 and x0 will belong to Aˆ and this will determine
Aˆ completely (in an iterative way). In fact, by having a glance at the
knot projection , one can see immediately for each pair (xi,xi) if these
are sources or sinks in Aˆ : in the example of the figure-eight knot if x0
and x0 are sources in Aˆ then x1, x1 ,x2, x2, x3 and x3 are sinks in Aˆ
and x4, x4, x5, x5 are also sources in Aˆ (by a chess-boarding effect). We
rename the generators according to their being a sink or a source in
the antipath Aˆ: if the generator x∗ is a source it is denoted by s∗ and
if the generator x. is a sink it is denoted by t.. We will denote by ℜ the
rewriting system defined by the antipath Aˆ, with the rules ”rewritten”
accordingly.
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Example: The rewriting system ℜ for the figure-eight knot
group:(see Fig.3)
s0t1 → t2s4 s0t2 → t3s5 s0t3 → t1s5 s4t1 → t2s5
s0t2 → t1s4 s0t3 → t2s5 s0t1→inet3s5 s4t2 → t1s5
s4t2 → t1s0 s5t3 → t2s0 s5t1 → t3s0 s5t2 → t1s4
s4t1 → t2s0 s5t2 → t3s0 s5t3 → t1s0 s5t1 → t2s4
sisi → 1 i = 0, 4, 5 sisi → 1 i = 0, 4, 5
titi → 1 i = 1, 2, 3 titi → 1 i = 1, 2, 3
Remark 2.2. Each set S(rm), with rm : xixjxkxl, gives the following
set of rules in ℜ if xi, xk, xi, xk are sources and xj , xl, xj , xl are sinks
in the antipath Aˆ which defines ℜ:
(1) sitj → tlsk
(2) sitl → tjsk
(3) sktl → tjsi
(4) sktj → tlsi
If xj , xl, xj , xl are sources and xi, xk, xi, xk are sinks in the antipath Aˆ,
then a set of rules of the same kind is obtained. Note that since x0
and x0 are sources in Aˆ, x0 and x0 will appear as the first letter of the
left-hand side of a rule or as the last letter of the right-hand side.
3. definition of a rewriting system ℜ′ for the dehn
presentation
3.1. Definition of ℜ′. We will use in what follows some tools devel-
opped in [9]. Let K be a tame, prime and alternating knot whose
projection is regular and common. Let us denote the knot group
π(R3 \K) by G and assume its Dehn presentation is < x0, x1, ..., xn |
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r1, ..., rn−1, x0 >. So H , the group presented by the augmented Dehn
presentation of π(R3 \ K) is < x0, x1, ..., xn | r1, ..., rn−1 >. Let ℜ be
the complete and finite rewriting system for H obtained in the previ-
ous section. Let F be the free group on n+1 generators x0, x1, ..., xn.
Let Φ be the endomorphism of F determined by: Φ(x0) = 1 and
Φ(xj) = xj , 1 ≤ j ≤ n.
Then G ≃< x1, ..., xn | Φ(r1), ...,Φ(rn−1) >.
In order to define a rewriting system ℜ′ for G, we need to apply the
symmetrization process on Φ(rm) , for 1 ≤ m ≤ n − 1 and to add of
course the relations xixi = 1, xixi = 1 for 1 ≤ i ≤ n.
We recall that each relator has the form: rm : xixjxkxl, so if none of
the indices i, j, k, l is 0 then Φ(rm) = xixjxkxl and the symmetrization
process applied on Φ(rm) gives the set of relations S(rm) (see remark
2.1). If one of the indices is 0, assume i = 0, then Φ(rm) = xjxkxl and
the symmetrization process applied on Φ(rm) gives the following set of
relations, denoted by S(Φ(rm)):
(a)xl = xjxk (d)xl = xkxj
(b)xj = xkxl (e)xj = xlxk
(c)xk = xl xj (f)xk = xjxl
We denote the relations xixi = 1, xixi = 1 for 1 ≤ i ≤ n by (0),
and these relations will belong to all the sets of relations we
will consider, even if we don’t mention this explicitly. We will
work all along with the assumption that i = 0, where i is the index of
the first letter in Φ(rm). Clearly, there is no loss of generality in doing
this.
Now, let reverse the order of the operations on a relation rm, i.e. first
making the symmetrization process to obtain S(rm)and then applying
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Φ on both sides of the relations in S(rm).The set of relations obtained
will be denoted by Φ(S(rm)). If none of the indices i, j, k, l in rm is 0
then Φ(S(rm)) = S(Φ(rm)) = S(rm) and if i = 0 then Φ(S((rm))) is
the following set of relations:
xl = xjxk xl = xkxj
xj = xkxl xj = xlxk
which correspond
respectively to the relations (a), (b), (d), (e) in S(Φ(rm)).
So, by reversing the order of the operations we lost the two relations
(c) : xk = xl xj and (f) : xk = xjxl. Yet, we will show that the equiva-
lence relation generated by Φ(S(rm)) is the same as that generated by
S(Φ(rm)) and that in fact it is sufficient to consider an even smaller
set of relations.
Claim 3.1. The equivalence relation generated by the following set of
relations, denoted by Φm :
(1)xl = xjxk
(2)xj = xkxl
(3)xk = xl xj
is the same as that generated
by Φ(S(rm)) and S(Φ(rm)).
Proof. First, the relations (d), (e) and (f) can be derived from the re-
lations (1), (2), (3), (0) in the following way:
(d) : xkxj = xk(xkxl) = xl by using (1)and then (0)
(e) : xlxk = (xjxk)xk = xj by using (2) and then (0)
(f) : xjxl = (xkxl)(xjxk) = xk(xl xj)xk = xk(xk)xk = xk by using
(1), (2), (3), (0).
So, the equivalence relation generated by S(Φ(rm)) is the same as that
generated by Φm.
It remains to show that the relation (3)can be derived from the relations
in Φ(S(rm)): (3) is obtained from (d) or (e) in one of the following ways:
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from (d): xl xj = (xkxj)xj = xk or from (e): xl xj = xl(xlxk) = xk.
So, the equivalence relation generated by Φ(S(rm)) is the same as that
generated by Φm. 
In order to define a rewriting system ℜ′ for G, we have to orientate
the relations in Φm, for 1 ≤ m ≤ n − 1. Here, the complete rewriting
system ℜ found for H plays an important role: we will orientate the re-
lations in Φm in the same way as the corresponding relations in S(rm).
When x0 does not appear in the relation rm then things are clear since
Φm = S(rm) but when x0 appears in rm then we have to recover for
each relation in Φm what is the corresponding relation in S(rm). It
seems to be a hard task but in fact it is not, since we know exactly how
rules look like in ℜ and these are described in remark 2.2. So, one can
see immediately that the relation (3) in Φm does not correspond to any
relation in S(rm) and one can guess that the relations corresponding
to (1) and (2) in S(rm) are respectively x0xl = xjxk and xjx0 = xkxl.
Since x0, x0 are sources in the antipath Aˆ which defines ℜ, we have
that xk, xk are also sources and xj , xj, xl, xl are sinks in Aˆ. So, in ℜ
these relations are orientated s0tl → tjsk and sktl → tjs0 respectively
(see remark 2.2). Since we want to orientate the relations in Φm in
the same way as the corresponding relations in S(rm), we orientate the
relations (1) and (2) in the following way:
(1) : tl → tjsk
(2) : sktl → tj
The following orientation is chosen for the relation (3) in Φm:
(3) : tl tj → sk
We will denote this set of 3 rules by ~Φm.
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The rewriting system ℜ′ for G is the union of the following sets of rules:
none of the indices 0 one of the indices 0
sitj → tlsk (1) : tl → tjsk (0) : sisi → 1
sitl → tjsk (2) : sktl → tj (0) : sisi → 1
sktl → tjsi (3) : tl tj → sk (0) : titi → 1
sktj → tlsi (0) : titi → 1
Remark 3.2. There is a rule in ℜ′ whose left-hand side is a sink t
with positive exponent if and only if this t is connected by an edge to
x0 in Aˆ, i.e it corresponds to a neighbouring region of the unbounded
domain in the knot projection.
Example: The rewriting system ℜ′ for the eight knot group
t2 → t1s4 t3 → t2s5 t1 → t3s5 s4t1 → t2s5
s4t2 → t1 s5t3 → t2 s5t1 → t3 s4t2 → t1s5
t2 t1 → s4 t3 t2 → s5 t1 t3 → s5 s5t2 → t1s4
s5t1 → t2s4
sisi → 1 i = 0, 4, 5 sisi → 1 i = 0, 4, 5
titi → 1 i = 1, 2, 3 titi → 1 i = 1, 2, 3
Note that ℜ′ is not complete. As an example, the word t3 t2 t1 reduces
to two different irreducible words s5 t1 and t3 s4.
3.2. Properties of ℜ′.
Claim 3.3. If there is a relator rm : xixjxkxl in the augmented Dehn
presentation of an alternating knot group, then there are 1 ≤ k′, l′ ≤ n
such that there is also the relator rm′ : xk′xjxixl′.
Proof. Since the knot is alternating and we have rm : xixjxkxl, then
we have necessarily in the knot projection the situation described in
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Fig.4. This means that there is also the relation rm′ : xk′xjxixl′ (or its
cyclic permutation rm′ : xixl′xk′xj) 
Claim 3.4. If the set ~Φm:
(1l,j,k) : tl → tjsk
(2l,j,k) : sktl → tj
(3l,j,k) : tl tj → sk
is in ℜ′ then
~Φm′ :
(1j,l′,k′) : tj → tl′sk′
(2j,l′,k′) : sk′tj → tl′
(3j,l′,k′) : tj tl′ → sk′
is also in ℜ′.
Proof. It follows from claim 3.3 , where ~Φm and ~Φm′ are the sets of
rules in ℜ′ corresponding to rm and rm′ respectively. 
3.3. Definition of an ordering on the words in (X ∪ X)∗. By
abuse of notation, we denote also by X ∪ X the union of the set of
sinks and the set of sources, i.e the set of generators and their inverses
after their renaming. We write a non-empty word w in (X ∪ X)∗,
w = S1t1S2t2..SktkSk+1, with Si a sequence of sources s1s2..sni such
that the length of Si (i.e the number of occurrences of s), denoted by
ni, satisfies 0 ≤ ni ≤ ℓ(w) for 1 ≤ i ≤ k + 1.
We will define an ordering on the words in (X ∪ X)∗ in the following
way. Let > denote the usual ordering on the nonnegative integers and
let >lex denote the lexicographic ordering from the left on 4−tuples of
nonnegative integers, induced by >. Define
V1(w) to be the number of occurrences of sinks with positive and neg-
ative exponent (the number of t) in w. It holds that V1(w) ≤ ℓ(w).
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V2(w) to be the number of occurrences of sinks with positive exponent
in w, but only those sinks which are connected by an edge to x0 in the
antipath Aˆ which defines ℜ. These generators correspond in fact to
neighbouring regions of the unbounded region (x0) in the knot projec-
tion. It holds that V2(w) ≤ ℓ(w).
V3(w) =
∑j=k
j=1
∑i=k−j
i=0 2
inj
It holds that V3(w) ≤ 22kℓ(w).
V4(w) to be ℓ(w), the length of w.
V (w) = (V1(w), V2(w), V3(w), V4(w))
Observe that V (w) ≥ (0, 0, 0, 0) for every non-empty word w. Define
w > w′ if and only if V (w) >lex V (w
′)
Example: Computation of V (t2) and V (t1s4) It holds that V1(t2) =
V1(t1s4) = 1 but V2(t2) = 1 and V2(t1s4) = 0. So, V (t2) >lex V (t1s4).
4. Definition of an equivalent rewriting system ℜ′′
Lemma 4.1. Assume ~Φm :
(1l,j,k) : tl → tjsk
(2l,j,k) : sktl → tj
(3l,j,k) : tl tj → sk
and ~Φm′ :
(1j,l′,k′) : tj → tl′sk′
(2j,l′,k′) : sk′tj → tl′
(3j,l′,k′) : tj tl′ → sk′
are in ℜ′. Then the rule (4)sk tl′ → tl sk′ is obtained from the equiva-
lence relation generated by rules of kind (3).
Proof. We have sk tl′ = tl tj tl′ = tl sk′, using first the equivalence re-
lation generated by (3l,j,k) and then by (3j,l′,k′). In order to orientate
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this relation, we use the ordering defined above: V (sk tl′) = (1, 0, 1, 2)
and V (tl sk′) = (1, 0, 0, 2). So we have sk tl′ → tl sk′. 
Remark 4.2. Adding the rule (4)sk tl′ → tl sk′ to ℜ′ will resolve the
critical pairs resulting from the overlapping of the rules (3l,j,k) and
(3j,l′,k′).
Example: In the rewriting system ℜ′ for the figure-eight knot group
we have the following two rules of kind (3): x2 x1 → x4 and x1 x3 → x5.
The rule of kind (4) obtained from the equivalence relation generated
by these two rules is then: x4 x3 → x2 x5.
Lemma 4.3. Assume ~Φm :
(1l,j,k) : tl → tjsk
(2l,j,k) : sktl → tj
(3l,j,k) : tl tj → sk
and
(α)smtp → tlsm′
(β)sm′tl → tpsm
(γ)smtl → tpsm′
(δ)sm′tp → tlsm
are in ℜ′. Then the rule (5)sm tj → tpsm′ sk is obtained from the equiv-
alence relation generated by (3l,j,k) and (β). Further, rule (γ) can be
derived using the rule (5).
Proof. We have tpsm′ sk = tpsm′tl tj = tptpsm tj = sm tj , using first
the equivalence relation generated by (3l,j,k) and then by (β) and (0).
In order to orientate this relation, we use the ordering defined above:
V (sm tj) = (1, 0, 1, 2) and V (tpsm′ sk) = (1, 0, 0, 3). So, we have sm tj →
tpsm′ sk. Further, we have smtl → sm tjsk → tpsm′sksk → tpsm′ by
using rules (1l,j,k), (5) and (0). 
Remark 4.4. Adding the rule (5)sm tj → tpsm′ sk to ℜ′ will resolve the
critical pairs resulting from the overlapping of the rules (3l,j,k) and β
and from the inclusion ambiguity of rule (1l,j,k) and γ. Additionally,
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removing the rule γ from ℜ′ and replacing it by (5) implies that tl
cannot appear in the left-hand side of any rule except in (1l,j,k).
Example: In the rewriting system ℜ′ for the figure-eight knot group
we have the two following rules of kind (3) and (β) respectively: x2 x1 →
x4 and x5x2 → x1x4. The rule of kind (5) obtained from the equivalence
relation generated by these two rules is then: x4 x1 → x1x5x4.
Proposition 4.5. Assume that ℜ′ is the union of the following sets of
rules:
~φm ~φm′
(α)smtp → tlsm′ (1l,j,k) : tl → tjsk (1j,l′,k′) : tj → tl′sk′
(β)sm′tl → tpsm (2l,j,k) : sktl → tj (2j,l′,k′) : sk′tj → tl′
(γ)smtl → tpsm′ (3l,j,k) : tl tj → sk (3j,l′,k′) : tj tl′ → sk′
(δ)sm′tp → tlsm
Let ℜ′′ be the rewriting system obtained by adding to ℜ′ the rules
(4)sk tl′ → tl sk′ and (5)sm tj → tpsm′ sk, replacing (α) by (α′) : smtp →
tjsksm′ and (2j,l,k) by (2
′
j,l,k) : sktl → tl′sk′ and removing (γ). That
means that ℜ′′ is the union of the following sets of rules:
~φm ~φm′
(α′)smtp → tjsksm′ (1l,j,k) : tl → tjsk (1j,l′,k′) : tj → tl′sk′
(β)sm′tl → tpsm (2′l,j,k) : sktl → tl′sk′ (2j,l′,k′) : sk′tj → tl′
(δ)sm′tp → tlsm (3l,j,k) : tl tj → sk (3j,l′,k′) : tj tl′ → sk′
(5) : sm tj → tpsm′ sk (4) : sk tl′ → tl sk′
Then the rewriting system ℜ′′ is equivalent to ℜ′ and is reduced.
Proof. From lemmas 4.1 and 4.3, the rules (4) and (5) are obtained from
the equivalence relation generated by the rules in ℜ′. (α′) and (2′j,l,k)
are obtained by reducing the right-hand side of (α) and (2j,l,k) using
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the rule (1l,j,k) and (γ) can be derived using (5). So, ℜ′′ is equivalent
to ℜ′. ℜ′′ is reduced since the right-hand sides of the rules in ℜ′′ have
been reduced and the rules (of kind γ) for which the left-hand side
contains a subword which is the left-hand side of an other rule have
been removed. 
Remark 4.6. If additionally there is a rule of kind (1) which has tp
as left-hand side then the rule (δ) is replaced by a rule of kind (5) and
we replace (β) by (β ′) in which the right-hand side is reduced.
Example: The rewriting system ℜ′′ for the figure-eight knot
group
t2 → t1s4 t3 → t2s5 t1 → t3s5 s4t1 → t1s4s5
s4t2 → t3s5 s5t3 → t1s4 s5t1 → t2s5 s4t1 → t1s5s4
t2 t1 → s4 t3 t2 → s5 t1 t3 → s5 s5t2 → t3s5s4
s4 t3 → t2 s5 s5 t2 → t1 s5 s5 t1 → t3 s4 s5 t3 → t2s4s5
sisi → 1 i = 0, 4, 5 sisi → 1 i = 0, 4, 5
titi → 1 i = 1, 2, 3 titi → 1 i = 1, 2, 3
Note that s5t1 → t2s4 and s4t2 → t1s5 (in the fourth set of rules) have
been replaced by the rules of kind (5), s5 t3 → t2s4s5 and s4 t1 → t1s5s4
respectively. The rewriting system ℜ′′ for the trefoil knot group is:
ℜ′′ = {x1 → x4x3, x3x1 → x2x3, x1 x4 → x3} ∪ {x2 → x1x3, x3x2 →
x4x3, x2 x1 → x3} ∪ {x4 → x2x3, x3x4 → x1x3, x4 x2 → x3} ∪ {x3 x2 →
x1 x3, x3 x1 → x4 x3, x3 x4 → x2 x3} ∪ {xixi → 1, xixi → 1, for0 ≤ i ≤
4} (see [2] for notation) Note that for the trefoil knot there are no rules
of kind α, β, γ, δ and (5) since all the regions have an edge in common
with the unbounded region x0.
18
The rewriting system ℜ′′ is complete and this is what we will show in
a more general context in the following.
5. completeness of the rewriting system ℜ′′
5.1. Termination of the rewriting system ℜ′′. As before, we will
use the following notation: t denotes a sink in the antipath Aˆ with
positive or negative exponent, t+ denotes a sink with positive exponent
which is connected by an edge to x0 in the antipath Aˆ. s denotes
a source in Aˆ with positive or negative exponent and Si a sequence
s1s2..sni.
We will show that we can divide schematically all the rules in ℜ′′
(except rules of kind (0)) in the following four classes:
(A) st→ tss
(B) st→ ts
(C) t+ → ts
(D) tt→ s
Note that the s, t occurring in one side of a relation are different from
the s, t in the other side, although we use the same letters.
Lemma 5.1. Each rule in ℜ′′ belongs to one of the classes (A),(B),(C)
or (D) described above.
Proof. The rules of kind (5), α′ and β ′ belong to the class (A). The rules
of kind (2′), (4) and α, β, γ, δ belong to class (B). The rules of kind (1)
belong to class (C)and the rules of kind (3) belong to class (D). 
Lemma 5.2. In ℜ′′, if a specific t+ occurs in a rule from class (C),
then the same t+ cannot occur in any other rule, except in rules of kind
(0).
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Proof. From proposition 4.5, we have that ℜ′′ is reduced, so a t+ which
occurs in a rule from class (C) cannot occur in the right-hand side of
any rule. From the description of the rules in ℜ′ and ℜ′′ in proposition
4.5, we have that a t with positive exponent sign can occur only in rules
of kind (1), γ, δ and (0), i.e in rules from class (C) or (B) respectively.
Now, if there is a t with positive exponent sign, denoted by tl for
1 ≤ l ≤ n, which occurs both in a rule of kind (1) and in a rule of kind
(γ), then in the construction of ℜ′′ the rule of kind (γ) has been replaced
by a rule of kind (5) in which there is no t with positive exponent sign.
The same argument holds if if there is a t with positive exponent sign
which occurs both in a rule of kind (1) and in a rule of kind (δ), since
(γ) and (δ) have the same form (see proposition 4.5). 
Lemma 5.3. Let w = S1t1S2t2..Sktk be a non-empty word in (X∪X)∗,
with Si a sequence of sources such that the length of Si, ℓ(Si), satisfies
0 ≤ ℓ(Si) ≤ ℓ(w) for 1 ≤ i ≤ k. Then the application of any rule
in ℜ′′ on w leads to one of the following three cases for the ”t” which
participated in the left-hand side of the rule:
1. t moves one step to the left and there is at most one source added
to w.
2. t stays at the same place and there is one source added to w.
3. t disappears and there is at most one source added to w. In fact,
each application of a rule from class (D) or of kind tt → 1 or tt → 1
on w reduces the number of ”t” by 2.
Proof. The first case occurs when a rule from class (A) or (B) is applied,
the second case when a rule from class (C) and the last case when a
rule from class (D) or a rule of kind (0) is applied. 
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Theorem 5.4. The rewriting system ℜ′′ is terminating.
Proof. Let w = S1t1S2t2..SktkSk+1 be a word in (X ∪ X)∗, with 0 ≤
ni ≤ ℓ(w) for 1 ≤ i ≤ k+1. We will show that after the application of
any rule from ℜ′′ on w, we obtain a word w′ such that V (w′) <lex V (w).
We denote w′ = S ′1t
′
1S
′
2t
′
2..S
′
kt
′
kS
′
k+1 where ℓ(S
′
i) = n
′
i for 1 ≤ i ≤ k + 1.
If a rule from class (D) is applied on w, then V1(w
′) = V1(w)− 2 since
each single application of a rule from class (D) on a word w reduces
the number of ”t” by 2. This implies that V (w′) <lex V (w). The same
holds for all the rules of kind (0): tt→ 1 and tt→ 1.
If a rule from class (C) is applied on w, then V1(w) = V1(w
′) since the
number of occurrences of t does not change but V2(w
′) = V2(w) − 1.
This is due to the fact that the t+ on which the rule is applied is counted
in V2(w) (see remark 3.2). So, V (w
′) <lex V (w).
From lemma 5.3, each application of a rule from class (A), (B) on
w keeps the number of ”t” the same, so V1(w) = V1(w
′). Moreover,
the ”t+” which are counted in V2(w) cannot appear in the left-hand
side, nor in the right-hand side of any rule from class (A), (B), so
V2(w) = V2(w
′).
First, assume a rule from class (A) is applied on w and let denote by tp
(1 ≤ p ≤ k) the t on which the rule is applied. So, it holds that n′i = ni
for i 6= p, p+ 1, n′p = np − 1 and n′p+1 = np+1 + 2. The computation of
V3(w
′) gives the following:
V3(w
′) =
∑j=k
j=1
∑i=k−j
i=0 2
in′j =
∑j=p−1
j=1
∑i=k−j
i=0 2
in′j +
∑i=k−p
i=0 2
in′p +
∑i=k−p−1
i=0 2
in′p+1+
∑j=k
j=p+2
∑i=k−j
i=0 2
in′j =
∑j=p−1
j=1
∑i=k−j
i=0 2
inj+
∑i=k−p
i=0 2
i(np−
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1)+
∑i=k−p−1
i=0 2
i(np+1+2)+
∑j=k
j=p+2
∑i=k−j
i=0 2
inj = V3(w)−1(
∑i=k−p
i=0 2
i)+
2(
∑i=k−p−1
i=0 2
i) = V3(w)−2k−p+1(
∑i=k−p−1
i=0 2
i) = V3(w)−2k−p+(2k−p−
1)/(2− 1) = V3(w)− 1
So, V3(w
′) < V3(w), which implies that V (w
′) <lex V (w).
Next, assume a rule from class (B) is applied on w and let denote by tp
(1 ≤ p ≤ k) the t on which the rule is applied. So, it holds that n′i = ni
for i 6= p, p+ 1, n′p = np − 1 and n′p+1 = np+1 + 1. The computation of
V3(w
′) gives the following:
V3(w
′) =
∑j=k
j=1
∑i=k−j
i=0 2
in′j = V3(w)−1(
∑i=k−p
i=0 2
i)+1(
∑i=k−p−1
i=0 2
i) =
V3(w)− 2k−p
So, V3(w
′) < V3(w), which implies that V (w
′) <lex V (w).
At last, if a rule of kind ss → 1 or ss → 1 is applied on w, then
V1(w
′) = V1(w), V2(w
′) = V2(w), since the number of occurrences of t
of any kind does not change. In order to compare V3(w) and V3(w
′),
we have to check several cases.
Assume there is at least one occurrence of t in w. If there is no
occurrence of t at the right of the subword on which a rule of kind
ss → 1 or ss → 1 is applied, i.e ss or ss is a subword of Sk+1, then
V3(w
′) = V3(w), since the computation of V3(w) does not take into
account nk+1, the length of Sk+1. At last, V4(w
′) = V4(w) − 2, which
implies V (w′) <lex V (w).
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Otherwise, if there is an occurrence of t, denoted by tp, at the right of
the subword on which a rule of kind ss→ 1 or ss→ 1 is applied, then
V3(w
′) is not the same as V3(w), since n
′
p = np − 2 and p 6= k + 1. The
computation of V3(w
′) gives the following:
V3(w
′) =
∑j=k
j=1
∑i=k−j
i=0 2
in′j = V3(w)− 2(
∑i=k−p
i=0 2
i)
So, V3(w
′) < V3(w), which implies that V (w
′) <lex V (w).
Assume there is no occurrence of t in w, then w = S1. Since the ap-
plication of a rule of kind ss → 1 or ss → 1 reduces the length of S1
by 2, we have that n′1 = n1 − 2. The computation of V3(w′) gives the
following:
V3(w
′) =
∑j=1
j=1
∑i=1−j
i=0 2
in′j = n
′
1 = n1 − 2 = V3(w)− 2
So, V (w′) <lex V (w).
So, we have that after the application of any rule from ℜ′′ on w, we
obtain a word w′ which satisfies V (w′) <lex V (w) and this implies that
ℜ′′ is terminating . 
5.2. The main result: Completeness of the rewriting system
ℜ′′.
Theorem 5.5. The rewriting system ℜ′′ is finite and complete.
Proof. ℜ′′ is terminating so it remains to show that ℜ′′ is locally conflu-
ent, i.e that all the critical pairs, obtained from overlappings between
rules and from inclusion ambiguities of some rules in other rules, re-
solve with no addition of new rules. This is done in the lemmas in the
next section, since the arguments used there are mostly technical. 
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The sets of rules in ℜ′′ are described in the lemmas 4.1 and 4.3. In the
following table we will give the list of critical pairs we have to check,
where ”-” means that there is nothing to check and ”
√
” means that
there is an overlapping/inclusion which is checked. A ”
√
” at row i
column j means that there is an overlapping of a rule of kind i with a
rule of kind j, where the rule of kind i is at left and the rule of kind j is
at right. As an example, inclusion ambiguities occur only between rules
of kind (1) and rules of kind (0). There can be no overlapping between
the rules of kind (2′), (4), (5), α′, β and δ, since in their left-hand side
the first letter is some ”s” and the last letter is some ”t”.
0 1 2’ 3 4 5 α’ β δ
0 -
√ √ √ √ √ √ √ √
1
√
- - - - - - - -
2’
√
- -
√
- - - - -
3
√
- -
√
- - - - -
4
√
- -
√
- - - - -
5
√
- -
√
- - - - -
α’
√
- - - - - - - -
β
√
- -
√
- - - - -
δ
√
- - - - - - - -
5.3. Locally confluence of ℜ′′.
Lemma 5.6. Critical pairs resulting from inclusion ambiguity of rule
(1) and rule (0) resolve.
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Proof.
tltl and tltl
(1) ւ ց (0) (1) ւ ց
tjsktl 1 tl tjsk 1
↓ (2′) ↓ (3)
tj tl′sk′ sk′sk′ →֒
↓ (3)
sk′sk′ →֒

Lemma 5.7. Critical pairs resulting from overlapping between rule (0)
and rule (2′) resolve.
Proof.
sktltl and sksktl
(2′) ւ ց (0) (2′) ւ ց
tl′sk′tl sk sk tl′sk′ tl
↓ (1) ↓ (4)
tl′sk′tjsk tl sk′sk′ →֒
↓ (2)
tl′tl′sk →֒

Lemma 5.8. Critical pairs resulting from overlapping between rule (0)
and rule (3) resolve.
Proof.
tltl tj and tl tjtj
(3) ւ ց (0) (3) ւ ց
tlsk tj sk tj tl
↓ (1) ↓ (1)
tjsk′sk sk tl′sk′
↓ (0) ↓ (4)
tj →֒ tl sk′sk′ →֒

Lemma 5.9. Critical pairs resulting from overlapping between rule (0)
and rule (4) resolve.
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Proof.
sksk tl′ and sk tl′tl′
(4) ւ ց (0) (4) ւ ց
sktl sk′ tl′ tl sk′ tl′ sk
↓ (2′) ↓ (1)
tl′sk′sk′ →֒ tl sk′ tqsq′
(0) ↓ (4)
tl tj sq′sq′ →֒ (3)

Lemma 5.10. Critical pairs resulting from overlapping between rule
(0) and rule (5) resolve.
Proof.
smsmtj and smtjtj
(5) ւ ց (0) (5) ւ ց
smtpsm′sk tj tp sm′sktj sm
↓ (α′) ↓ (1)
tjsksm′sm′sk →֒ tpsm′sk tl′sk′
↓ (4)
tpsm′tl sk′sk′
↓ (0), (3)
tptpsm →֒

Lemma 5.11. Critical pairs resulting from overlapping between rule
(0) and rule (α′) resolve.
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Proof.
smtp tp and smsmtp
(α′) ւ ց (0) (α′) ւ ց
tjsksm′tp sm sm tjsksm′ tp
↓ (δ) ↓ (5)
tjsktlsm tpsm′sksksm′ →֒
↓ (2′)
tj tl′sk′sm
↓ (3)
sk′sk′sm →֒

Lemma 5.12. Critical pairs resulting from overlapping between rule
(0) and rule (β) resolve.
Proof.
sm′tl tl and sm′sm′tl
(β) ւ ց (0) (β) ւ ց (0)
tpsmtl sm′ sm′tpsm tl
↓ (1) ↓ (δ)
tpsm tjsk tlsmsm →֒
↓ (5)
tp tpsm′sksk →֒

Lemma 5.13. Critical pairs resulting from overlapping between rule
(0) and rule (δ) resolve.
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Proof.
sm′sm′tp and sm′tp tp
(δ) ւ ց (0) (δ) ւ ց
sm′tlsm tp tl smtp sm′
↓ (β) ↓ (α′)
tpsmsm →֒ tl tjsksm′
↓ (3)
sk sksm′ →֒

Lemma 5.14. Critical pairs resulting from overlapping between rule
(2′) and rule (3) resolve.
Proof.
sktl tj
(2′) ւ ց (3)
tl′sk′tj sksk
↓ (2) ↓
tl′tl′ →֒ 1

Lemma 5.15. Critical pairs resulting from overlapping between rule
(3) and rule (3) resolve.
Proof.
tl tj tl′
(3) ւ ց (3)
sk tl′ →֒ tl sk′
(4)

Lemma 5.16. Critical pairs resulting from overlapping between rule
(5) and rule (3) resolve.
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Proof.
sm tj tl′
(5) ւ ց (3)
tpsm′sk tl′ sm sk′
↓ (4)
tpsm′tl sk′ 1
↓ (β)
tptpsm sk′ →֒

Lemma 5.17. Critical pairs resulting from overlapping between rule
(β) and rule (3) resolve.
Proof.
sm′tl tj
(β) ւ ց (3)
tpsm tj sm′ sk
↓ (5)
tptpsm′sk →֒

Using the same argument as in claim 3.4, we obtain that if Φm′ is in ℜ′
then the set of rules Φm′′ is also in ℜ′, where Φm′′ is:
(1l′,q,q′) : tl′ → tqsq′
(2l′,q,q′) : sq′tl′ → tq
(3l′,q,q′) : tl′ tq → sq′
and the following rule of kind (4) : sk′ tq → tj sq′ is added to ℜ′.
Lemma 5.18. Critical pairs resulting from overlapping between rule
(4) and rule (3) resolve.
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Proof.
sk tl′ tq
(4) ւ ց (3)
tl sk′ tq sk sq′
↓ (4)
tl tj sq′ →֒
(3)

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