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Strong gravitational lensing is a promising probe of the substructure of dark matter halos. Deep
learning methods have the potential to accurately identify images containing substructure, and
differentiate WIMP dark matter from other well motivated models, including vortex substructure of
dark matter condensates and superfluids. This is crucial in future efforts to identify the true nature
of dark matter. We implement, for the first time, a classification approach to identifying dark
matter substructure based on simulated strong lensing images with different substructure. Utilizing
convolutional neural networks trained on sets of simulated images, we demonstrate the feasibility
of deep neural networks to reliably distinguish among different types of dark matter substructure.
With thousands of strong lensing images anticipated with the coming launch of LSST, we expect
that supervised and unsupervised deep learning models will play a crucial role in determining the
nature of dark matter.
I. INTRODUCTION
The canonical candidate for dark matter is a weakly
interacting massive particle (WIMP). Indeed, extensions
of the Standard Model (SM) generally include WIMPs
of mass 100 GeV that accurately reproduce the observed
dark matter density; realizing what is known as the
WIMP miracle. However, WIMPS have thus far evaded
detection, both by direct detection [1–5] and colliders
(e.g. [6]). There are also hints at cracks in the WIMP
paradigm, for example, the core vs. cusp problem: ob-
servations of halos have consistently shown that actual
dark matter halos lack cusps [7] like that of the Navarro-
Frenk-White (NFW) profile found from simulation [8].
This motivates the consideration of alternatives to the
WIMP paradigm.
An interesting possibility is condensate models of dark
matter, both Bose-Einstein (BEC) [9–15] and Bardeen-
Cooper-Schreifer (BCS) [16, 17]. These build on the
decades-long study of axion dark matter [18–20] and the
realization that axions, arising as the Goldstone boson
of a spontaneously-broken global U(1) symmetry, are the
field theory definition of superfluidity [21]. In these mod-
els, dark matter is a quasi-particle excitation of the fun-
damental degrees of freedom that comprise the conden-
sate. For a specific choice of the effective field theory of
the superfluid, this reproduces the baryonic Tully–Fisher
relation [14, 22].
These condensate models have the interesting property
that they can form vortices [23], line-like defects that
are a non–relativistic analog to cosmic strings [24, 25].
If they exist, vortices constitute a substructure compo-
nent for dark matter halos. The detection of vortices
would be a smoking gun for superfluid dark matter. We
are thus lead to discriminate between different models of
dark matter by probing substructure in halos.
∗ michael toomey@brown.edu
In practice, the best method to detect substructure is
from strong gravitational lensing images. Observations of
strongly lensed quasars have been previously used to infer
the presence of substructure [26–28]. Additionally, high
resolution images with ALMA have inferred the presence
of sub-galactic structure [29]. Extended lensing images,
in particular, can serve as very sensitive probes of un-
derlying dark matter substructure [30–32]. Given strong
lensing has already proven to be a powerful probe of dark
matter substructure, it is logical to extend this to distin-
guishing between different types of dark matter substruc-
ture.
Bayesian likelihood analyses can be implemented to de-
termine if a given dark matter model is consistent with
a set of lensing images. Indeed, such analyses have been
conducted searching for particle dark matter substruc-
ture [33, 34]. In this work we take a different approach,
and with condensate models of dark matter in mind, im-
plement a deep learning algorithm to identify specific
types of dark matter in simulated lensing images; that
is, we consider the search for substructure as a classifica-
tion problem.
Applications of machine and deep learning methods
are abound in cosmology [35] and the physical sciences
more broadly [36]. In particular, this approach has been
applied to strong gravitational lensing [37–40], and most
recently, to the study of particle dark matter sub-halos
[41].
The treatment of substructure searches as a classifica-
tion problem compliments the existing approaches of sta-
tistical detection [42–46] and identification of individual
substructures (e.g. [29]). This work can be interpreted
as an intermediate step before the latter: we train and
implement a convolutional neural network (CNN) to dis-
tinguish among different classes of substructure in lens-
ing images that can then be further processed to find the
position, mass, and other properties, of individual sub-
structures.
The overarching goal of this work is to undertake a
theory-agnostic approach to dark matter searches. As a
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2first step, we first present the results of an implementa-
tion of a supervised neural network to distinguish be-
tween two different types of dark matter. Given the
vast number of models and considerable theoretical un-
certainty on the nature of dark matter, it would then
be advantageous to implement an unsupervised machine
learning algorithm to identify various potential dark mat-
ter signals in the strong lensing images.
The structure of this paper is as follows: in section
II we review dark matter substructure, and in section III
we consider as a prototypical example the substructure of
superfluid dark matter. We construct simulated lensing
images in section IV and in section V a neural network
to analyse them. We present our results in section VI,
and discuss the implications for detection in section VII.
We close with a discussion of future work in section VIII.
II. DARK MATTER SUBSTRUCTURE AND
STRONG GRAVITATIONAL LENSING
The ΛCDM paradigm predicts that density fluctua-
tions present in the the early universe evolve to become
the large scale structure of the universe via hierarchi-
cal structure formation. This model envisions small ha-
los merge together forming larger and larger structures
leading to the DM halos that we see today [47]. It is also
expected from simulation that subhalos can avoid signifi-
cant tidal disruption and remain largely intact. On large
scales ΛCDM is consistent with the CMB, galaxy clus-
tering, and weak lensing [48–50]. However, on smaller
scales the verdict is less clear. A classic example is the
missing satellites problem [51] (though see [52] for a dif-
fering take). Indeed, different types of particle dark mat-
ter can have vastly different substructure on subgalac-
tic scales. For example, the greater streaming length of
WDM [53, 54] and emergent properties of self–interacting
dark matter [55] can prevent the formation of small scale
substructure. Thus, while large scale structure for differ-
ent types of DM can appear identical, careful attention
to structure on subgalactic scales can be a powerful tool
to distinguish DM models.
A powerful probe of the gravitationally bound struc-
tures of dark matter is strong gravitational lensing.
Given a matter over or under density, the deflection an-
gle along the line of sight is given by an integral over the
induced gravitational potential [56],
~α =
2
c2
~∇θ
∫
dχ
χs − χ
χχs
Ψ(~r), (1)
where χ is the distance along the line of sight, χs is the
distance to the source, and Ψ(~r) is the gravitational po-
tential. In the thin lens approximation [56], valid in the
limit that the thickness of the lensing galaxy is small com-
pared to the distance to the lens, this takes a simplified
form,
~α =
2
c2
DLS
DSDL
~∇
∫
dzΨ(~r), (2)
where DLS , DL, and DS are the angular diameter dis-
tances from the lens to the source, from the observer to
the lens, and from the observer to the source, respec-
tively, and z is the distance along the line of sight. From
this expression one can straightforwardly compute the
lensing due to any gravitational potential Ψ.
The gravitational potential is in turn determined by
matter density via the Poisson equation, ∇2Ψ ∝ ρ. The
linearity of this equation implies that the total lensing
due to the separate contributions, e.g. of a halo and
halo substructure, is simply the sum of the individual
contributions. That is,
~α = ~αLSS + ~αhalo + ~αhalo−sub, (3)
where ~αLSS is the external shear due to large scale struc-
ture, and ~αhalo,halo−sub are the lensing due to the halo
and halo substructure respectively.
The well studied case is the lensing due to the spher-
ical substructures expected from hierarchical structure
formation in the context of non-interacting particle dark
matter. However, as mentioned in the introduction, other
types of substructure can exist in models of dark matter
outside the WIMP paradigm. As a prototypical example,
we will consider dark matter condensates, namely super-
fluids, which exhibit substructure in the form of vortices.
We now proceed to develop this in detail.
III. CASE STUDY: DARK MATTER
SUPERFLUIDITY
The canonical example of a condensate dark matter
model is axion dark matter. Axions were introduced as a
solution to the strong-CP problem of the standard model
[57–59], and soon there-after proposed as a dark matter
candidate [18–20]. It was later argued that axions could
form a Bose-Einstein condensate and exhibit superfluid-
ity [9–15].
To emphasize the superfluid nature of axions, we can
rewrite the field equations in terms of fluid equations.
Being comprised of extremely light particles at incredi-
bly high number density, axion dark matter is well de-
scribed by a coherent scalar field. Moreover, because
dark matter as we observe it is cold, the system is well
described by a non-relativistic limit. The Euler and con-
tinuity equations of classical fluid mechanics emerge in
this non-relativistic limit, defined via the decomposition
ϕ(x, t) =
√
~3c
2m
(
φ(x, t)e−imc
2t/~ + c.c.
)
(4)
and the limit |φ¨|  mc2|φ˙|/~ [13]. If we now define the
fluid density ρ and velocity v by:
φ ≡
√
ρ
m
eiθ , v ≡ ~
Rm
∇θ = ~
2miR
(
1
φ
∇φ− 1
φ∗
∇φ∗
)
(5)
3then the non-relativistic limit of the Klein-Gordon equa-
tion becomes,
ρ˙+ 3Hρ+
1
R
∇ · (ρv) = 0 , (6)
v˙ +Hv +
1
R
(v · ∇)v = − 1
R
∇Φ + ~
2
2R3m2
∇
(∇2√ρ√
ρ
)
,
These are the Madelung equations in an expanding uni-
verse, which are the continuity and Euler equations of
fluid mechanics, with the addition of the second term on
the right of the lower equation, referred to as the quan-
tum pressure.
Parallel to the development of axions has been the
study of condensate phases of non-Abelian gauge the-
ories such as the Standard Model’s Quantum Chromo-
Dynamics (QCD). Starting from the realization that neu-
trons can undergo a BCS transition to a superfluid in
the interior of neutron stars [60], it was found that at
high enough densities, the quarks themselves could form
Cooper pairs and undergo a BCS transition to a su-
perfluid or superconducting state [61] (for a review see
e.g.[62]). These developments have spurred on the study
of neutron star physics (for reviews see [63–66]), which
with the observation of gravitational waves from a neu-
tron star binary merger [67], may be on the cusp of a
breakthrough.
Bringing together these disparate developments, it was
shown in [17] that a QCD-like theory could lead to super-
fluidity on cosmological scales, and constitute a scenario
for superfluid dark matter, providing a BCS analog to
the axion’s BEC. The natural embedding of this scenario
in inflationary cosmology, with the fundamental degrees
of freedom produced in huge numbers as a side-effect of
baryogenesis, leads to a scenario of dark matter with ob-
servables from all stages of the evolution of the universe.
What these variant scenarios of superfluid dark matter
(SFDM) have in common is the existence of vortices. Let
us now see explicitly how vortex structures come out of
superfluid halos. As per Equation (4), we can model su-
perfluid dark matter with a macroscopic complex scalar
function φ(r) that is described by the Lagrangian,
L =
∫
d3x
(
~2
2m
|∇φ|2 + 1
4
λ |φ|4 + 1
2
mΦ |φ|2
)
, (7)
The first term on the r.h.s of Equation 7 is the kinetic
term, the second an effective interaction potential with
coupling strength λ = 4pi~2a/m where a is the s–wave
scattering length with a cross section σ = 8pia2, and the
last term is the coupling to the Newtonian gravitational
potential Φ. This system is completely described by the
time–dependent Gross-Pitaevski equation and the Pois-
son equation,
i~φ˙=
(
− ~
2
2m
∇2 +mΦ− λ
m2
|φ|2
)
φ, (8)
∇2Φ= 4piGm|φ|2, (9)
where ∇2 is the spatial Laplacian and we take c = 1. The
wave function φ can be written in terms of the modulus
and phase,
φ(r, t) = |φ| (r, t)eiS(r,t), (10)
in terms of which the equation of motion becomes two
equations,
−2m
~
|φ| ∂S
∂t
+ ∆ |φ| − |φ| (∇S)2= 2m
~2
(
mΦ + g |φ|2
)
|φ| ,
∂ |φ|2
∂t
+∇ ·
[
|φ|2 ~
m
∇S
]
= 0. (11)
These equations form a system of quantum–mechanical
hydrodynamic equations with a bulk velocity v =
~/m∇S.
Note that the curl of the bulk velocity is null. This
seems to imply that a SFDM halo would not have angu-
lar momentum. However, this would not be the case in
reality. Thus the bulk velocity must contain a singular-
ity; this is the vortex. Note that an integral over a closed
contour around such a vortex would be non–zero∮
C
∇S · dl = 2pid ~
m
. (12)
Here d is an integer called the winding number. This im-
plies that angular momentum of the vortex is quantized.
Solutions describing vortices in dark matter halos were
found in [68]. The vortex solution is characterized by a
density profile that can be parameterized as [68],
ρv(r, z) =
{
0, r > rv
ρv0
[(
r
rv
)αv − 1] , r ≤ rv
where r is the radial coordinate in cylindrical coordinates,
rv is the core-radius of the vortex solution, and αv is a
scaling exponent. This effectively models the vortex as a
tube. On distance scales much larger then rv, the vortex
can be approximated as a line of density ρv0.
The values of these parameters, most importantly the
density and total mass of the vortices, as well as the
expected number density in realistic dark matter halos,
varies widely across the literature. For example, the total
amount of vortices in halos range from 340 vortices in the
M31 halo with assumed constituent particle mass m =
10−23 eV [10] to N = 1023 vortices in a typical DM halo
for m = 1 eV [14]. In [69] it is shown that vortices can
have mutual attraction and, over time, coalesce into a
single, more massive vortex.
We also note that other substructure exists in super-
fluid scenarios, such as the recently found thin-disk solu-
tions [70]. These have a lensing signal which interpolates
between that of a vortex and a spherical halo, depending
on the orientation of the disk.
Finally, we note the relation of vortices to cosmic
strings. The latter is often explained as the relativis-
tic analog to vortices (see e.g. [24, 25]), formed during
4FIG. 1. Lens image with superfluid substructure (a
vortex). Simulated with the PyAutoLens software suite.
FIG. 2. Same as Figure 1 but for particle substructure.
FIG. 3. Residuals image for superfluid-like substructure.
Here 1% of the halo mass. Dashed line represents position
of the vortex.
FIG. 4. Residuals image for particle dark matter-like sub-
structure. Here 1% of the halo mass. Black dots represent
positions of subhalos.
a phase transition in a relativistic quantum field theory.
As such, cosmic stings have a transverse velocity that
is close to the speed of light. In spite of this, much of
the work on strong lensing by cosmic strings [71–73] has
approximated them as stationary or non-relativistic, and
hence effectively behaving as vortices. While we do not
use these results directly, the lensing images generated in
the following section agree with the results obtained in
the cosmic string literature.
IV. STRONG LENSING IMAGES
At this moment strong lensing data is limited to a
handful of images. However, the upcoming completion of
the Large Synoptic Survey Telescope (LSST) will lead to
thousands of strong lensing images that can be analyzed
[74]. In this work we have chosen to simulate our lensing
images using the package PyAutoLens [75, 76]. Written
in Python, it can produce a variety of simulated strong
lensing images where the user can adjust, among many
possibilities, the mass of the halo, include substructure,
light profiles, and mass profiles.
In addition to the simulation of the lensing itself, we
also consider the addition of noise and the modifications
induced by a point spread function (PSF) on our obser-
vation. Thus, we can vary the level of noise in our images
and include a PSF that is inline with real world instru-
ments like Hubble or the future LSST, in this case both
sub–arcsecond resolution. Following [33], we approxi-
mate the PSF as an Airy disk whose first zero-crossing
occurs at a radius of σpsf . arcsec. This approxima-
tion is valid when with noise is dominated by diffraction,
5FIG. 5. Example simulated images for all three classes.
which we assume to be the case.
The lensing image due to a single vortex embedded in a
halo, with the vortex mass 1% that of the halo, is shown
in Figure 1. We do the same for spherical substructure,
as studied in [33], in Figure 2. To quantify the effect of
the substructure we subtract from each image the lensing
image due the halo alone, and show the result (the ‘resid-
uals’) in Figure 3 and Figure 4 for vortex and spherical
substructure respectively. From these images one can ap-
preciate the difference in lensing is primarily in the the
morphology of the signal, making this an ideal task for
classification with a convolutional neural network.
Lensing images were generated with parameters and
their distributions given in Table I. We have included the
light from the lensing galaxy and non–negligible back-
grounds and noise. We have also accounted for other in-
strumental effects like the point–spread–function which
we have modeled after the expected resolution of LSST,
as well as shear effects. Example images can be found for
each class in Figure 5.
V. NETWORK & TRAINING
In this work we take a supervised approach to establish
a set of performance benchmarks for identifying different
types of dark matter substructure. We, therefore, sim-
ulate the expected lensing effects from a variety of sub-
structures and train a CNN to distinguish among them.
As the total mass constrained in the substructure is
likely a small fraction of the total lensing mass, it may
prove challenging to distinguish dark matter with tradi-
tional methods.
The addition of noise and other astrophysical back-
grounds makes this an even more challenging task. Deep
learning methods are more amenable to identifying sub-
tle morphologies in images. This is the approach we take
in this work.
Convolutional neural networks (CNN) are the natural
choice for working with images. There are several pre-
trained networks openly available, e.g. ResNet (or resid-
ual neural network)[77], AlexNet [78], DenseNet [79], and
VGG [80]. For ResNet, the defining feature is that resid-
ual networks can skip layers all together in training. This,
in practice, helps speed up the learning rate of the net-
work by allowing the network to train fewer layers in the
initial stages of learning. For this reason we will focus on
ResNet, and return to a detailed algorithm comparison
in section VI.
During training we make use of data augmentation (see
e.g. [78]) via translation and rotations up to 90◦. These
all constitute invariant transformations with respect to
the underlying substructure that allow the network to
learn the actual structure in images. Thus data augmen-
tation aims to increase our learning efficiency by seeing
the same image in new ways several times.
We utilize 150,000 training and 15,000 validation im-
ages. The binary cross–entropy loss was minimized with
the Atom optimizer in batches of 200 over a total of at
most 20 epochs. The learning rate starts with a value of
1× 10−4 and is reduced by a factor of ten when the vali-
dation loss is not improved for 3 consecutive epochs. The
networks were implemented using the PyTorch package
and run on a single NVIDIA Titan K80 GPU. We use
the well-established area under the ROC curve (AUC) as
a metric for classifier performance
VI. RESULTS
As discussed in previous sections, we are interested in
identifying and classifying substructure in strong grav-
itational lensing images. We do this with a supervised
CNN, which requires that the classes be identified from
the outset. In addition to the vortex and spherical sub-
halo substructure classes discussed in Section IV, there
6remains the possibility that an image may not have any
detectable substructure at all, e.g. if the Einstein ra-
dius of the substructure is predominantly smaller then
the PSF of the detector. Given this, we introduce an
additional class: no substructure present.
In what follows we will train a multi–class classifier
to predict the three classes: vortex, spherical, and no-
substructure. We train three additional binary classifiers
to distinguish between the two most probable classes pre-
dicted by the multi-class classifier. We do this using re-
alistic mock lensing images as described in section IV,
with parameters and their distributions given in Table I.
We start by considering an idealized population of
physical systems, with e.g. the distance to the lensed
and lensing galaxy the same in each image. This could
plausibly be the case if a very large data set was first
divided into subsets exhibiting roughly constant proper-
ties. This is useful for comparison to [33], which held
fixed the number of sub-halos, and as a playground for
performance tests of differing network architectures. We
then consider a less-idealized population of images, with
several additional physical properties of the halo and sub-
structure allowed to vary. The parameters for each case
are given in Table I.
A. A Multi-Class Classifier for Substructure
Morphology
To begin, we consider similar parameters as images
simulated in [33], which used probabilistic cataloging to
identify spherical substructure. We differ with [33] by
modeling the spherical substructure as point masses as
opposed to truncated–NFW profiles, and of course by the
inclusion of vortex–like substructure. Similar to [33], we
have chosen a fixed value of 25 subhalos.
We use a pre–trained network as described in Section
V. The ROC-AUC curves for substructure classification
by ResNet are shown in Figure 6. As can be appreciated
from the AUC scores of 0.998, 0.985, and 0.968, for im-
ages with no substructure, spherical sub-halos, and vor-
tices, respectively, our algorithm achieves excellent clas-
sification.
For the sake of comparison, we repeat this with differ-
ing choices of architecture, namely VGG, DenseNet, and
AlexNet. The resulting ROC curves (averaged over sub-
structure types) are shown in Figure 7. While ResNet,
VGG and DenseNet show comparable performance,
AlexNet performs considerably worse. The other three
architectures were otherwise indistinguishable, with the
exception that, as expected, ResNet is more computa-
tionally efficient than both VGG and DenseNet.
B. Towards a Representative Population of Images
We now allow the training data to be a more diverse
set of physical systems, as may be the case with actual
FIG. 6. ROC curve for multiclass substructure classification
with ResNet, as discussed in Section VI A.
FIG. 7. Comparison of architechures. Shown is the ROC
curve averaged across substructure types for Resnet, Alexnet,
VGG, and DenseNet.
data. We allow for variation in the distance to the lens-
ing and lensed galaxy, the galaxy size, and importantly,
the intensity of the background and noise, allowing the
background to become non-negligible. With regards to
substructure, we vary the position of the vortex, and for
spherical substructure consider the number of halos to be
taken from a Poisson draw with mean 25. The details of
all parameters and the specific distributions from which
7TABLE I. Parameters with distributions and priors used in the simulation of strong lensing images. Where two values are
given, the first corresponds to section VI.A. and the second corresponds to VI.B. Note that only a single type of substructure
was used per image.
Lensing Galaxy – Sersic Light Profile
Parameter Distribution Priors Details
θx fixed 0 x position
θy fixed 0 y position
z fixed | uniform 0.5 | [0.4,0.6] redshift
e uniform [0.5, 1.0] axis ratio
φ uniform [0, 2pi] orientation relative to y axis
I fixed 1.2 intensity of emission (arbitrary units)
n fixed 2.5 Sersic index
R fixed | uniform 0.5 | [0.5,2] effective radius
Dark Matter Halo – Spherical Isothermal
Parameter Distribution Priors Details
θx fixed 0 x position
θy fixed 0 y position
θE fixed 1.2 Einstein radius
External Shear
Parameter Distribution Priors Details
γext uniform [0.0, 0.3] magnitude
φext uniform [0, 2pi] angle
Lensed Galaxy – Sersic Profile
Parameter Distribution Priors Details
r uniform [0, 1.2] radial distance from center
φbk uniform [0, 2pi] angular position of galaxy from y axis
z fixed | uniform 1.0 | [0.8,1.2] redshift
e uniform [0.7, 1.0] axis ratio
φ uniform [0, 2pi] orientation relative to y axis
I uniform [0.7, 0.9] intensity of emission (arbitrary units)
n fixed 1.5 Sersic index
R fixed 0.5 effective radius
Vortex
Parameter Distribution Priors Details
θx fixed | normal 0 | [0.0, 0.5] x position
θy fixed | normal 0 | [0.0, 0.5] y position
l fixed | uniform 1.0 | [0.5,2.0] length of vortex
φv uniform [0, 2pi] orientation from y axis
mvort fixed 0.01 MHalo total mass of vortex
Spherical
Parameter Distribution Priors Details
r uniform [0, 1.0] radial distance from center
φsph uniform [0, 2pi] angular position of galaxy from y axis
N fixed | Poisson 25 | µ=25 number of substructures
msub fixed 0.01 MHalo total mass of subhalos
we draw values for simulation are all included in Table I.
Utilizing the same ResNet architecture and running for
20 epochs while updating the learning rates, training our
multiclass classifier obtains good results with a macro–
averaged AUC of 0.969. The ROC curve is shown in
Figure 8.
VII. TOWARDS THE DETECTION OF
SUBSTRUCTURE
To complete the analysis of this work, we establish
the detection threshold for our network. To do so, we
change the total mass of the substructure while holding
all other parameters constant. Of course, in practice, it
would be possible to train for more epochs, use a deeper
network, add more training images, etc., and push our
threshold further. We implement this by simulating sets
of 50,000 training and 5,000 validation images at different
total fractions of the halo mass for each class. We train
each set on the same architecture, here ResNet, for 10
epochs. The metric we use to parameterize the ability of
the network to learn is the AUC.
The AUC score for varying fraction of the halo mass
contained in both types of substructure is shown in Fig-
ure 9. From this one can appreciate that the AUC rapidly
deteriorates for a substructure mass below 10−2.5 ≈ 0.3%
of the halo mass. From this we conclude that a CNN,
given the fixed computing resources stated above, can re-
liably identify lensing images containing a substructure
provided that its collective mass constitutes at least a
fraction of a percent of the dark matter in the halo.
VIII. DISCUSSION & CONCLUSION
It is well established that substructure can constrain
dark matter models. In this work we have proposed it
8FIG. 8. ROC curve for multiclass substructure classification
with ResNet, including additional variations across the pop-
ulation of images, as discussed in Section VI B.
may even identify the nature of dark matter. Motivated
by the significant theoretical uncertainty as to the na-
ture of dark matter, in this work we have considered the
study of substructure as a classification problem, and in-
vestigated the feasibility of using a machine learning ar-
chitecture to distinguish different types of substructure
in strong lensing images.
Utilizing a simple supervised convolutional neural net-
work, trained on simulated images, we have demon-
strated that it is indeed feasible for a network to reliably
distinguish among different types of dark matter sub-
structure. This compliments existing approaches to sub-
structure, namely the statistical detection [42–46] and
the pinpointing of individual substructures (e.g. [29]),
and could be used as a part of a data analysis pipeline in
the latter task.
The success of the supervised approach utilized here
provides confidence in future implementations of an un-
supervised architecture. This would allow the analysis to
be fully agnostic as to the true nature of dark matter, in
recognition of the possibility that dark matter could be
outside the scope of current theoretical expectations.
One promising path in this direction is to implement an
auto-encoder to learn the underlying substructure of real
images. With thousands of galaxy–galaxy strong lensing
images expected in the next few years [74], there should
be ample data for training. Given this, and based on the
results in this work, an unsupervised approach certainly
looks very promising.
Finally, we note that deep learning may be amenable to
searching for dark matter vortices in other observational
windows, analogous to searches for cosmic strings in the
cosmic microwave background [81, 82] and 21cm [83, 84].
We leave this, and the development of an unsupervised
approach, to future work.
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FIG. 9. AUC as a function of the ratio of substructure to
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