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MOLLIFIER SMOOTHING OF C0-FINSLER STRUCTURES
RYUICHI FUKUOKA AND ANDERSON MACEDO SETTI
Abstract. A C0-Finsler structure is a continuous function F : TM →
[0,∞) defined on the tangent bundle of a differentiable manifold M such
that its restriction to each tangent space is an asymmetric norm. We
use the convolution of F with the standard mollifier in order to con-
struct a mollifier smoothing of F , which is a one parameter family of
Finsler structures Fε that converges uniformly to F on compact subsets
of TM as ε converges to zero. We prove that when F is a Finsler struc-
ture, then the Chern connection, the Cartan connection, the Hashiguchi
connection, the Berwald connection and the flag curvature of Fε con-
verges uniformly on compact subsets to the corresponding objects of
F . As an application of this mollifier smoothing, we study examples of
two-dimensional piecewise smooth Riemannian manifolds with nonzero
total curvature on a line segment. We also indicate how to extend this
study to the correspondent piecewise smooth Finsler manifolds.
1. Introduction
LetM be a differentiable manifold. Denote its tangent space at x ∈M by
TxM and its cotangent space by T
∗
xM . Let TM = {(x, y);x ∈M,y ∈ TxM}
be its tangent bundle and T ∗M = {(x, ρ);x ∈M,ρ ∈ T ∗xM} be its cotangent
bundle. A Finsler structure on M is a function F : TM → R which is
smooth on the slit tangent bundle TM\0 := {(x, y) ∈ TM ; y 6= 0} and such
that its restriction to each tangent space F (x, ·) : TxM → R is a Minkowski
norm. A differentiable manifold endowed with a Finsler structure is a Finsler
manifold. A reference book for this subject is [1].
The development of Finsler geometry has followed the footsteps of Rie-
mannian geometry, with the use of differential calculus in order to study
geometric objects such as connections, curvature and geodesics. On the
other hand there are differences between Finsler manifolds and Riemannian
manifolds. For instance, non-Riemannian Finsler manifolds don’t admit a
connection which is symmetric and compatible with the metric. In order
to overcome this shortcoming, we have several connections on Finsler man-
ifolds (see [1]). Moreover, non-Riemannian Finsler manifolds don’t admit a
canonical volume form (see [9]).
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A C0-Finsler structure on M is a continuous function F : TM → R such
that F (x, ·) : TxM → R is an asymmetric norm (An asymmetric norm is a
norm without the symmetry condition F (x, y) = F (x,−y)). They are gener-
alizations of Finsler structures and they appear naturally among intrinsic in-
variant metrics on homogeneous spaces. More precisely, Berestovski˘ı proved
in [2] that if M is endowed with a locally compact, locally contractible, ho-
mogeneous intrinsic metric dM (distance function), then (M,dM ) is isometric
to the left coset manifold G/H of a Lie group G by a compact subgroup H
endowed with a G-invariant C0-Carnot-Carathe´odory-Finsler metric. More-
over if every orbit of one-parameter subgroups of G under the natural action
G × G/H → G/H is rectifiable, then (M,dM ) is isometric to a C0-Finsler
manifold.
The theory of C0-Finsler geometry is much less developed than the the-
ory of Finsler geometry because differential calculus can’t be applied di-
rectly on C0-Finsler structures. Their geodesics behave very differently from
geodesics on Finsler manifolds. For instance, R2 with the maximum norm
is naturally isometric to a C0-Finsler manifold and its geodesics aren’t nec-
essarily smooth. Moreover, if x ∈ R2 and y ∈ TxR2, then there exist infinite
geodesics γ such that γ(0) = x and γ′(0) = y. Another example can be
found in [12], where the author creates a large family of projectively equiv-
alent C0-Finsler manifolds such that “most of” their minimizing paths are
concatenation of two line segments. The elements of this family can be ob-
tained by continuous deformations of a fixed C0-Finsler manifold and their
minimizing paths have a huge stability that doesn’t happen in Finsler ge-
ometry.
In this work we construct a mollifier smoothing of F , which is a one pa-
rameter family of Finsler structures Fε : TM → R that converges uniformly
to F on compact subsets of TM (see Theorem 6.3). We prove that if F is
a Finsler structure, then the Chern connection, the Cartan connection, the
Hashiguchi connection, the Berwald connection and the flag curvature of Fε
converge uniformly to the respective objects of F on compact subsets (see
Theorems 8.5 and 8.6). Therefore the mollifier smoothing works well in the
smooth case and we can study geometrical objects of a C0-Finsler manifold
(M,F ) using approximation by (M,Fε).
Remark 1.1. In [4] and [12], the first author and his collaborators used the
term C0-Finsler structure for a function F : TM → R such that F (x, ·) :
TxM → R is a norm. In this work the term C0-Finsler structure is modified
in order to work with non-symmetric structures. As it happens in Finsler ge-
ometry, terms like symmetric (or absolutely homogeneous) C0-Finsler struc-
ture will be used in order to deal with the case where F (x, ·) : TxM → R is
a norm.
Remark 1.2. In this work, the Einstein summation convention is in place.
We outline the construction of Fε. Let (M,F ) be a C
0-Finsler manifold.
Let (xi) = (x1, . . . , xn) : U → Rn be a coordinate system in an open subset U
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of M . As usual, we denote the basis on the fibers of TU and T ∗U by
{
∂
∂xi
}
and {dxi} respectively. The coordinate system (xi) induces the natural
coordinate system ((xi), (yi)) = (x1, . . . , xn, y1, . . . , yn) on TU , where(
x, yi
∂
∂xi
)
∈ TU ∼= (x1(x), . . . , xn(x), y1, . . . , yn) ∈ R2n.
The tangent bundle TU is identified with (xi)(U) × Rn and a C0-Finsler
structure F is denoted by F (x, y) = F (x1, . . . , xn, y1, . . . , yn).
The mollifier smoothing of F is done in two steps: A vertical smoothing,
which takes place in each tangent space and a horizontal smoothing, which
is done along M .
For the vertical smoothing, consider a coordinate system (xi) : U0 ⊂
M → Rn defined on an open subset U0. Let U be an open subset of M with
compact closure such that U ⊂ U0. Let ((xi), (yi)) be the corresponding
natural coordinate system on TU . Let η : Rn → R be the standard mollifier,
set ηε(y) =
1
εn η(
y
ε ) and define
(1) ζε = (1− u(ε))ηε + u(ε)ηr,
where r > 0 will be defined afterwards and u : (0, 1) → (0,∞) is a fixed but
arbitrary strictly increasing function such that limε→0 u(ε) = 0. Let
(2) (ζε ∗v F )(x, y) :=
∫
ζε(z)F (x, y − z)dz
be the convolution along the fibers of TU . This function is smooth in each
tangent space but (ζε ∗v F )(x, ·) is not an asymmetric norm. However there
exist rU > 0 such that for every x ∈ U , (ζε∗vF )−1(rU )∩TxU is diffeomorphic
to a smooth sphere of a Minkowski norm in TxU . The local vertical smoothing
of F is the continuous function
Gε : TU → R
such that Gε(x, ·) : TxM → R is the Minkowski norm with sphere of radius
rU equals to (ζε ∗v F )−1(rU )∩TxU . The perturbation u(ε)ηr of (1−u(ε))ηε
is used in order to assure that the sphere (ζε ∗v F )−1(rU ) ∩ TxU is strongly
convex. The only property lacking for Gε to be a Finsler structure is its hor-
izontal differentiability, that is, the smoothness with respect to the variables
(x1, . . . , xn). So we define the local horizontal smoothing Fε,Uε by
(3) F 2ε,Uε(x, y) =
∫
ηε(x− z)G2ε(z, y)dz, (x, y) ∈ TUε,
where Uε = {x ∈ U |distRn(x, ∂U) > ε}. This function is a Finsler structure
on Uε. Finally, using a differentiable partition of unity, we obtain a mollifier
smoothing Fε : TM → R of F .
In [15], the author consider
ζε = (1− ε)ηε + εηr
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instead of (1) and define the local horizontal smoothing by
(4) Fε,Uε(x, y) =
∫
ηε(x− z)Gε(z, y)dz, (x, y) ∈ TUε.
He proves that all the results of Sections 6, 7 and 8 of the present work hold
with (3) replaced by (4). But we think that calculations with the smoothing
(3) are easier to be done and more flexible for applications. For instance, if
F is a Finsler structure, then the fundamental tensor of Fε,Uε is the mollifier
smoothing of the fundamental tensor of F .
The importance of mollifier smoothings in the theory of partial differen-
tial equations is well known. It is used to approximate locally integrable
functions by smooth functions. However its application in geometric struc-
tures is much less common. In [6], the author studies the local theory of the
weak Finsler structures. Let U ⊂ Rn be an open subset. A Borel measur-
able function F : U × Rn → R is a weak Finsler structure in U if F (x, ·)
is positively homogeneous for every x ∈ U¯ , F (x, ·) is convex almost every-
where and there exist a, b > 0 such that a‖ξ‖ ≤ F (x, ξ) ≤ b‖ξ‖ for every
(x, ξ) ∈ U¯ ×Rn. In Theorem 4.5 of [6], the author considers the case where
F is continuous and he define a horizontal smoothing of F essentially as (4).
In [11], the author considers Riemannian metrics g with coefficients gij
in some local Sobolev space. The mollifier smoothing of these coefficients
gives locally a one parameter family of Riemannian metrics gε of class C
∞
and it is equivalent to the horizontal smoothing (3) for the Sobolev setting.
The author shows that if g is of class C∞, then the Riemannian connection
and the curvature tensor of gε converges to the respective objects of g as
ε converges to zero. In this present work we prove some generalizations of
this result for the Finsler setting (see Theorems 8.5 and 8.6).
The main contribution of this work is to bring a tool from functional
analysis to geometry, prove that it is effective when applied to the smooth
case and provide an example of a non-smooth case where calculations can be
done. This approximation of C0-Finsler manifolds by Finsler manifolds is
in the spirit of mollifier smoothings, where the derivatives of the smoothing
converges to the correspondent weak derivatives of the smoothed function:
In fact, the connections depend on F 2ε and its derivatives of order up to three,
the flag curvature depends on F 2ε and its derivatives of order up to four and
we expect that their limits give us geometrical information about (M,F ).
The main technical difficulty is the control of the vertical smoothing, which
is done in spheres instead of in F directly.
This work is organized as follows: In Section 2 we present preliminary
results that are necessary for the development of this work. We present
the theory of mollifier smoothings, asymmetric norms, Minkowski norms
and Finsler geometry. Although lengthy, we think that this presentation is
necessary because it deals with topics that aren’t usually presented together.
In Section 3 we prove that the mollifier smoothing of a convex function is
convex. The strongly convex case is analysed because it is necessary that F 2ε
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has positive definite Hessian with respect to (y1, . . . , yn). In Section 4 we
control the growth rate of asymmetric norms in an “almost” radial direction.
This is important in order to guarantee the existence of a regular value
rU > 0 of (ζε ∗v F ) such that the level set (ζε ∗v F )−1(rU )∩TxU is the sphere
of a Minkowski norm for every sufficiently small ε. Section 5 is devoted to
the definition of the local vertical smoothing and the study of its properties.
In Section 6 we define the mollifier smoothing Fε of F and we prove that Fε
converges uniformly to F on compact subsets of TM as ε goes to zero. In
Section 7, we prove that if F is a Finsler structure, then Gε and its partial
derivatives converge uniformly to F and their respective partial derivatives
on compact subsets of TU . Analogous uniform convergence results hold for
the mollifier smoothing Fε,Uε . In Section 8, we prove that if F is a Finsler
structure, then the Chern connection, the Cartan connection, the Hashiguchi
connection, the Berwald connection and the flag curvature of Fε converges
uniformly on compact subsets to the correspondent objects of F when ε goes
to zero. In Section 9, we apply the mollifier smoothing in order to study
the curvature of a family of piecewise smooth Riemannian metrics. In the
two-dimensional case, we show that the total curvature can be concentrated
on a subset of measure zero of M . In Section 10, we make final comments
and we make suggestions for future works.
Most of this work was developed during the PhD of the second author
under the supervision of the first author at State University of Maringa´,
Brazil. The second author was supported by a CAPES PhD fellowship.
The authors would like to thank professors Bruno Mendonc¸a Rey dos San-
tos, Josiney Alves de Souza, Lino Anderson da Silva Grama and Patricia
Hernandes Baptistelli for their valuable suggestions.
2. Preliminaries
In this section, we present the preliminary subjects used for the devel-
opment of this work. It is divided in three subsections: Convolution and
smoothing, asymmetric norms and Finsler geometry. As far as we know,
Proposition 2.5 and Theorem 2.13 are new (although they are intuitive and
not difficult), and their proofs are placed in this section for the sake of
convenience.
2.1. Convolution and smoothing. In this subsection we present the the-
ory of mollifier smoothings of continuous functions in Euclidean spaces. For
the sake of simplicity, we restrict the presentation of the theory only for the
continuous case, but the mollifier smoothing can be defined more generally
on locally integrable functions. For more details of this topic and other
topics presented in this subsection, see [10].
Definition 2.1.
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(1) A vector of the form α = (α1, . . . , αn), where each component αi is
a non-negative integer, is called a multiindex of order
|α| = α1 + · · ·+ αn;
(2) Given a multiindex α, define
Dαf(x) :=
∂|α|f(x)
∂(x1)α1 · · · ∂(xn)αn ,
where f is a smooth real valued function defined in an open subset
of Rn.
Let U be an open subset of Rn, ε > 0 and Uε := {x ∈ U | dist(x, ∂U) > ε},
where ∂U is the boundary of U .
Definition 2.2.
(i) The standard mollifier η ∈ C∞(Rn) is defined by
η(x) :=
{
C exp
(
1
‖x‖2−1
)
, if ‖x‖ < 1,
0, if ‖x‖ ≥ 1,
where the constant C > 0 is chosen so that
∫
Rn
η dx = 1;
(ii) For each ε > 0, define
(5) ηε(x) :=
1
εn
η
(x
ε
)
.
Notice that∫
Rn
ηε dx =
∫
Rn
η dx = 1 and supp(ηε) = B[0, ε],
where supp(ηε) stands for the support of ηε.
Definition 2.3. If f : U → R is a continuous function, its mollifier smooth-
ing ηε ∗ f is the convolution of f and ηε in Uε, that is,
(ηε ∗ f)(x) :=
∫
U
ηε(x− y)f(y)dy =
∫
B[0,ε]
ηε(y)f(x− y)dy,
for every x ∈ Uε.
We are going towards Proposition 2.5, which states the uniform conver-
gence of “partial” mollifier smoothings on compact subsets. Convolutions
(2) and (3) are instances of this type of mollifier smoothing.
Definition 2.4. Let k ∈ {1, . . . , n − 1} be an integer number and ε > 0.
Decompose Rn as Rk × Rn−k and denote its variables by x = (x1, . . . , xk)
and y = (xk+1, . . . , xn). Let U be an open subset of Rk and V be an open
subset of Rn−k. Consider a continuous function f : U × V → R and let ηε :
B(0, ε) ⊂ Rk → R as in (5). The mollifier smoothing (ηε ∗1 f) : Uε×V → R
of f with respect to the first k variables is defined as
(ηε ∗1 f)(x, y) =
∫
ηε(z)f(x− z, y)dz.
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The mollifier smoothing (ηε ∗2 f) with respect to the last n − k variables is
defined analogously.
Proposition 2.5. Let U be an open subset of Rk, V be an open subset of
R
n−k and f : U×V → R be a continuous function. Then (ηε ∗1 f) converges
uniformly to f on compact subsets of U × V . The same result holds for
(ηε ∗2 f).
Proof. Let KU×V be a compact subset of U ×V . In what follows, we always
suppose that ε ∈ (0,dist(KU×V , ∂(U×V ))). Fix (x0, y0) ∈ KU×V and δ > 0.
Let U˜0 ⊂ U be a neighborhood of x0 and V0 ⊂ V be a neighborhood of y0
such that
(6) |f(x, y)− f(x0, y0)| < δ/2
for every (x, y) ∈ U˜0 × V0. Let U0 be a neighborhood of x0 with compact
closure such that U0 ⊂ U˜0. We claim that there exist ε > 0 such that
(7) |(ηε ∗1 f)(x, y)− f(x, y)| < δ
for every (x, y) ∈ U0 × V0.
Set ε′ = dist(∂U0, ∂U˜0) > 0. If ε ∈ (0, ε′), then
(8) (ηε ∗1 f)(x, y) =
∫
ηε(z)f(x− z, y)dz ∈
(
f(x0, y0)− δ
2
, f(x0, y0) +
δ
2
)
for every (x, y) ∈ U0 × V0 due to the choice of ε and (6). Therefore (7)
follows for every ε ∈ (0, ε′) and (x, y) ∈ U0 × V0 due to (6) and (8).
In order to prove that (ηε ∗1 f) converges uniformly to f on KU×V , it is
enough to cover KU×V by a finite number of open subsets of type U0 × V0
and choose the minimum of all ε′.
The proof for (ηε ∗2 f) is analogous. 
Lemma 2.6. Let U be an open subset of Rk, V be an open subset of Rn−k
and f : U×V → R be a continuous function. Let ε > 0 and α be a multiindex
with respect to the k first variables of U ×V . Let (x0, y0) ∈ U ×V such that
distRn((x0, y0), ∂(U × V )) > ε. Then Dα(ηε ∗1 f) is continuous at (x0, y0).
The same result holds for Dα(ηε ∗2 f) if α is a multiindex with respect to
the last n− k variables.
Proof. We will prove that for every δ > 0, there exist a µ > 0 such that if
distRn((x, y), (x0, y0)) < µ, then
|Dα(ηε ∗1 f)(x, y)−Dα(ηε ∗1 f)(x0, y0)| < δ.
Notice that Dα (ηε ∗1 f) is defined on a neighborhood U0 × V0 of (x0, y0)
with compact closure because distRn((x0, y0), ∂(U × V )) > ε. Moreover we
can suppose that distRn(U¯0 × V¯0, ∂(U × V )) > ε. Denote
B
[
U¯0 × V¯0, ε
]
=
{
(x, y) ∈ Rk × Rn−k; distRn((x, y), U¯0 × V¯0) ≤ ε
}
⊂ U ×V.
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For every δ > 0, there exist a µ > 0 such that
|f(x1, y1)− f(x2, y2)| < δ∫ |(Dαηε) (z)| dz
whenever (x1, y1), (x2, y2) ∈ B[U¯0 × V¯0, ε] and distRn((x1, y1), (x2, y2)) < µ.
Suppose that (x, y) ∈ U0 × V0 is such that distRn((x, y), (x0, y0)) < µ.
Then
Dα(ηε ∗1 f)(x, y) = Dα
(∫
ηε(x− z)f(z, y)dz
)
=
∫
(Dαηε) (x− z)f(z, y)dz =
∫
(Dαηε) (z)f(x− z, y)dz
and
|Dα(ηε ∗1 f)(x, y)−Dα(ηε ∗1 f)(x0, y0)|
≤
∫
|(Dαηε) (z)| |f(x− z, y)− f(x0 − z, y0)| dz < δ.
Therefore Dα(ηε ∗1 f) is continuous at (x0, y0).
The proof when α is a multiindex with respect to the last n− k variables
is analogous. 
2.2. Asymmetric norms. In this subsection we present the theory of asym-
metric norms and Minkowski norms which are used in this work. The ref-
erences for this subsection are [1] and [3]. Issues related to convex analysis
can be found in [14] and [16].
Definition 2.7. An asymmetric norm on a real vector space V is a non-
negative function F : V→ R that satisfies the following conditions:
(1) F (y) = 0 only if y = 0;
(2) F (µy) = µF (y) for every µ ∈ [0,∞) and y ∈ V;
(3) F (y + z) ≤ F (y) + F (z) for every y, z ∈ V.
Remark 2.8. If an asymmetric norm F : V → R satisfies F (y) = F (−y)
for every y ∈ V, then F is a norm.
Definition 2.9. Let V be a real vector space endowed with an asymmetric
norm F . The open ball centered at y and radius r is the subset
BF (y, r) = {z ∈ V;F (z − y) < r}.
The closed ball centered at y and radius r is the subset
BF [y, r] = {z ∈ V;F (z − y) ≤ r}.
The sphere centered at y and radius r is the subset
SF [y, r] = {z ∈ V;F (z − y) = r}.
Remark 2.10. It is straightforward that every real valued function F : V→
R that satisfies Items (2) and (3) of Definition 2.7 is convex. In particular,
if F is an asymmetric norm, then BF (y, r) and BF [y, r] are convex.
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A special case of asymmetric norm are Minkowski norms, which play a
fundamental role in Finsler geometry.
Definition 2.11. A function F : V→ R is a Minkowski norm if
(i) F is smooth in V\{0};
(ii) F (µy) = µF (y) for every µ > 0 and y ∈ V;
(iii) If (y1, . . . , yn) is a coordinate system of V with respect to a basis of
V, then the n× n hessian matrix
(
gij(y)
)
:=
([
1
2
F 2(y)
]
yiyj
)
, i, j = 1, . . . , n,
is positive definite for every y ∈ V\{0}, where the subscript yiyj
stands for the partial derivatives with respect to yi and yj.
Theorem 2.12. Let F be a Minkowski norm on V. Then F (y) > 0 if y 6= 0
and F (y + z) ≤ F (y) + F (z) for every y, z ∈ V. In particular, F is an
asymmetric norm.
The following theorem is very intuitive and characterizes Minkowski norms.
We give its proof for the sake of completeness.
Theorem 2.13. Consider Rn endowed with the Euclidean metric. Let F :
R
n → R be an asymmetric norm such that its restriction to Rn\{0} is
smooth. For r > 0, consider SF [0, r] endowed with the Riemannian metric
induced by its embedding in Rn and oriented by its inward normal vector
field. Then the following statements are equivalent:
(1) F is a Minkowski norm;
(2) HessF has rank n− 1 on Rn\{0};
(3) For every r > 0, SF [0, r] is locally a graph of a function ψ : U ⊂
R
n−1 → R, where Rn−1 is a totally geodesic submanifold of Rn,
ψ(0) = 0, dψ0 ≡ 0 and Hessψ is positive definite;
(4) SF [0, 1] →֒ Rn has positive sectional curvature;
(5) All the principal curvatures κ1, . . . , κn−1 of SF [0, 1] →֒ Rn are strictly
positive.
Proof. Let y ∈ Rn\{0} and denote r = F (y). Consider an Euclidean coordi-
nate system (z1, . . . , zn) of Rn centered at y such that SF [0, r] is represented
as a graph of a function ψ : U ⊂ Rn−1 → R given by
zn = ψ(z1, . . . , zn−1) =
n−1∑
i=1
1
2
κi(z
i)2 +O(‖z‖3)
in a neighborhood of y, where κ1, . . . , κn−1 are the principal curvatures of
SF [0, r] at y (see [13]). Notice that κi ≥ 0 for every i = 1, . . . , n − 1 due
to the orientation of SF [0, r]. The matrix of Hessψ(0) with respect to the
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coordinates (z1, . . . , zn−1) is given by
[Hessψ(0)](z1,...,zn−1) =


κ1 0 . . . 0
0 κ2 0
...
. . .
...
0 0 . . . κn−1

 .
This settles Item (3) ⇔ Item (5).
Let ν be the unit normal vector field of SF [0, 1] pointed towards BF [0, 1].
The shape operator Aν(y) : TySF [0, r]→ TySF [0, r] of the isometric embed-
ding SF [0, 1] →֒ Rn with respect to ν is also given by
[Aν(y)](z1,...,zn) =


κ1 0 . . . 0
0 κ2 0
...
. . .
...
0 0 . . . κn−1


(see [7]). Gauss equation states that the sectional curvature of a two-
dimensional subspace χ = span{v,w} of TySF [0, 1] is given by
K(χ) =
〈Aν(y)v, v〉 〈Aν(y)w,w〉 − 〈Aν(y)v,w〉2
〈v, v〉 〈w,w〉 − 〈v,w〉2 .
Observe that 〈·, ·〉′ = 〈Aν(y)·, ·〉 is an inner product iff all the principal
curvatures are strictly positive. In addition it is not difficult to see that
〈v, v〉′ 〈w,w〉′ − 〈v,w〉′ > 0 for every χ iff 〈·, ·〉′ is an inner product. This
settles Item (4) ⇔ Item (5).
Now we prove the equivalence among Items (1), (2) and (3). Consider
the coordinate system (z1, . . . , zn) as in the proof of Item (3) ⇔ Item (5).
Then ∂F 2/∂zn(0) and ∂F/∂zn(0) are strictly negative. We have that
(9) F 2(z1, . . . , zn−1, ψ(z1, . . . , zn−1)) = r2.
Let i, j ∈ {1, . . . n− 1}. Calculating the derivative of (9) with respect to zi
and zj and evaluating at the origin, we have that
(10)
∂2F 2
∂zj∂zi
(0) = −∂F
2
∂zn
(0)
∂2ψ
∂zj∂zi
(0).
We also have that
(11)
∂2F 2
∂zi∂zj
(0) = 2F (0)
∂2F
∂zi∂zj
(0) if (i, j) 6= (n, n)
and
(12)
∂2F 2
∂(zn)2
(0) = 2F (0)
∂2F
∂(zn)2
(0) + 2
(
∂F
∂zn
)2
(0).
In order to see that Item (2) is equivalent to Item (3), observe that Hessψ(0)
is positive definite iff HessF 2(0) is positive definite when restricted to the
tangent space of SF [0, r] due to (10). But this last statement holds iff
MOLLIFIER SMOOTHING OF C0-FINSLER STRUCTURES 11
HessF (0) has rank n− 1 due to (11) (Observe that the rank of HessF (0) is
less than or equal to n−1 because F is a norm). This settles the equivalence
between Item (2) and Item (3).
Now we prove the equivalence between Item (1) and Item (3). If F is a
Minkowski norm, then (10) implies that Hessψ(0) is also positive definite,
what settles Item (1) ⇒ Item (3). For the inverse implication suppose that
Hessψ(0) is positive definite. Let us prove that F is a Minkowski norm.
Equations (11) and (12) implies that
Hess(F 2)(0) = 2F (0)HessF (0) + ρ,
where the matrix of ρ with respect to (∂/∂z1, . . . , ∂/∂zn) is given by
ρ =


0 . . . 0 0
...
. . .
...
0 0 0
0 . . . 0 2
(
∂F
∂zn (0)
)2

 .
Observe that HessF (0) and ρ are positive semidefinite.
If ξ 6∈ span{∂/∂z1, . . . , ∂/∂zn−1}, then it has non-zero component in
∂/∂zn and
Hess(F 2)(0)(ξ, ξ) > 0
due to ρ.
If ξ ∈ span{∂/∂z1, . . . , ∂/∂zn−1}\0, then Equation (10) are in place with
∂F 2
∂zn
(0) < 0.
Therefore Hess(F 2)(0)(ξ, ξ) > 0, what proves that F is a Minkowski norm.

2.3. Finsler geometry. In this subsection we introduce elements of Finsler
geometry. We present the fundamental tensor, the Cartan tensor, several
linear connections and the flag curvature. A reference for Finsler geometry is
[1]. For tensor algebra formalism, see [8]. A reference for linear connections
on vector bundles is [5].
Let V be a real vector space and B = {e1, . . . , en} is a basis of V. Let
V
∗ be the dual vector space of V and denote by B∗ = {e1, . . . , en} the dual
basis of B. A p times contravariant and q times covariant tensor T on V is
represented by
T
i1...ip
j1...jq
ei1 ⊗ . . .⊗ eip ⊗ ej1 ⊗ . . . ⊗ ejq
or simply by T
i1...ip
j1...jq
. When the V is endowed with a inner product g = (gij),
then (gij) represent the inverse tensor of g and the operation of raising and
lowering indices are denoted by ρj = gjiρi and ξj = gijξ
i respectively.
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Let (M,F ) be a Finsler manifold and consider the natural projection
π : TM \ 0→M . The pulled-back tangent bundle
π∗TM =
⋃
x∈M
({x} × (TxM \ {0}) × TxM)
and the pulled-back cotangent bundle
π∗T ∗M =
⋃
x∈M
({x} × (TxM \ {0}) × T ∗xM)
are vector bundles over the slit tangent bundle TM \ 0.
Let (xi) be a coordinate system of an open subset U ⊂M and ((xi), (yi))
be the natural coordinate system on TU induced by (xi). The sections
{
∂
∂xi
}
and {dxi} on π∗TU and π∗T ∗U are respectively given by
∂
∂xi
: TU \ 0→ π∗TU, ∂
∂xi
(x, y) =
(
x, y,
∂
∂xi
∣∣∣
x
)
,
dxi : TU \ 0→ π∗T ∗U, dxi(x, y) = (x, y, d(xi)x) .
These sections are defined locally in x and globally in y.
Definition 2.14. The distinguished section ℓ is a section of π∗TM defined
by
(13) ℓ = ℓ(x,y) :=
yi
F (x, y)
∂
∂xi
∣∣∣
x
=
yi
F
∂
∂xi
=: ℓi
∂
∂xi
.
Definition 2.15. The fundamental tensor is a section of inner products on
⊗2π∗T ∗M given locally by
gij(x,y) =
1
2
(
∂2F 2
∂yi∂yj
)
(x, y).
Proposition 2.16. Let F : TM → [0,∞) be a Finsler structure. Given
(x, y) ∈ TM \ 0, we have that gij(x,y) = gij(x,µy) for every µ > 0.
Proof. See [1]. 
Definition 2.17. Let (M,F ) be a Finsler manifold. The Cartan tensor is
symmetric section A on ⊗3π∗T ∗M defined locally by
(14) A(x,y) = Aijk(x,y)dx
i ⊗ dxj ⊗ dxk := 1
2
.F.
∂gij
∂yk
dxi ⊗ dxj ⊗ dxk.
In the literature, the tensor field defined locally as
(15) Cijk =
1
2
∂gij
∂yk
is also called the Cartan tensor.
The formal Christoffel symbols of the second kind are defined as
(16) γijk := g
is 1
2
(
∂gsj
∂xk
− ∂gjk
∂xs
+
∂gks
∂xj
)
.
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The nonlinear connection is given by
(17) N ij := γ
i
jky
k − Cijkγkrsyrys,
where Cijk = g
isCsjk.
It is usual to consider the basis
{
δ
δxi
, F ∂
∂yi
}
and
{
dxi, δy
i
F
}
on TU \0 and
T ∗U respectively, where
(18)
δ
δxj
:=
∂
∂xj
−N ij ∂
∂yi
and
δyi := dyi +N ijdx
j.
The Chern connection is characterized by the following theorem.
Theorem 2.18. Let (M,F ) be a Finsler manifold. The pulled-back bundle
π∗TM admits a unique linear connection ∇, called the Chern connection,
such that its connection forms ω ij , defined by
∇X ∂
∂xj
= ωj
i(X)
∂
∂xi
,
are locally characterized by the following structural equations:
• Torsion freeness:
d(dxi)− dxj ∧ ωji = −dxj ∧ ωji = 0.
• Almost g-compatibility:
dgij − gkjωik − gikωjk = 2Cijsδys.
Proof. See [1]. 
The torsion freeness is equivalent to the absence of dyk in ω ij , that is,
ωj
i = Γijkdx
k,
together with the symmetry
Γijk = Γ
i
kj.
The almost metric-compatibility implies that
(19) Γljk = γ
l
jk − gli (CijsN sk − CjksN si + CkisN sj) ,
or equivalently
Γijk =
gis
2
(
δgsj
δxk
− δgjk
δxs
+
δgks
δxj
)
.
Denote
A˙ = ∇ℓi δ
δxi
A,
where A is the Cartan tensor. Then
(20) A˙ijk =
1
2
(σi)yjyk − Γijk
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where
(21) σi = γijky
jyk
(see [1]).
The curvature 2-forms of the Chern connection are defined by
Ωj
i := dωj
i − ωjk ∧ ωki.
Writing the 2-forms Ω ij in terms of the basis
{
dxk, δy
k
F
}
, we have that
Ωj
i =
1
2
Rj
i
kldx
k ∧ dxl + Pj ikldxk ∧ δy
l
F
+
1
2
Qj
i
kl
δyk
F
∧ δy
l
F
.
The objects R,P and Q are respectively the hh-, hv-, vv-curvature tensors
of the Chern connection and they can be chosen as
Rj
i
kl =
δΓijl
δxk
− δΓ
i
jk
δxl
+ ΓihkΓ
h
jl − ΓihlΓhjk,(22)
Pj
i
kl = −F ∂Γ
i
jk
∂yl
,
Qj
i
lk = 0.
Notice that
Rj
i
kl = −Rjilk.
Now we define the flag curvature. A flag at x ∈M consists of a nonzero
vector y ∈ TxM, which is called the flagpole, and a vector z := zi ∂∂xi ∈ TxM
which is transversal to y. The flag curvature is the correspondence which
associates to each x ∈M and each flag (y, z) in TxM the number
K(y, z) :=
zi(yjRjikly
l)zk
g(y, y)g(z, z) − [g(y, z)]2 ,
where
(23) Rjikl = gimRj
m
kl.
K(y, z) depends only on y and span{y, z}.
We end this section defining other connections:
Definition 2.19. The connection forms of the following connections on
π∗TM are defined by:
(1) Cartan connection: ωj
i + Cijk.δy
k;
(2) Hashiguchi connection: ωj
i + Cijk.δy
k + A˙ijk.dx
k;
(3) Berwald connection: ωj
i + A˙ijk.dx
k.
Remark 2.20. The flag curvature for the Chern connection, Cartan con-
nection, Hashiguchi connection and Berwald connection are the same.
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3. Mollifier smoothing of convex functions
In this section we study the mollifier smoothing of convex functions f :
R
n → R.
Lemma 3.1. Let f : Rn → R be a convex function. Then the mollifier
smoothing
(ηε ∗ f)(x) =
∫
Rn
ηε(x− y)f(y)dy =
∫
Rn
ηε(y)f(x− y)dy
is also a convex function.
Proof. It is straightforward from the convexity of f . 
Remark 3.2. The bell shape of the graph of η : R→ R is described below:
• η is identically zero in R\(−1, 1) and it is strictly positive in (−1, 1);
• Its derivative is strictly positive in (−1, 0) and it is strictly negative
in (0, 1);
• Its second derivative is strictly positive in
(
−1,− 4
√
1
3
)
∪
(
4
√
1
3 , 1
)
and strictly negative in
(
− 4
√
1
3 ,
4
√
1
3
)
.
It is straightforward that ηε has the same qualitative behavior as η.
The next lemma is important in order to guarantee that the Hessian(
∂2F 2ε
∂yi∂yj
)
is positive definite.
Lemma 3.3. If f : R → R be a convex function, then (ηε ∗ f)′′(x) ≥ 0
for every x ∈ R. Moreover (ηε ∗ f)′′(x) = 0 if and only if f is affine in
(x− ε, x+ ε).
Proof. Lemma 3.1 assures that (ηε ∗ f) is convex and (ηε ∗ f)′′(x) ≥ 0. It
remains to prove that (ηε∗f)′′(x) = 0 if and only if f is affine in (x−ε, x+ε).
Let y 7→ (y, ay+ b) be a parameterized tangent line of the graph of f at x
(which may not be unique). Define h(y) = f(y)− ay − b. Then h is a non-
negative convex function that attains an absolute minimum at h(x) = 0.
The restriction h|(−∞,x) is non increasing and h|(x,∞) is non decreasing.
Moreover, if h(z) > 0 and z > x, then h|(z,∞) is strictly increasing. Similarly
h is strictly decreasing in (−∞, z) if h(z) > 0 and z < x.
Notice that
(ηε ∗ f)′′(x) =
∫
R
η′′ε (x− y)[f(y)− ay − b]dy
because
∫
R
η′′ε (x−y)[−ay−b]dy = 0. In particular if f is affine in (x−ε, x+ε),
then f(y) = ay + b for every y ∈ (x− ε, x+ ε) and (ηε ∗ f)′′(x) = 0.
Now suppose that f is not affine in (x − ε, x + ε). Let −ι and ι be the
inflection points of ηε. We write (ηε ∗ f)′′(x) as the sum of
C1 =
∫ x−ι
x−ε
η′′ε (x− y)h(y)dy,
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C2 =
∫ x
x−ι
η′′ε (x− y)h(y)dy,
C3 =
∫ x+ι
x
η′′ε (x− y)h(y)dy
and
C4 =
∫ x+ε
x+ι
η′′ε (x− y)h(y)dy.
As h(x− ι) ≤ h(y) and η′′ε (x− y) ≥ 0 for every y ∈ [x− ε, x− ι], then
(24) C1 ≥
∫ x−ι
x−ε
η′′ε (x− y)h(x− ι)dy = h(x− ι)
∫ x−ι
x−ε
η′′ε (x− y)dy.
Following the same reasoning, we have that h(x−ι) ≥ h(y) and η′′ε (x−y) ≤ 0
for every y ∈ [x− ι, x] and
C2 ≥
∫ x
x−ι
η′′ε (x− y)h(x− ι)dy = h(x− ι)
∫ x
x−ι
η′′ε (x− y)dy.
Analogously we obtain
C3 ≥
∫ x+ι
x
η′′ε (x− y)h(x+ ι)dy = h(x+ ι)
∫ x+ι
x
η′′ε (x− y)dy
and
(25) C4 ≥
∫ x+ε
x+ι
η′′ε (x− y)h(x+ ι)dy = h(x+ ι)
∫ x+ε
x+ι
η′′ε (x− y)dy.
As f is not affine in (x− ε, x+ ε), then the inequality (24) or (25) is strict.
Therefore
(ηε ∗ f)′′(x) = C1 + C2 +C3 + C4
> h(x− ι)
∫ x
x−ε
η′′ε (x− y)dy + h(x+ ι)
∫ x+ε
x
η′′ε (x− y)dy
= [h(x − ι) + h(x+ ι)]
∫ x
x−ε
η′′ε (x− y)dy
= [h(x − ι) + h(x+ ι)][−η′ε(x− y)]|y=xy=x−ε
= 0,
what settles the lemma. 
4. Growth rates of asymmetric norms on Rn
Let F be an arbitrary asymmetric norm on Rn and ‖ · ‖ be its canonical
norm. We use notations like B‖·‖(y, r) and BF (y, r) in order to denote the
open ball with center y and radius r with respect to ‖ · ‖ and F respectively.
The sphere and the closed ball with respect to F will be denoted by SF [y, r]
and BF [y, r] respectively and so on.
An asymmetric norm F in Rn is completely characterized by SF [0, 1],
which is the boundary of the convex subset BF [0, 1]. For every y ∈ SF [0, 1]
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there exist a supporting hyperplane Hy of BF [0, 1] at y. In general Hy is not
unique. For a fixed Hy, there exist a unique linear function Ly such that
Ly = F (y) = 1 on Hy. We are interested to find a positive lower bound for
the growth rate of F in almost radial directions. In order to do that, we use
the relationship F ≥ Ly.
Define
(26) rM = max
y∈S‖·‖[0,1]
F (y) = max
y∈B‖·‖[0,1]
F (y)
and
(27) rm = min
y∈S‖·‖[0,1]
F (y).
Then
(28) max
y∈S‖·‖[0,1]
F (y) = min
y∈S‖·‖
[
0,
rM
rm
]F (y).
We know that the directional derivative of F at v in the radial direction
v
‖v‖ is
F (v)
‖v‖ , which can be bounded below by rm due to (27). The next lemma
is a version of this result for the “derivative” of F with respect to v‖v‖ in
a neighborhood of v. Of course F is not necessarily differentiable, and we
overcome this shortcoming using differences instead of derivatives.
Lemma 4.1. Let F be an asymmetric norm on Rn and v ∈ Rn be a nonzero
vector. Set
ε ∈
(
0,
rm‖v‖
4nrM
]
,
where rM and rm are defined by (26) and (27) respectively. Then
F
(
w + t
v
‖v‖
)
− F (w) > rm
8
t
for every w ∈ B‖·‖[v, ε] and t > 0.
Proof. Without loss of generality, we can suppose that v = (0, . . . , 0, ‖v‖).
The general case can be reduced to this case after an orthogonal change of
coordinates.
Denote R˜n−1 = {(y1, . . . , yn) ∈ Rn; yn = 0} and let π˜ : Rn → R˜n−1 be the
orthogonal projection. Define
D = R˜n−1 ∩B‖·‖
[
0,
rm‖v‖
2rM
]
and E = B‖·‖[v, ε]. Observe that π˜(E) ⊂ D.
Note that
(29) max
y∈D
F (y) ≤ rm‖v‖
2
= min
y∈S‖·‖
[
0,
‖v‖
2
]F (y) < min
y∈E
F (y),
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where the equalities are due to (28) and the last inequality holds because
E ∩B‖·‖
[
0, ‖v‖2
]
= ∅.
Let w = (w1, . . . , wn) ∈ E. Then
(30) |wi| < ε for i = 1, . . . , n− 1 and wn ∈
(‖v‖
2
, 2‖v‖
)
.
A supporting hyperplane Hw of SF [0, F (w)] at w separates R
n in two parts
and BF (0, F (w)) lies completely in the same part of the origin. Moreover
D ⊂ BF (0, F (w)) due to (29). This implies that Hw does not intercept D.
In particular (0, . . . , 0, 1) is not parallel to Hw because π˜(w) ∈ D. Therefore
Hw intercepts the y
n-axis. This intersection is in the positive part of yn-axis
otherwise the line connecting w and this intersection would intercept D as
well.
Denote the equation of Hw by
a1y1 + · · · + anyn = 1.
Considering the intersection of Hw with the y
1, . . . , yn−1 axes, we have that
(31) |ai| ≤ 2rM
rm‖v‖ for i = 1, . . . , n− 1
because Hw does not intercept D. In order to estimate a
n notice that
an =
1− a1w1 − · · · − an−1wn−1
wn
≥ 1− |a
1w1| − · · · − |an−1wn−1|
wn
,
where |aiwi| ≤ 12n due to (30) and (31). Therefore
(32) an >
1
4‖v‖
because wn < 2‖v‖.
The linear function Lw such that Lw = F (w) on Hw is given by
Lw(y) = F (w)(a
1y1 + a2y2 + · · ·+ anyn).
The directional derivative of Lw with respect to v/‖v‖ = (0, . . . , 0, 1) satisfies
(33) 〈∇Lw(y), (0, . . . , 0, 1)〉 = anF (w) > 1
4‖v‖F (w) >
rm
8
due to (29) and (32). Finally the inequality F ≥ Lw together with (33)
implies that
F
(
w + t
v
‖v‖
)
− F (w) ≥ Lw
(
w + t
v
‖v‖
)
− Lw(w)
= t〈∇Lw(y), (0, . . . , 0, 1)〉 > rm
8
t.
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5. Vertical Smoothing of C0-Finsler Structures
Now we will define the vertical smoothing of a C0-Finsler structure. This
process will be done in a coordinate system.
Let (M,F ) be a C0-Finsler manifold and consider a coordinate system
(x1, . . . , xn) on an open subset U0 of M. Choose an open subset U of U0
with compact closure such that
(34) U ⊂ U0.
We consider U with the coordinate system (x1, . . . , xn). Let
(35) (x, y) = (x1, . . . , xn, y1, . . . , yn)
be the natural coordinates on TU with respect to (x1, . . . , xn).
As in Section 4, we will work with two asymmetric norms in each tangent
space TxU : The Euclidean norm with respect to the coordinate system
(y1, . . . , yn) and F . For instance the closed ball centered at v and radius r
in TxU with respect to norm F is denoted by BF [x, v, r] and so on.
Analogously to Section 4, define
(36) rU = max
(x,y)∈ U×S||·||[x,0,1]
F (x, y) = max
(x,y)∈ U×B||·||[x,0,1]
F (x, y)
and
(37) ru = min
(x,y)∈ U×S||·||[x,0,1]
F (x, y).
The following version of Lemma 4.1 is straightforward:
Lemma 5.1. Let F be a C0-Finsler structure on M, U be an open subset
satisfying (34) and (x1, . . . , xn, y1, . . . , yn) be a coordinate system on TU as
defined in (35). Let v ∈ Rn be a nonzero vector and consider
(38) ε ∈
(
0,
ru‖v‖
4nrU
]
,
where rU and ru are defined by (36) and (37) respectively. Then
F
(
x,w + t
v
‖v‖
)
− F (x,w) > ru
8
t
for every x ∈ U, w ∈ B‖·‖[x, v, ε] and t > 0.
Proof. Analogous to the proof of Lemma 4.1. 
The first trial for the vertical smoothing in U would be defining
(ηε ∗v F )(x, y) =
∫
ηε(z)F (x, y − z)dz
for ε given by (38), where ∗v := ∗2 stands for the mollifier smoothing on the
vertical part (along the fibers of TM). We can prove that for every x ∈ U ,
TxU ∩ (ηε ∗v F )−1(rU ) is a smooth hypersurface in TxU such that its radial
projection onto S‖·‖[x, 0, 1] is a diffeomorphism. Then we could define the
vertical smoothingGε of F as the C
0-Finsler structure such that SGε [x, 0, rU ]
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is given by TxU∩(ηε∗vF )−1(rU ). We can prove that everything works nicely
except for the fact that these asymmetric norms aren’t necessarily strongly
convex. This problem is solved using
ζε = (1− u(ε))ηε + u(ε)η 2rU
ru
instead of ηε, where
(39) u : (0, 1) → (0,∞)
is a increasing function satisfying limε→0 u(ε) = 0. The “perturbation” due
to u(ε)η 2rU
ru
is enough to assure the strong convexity of ζε due to Lemma
3.3. Of course there are some work to do, like redefining ε in order to make
everything work. We are going to make these calculations in sequel.
First of all we define the interval of variation (0, τ) of ε choosing
(40) τ ∈
(
0,
ru
16nrU
)
such that
u(ε) ∈
(
0,
ru
16nrU
)
for every ε ∈ (0, τ). For a fixed ε define
(ζε ∗v F )(x, y) =
∫
ζε(z)F (x, y − z)dz.
It is straightforward that (ζε ∗v F ) is continuous and (ζε ∗v F )(x, ·) is smooth
for every x ∈ U. We use the notation Hessy(ζε ∗v F )(x, y) in order to denote
the Hessian of (ζε ∗v F ) with respect to (y1, . . . , yn).
Notice that
max
(x,y)∈ U×S‖·‖[x,0, 12 ]
F (x, y) =
rU
2
,
min
(x,y)∈ U×S‖·‖
[
x,0,
2rU
ru
]F (x, y) = 2rU
and
A :=
{
(x, y) ∈ TU ;x ∈ U, ‖y‖ ∈
[
1
2
,
2rU
ru
]}
contains F−1([rU/2, 2rU ]). Define
A 1
2
:=
{
(x, y) ∈ A; ‖y‖ = 1
2
}
and
A 2rU
ru
:=
{
(x, y) ∈ A; ‖y‖ = 2rU
ru
}
.
The following lemma will be used to construct the spheres in each tangent
space of the vertical mollifier smoothing.
Lemma 5.2. (ζε ∗v F ) has the following properties for every ε ∈ (0, τ) :
(1) Hessy(ζε ∗v F )(x, y) is positive definite for every (x, y) ∈ intA;
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(2) The vertical radial derivative of (ζε ∗v F ) on A is strictly positive.
That is,
yi(ζε ∗v F )yi(x, y) > 0,∀(x, y) ∈ A;
(3) (ζε ∗v F )(x, y) < rU for every (x, y) ∈ TU with ‖y‖ ≤ 12 ;
(4) (ζε ∗v F )(x, y) > rU for every (x, y) ∈ TU with ‖y‖ ≥ 2rUru .
In particular, for every x ∈ U , we have that (ζε ∗v F )−1(rU ) ∩ TxU is a
smooth hypersurface in TxU such that its radial projection onto S‖·‖[x, 0, 1]
is a diffeomorphism.
Proof.
(1) Given (x, y) ∈ intA and ξ ∈ Rn \ {0}, we must prove that
(ζε ∗v F )yiyj (x, y)ξiξj > 0.
After an orthogonal change of coordinates (y1, . . . , yn) 7→ (z1, . . . , zn) that
fixes (0, . . . , 0) and satisfies ∂∂zn = ξ, we have that
(ζε ∗v F )yiyj (x, y)ξiξj = (ζε ∗v F )znzn(x, z).
We must prove that the latter is strictly positive. Notice that
(ζε ∗v F )znzn(x, z) = (1−u(ε))(ηε ∗v F )znzn(x, z)+u(ε)(η 2rU
ru
∗v F )znzn(x, z).
By Lemma 3.3, we have that (ηε ∗v F )znzn(x, z) ≥ 0. Now we use Fubini’s
Theorem in order to prove that (η 2rU
ru
∗vF )znzn(x, z) > 0. Write z = (z′, zn),
where z′ = (z1, . . . , zn−1). We have that(
η 2rU
ru
∗v F
)
znzn
(x, z) =
∫
Rn
(
η 2rU
ru
)
znzn
(z − w)F (x,w)dw
=
∫
Rn−1
(∫
R
(
η 2rU
ru
)
zzzn
(z′ − w′, zn − wn)F (x,w′, wn)dwn
)
dw′.
Consider
η 2rU
ru
(z′ − w′, ·) : R→ R.
Depending on w′, the function η 2rU
ru
(z′ − w′, ·) is identically zero or else its
graph has the bell shape described in Remark 3.2. These facts are direct
consequences of the definition of η. In either case we have that∫
R
(
η 2rU
ru
)
znzn
(z′ − w′, zn − wn)F (x,w′, wn)dwn ≥ 0
due to Lemma 3.3. In the particular case where w′ = 0, F (x, 0, ·) is an
asymmetric norm on R and η 2rU
ru
(z′, zn − wn) > 0 when wn = 0 because
‖z‖ < 2rUru . The function wn 7→ η 2rU
ru
(z′, zn − wn) has a bell shape and
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wn = 0 lies in its support. Therefore F (x, 0, ·) is convex and its restriction
to the support of wn 7→ η 2rU
ru
(z′, zn − wn) is not affine. Hence
∫ zn+ 2rU
ru
zn−
2rU
ru
(
η 2rU
ru
)
znzn
(z′, zn − wn)F (x, 0, wn)dwn > 0
due to Lemma 3.3, what settles Item (1).
(2) Consider (x, y) ∈ A. Then
(ζε ∗v F )
(
x, y + t
y
‖y‖
)
− (ζε ∗v F )(x, y)
= (1− u(ε))
∫
B‖·‖[x,y,ε]
ηε(y − z)
[
F
(
x, z + t
y
‖y‖
)
− F (x, z)
]
dz
+ u(ε)
∫
B‖·‖[x,0,(2rU )/ru]
η 2rU
ru
(z)
[
F
(
x, y − z + t y‖y‖
)
− F (x, y − z)
]
dz
≥ (1− u(ε))ru
8
t− u(ε)t
∫
B‖·‖[x,0,(2rU )/ru]
η 2rU
ru
(z)F
(
x,
y
‖y‖
)
dz
≥ (1− u(ε))ru
8
t− u(ε)trU > 15
16
ru
8
t− ru
16rU
trU =
7
128
rut,
for t > 0 due to Lemma 5.1. Thus 7128ru is a lower bound for
yi
||y||(ζε ∗v
F )yi(x, y).
(3) Consider (x, y) ∈ TU such that ‖y‖ ≤ 1/2. Then
(ζε ∗v F )(x, y) =
∫ [
(1− u(ε))ηε(z) + u(ε)η 2rU
ru
(z)
]
F (x, y − z)dz
≤
∫ [
(1− u(ε))ηε(z) + u(ε)η 2rU
ru
(z)
]
[F (x, y) + F (x, z)] dz
≤
∫
B‖·‖[x,0,ε]
ηε(z) [F (x, y) + F (x, z)] dz
+ u(ε)
∫
B‖·‖[x,0,(2rU )/ru]
η 2rU
ru
(z) [F (x, y) + F (x, z)] dz
≤ rU
2
+
ru
16nrU
rU +
ru
16nrU
rU
2
+
ru
16nrU
2rU
ru
rU ≤ 23
32
rU < rU .
(4) Consider (x, y) ∈ TU such that ‖y‖ ≥ 2rUru . Then
(ζε ∗v F )(x, y) =
∫ [
(1− u(ε))ηε(z) + u(ε)η 2rU
ru
(z)
]
F (x, y − z)dz
≥
∫
(1− u(ε))ηε(z)F (x, y − z)dz
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≥
∫
(1− u(ε))ηε(z)F (x, y)dz −
∫
(1− u(ε))ηε(z)F (x, z)dz
≥ (1− u(ε))2rU − (1− u(ε))ru
16
≥ 215
16
rU − rU
16
=
29
16
rU > rU
what settles the lemma. 
The next lemma is an intermediate step in order to prove several uniform
convergences afterwards.
Lemma 5.3. (ζε ∗v F )→ F uniformly on compact subsets of TU ∼= U ×Rn.
Proof. It is a direct consequence of Proposition 2.5. 
Let x ∈ U and ε ∈ (0, τ). Lemma 5.2 states that (ζε ∗v F )−1(rU ) ∩ TxU
is a smooth hypersurface in TxU such that its radial projection onto the
Euclidean sphere in TxU is a diffeomorphism. Moreover (ζε ∗v F )(x, ·) is a
convex function due to Lemma 3.1 and (ζε ∗v F )−1([0, rU ])∩TxU is a convex
subset containing the origin. We define the function
(41) Gε : TU → R
such that Gε(x, ·) : TxU → R is an asymmetric norm with
SGε(x,·)[0, rU ] = (ζε ∗v F )−1(rU ) ∩ TxU.
We are going to prove that Gε is a C
0-Finsler structure on TU (see Propo-
sition 5.4). Consider a coordinate system (xi) on U and ((xi), (yi)) the
respective natural coordinate on TU . We have the identification TU ∼=
(xi)(U) × Rn and we define spherical coordinates in the vertical part Rn of
TU . Let (θi) = (θ2, . . . , θn) : Sθ → Wθ ⊂ Rn−1 be a coordinate system on
an open subset Sθ of the Euclidean sphere S‖·‖[0, 1]. If r > 0 is the radial
coordinate in Rn, then (r, θ) := (r, θ2, . . . , θn) is a coordinate system in the
open cone C(Sθ) ⊂ Rn of Sθ with the vertex at the origin. Varying x ∈ U ,
we have that
(42) ((xi), r, (θi)) : U × C(Sθ)→ (xi)(U)× (0,∞) ×Wθ,
is a coordinate system on TU\0.
Let (x0, y0) ∈ TU with y0 ∈ SGε(x0,·)[0, rU ]. Consider a coordinate system
((xi), r, (θi)) as defined in (42) in a neighborhood of (x0, y0). Let
(x0, r0, θ0) := (x
1
0, . . . , x
n
0 , r0, θ
2
0, . . . , θ
n
0 )
be the coordinates of (x0, y0). Item (2) of Lemma 5.2 implies that
∂(ζε ∗v F )
∂r
(x0, r0, θ0) > 0
and the implicit function theorem states that there exist a smooth function
φε(x0, ·) : Wθ →
(
1
2
,
2rU
ru
)
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satisfying the following conditions:
(i) For every θ ∈Wθ, φε(x0, θ) is the unique value such that
(ζε ∗v F )(x0, φε(x0, θ), θ) = rU ;
(ii)
∂φε(x0, θ)
∂θi
= −
∂(ζε∗vF )(x0,φε(x0,θ),θ)
∂θi
∂(ζε∗vF )(x0,φε(x0,θ),θ)
∂r
for every θ ∈Wθ.
Varying x in U, we have the function
(43) φε : U ×Wθ →
(
1
2
,
2rU
ru
)
such that (ζε ∗v F )(x, φε(x, θ), θ) = rU for every (x, θ) ∈ U ×Wθ. Therefore
the expression of Gε in terms of (x, r, θ) ∈ U × (0,∞)×Wθ is given by
(44) Gε(x, r, θ) =
r.rU
φε(x, θ)
due to the positive homogeneity of Gε with respect to the variable r.
Proposition 5.4. The function Gε defined in (41) satisfies the following
properties for every ε ∈
(
0, ru16nrU
)
:
(1) Gε is a C
0-Finsler structure;
(2) Gε(x, ·) is smooth in TxU \ {0};
(3) ∂
|α|Gε
∂(y1)α1 ···∂(yn)αn
is continuous in U × (Rn \ {0}) for each multiindex
α = (α1, . . . , αn).
Proof.
(1) We need to prove that Gε is continuous in order to settle Item (1). In
order to prove that Gε is continuous in TU\0, we will prove that φε defined
in (43) is continuous.
Let U and Wθ as in the definition of (43). Let δ > 0, (x0, θ0) ∈ U ×Wθ
and r0 = φε(x0, θ0). Without loss of generality, we can suppose that r0 − δ,
r0 + δ ∈ (1/2, (2rU )/ru). We must find a neighborhood Z of (x0, θ0) such
that
(45) r0 − δ < φε(x, θ) < r0 + δ
for every (x, θ) ∈ Z.
We know that ∂(ζε∗vF )∂r (x, r, θ) > 0 for every (x, r, θ) ∈ U×(1/2, (2rU )/ru)×Wθ. Then the function
r 7→ (ζε ∗v F )(x0, r, θ0), r ∈ (1/2, (2rU )/ru)
is strictly increasing. As (ζε ∗v F )(x0, r0, θ0) = rU , then
(ζε ∗v F )(x0, r0 − δ, θ0) < rU
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and there exist neighborhoods Z1 ⊂ U of x0 and Z2 ⊂Wθ of θ0 such that
(ζε ∗v F )(x, r0 − δ, θ) < rU , ∀(x, θ) ∈ Z1 × Z2.
Therefore given (x, θ) ∈ Z1 × Z2 we have that
r0 − δ < φε(x, θ),
because (ζε ∗v F )(x, φε(x, θ), θ) = rU .
Analogously there exists a neighborhood Z˜1 × Z˜2 ⊂ U ×Wθ of (x0, θ0)
such that
φε(x, θ) < r0 + δ, ∀(x, θ) ∈ Z˜1 × Z˜2
and (x, θ) ∈ Z = (Z1 ∩ Z˜1) × (Z2 ∩ Z˜2) satisfies (45). Therefore Gε is
continuous in TU\0.
In order to prove that Gε is continuous at the points (x, 0) ∈ TU , notice
that for every (x, y) ∈ TU\0 we have
Gε(x, y)
‖y‖Rn =
Gε(x, r, θ)
r
=
rU
φε(x, θ)
≤ 2rU
due to (43) and (44). Therefore
Gε(x, y) ≤ 2rU‖y‖Rn , ∀(x, y) ∈ TU,
what is enough to prove the continuity at (x, 0) ∈ TU .
(2) It follows from the fact that φε(x, ·) is smooth.
(3) First of all observe that all partial derivatives of ζε ∗v F with respect
to r, θ2, . . . , θn are continuous due to Lemma 2.6 and the chain rule.
In order to prove that (Gε)yi(x, y), i = 1, . . . , n, are continuous in U×(Rn\
{0}), it is enough to prove that (Gε)r(x, r, θ) and (Gε)θj(x, r, θ), j = 2, . . . , n,
are continuous in U × (0,∞)×Wθ due to the chain rule.
We know from the proof of Item (1) that φε(x, θ) is continuous and
(46) (Gε)r(x, r, θ) =
rU
φε(x, θ)
is continuous in U × (0,∞) ×Wθ. In addition
(47) (Gε)θj (x, r, θ) = −
rrU
(φε(x, θ))2
∂φε(x, θ)
∂θj
,
where
(48)
∂φε(x, θ)
∂θj
= −
∂(ζε∗vF )(x,φε(x,θ),θ)
∂θj
∂(ζε∗vF )(x,φε(x,θ),θ)
∂r
for every (x, θ) ∈ U ×Wθ. Moreover φε(x, θ) and
∂(ζε ∗v F )(x, φε(x, θ), θ)
∂r
are different from zero. Therefore (Gε)θj(x, r, θ) is continuous in U×(0,∞)×
Wθ.
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For the derivatives of higher order, notice that due to the chain rule, all
the partial derivatives of Gε with respect to y
1, . . . , yn are continuous iff
all its partial derivatives with respect to r, θ2, . . . , θn are continuous. We
will prove the continuity of the partial derivatives with respect to the latter
variables.
The continuity of the derivatives of Gε of order |α| can be made by induc-
tion. The continuity of the derivatives of Gε of order two follows from (46),
(47), (48) and the fact that they can be written in terms of φε(x, θ) and the
derivatives of (ζε ∗v F )(x, φε(x, θ), θ) of order up to 2. Proceeding induc-
tively, we have that the derivatives of Gε of order |α| are given in terms of
φε(x, θ) and the derivatives of (ζε ∗v F )(x, φε(x, θ), θ) of order up to |α|. 
Proposition 5.5. The function Gε(x, ·) : TxU → R is a Minkowski norm
for every x ∈ U .
Proof. Hessy(ζε ∗v F )(x, ·) is positive definite in intA ⊃ SGε [x, 0, rU ] due to
Lemma 5.2. Proceeding as in (9) and (10), with F 2 replaced by ζε ∗v F and
r2 replaced by rU , we have that SGε [x, 0, rU ] can be written locally as graph
of a function ψ : Rn−1 → R such that ψ(0) = 0, dψ0 = 0 and Hessψ(0) is
positive definite. Therefore Gε(x, ·) is a Minkowski norm due to Theorem
2.13. 
Proposition 5.6. Gε → F uniformly on compact subsets of TU ∼= U ×Rn.
Proof. Let KTU be a compact subset of TU . Let r˜ > 0 be a constant
such that ‖y‖ ≤ r˜ for every (x, y) ∈ KTU . Consider δ > 0. Suppose that
KTU is contained in a coordinate neighborhood as defined in (42) (The
general case follows by covering KTU by a finite number of such coordinate
neighborhoods). By Lemma 5.3 there exists µ > 0 such that if ε ∈ (0, µ),
then
(49) |(ζε ∗v F )(x, r, θ) − F (x, r, θ)| < δ
2r˜
for every (x, r, θ) ∈ KTU . Then
|Gε(x, r, θ)− F (x, r, θ)| =
∣∣∣∣Gε
(
x, r
φε(x, θ)
φε(x, θ)
, θ
)
− F
(
x, r
φε(x, θ)
φε(x, θ)
, θ
)∣∣∣∣
= r
|Gε (x, φε(x, θ), θ)− F (x, φε(x, θ), θ)|
φε(x, θ)
= r
|(ζε ∗v F ) (x, φε(x, θ), θ)− F (x, φε(x, θ), θ)|
φε(x, θ)
<
r
φε(x, θ)
δ
2r˜
< δ
for every ε ∈ (0, µ) and (x, r, θ) ∈ KTU due to (49) and the fact that
φε(x, θ) ∈ (1/2, (2rU )/ru). Thus Gε → F uniformly on KTU . 
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6. The mollifier smoothing of F
In this section we define the mollifier smoothing Fε : TM → R of F and
we study its uniform convergence to F as ε goes to zero.
Let
(50) {(Uλ, (xi)λ)}λ∈Λ
be a locally finite differentiable structure on M such that Uλ is defined as U
in (34). Let {ϕλ}λ∈Λ be a differentiable partition of unity on M subordinate
to the covering {Uλ}λ∈Λ of M. For each λ ∈ Λ, denote Vλ = int(supp(ϕλ))
and νλ = distRn(∂Vλ, ∂Uλ).
Fix λ ∈ Λ. Let rUλ , ruλ , uλ and τλ as defined in (36), (37), (39) and
(40) respectively. Let δλ = min{τλ, νλ}. For every ε ∈ (0, δλ) consider the
function
Gε,λ : TUλ → R
defined as in (41). Gε,λ is continuous due to Proposition 5.4 and we can
define the function Fˇε,λ by
Fˇ 2ε,λ(x, y) =
∫
ηε(x− z)G2ε,λ(z, y)dz, ∀(x, y) ∈ TOε,λ,
where Oε,λ is an open subset of Uλ containing Vλ such that Fˇ
2
ε,λ is well
defined. In order to make the variation of ε independent of λ, define ψλ :
(0, 1)→ (0, δλ) by ψλ(ε) = εδλ and set
(51) F 2ε,λ(x, y) =
∫
ηψλ(ε)(x− z)G2ψλ(ε),λ(z, y)dz,
where ε ∈ (0, 1) and (x, y) ∈ TOε,λ. Thus, for each ε ∈ (0, 1), we can define
the function Fε : TM → [0,∞) by
(52) F 2ε (x, y) =
∑
λ∈Λ
ϕλ(x)F
2
ε,λ(x, y).
Definition 6.1. The one parameter family of applications Fε given by (52)
is a mollifier smoothing of F .
Lemma 6.2.
(1) Fε,λ is a Finsler structure on Oε,λ;
(2) Fε,λ → F uniformly on compact subsets KTVλ of TVλ.
Proof.
(1) Fε,λ is smooth on TOε,λ\0 due to (51), Proposition 5.4 and the fact
that ηψλ(ε) is smooth. The positive homogeneity of Fε,λ(x, ·) follows from the
positive homogeneity of Gψλ(ε),λ(x, ·). The positive definiteness of Hessy F 2ε,λ
is direct consequence of Proposition 5.5 and (51).
(2) It is enough to prove that given δ > 0, there exist β > 0 such that if
ε ∈ (0, β), then
(53) |F 2ε,λ(x, y)− F 2(x, y)| < δ
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for every (x, y) ∈ KTVλ . In fact, in this case, there exist c > 0 and β′ ∈ (0, 1)
such that
F 2ε,λ(x, y), F
2(x, y) < c
for every (x, y) ∈ KTVλ and ε ∈ (0, β′) (This is also true for ε ∈ (0, 1) but
this fact isn’t necessary here). But the square root function is uniformly
continuous on [0, c]. Consequently for every µ > 0, there exist a δ > 0 such
that
(54) |Fε,λ(x, y)− F (x, y)| < µ
whenever |F 2ε,λ(x, y) − F 2(x, y)| < δ. For this δ, we can choose β ∈ (0, β′)
such that (53) is satisfied whenever ε ∈ (0, β). Therefore, for every µ > 0,
(54) is satisfied whenever ε ∈ (0, β) and (x, y) ∈ KTVλ .
Now let us prove (53). Set (ηψλ(ε)∗1F 2)(x, y) =
∫
ηψλ(ε)(x−z)F 2(z, y)dz.
By Proposition 2.5, there exists β1 > 0 such that if ε ∈ (0, β1), then
(55) |(ηψλ(ε) ∗1 F 2)(x, y)− F 2(x, y)| <
δ
2
for every (x, y) ∈ KTVλ . Moreover, as a consequence of Proposition 5.6,
there exists β2 > 0 such that if ε ∈ (0, β2), then
(56) |G2ψλ(ε),λ(z, y) − F 2(z, y)| <
δ
2
,
for every (z, y) ∈ KTVλ . Set β = min{β1, β2}. Given ε ∈ (0, β) we obtain
|F 2ε,λ(x, y)− F 2(x, y)|(57)
≤ |F 2ε,λ(x, y)− (ηψλ(ε) ∗1 F 2)(x, y)| + |(ηψλ(ε) ∗1 F 2)(x, y)− F 2(x, y)|
<
∣∣∣∣
∫
ηψλ(ε)(x− z)[G2ψλ(ε),λ(z, y) − F 2(z, y)]dz
∣∣∣∣ + δ2
<
δ
2
∫
ηψλ(ε)(x− z)dz +
δ
2
= δ
for every (x, y) ∈ KTVλ due to (55) and (56). Therefore Fε,λ(x, y) converges
uniformly to F (x, y) on KTVλ . 
Theorem 6.3. A mollifier smoothing Fε : TM → R of a C0-Finsler struc-
ture F satisfies the following properties.
(1) Fε is a Finsler structure on M for every ε ∈ (0, 1);
(2) Fε → F uniformly on compact subsets of TM as ε converges to zero.
Proof.
(1) The functions ϕλ : M → R and Fε,λ : TOε,λ \ 0 → R are smooth for
every λ ∈ Λ and ε ∈ (0, 1). Therefore ϕλFε,λ : TM\0 → R is smooth for
every λ what implies that Fε : TM\0 → R is smooth. The positive homo-
geneity of Fε is straightforward. Finally it is easy to see that Hessy F
2
ε (x, ·)
is positive definite for every x ∈M due to (52).
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(2) Let KTM be a compact subset of TM and consider (x, y) ∈ KTM .
Then∣∣F 2ε (x, y)− F 2(x, y)∣∣ =
∣∣∣∣∣
∑
λ∈Λ
ϕλ(x)F
2
ε,λ(x, y)−
∑
λ∈Λ
ϕλ(x)F
2(x, y)
∣∣∣∣∣
≤
∑
λ∈Λ
ϕλ(x)
∣∣F 2ε,λ(x, y) − F 2(x, y)∣∣ .(58)
π(KTM ) is covered by a finite number of open subsets Vλ and the sum (58) is
finite when restricted to KTM . The function |F 2ε,λ(x, y)−F 2(x, y)| converges
uniformly to zero on KTM∩TVλ as ε goes to zero due (53), what implies that
the left hand side of (58) has the same convergence as well. Now proceeding
as in the proof of Item (2) of Lemma 6.2, this item is settled. 
7. Mollifier smoothing of Finsler structures
In this section we assume that F : TM → [0,∞) is a Finsler structure
and we study several convergence results related to Gψλ(ε),λ, Fε,λ, Fε and F
in coordinate systems.
The next lemma is a version of Lemmas 5.2 and 5.3 when F is smooth in
TM \ 0.
Lemma 7.1. Let (M,F ) be a Finsler manifold and U be an open subset of
M satisfying (34). Then (ζε ∗v F ) : TU → R has the following properties
for every ε ∈ (0, τ) :
(1) (ζε ∗v F ) is smooth on TU \ 0;
(2) (ζε ∗v F )−1(rU ) is a smooth hypersurface of TU, where rU is defined
as (36);
(3) Let α = (α1, . . . , αn, αn+1, . . . , α2n) be a multiindex. Then
Dα(ζε ∗v F )→ DαF
uniformly on compact subsets of TU \ 0.
Proof. It is a direct consequence of Lemmas 5.2 and 5.3. 
Now we study Gε in the case where F is a Finsler structure. Let (x0, y0) ∈
TU with y0 ∈ SGε [x0, 0, rU ] and (r0, θ20, . . . , θn0 ) be the coordinates of y0 in
a coordinate system defined by (42). By Item (2) of Lemma 7.1 and the
implicit function theorem, the function
(59) φε : U ×Wθ →
(
1
2
,
2rU
ru
)
defined as in (43) is smooth.
Therefore given (x, r, θ2, . . . , θn) ∈ U × (0,∞)×Wθ, we have that
(60) Gε(x, r, θ) =
rrU
φε(x, θ)
is a Finsler structure.
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Proceeding likewise with F we obtain the respective smooth function
φ : U ×Wθ →
(
1
2
,
2rU
ru
)
such that
(61) F (x, r, θ) =
rrU
φ(x, θ)
.
Lemma 7.2. Let KU×Wθ be a compact subset of U ×Wθ. The function φε
defined in (59) has the following properties:
(1) 1φε → 1φ uniformly on KU×Wθ ;
(2) φε → φ uniformly on KU×Wθ ;
(3) Let α = (α1, . . . , αn, αn+2, . . . , α2n) be a multiindex. Then
Dαφε =
∂|α|φε
∂(x1)α1 · · · ∂(xn)αn∂(θ2)αn+2 · · · ∂(θn)α2n
converges uniformly to
Dαφ =
∂|α|φ
∂(x1)α1 · · · ∂(xn)αn∂(θ2)αn+2 · · · ∂(θn)α2n
on KU×Wθ .
Proof.
(1) From (60) and (61) observe that
1
φε(x, θ)
= Gε(x, 1/rU , θ),
which converges uniformly to
1
φ(x, θ)
= F (x, 1/rU , θ)
on KU×Wθ because Gε converges uniformly to F on compact subsets of TU .
(2) As 1φε(x,θ) ∈ (ru/(2rU ), 2) for every (x, θ) ∈ U ×Wθ, it follows that
φε → φ uniformly on KU×Wθ due to Item (1).
(3) Given (x, θ) ∈ U ×Wθ, we have that
∂φε(x, θ)
∂θi
= −
∂(ζε∗vF )(x,φε(x,θ),θ)
∂θi
∂(ζε∗vF )(x,φε(x,θ),θ)
∂r
and
∂φ(x, θ)
∂θi
= −
∂F (x,φ(x,θ),θ)
∂θi
∂F (x,φ(x,θ),θ)
∂r
.
We also have analogous expressions for
∂φε(x, θ)
∂xi
and
∂φ(x, θ)
∂xi
.
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The proof of this item follows from Item (2), Item (3) of Lemma 7.1 and
calculations analogous to the proof of Item (3) of Proposition 5.4. 
Theorem 7.3. Let (M,F ) be a Finsler manifold. Let U be an open subset
of M as defined in (34) and (x1, . . . , xn, y1, . . . , yn) be the coordinate system
on TU as defined in (35). Let KTU\0 be a compact subset of TU\0 and
α = (α1, . . . , αn, αn+1, . . . , α2n) be a multiindex. Then
(62) DαGε =
∂|α|Gε
∂(x1)α1 . . . ∂(xn)αn∂(y1)αn+1 . . . ∂(yn)α2n
converges uniformly to
(63) DαF =
∂|α|F
∂(x1)α1 . . . ∂(xn)αn∂(y1)αn+1 . . . ∂(yn)α2n
on KTU\0.
Proof. The uniform convergence of
(64) DαGε =
∂|α|Gε
∂(x1)α1 . . . ∂(xn)αn∂rαn+1∂(θ2)αn+2 . . . ∂(θn)α2n
to
(65) DαF =
∂|α|F
∂(x1)α1 . . . ∂(xn)αn∂rαn+1∂(θ2)αn+2 . . . ∂(θn)α2n
on compact subsets KU×C(Sθ) of U × C(Sθ) is equivalent to the uniform
convergence of (62) to (63) on KU×C(Sθ) as a direct consequence of the
chain rule. This former convergence is enough to settle the theorem because
a compact subset KTU\0 of TU\0 can be covered by a finite number of
compact subsets of type KU×C(Sθ). Finally the uniform convergence of (64)
to (65) follows from (60), (61), Proposition 5.6, Lemma 7.1, Lemma 7.2 and
calculations analogous to the proof of Item (3) of Proposition 5.4. 
Corollary 7.4. Let (M,F ) be a Finsler manifold. Let U be an open subset
of M as defined in (34) and (x1, . . . , xn, y1, . . . , yn) be the coordinate system
on TU as defined in (35). Let KTU\0 be a compact subset of TU\0 and
α = (α1, . . . , αn, αn+1, . . . , α2n) be a multiindex. Then
(66) DαG2ε =
∂|α|G2ε
∂(x1)α1 . . . ∂(xn)αn∂(y1)αn+1 . . . ∂(yn)α2n
converges uniformly to
(67) DαF 2 =
∂|α|F 2
∂(x1)α1 . . . ∂(xn)αn∂(y1)αn+1 . . . ∂(yn)α2n
on KTU\0. In particular
(68) Dα˜(gGε)ij =
∂|α˜|(gGε)ij
∂(x1)α˜1 . . . ∂(xn)α˜n∂(y1)α˜n+1 . . . ∂(yn)α˜2n
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converges uniformly to
(69) Dα˜gij =
∂|α˜|gij
∂(x1)α˜1 . . . ∂(xn)α˜n∂(y1)α˜n+1 . . . ∂(yn)α˜2n
on KTU\0 for every multiindex α˜ = (α˜1, . . . , α˜2n), where (gGε)ij are the
coefficients of the fundamental tensor of (M,Gε) and gij are the coefficients
of the fundamental tensor of (M,F ).
Proof. Observe that (66) can be written as sums of products of terms in (62).
Analogously (67) can be written as the correspondent sums of products of
terms in (63). Therefore (66) converges uniformly to (67) on KTU\0. 
Lemma 7.5. Let (Uλ, (x
i)λ), with λ ∈ Λ, be a coordinate open subset of
a Finsler manifold (M,F ) as defined in (50) and (x1, . . . , xn, y1, . . . , yn)λ
be the natural coordinate system on TUλ. Consider a multiindex α =
(α1, . . . , α2n). Then
(70) DαF 2ε,λ → DαF 2
uniformly on compact subsets KTVλ\0 of TVλ \ 0. In particular, if (gε,λ)ij
are the coefficients of the fundamental tensor of Fε,λ and α˜ is a multiindex,
then
(71) Dα˜(gε,λ)ij → Dα˜gij
uniformly on compact subsets KTVλ\0 of TVλ\0, where gij are the coefficients
of the fundamental tensor of F .
Proof. Consider (x, y) ∈ TVλ \ 0. As
F 2ε,λ(x, y) =
∫
ηψλ(ε)(z)G
2
ψλ(ε),λ
(x− z, y)dz,
then
Dα(F 2ε,λ)(x, y) =
∫
ηψλ(ε)(z)
(
DαG2ψλ(ε),λ
)
(x− z, y)dz.
Define
(ηψλ(ε) ∗1 (DαF 2))(x, y) =
∫
ηψλ(ε)(z)(D
αF 2)(x− z, y)dz.
Now we proceed as in the proof of (53) with F 2ε,λ and F
2 replaced by
DαF 2ε,λ and D
αF 2 respectively. When we do the estimate |DαF 2ε,λ(x, y) −
DαF 2(x, y)| < δ as in (57), we need the uniform convergence
DαG2ψλ(ε),λ → DαF 2
on KTVλ\0, which is assured by Corollary 7.4. 
Remark 7.6. Suppose that we are in the conditions of Lemma 7.5. Consider
the Finsler structure Fε,λ : TVλ → [0,∞) defined in terms of the coordinate
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system (x1, . . . , xn, y1, . . . , yn)λ. Let (x˜
1, . . . , x˜n, y˜1, . . . , y˜n) be another nat-
ural coordinate system on a neighborhood of KTVλ\0. Then the uniform
convergence
∂|α˜|F 2ε,λ
∂(x˜1)α˜1 . . . ∂(y˜n)α˜2n
→ ∂
|α˜|F 2
∂(x˜1)α˜1 . . . ∂(y˜n)α˜2n
on KTVλ\0 holds for every multiindex α˜ because the uniform convergence
∂|α|F 2ε,λ
∂(x1λ)
α1 . . . ∂(ynλ)
α2n
→ ∂
|α|F 2
∂(x1λ)
α1 . . . ∂(ynλ)
α2n
on KTVλ\0 holds for every multiindex α due to the chain rule and the com-
pactness of KTVλ\0. In particular, the correspondent convergences of the
coefficients of the fundamental tensor and their derivatives hold.
Theorem 7.7. Let (M,F ) be a Finsler manifold and Fε : TM → [0,∞) be a
mollifier smoothing of F . Let U be an open subset of M with coordinate sys-
tem (x1, . . . , xn) and (x1, . . . , xn, y1, . . . , yn) be the correspondent natural co-
ordinate system of TU . Let gij and (gε)ij be the coefficients of the fundamen-
tal tensor of F and Fε respectively with respect to (x
1, . . . , xn, y1, . . . , yn).
Then
(72) Dα(gε)ij → Dαgij
and
(73) Dα(gε)
ij → Dαgij
uniformly on compact subsets of TU \0, where α = (α1, . . . , α2n) is a multi-
index and the partial derivatives are taken with respect to (x1, . . . , xn, y1, . . . ,
yn).
Proof. Convergence (73) follows from (72) and the formula of the inverse of
a matrix in terms of its adjoint and its determinant.
Let us prove (72). Let KTU\0 be a compact subset of TU\0. If (x, y) ∈
KTU\0, then
Dα(gε)ij(x, y) = D
α
(∑
λ∈Θ
ϕλ(x)(gε,λ)ij(x, y)
)
as a consequence of (52). It follows that
Dα(gε)ij(x, y) =
∑
λ∈Θ
Dα (ϕλ(x)(gε,λ)ij(x, y))(74)
=
∑
λ∈Θ
∑
υ≤α
Dυϕλ(x)D
α−υ(gε,λ)ij(x, y),
where λ ∈ Θ are the indexes such that KTU\0 ∩ TVλ 6= ∅. Then Θ is a finite
set and it follows that∑
λ∈Θ
∑
υ≤α
Dυϕλ(x)D
α−υ(gε,λ)ij(x, y)
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converges uniformly to∑
λ∈Θ
∑
υ≤α
Dυϕλ(x)D
α−υgij(x, y)
on KTU\0 due to Lemma 7.5 and Remark 7.6. But (7) is equal to∑
υ≤α
Dα−υgij(x, y)D
υ
(∑
λ∈Θ
ϕλ(x)
)
=
∑
υ≤α
Dα−υgij(x, y)D
υ (1) = Dαgij(x, y),
what settles the theorem. 
8. Convergence of connections and curvatures
Let (M,F ) be a Finsler manifold. In this section we study the conver-
gence of the Chern connection, Cartan connection, Hashiguchi connection,
Berwald connection and the flag curvature of the mollifier smoothing Fε to
the corresponding objects of F . The precise nature of these convergences
will be explained afterwards. We represent the geometrical objects with re-
spect to Fε with a subscript ε, as we did in Theorem 7.7 for the fundamental
tensor gε.
Let (x1, . . . , xn) be a coordinate system on an open subset U of M and
(x1, . . . , xn, y1, . . . , yn) be the corresponding natural coordinate system on
TU . In this section, whenever we are studying components of a geometrical
object, we suppose that these coordinate open subsets are in place.
Lemma 8.1. The following geometrical objects of (M,Fε) converges uni-
formly to the respective objects of (M,F ) on compact subsets of TU\0:
Dα(ℓε)
i → Dαℓi;
Dα(Aε)ijk → DαAijk;
Dα(Cε)ijk → DαCijk;
Dα(γε)
i
jk → Dαγijk;
Dα(Nε)
i
j → DαN ij;
Dα(Γε)
i
jk → DαΓijk;
Dα(σε)
i → Dασi;
Dα(A˙ε)
i
jk → DαA˙ijk;
Dα(Rε)jikl → DαRjikl,
for every multiindex α.
Proof. The proof is a direct consequence of (13), (14), (15), (16), (17), (18),
(19), (20), (21), (22), (23), Theorem 6.3 and Theorem 7.7. 
Now we present the concept of uniform convergence on π∗TM .
Definition 8.2. A C0-Finsler structure on π∗TM is a continuous function
Fπ : π
∗TM → R such that Fπ(x, y, ·) : (π∗TM)(x,y) → R is an asymmetric
norm on (π∗TM)(x,y) ∼= TxM .
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Definition 8.3. LetM be a differentiable manifold and KTM\0 be a compact
subset of TM \0. We say that a one parameter family of continuous sections
Eε converges uniformly to a continuous section E on KTM\0 if there exist
a C0-Finsler structure Fπ on π
∗TM such that for every δ > 0, there exist a
β > 0 such that
Fπ(x, y,Eε(x, y)− E(x, y)) < δ
for every (x, y) ∈ KTM\0 and every ε ∈ (0, β).
Remark 8.4. The definition of uniform convergence stated in Definition 8.3
does not depend on the choice of Fπ. In fact, if F˜π is another C
0-Finsler
structure on π∗TM and KTM\0 is a compact subset in TM \ 0, then there
exist c, C > 0 such that
cFπ(x, y,E(x, y)) ≤ F˜π(x, y,E(x, y)) ≤ CFπ(x, y,E(x, y))
for every (x, y) ∈ KTM\0 and every continuous section E on π∗TM .
In what follows, we denote by ∇ε the Chern connection on π∗TM with
respect to Fε.
Theorem 8.5. Let (M,F ) be a Finsler manifold and let Fε be a mollifier
smoothing of F . Let X be an arbitrary section on TM\0 and E be an
arbitrary section on π∗TM . Then (∇ε)X E converges uniformly to ∇XE on
compact subsets KTM\0 of TM \0. The statement also holds for the Cartan
connection, Hashiguchi connection and Berwald connection.
Proof. Notice that it is enough to prove the uniform convergence for compact
subsets KTU\0 of any coordinate open subset TU \0 because a finite number
of them cover KTM\0. Moreover it is enough to prove the uniform conver-
gence with respect to the fundamental tensor g on π∗TM due to Remark
8.4.
Consider a natural coordinate system (x1, . . . , xn, y1, . . . , yn) on TU . Then
∇XE = ∇(Xi ∂
∂xi
+Y j ∂
∂yj
)
(
Ek
∂
∂xk
)
= Xi
∂Ek
∂xi
∂
∂xk
+ Y j
∂Ek
∂yj
∂
∂xk
+ EkXiωk
j
(
∂
∂xi
)
∂
∂xj
= Xi
∂Ek
∂xi
∂
∂xk
+ Y j
∂Ek
∂yj
∂
∂xk
+ EjXiΓkji
∂
∂xk
,
and √
g(x,y) (∇XE − (∇ε)XE,∇XE − (∇ε)XE)
=
√
g(x,y)
(
EjXi(Γkji − (Γε)kji) ∂∂xk , Ej
′Xi′(Γk′j′i′ − (Γε)k′j′i′) ∂∂xk′
)
=
√
gkk′(x,y)EjXi((Γkji − (Γε)kji)Ej′Xi′(Γk′j′i′ − (Γε)k′ j′i′)→ 0
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uniformly on KTU\0 as ε → 0. Therefore (∇ε)XE converges uniformly to
∇XE on KTU\0 due to Lemma 8.1. This proves the theorem for the Chern
connection.
The proof for the other connections are similar due to Definition 2.19 and
Lemma 8.1. 
Now we will study the uniform convergence of flag curvatures of (M,Fε)
to (M,F ). Denote the set of flags on M by F and the set of flags on the
tangent space TxM by Fx. The flag curvature of (M,F ) and (M,Fε) will
be denoted by K and Kε respectively.
Theorem 8.6. Let (M,F ) be a Finsler manifold and let Fε be a mollifier
smoothing of F . Let KM be a compact subset of M and δ > 0. Then there
exist β > 0 such that
(75) sup
x∈KM
sup
(y,z)∈Fx
|K(x, y, z)−Kε(x, y, z)| < δ
for every ε ∈ (0, β).
Proof. Notice that it is enough to prove (75) for compact subsets KU of a
coordinate open subset U ⊂M , because a finite number of them can cover
a general compact subset KM ⊂M .
Consider π∗TU with the coordinate system (x1, . . . , xn, y1, . . . , yn, z1,
. . . , zn), where (x1, . . . , xn, y1, . . . , yn) are the natural coordinates on TU\0
and the elements of the fibers of π∗TU are given by zi ∂
∂xi
. We endow each
fiber of π∗TU with the Euclidean inner product with respect to the basis
(∂/∂x1, . . . , ∂/∂xn). Every flag (x, (y, z)), with x ∈ KU and (y, z) ∈ Fx, can
be identified with two points in
Kπ∗TU =
{
(x, y, z);
n∑
i=1
(yi)2 =
n∑
i=1
(zi)2 = 1,
n∑
i=1
yizi = 0
}
⊂ π∗TU.
Reciprocally, every pair of points (x, y, ±z) is identified with the flag (y,±z)
on TxU . It is straightforward that Kπ∗TU is compact. Therefore
(76)
sup
x∈KM
sup
(y,z)∈Fx
|K(x, y, z)−Kε(x, y, z)| = sup
(x,y,z)∈Kpi∗TU
|K(x, y, z)−Kε(x, y, z)|
where
K(x, y, z) =
zi(yjRjikly
l)zk
gı˜˜gk˜l˜y
ı˜y˜zk˜z l˜ − [gıˆˆyıˆzˆ]2
and
Kε(x, y, z) =
zi(yj(Rε)jikly
l)zk
(gε)ı˜˜(gε)k˜l˜y
ı˜y˜zk˜z l˜ − [(gε)ıˆˆyıˆzˆ]2
.
Therefore (76) converges uniformly to zero on Kπ∗TU as ε goes to zero
because the uniform convergences
(gε)ij → gij
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and
(Rε)jikl → Rjikl
hold on π(Kπ∗TU ) due to Theorem 7.7 and Lemma 8.1. 
9. Examples
The aim of this section is to present examples of piecewise Finsler mani-
folds and show how calculations can be made in this case. Our main example
is piecewise Riemannian for the sake of simplicity, but similar calculations
can be made for the piecewise Finsler case. We comment about the neces-
sary adaptations from the Riemannian case to the Finsler case in Remark
9.2. In this example we use only the horizontal smoothing Fε of F because
the latter is already vertically smooth.
Let (M,F ) be a C0-Finsler manifold such that F (x, ·) : TxM → R is a
Minikowski norm for every x ∈M . If we consider the mollifier smoothing Fε
of F given by (51) and (52), with Gψλ(ε),λ replaced by F |TUλ , then Lemma
6.2 and Theorem 6.3 hold. Moreover if we suppose that F is a Finsler
structure, then Theorem 7.7, Lemma 8.1, Theorem 8.5 and Theorem 8.6
hold as well. The proof of these results are very similar to the original ones
and will be omitted here.
Let M = Rn, M¯+ = R
n
+ = {(x1, . . . , xn) ∈ Rn;xn ≥ 0} and M¯− = Rn− =
{(x1, . . . , xn) ∈ Rn;xn ≤ 0}. Let g be a piecewise smooth Riemannian
metric on M such that g+ := g|M¯+ and g− = g|M¯− admit smooth extensions
in a neighborhood of M¯+ and M¯− respectively. TM will be endowed with
its canonical coordinate system (x1, . . . , xn, y1, . . . , yn) and the Riemannian
metric can be considered as the Finsler structure
(77) F (x1, . . . , xn, y1, . . . , yn) =
√
gij(x1, . . . , xn)yiyj.
The Riemannian metric is the fundamental tensor of F and it doesn’t depend
on y.
The locally finite differentiable structure {(Uλ, (xi)λ)}λ∈Λ is given by the
unique element (R2, id). The partition of the unity is given by {ϕ ≡ 1} and
we define
F 2ε (x, y) =
∫
M
ηε(x− z)F 2(z, y)dz.
Observe that the fundamental tensor gε of Fε has its components given by
(78) (gε)ij(x) =
∫
M
ηε(x− z)gij(z)dz.
Through this section, with the exception of Remark 9.2, (M,g) stands for
this example and (M,gε) is given by (78). All the theory presented in this
work hold for this example because we can restrict the calculations on open
subsets of M or TM \ 0 with compact closure. As in the proof of Lemma
5.2, denote x = (x′, xn), where x′ = (x1, . . . , xn−1). The next proposition
gives the main formulas in order to study the geometry of (M,gε) in a
neighborhood of xn = 0.
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Proposition 9.1. For the piecewise smooth Riemannian manifold (M,g)
defined in (77), the following formulas hold for every i, j ∈ {1, . . . , n}:
∂(gε)ij
∂xk
(x) =
(
ηε ∗ ∂gij
∂xk
)
(x)
=
∫
M¯−
ηε(x− z)∂gij−
∂xk
(z)dz +
∫
M¯+
ηε(x− z)∂gij+
∂xk
(z)dz(79)
for every k ∈ {1, . . . , n},
∂2(gε)ij
∂xl∂xk
(x) =
(
ηε ∗ ∂
2gij
∂xl∂xk
)
(x)
=
∫
M¯−
ηε(x− z) ∂
2gij−
∂xl∂xk
(z)dz +
∫
M¯+
ηε(x− z) ∂gij+
∂xl∂xk
(z)dz(80)
if (i, j) 6= (n, n) and
∂2(gε)ij
∂(xn)2
(x′, xn) =
(
ηε ∗ ∂
2gij
∂(xn)2
)
(x′, xn)
+
∫
{xn=0}
ηε(x
′ − z′, xn)
(
∂gij+
∂xn
(z′, 0) − ∂gij−
∂xn
(z′, 0)
)
dz′
=
∫
M¯−
ηε(x− z) ∂
2gij−
∂(xn)2
(z)dz +
∫
M¯+
ηε(x− z) ∂
2gij+
∂(xn)2
(z)dz
+
∫
{xn=0}
ηε(x
′ − z′, xn)
(
∂gij+
∂xn
(z′, 0) − ∂gij−
∂xn
(z′, 0)
)
dz′.(81)
Proof. For k ∈ {1, . . . , n − 1}, we have that
∂(gε)ij
∂xk
(x) =
∂
∂xk
∫
Rn
ηε(z)gij(x−z)dz =
∫
Rn
ηε(z)
∂gij
∂xk
(x−z)dz =
(
ηε ∗ ∂gij
∂xk
)
(x)
because
∂gij
∂xk
is continuous. For k = n, we have that
∂(gε)ij
∂xn
(x′, xn) =
∂
∂xn
∫
Rn
ηε(x
′ − z′, xn − zn)gij(z′, zn)dz
=
∫
Rn
∂ηε
∂xn
(x′ − z′, xn − zn)gij(z′, zn)dz
= −
∫
Rn−1
∫
R
∂ηε
∂zn
(x′ − z′, xn − zn)gij(z′, zn)dzndz′
= −
∫
Rn−1
∫
(−∞,0]
∂ηε
∂zn
(x′ − z′, xn − zn)gij−(z′, zn)dzndz′
−
∫
Rn−1
∫
[0,∞)
∂ηε
∂zn
(x′ − z′, xn − zn)gij+(z′, zn)dzndz′.
Integrating by parts, we get
∂(gε)ij
∂xn
(x′, xn) =
∫
Rn−1
∫
(−∞,0]
ηε(x
′ − z′, xn − zn)∂gij−
∂zn
(z′, zn)dzndz′
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−
∫
Rn−1
ηε(x
′ − z′, xn)gij−(z′, 0)dz′
+
∫
Rn−1
∫
[0,∞)
ηε(x
′ − z′, xn − zn)∂gij+
∂zn
(z′, zn)dzndz′
+
∫
Rn−1
ηε(x
′ − z′, xn)gij+(z′, 0)dz′
=
∫
Rn
ηε(x
′ − z′, xn − zn)∂gij
∂zn
(z′, zn)dzndz′
+
∫
Rn−1
ηε(x
′ − z′, xn)(gij+(z′, 0)− gij−(z′, 0))dz′
=
(
ηε ∗ ∂gij
∂xn
)
(x),
because gij+ = gij− on x
n = 0. Here it is worth to emphasize that
∂gij
∂xn isn’t
necessarily continuous on xn = 0.
The other cases follows likewise, splitting the domain where the integrand
is continuous, taking the derivative of ηε inside the integral, changing the
derivative of ηε from variable “x” to “z”, using Fubini’s theorem and using
integration by parts. 
We are interested to study the behavior of the sectional curvatures of
(M,gε) on x
n = 0 when ε goes to zero. In order to simplify the analysis,
we suppose that n = 2. Remarks for more general cases will be made in
Remark 9.2. The sectional curvature of (M,gε) is given by
(82) Kε =
(Rε)1221
(gε)11(gε)22 − (gε)212
=
(gε)2i(Rε)1
i
21
(gε)11(gε)22 − (gε)212
where
(Rε)1
i
21 =
∂(Γε)
i
11
∂x2
− ∂(Γε)
i
12
∂x1
+ (Γε)
i
j2(Γε)
j
11 − (Γε)ij1(Γε)j12
and
(Γε)
i
jl =
(gε)
im
2
(
∂(gε)mj
∂xl
− ∂(gε)jl
∂xm
+
∂(gε)ml
∂xj
)
.
Therefore Kε is given in terms of:
(1) (gε)ij and their derivatives of order up to two;
(2) (gε)
ij and their derivatives of order up to one.
Let U be a subset of M with compact closure. Then
max


sup
ε∈(0,1)
x∈U
|(gε)ij(x)| , sup
ε∈(0,1)
x∈U
k∈{1,2}
∣∣∣∣∂(gε)ij∂xk (x)
∣∣∣∣ , sup
ε∈(0,1)
x∈U
(l,k)6=(2,2)
∣∣∣∣∂2(gε)ij∂xl∂xk (x)
∣∣∣∣


<∞
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for every i, j ∈ {1, 2} due to (78), (79), (80) and the smoothness of these
terms in M¯+ and M¯−. In addition, the uniform convergence lim
ε→0
(gε)ij(x)
= gij(x) on U implies that (gε)
ij converges uniformly to gij on U when ε
converges to zero. Therefore there exist ε′ > 0 such that
sup
ε∈(0,ε′)
x∈U
∣∣(gε)ij(x)∣∣ <∞
for every i, j ∈ {1, 2}.
Finally we have that
∂
∂xk
(gε)
ij = −(gε)il
(
∂
∂xk
(gε)lm
)
(gε)
mj
as a consequence of
0 =
∂
∂xk
(
(gε)
il(gε)lm
)
,
and it follows that
sup
ε∈(0,ε′)
x∈U
∣∣∣∣ ∂∂xk (gε)ij(x)
∣∣∣∣ <∞
for every i, j, k ∈ {1, 2}.
The only term of (Rε)
i
1 21 which eventually isn’t bounded on U when ε
goes to zero is (81) of
∂2(gε)ij
∂(xn)2
(x). This term can go to ±∞ when ε goes to
zero. In fact
lim
ε→0
∫
{x2=0}
ηε(x
′ − z′, 0)
(
∂gij+
∂zn
(z′, 0)− ∂gij−
∂zn
(z′, 0)
)
dz′
= lim
ε→0
∫
{x2=0}
η
(
x′−z′,0
ε
)
εn
(
∂gij+
∂zn
(z′, 0)− ∂gij−
∂zn
(z′, 0)
)
dz′.(83)
If we denote
c =
∫
{x2=0}
η
(
x′−z′,0
ε
)
εn−1
dz′,
this integral doesn’t depend on ε and
lim
ε→0
∫
{x2=0}
η
(
x′−z′,0
ε
)
εn−1
(
∂gij+
∂zn
(z′, 0) − ∂gij−
∂zn
(z′, 0)
)
dz′
= c
(
∂gij+
∂xn
(x′, 0)− ∂gij−
∂xn
(x′, 0)
)
.
Therefore (83) is ∞ or −∞ depending if(
∂gij+
∂xn
(x′, 0) − ∂gij−
∂xn
(x′, 0)
)
is strictly positive or strictly negative respectively.
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Let us study the influence of (81) on the total curvature of M . Direct
calculations show that this term appear as
− 1
2 det gε
∂2(gε)11
∂(x2)2
in (82).
Denote
(84) q(z1) :=
∂(gε)11+
∂z2
(z1, 0)− ∂(gε)11−
∂z2
(z1, 0).
Fix a line segment I = [a, b] × {0} in {x2 = 0}. The influence of the gap
(84) for (z1, 0) varying along I on the total curvature of (M,g) is given by
−
∫
I
(∫
M
ηε(x
1 − z1, x2)
2 det gε
q(z1)
√
det gε.dx
1.dx2
)
dz1
= −
∫
I
(∫
M
ηε(x
1 − z1, x2)
2
√
(gε)11.det gε
q(z1).dx1.dx2
)
ds,(85)
where
√
det gεdx
1dx2 is the volume element of (M,gε) and ds =
√
(gε)11.dz
1
is the arclength element of I ⊂ (M,gε). When ε→ 0, then the limit of (85)
is given by
(86) −
∫
I
q(s)
2
√
g11(s) det g(s)
.ds.
On the other hand it is straightforward that the geodesic curvature of
I ⊂ M¯+ with respect to the unit normal vector field
N = − g12√
g11
√
det g
∂
∂x1
+
g11√
g11
√
det g
∂
∂x2
pointed towards M¯+ is given by
kg+ = g
(
∇( 1√
g11
∂
∂x1
)
(
1√
g11
∂
∂x1
)
, N
)
=
√
det g
2(g11)3/2
(
g21
∂g11+
∂x1
+ 2.g22
∂g12+
∂x1
− g22 ∂g11+
∂x2
)
.(87)
Analogously the geodesic curvature of I ⊂ M¯− with respect to the unit
normal vector field −N pointed towards M¯− is given by
(88) kg− = −
√
det g
2(g11)3/2
(
g21
∂g11−
∂x1
+ 2.g22
∂g12−
∂x1
− g22 ∂g11−
∂x2
)
.
But
∂gij+
∂x1
=
∂gij−
∂x1
for every i, j ∈ {1, 2}, what implies that
kg+ + kg− = −g
22
√
det g
2(g11)3/2
(
∂g11+
∂x2
− ∂g11−
∂x2
)
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= − 1
2
√
g11 det g
(
∂g11+
∂x2
− ∂g11−
∂x2
)
.(89)
Therefore the contribution of the gap (84) along I on the total curvature of
(M,g) is given by ∫
I
(kg+ + kg−) ds
due to (86), (87), (88) and (89). In summary, piecewise two-dimensional
Riemannian manifolds admits nonzero total curvature on subsets of measure
zero.
Remark 9.2. In this remark we outline how the analysis made for the
bidimensional case can be extended for more general cases. Let (M = Rn, F )
be a piecewise smooth Finsler manifold such that F |TM¯+\0 and F |TM¯−\0
are smoothly extendable to the slit tangent bundle of a neighborhood of M¯+
and M¯− respectively. We consider the canonical coordinates (x
1, . . . , xn) on
M , (x1, . . . , xn, y1, . . . , yn) on TM and (x1, . . . , xn, y1, . . . , yn, z1, . . . , zn) on
π∗TM as in the proof of Theorem 8.6. For the horizontal smoothing (M,Fε),
the flag curvature of the flag (y, z) on TxM is given by
Kε(y, z) :=
zi(yj(Rε)jikly
l)zk
gε(y, y)gε(z, z) − [gε(y, z)]2 .
For every (i, j, k, l), it follows from (78) that
ziyjylzk
gε(y, y)gε(z, z) − [gε(y, z)]2
converges uniformly to
ziyjylzk
g(y, y)g(z, z) − [g(y, z)]2
on U when ε converges to zero. In particular, there exist ε′ > 0 such that
sup
ε∈(0,ε′)
x∈U
(y,z)∈Fx
∣∣∣∣ ziyjylzkgε(y, y)gε(z, z) − [gε(y, z)]2
∣∣∣∣ <∞.
As in the bidimesional example, (Rε)
i
j kl is given in terms of
• (gε)ij and their derivatives of order up to two;
• (gε)ij and their derivatives of order up to one
(see (22) and (19)). The flag curvature can be split in terms that are bounded
as ε converges to zero and terms that are unbounded. The latter are related
to the terms of type
∂2(gε)ij
∂(xn)2
,
and we can try to study the geometric meaning of these terms like we did in
the two-dimensional piecewise smooth Riemannian case.
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10. Final remarks
In this section, we make final remarks and we suggest some problems.
The technique applied in Section 9 can be probably applied in the study
of piecewise smooth Finsler structures, where F behaves locally as in the
example. In particular, it will be interesting to study the influence of the
Cartan tensor on the unbounded term of the flag curvature.
We can try to go a little bit further and work with piecewise smooth
Finsler structures, but allowing that F isn’t defined on a subset of measure
zero. We have geometric objects such as piecewise flat Finsler surfaces as
defined in [17]. In order to formalize this idea, a natural trial is to consider
structures F : TM → R in some local Sobolev spaces such that F (x, ·) is an
asymmetric norm. Notice that mollifier smoothings can make sense even if
F isn’t defined on a subset of measure zero.
Another important issue to be addressed in the future is to study some
criteria to prove that the asymptotic behaviour of a geometric object when
ε converges to zero is independent of the choice of the mollifier smoothing.
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