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We consider closed quantum systems (into which baths may be integrated) that are driven, i.e.,
subject to time-dependent Hamiltonians. Our point of departure is the assumption that, if systems
start in microcanonical states at some initial energies, the resulting probability distributions of work
may be largely independent of the specific initial energies. It is demonstrated that this assumption
has some far-reaching consequences, e.g., it implies the validity of the Jarzynski relation for a
large class of non-Gibbsian initial states. By performing numerical analysis on integrable and non-
integrable spin systems, we find the above assumption fulfilled for all considered examples. Through
an analysis based on Fermi’s Golden Rule, we partially relate these findings to the applicability of
the eigenstate thermalization ansatz to the respective driving operators.
I. INTRODUCTION
The long-standing question regarding whether, and in
which way, closed finite quantum systems approach ther-
mal equilibrium has recently gathered renewed attention.
On the theoretical side thermalization and equilibration
have been investigated e.g. for rather abstract settings
[1–6] and also for more specific condensed-matter type
systems [7–10]. In these works major concepts are the
eigenstate thermalization hypothesis (ETH) and typical-
ity, both of which will also play certain roles in the paper
at hand. The developments on experiments on ultra-cold
atoms now allow for testing what have been merely the-
oretical results before; see e.g. Ref. [11–13].
Rather than just the existence of equilibration within
closed quantum systems, lately the very peculiarities of
the dynamical approach to equilibrium have moved to
the center of interest [11, 14]. Questions addressed in
this context include limits on relaxation time scales and
agreement of unitary quantum dynamics of closed quan-
tum systems with standard statistical relaxation princi-
ples, such as Fokker-Planck equations [15–18], or more
general, standard stochastic processes [19, 20]. But also
the emergence of universal non-equilibrium behavior in-
volving work and driven systems is under discussion at
present [21].
To a large extent universal non-equilibrium behav-
ior may be captured by fluctuation theorems, see e.g.
Ref. [22] and references therein. The Jarzynski relation
(JR), a general statement on work that has to be invested
to drive processes also and especially far from equilib-
rium, is a prime example of such a fluctuation theorem.
Many derivations of the JR from various starting grounds
have been presented. These include classical Hamilto-
nian dynamics, stochastic dynamics such as Langevin or
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master equations, as well as quantum mechanical start-
ing points [22–27]. However, all these derivations as-
sume that the system, that is acted on with some kind of
“force”, is strictly in a Gibbsian equilibrium state before
the process starts. (The notion of “the system” here rou-
tinely includes the bath.) Thus, this starting point differs
significantly from the progresses in the field of thermal-
ization: There, the general features of thermodynamic
relaxation are found to emerge entirely from the system
itself without any necessity of evoking external baths or
specifying initial states in detail. Clearly, the preparation
of a strictly Gibbsian initial state requires the coupling
to a bath prior to starting the process.
This situation renders the question whether or not the
JR is valid for systems starting in other states than Gibb-
sian states rather exigent. Clarifying this question is the
main purpose of the paper at hand. Since counterexam-
ples may be constructed, there cannot be any affirmative
answer without restrictions on the quantum system and
the process protocol. However, previous works [28–31]
have shown that, when the initial state is microcanoni-
cal, the JR does not follow, but a related entropy-from-
work relation emerges instead. The question remains,
however, if and under what conditions the JR holds ap-
proximately for non-canonical initial states. Thus, the
emphasis in the search for the origins of the JR’s validity
is shifted from specifying the initial state to specifying
the nature of the system.
An intimately related question has lately also been
addressed in Ref. [32]. There the validity of fluctua-
tion theorems for typical pure initial states is traced
back to certain features of the bath-system, including
the existence of a “quantum speed limit” (Lieb-Robinson
bounds) within the bath. While this argument is cer-
tainly valid, it requires rather large baths to apply for
enduring processes. In the examples discussed below,
processes are too long and systems are too small to em-
ploy the argument given in Ref. [32] to explain the valid-
ity of the JR. Indeed the paper at hand offers a largely
unrelated, alternative approach.
2The paper at hand is organized as follows: Sec. II
starts with the introduction of our basic hypothesis of
probability distribution functions of work (work pdf’s)
being largely independent of the respective energy for
microcanonical initial states. The validity of the JR is
shown to follow from this assumption. In order to quan-
tify this independence (“stiffness”), we discuss an ap-
propriate measure which is one main target of the later
numerical investigations. In Sec. III we describe our spin
models as well as the specific microcanonical initial states
and the general form of the work-inducing protocols. In
Sec. IV and VI we numerically analyze the dynamics of
our models without any driving, in order to identify inter-
esting specific parameters for the driving protocols. After
these introductive sections we finally present in Sec. V
and VII the numerical results on the stiffness of the work
pdf’s. In order to provide indications that our results
may be understood by more fundamental concepts, i.e.,
Fermi’s Golden Rule (FGR) and eigenstate thermaliza-
tion hypothesis, we also present matrix representations
of the driving operators and discuss them in Sec. VIII.
At last we briefly summarize in Sec. IX and draw con-
clusions.
II. STIFFNESS OF WORK PDF’S AND
JARZYNSKI RELATION FOR NON-GIBBSIAN
INITIAL STATES
The analysis at hand focuses exclusively on closed sys-
tems. While it is physically appropriate to interpret the
examples in Sec. III in terms of “considered system” and
“environment” or “bath”, we technically treat the sys-
tem+environment compound regardless of the coupling
strength as one closed system. Thus, since there is no
external source or sink of heat, any energy change of the
full system is to be counted as work W (for an overview
over different perspectives, see e.g. Ref. [33].) In this
respect we choose the same starting point as employed
in derivations of the JR as described, e.g. , in Ref. [31]
and references therein. However, while in Ref. [31] the
assumption of a canonical, Gibbsian initial state is of vi-
tal importance, we base our consideration on much larger
classes of initial states of the full system. The central role
which the assumption of strictly Gibbsian state plays in
the afore mentioned works is replaced by the assumption
of “stiffness” of the work-pdf’s (as introduced in detail
below in Eq. 5)
A. Stiffness of Work pdf’s and Jarzynski Relation
for Microcanonical Initial States
We now embark on the detailed presentation of our
approach to a derivation of the JR for microcanonical
initial states. Our initial states are given in terms of
projection operators παE,δ. These π
α
E,δ are spanned by
the energy eigenstates of some Hamilton operator Hα,
featuring eigenvalues from the interval [E − δ/2,E + δ/2].
The parameter α may take on the values i, f , indicating
“initial” and “final”, respectively. The microcanonical
initial states ρi(E) may then be simply written as:
ρi(E) ∶= πiE,δ/Tr{πiE,δ} . (1)
The considered process is driven by a time-dependent
HamiltonianH(t). We denote the duration of the driving
by T such that Hi = H(0) and Hf = H(T ). For later
reference we also introduce the Hamiltonian H˜(t) which
implements the “backward protocol” as H˜(t) ∶=H(T −t).
The forward protocol induces a unitary time-propagation
operator U(t) defined by:
U(t) ∶= T exp(−i ∫ t
0
H(t′)dt′) , (2)
where T is the time-ordering operator and we tacitly set
h̵ = 1. The time propagation for the backward protocol
U˜(t) is defined by an completely analogous expression
based on H˜(t). Now we are set to define the work pdf
for the forward protocol pE(W ), namely the probability
density with which the process consumes an amount of
work W if the system was initialized at energy E and
driven according to H(t):
pE(W ) ∶= 1
δ
Tr{πfE+W,δU(T )ρi(E)U†(T )} (3)
Here, δ is to be chosen large compared to the level spac-
ing of the full system, but small compared to the involved
energy scales of E,W . We assume that a range of such
δ exists for which pE(W ) indeed becomes approximately
independent of δ. (All our numerical investigations at
hand agree with this assumption, see Appendix A). Obvi-
ously, pE(W )may equally well be simply perceived as the
transition probability density with which the full system
ends up at energy E +W if it started at E under the for-
ward driving. By p˜E′(W ′) we denote the corresponding
work pdf for the backward protocol. Its definition is com-
pletely analogous to Eq. (3), but with the replacements
E → E′,W → W ′,U(T ) → U˜(T ), i ↔ f . We remark
already here that below in Eq. (5) we will assume a cer-
tain property of the work pdf’s pE(W ), p˜E′(W ′). While
this assumption appears physically plausible, we want to
emphasize here that acquiring any information on the
work pdf’s requires the solution of the time-dependent
Schro¨dinger equation for the full system, since Eq. (3)
comprises the time propagation operatorU(t). Comput-
ing the latter is in general accompanied by great numer-
ical efforts, especially when the Hamiltonian is explicitly
time-dependent and the underlying Hilbert space is high-
dimensional, as is usually the case for relevant setups in
this context; see e.g. Refs. [34, 35] and Appendix B.
However, irrespective of the concrete forms of the work
pdf’s, microcanonical fluctuation theorems [28, 36] offer
a connection between the work pdf’s and the densities of
states (DOS) Ωα of the corresponding Hamiltonians Hα:
pE(W )
p˜E+W (−W ) =
Ωf(E +W )
Ωi(E) . (4)
3This microcanonical fluctuation theorem is expected to
hold for dynamics as generated by microreversible Hamil-
tonians H(t) [30]. We note here that the models ana-
lyzed below are not microreversible in the standard sense
[30, 37], since they involve magnetic fields. However,
due to a property which is somewhat similar to microre-
versibility, Eq. (4) applies to these models as well; for
details see Appendix C.
Next we define a property of the work pdf’s which we
call “stiffness”. We call a forward work pdf pE(W ) stiff
if does not depend on the initial energy E. Likewise we
call a backward work pdf p˜E+W (−W ) stiff if it does not
depend on its initial energy E +W . To be more explicit,
stiffness implies
pE(W ) = pE0(W ) , p˜E+W (−W ) = p˜E0(−W ) , (5)
where E0 is some fixed, constant energy. Note that Eq.
(5) is the central assumption from which the validity of
the JR for microcanonical initial states will eventually be
inferred, as announced above. Of course, Eq. (5) is not
expected to hold for all energies E. Here we only require
that the relations in Eq. (5) hold for energies E from an
energy interval [E0 −∆/2,E0 +∆/2] such that
∫
E0+∆/2
E0−∆/2
pE0(W )dW ≈ 1. (6)
This means, the stiffness Eq. (5) must hold at least for an
energy interval which is large enough to comprise almost
the entire work pdf pE0(W ).
If the work pdf’s are indeed stiff, Eq. (4) may be rewrit-
ten as
pE0(W )
p˜E0(−W ) =
Ωf(E +W )
Ωi(E) . (7)
Obviously, the l.h.s. of Eq. (7) no longer depends on
energy E. This, however, restricts the possible functional
forms of Ωi,Ωf to the following:
Ωi(U) != ZieβU , Ωf(U) != ZfeβU , (8)
where U parametrizes the inner energy and should not
be confused with the previously introduced time prop-
agation operator. (So far, Zi, Zf , β are just constants.
Later on they will take the roles of partition functions
and inverse temperature, respectively.) This implies that
stiff work pdf’s can only occur if the DOS’s of the initial
and the final Hamiltonian are both exponential in energy
at least on the energy interval where the pdf’s are non
negligible, with the same energy prefactor, i.e., β. Note,
however, that the converse does not hold, i.e., DOS’s in
agreement with Eq. (8) do by themselves neither imply
stiffness of the work pdf’s, nor the validity of the JR for
microcanonical initial states. Plugging Eq. (8) back into
Eq. (4) and rearranging a little yields:
p˜E+W (−W ) = pE(W )Zi
Zf
e−βW . (9)
In general, the backward work pdf’s do not neces-
sarily sum up to unity in the following sense [29]:
∫ p˜E+W (W )dW ≠ 1. However, under the assumption of
stiffness of the backward work pdf’s in Eq. (5), they do,
i.e.,
∫ p˜E+W (−W )dW = ∫ p˜E0(−W )dW = 1 . (10)
Upon inserting Eq. (9) into Eq. (10) and rearranging one
obtains
∫ pE(W )e−βWdW = Zf
Zi
, (11)
which formally is a JR for the work pdf’s obtained by
starting from microcanonical initial states, with the tem-
perature replaced by a parameter describing the expo-
nential growth of the DOS of the full system. As such
Eq. (11) already represents the main result of the present
section. Note that Eq. (11) holds for arbitrary processes
and its r.h.s. only contains static, process-independent
model parameters. However, in order to demonstrate
even closer analogy with the standard JR, it remains to
be explained in which sense the r.h.s of Eq. (11) may
be considered as the familiar r.h.s of the standard JR,
e−β∆F , where F is the free energy. Such an identification
would hold if
− lnZα
β
?= Fα . (12)
In order to judge whether or not Eq. (12) is justified,
consider the logarithm of Eq. (8),
lnΩα = lnZα + βU . (13)
If one identifies, along the lines of Boltzmann’s original
approach, the entropy Sα as
lnΩα ∶= Sα (14)
(where we tacitly set kB = 1), one may convert Eq. (13)
into
− lnZα
β
= U − Sα
β
. (15)
Note that, in accordance with Eq. (8), ∂USα = β, hence
β has the meaning of inverse temperature, and the r.h.s.
of Eq. (15) is, accordingly the free energy F as intro-
duced in standard textbooks on phenomenological ther-
modynamics. In this sense Eq. (12) indeed holds, which
entails the rewriting of Eq. (11) in a form closer to the
familiar one:
⟨e−βW ⟩E = e−β∆F , (16)
where ⟨⋯⟩E denotes the microcanonical expectation
value corresponding to energy E. This concludes our
consideration on the validity of a JR for microcanonical
initial states under the assumption of stiff work-pdfs.
While we argue below that the JR holds for an even
larger class of initial states, the following Sects. may be
skipped and reading continued at Sect. II D for a first
overview.
4B. Typical Validity of Jarzynski Relation for
Random Pure States from an Energy Shell
So far, only microcanonical initial states that are diag-
onal in the energy eigenbasis of the initial Hamiltonian
have been considered. However, some arguments related
to “typicality” suffice to establish that, given the valid-
ity of Eq. (5), the validity of a JR will hold, even for a
very large majority of pure states. Consider to this end
pure states ∣ψE,δ⟩ which are drawn at random according
to the unitary invariant Haar measure from the Hilbert
space spanned by the projector πiE,δ. The corresponding
work pdf is then given by
pE(W ) ∶= 1
δ
⟨ψE,δ ∣U†(T )πfE+W,δU(T )∣ψE,δ⟩ . (17)
Of course, here pE(W ) technically depends on the spe-
cific ∣ψE,δ⟩. However, employing the methods and results
of “typicality” [38, 39] one finds for the “Hilbert-space
average” (HA[. . .]) of pE(W ) over the above ∣ψE,δ⟩
HA[pE(W )] = 1
δ
Tr{πf
E+W,δU(T )ρi(E)U†(T )} , (18)
which equals the corresponding result for the mixed, mi-
crocanonical initial state ρi(E), cf. Eq. (3). While this
finding points in the direction of the JR being fulfilled
for the vast majority of the ∣ψE,δ⟩, it is, by itself, not
sufficient to conclude for the latter. In order to do so,
it remains to be shown that the corresponding “‘Hilbert-
space variances” (HV[. . .]) is small. Fortunately, expres-
sions for such Hilbertspace variances may also be found in
the literature [38, 39]. Prior to computing these expres-
sions for the current case we introduce some convenient
notation. Let σ2(A) denote the variance of the spectrum
of some operator A, with A being Hermitian, i.e., featur-
ing real eigenvalues. Then the Hilbert-space variance for
the work pdf is given by [38, 39]:
HV[pE(W )] = σ
2(πiE,δU†(T )πfE+W,δU(T )πiE,δ)
Tr{πi
E,δ
} + 1 (19)
Since the operator for which the spectral variance has
to be determined contains only projectors and unitaries,
i.e., has only eigenvalues between zero and one, an upper
bound on the spectral variance is readily found:
σ2(πiE,δU†(T )πfE+W,δU(T )πiE,δ) < 1 (20)
(This bound may easily be tightened, but this is of no
further relevance here). This yields an upper bound for
the Hilbert-space variance
HV[pE(W )] < 1
Tr{πi
E,δ
} + 1 . (21)
The crucial quantity here is obviously Tr{πiE,δ} which is
just the number of eigenstates of the initial Hamiltonian
Hi within the energy interval of size δ around E. For any
given δ it is to be expected that this number of eigen-
states increases quickly (exponentially) with increasing
bath size. Hence, for large baths HV[pE(W )] becomes
very small, thus rendering the outcome for pE(W ) for
the overwhelming majority of individual ∣ψE,δ⟩’s indeed
very close to the outcome one obtains from the micro-
canonical initial state ρi(E). Or, to rephrase, all above
findings on microcanonical initial states ρi(E) transfer to
pure initial states ∣ψE,δ⟩ for all practical purposes. In this
sense the JR also applies to very many pure states. More-
over, this principle underlies all numerical calculations of
work pdf’s for larger systems presented in the paper at
hand. Time evolutions of a mixed states ρi(E) are sim-
ply replaced by time evolution of a randomly drawn, pure∣ψE,δ⟩, since the latter are numerically much less costly,
cf. E
C. Energetically Broader Initial States
Next we discuss the generalization of the validity of
the JR for initial states which are restricted to an en-
ergy shell, to initial states that live within the region to
which the stiffness assumption Eq. (5) applies. For con-
ciseness we only discuss generalized diagonal (w.r.t. Hi)
initial states. However, the generalization to correspond-
ing typical pure states analogous to the considerations in
Sec. II B is straightforward. Such a more general initial
state Ri may be written as
Ri ∶= ∑
n
K(En)ρi(En), ∑
n
K(En) = 1 , (22)
where the K(En) are the probabilities to find the system
initially in the energy interval around En. As mentioned
above, the work pdf’s pE(W ) may be viewed as condi-
tional probability densities. Thus, the total probability
density p(W ) to invest the work W is given by
p(W ) = ∑
n
K(En)pEn(W ) . (23)
Computing the average exponential of work thus yields
∫ p(W )e−βWdW =∑
n
K(En)∫ pEn(W )e−βWdW
= ∑
n
K(En)Zf
Zi
= Zf
Zi
, (24)
where we used Eq. (23), (22) and (11). This concludes
the reasoning for the above validity of the JR for more
general, diagonal initial states.
D. Quantifying Stiffness
Prior to investigating specific models and protocols in
Sec. III, we now introduce our measure that allows us
to quantify the “quality“ of stiffness for specific cases
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FIG. 1. Sketches of the spin models investigated here. (a)
displays a spin ladder (green dots) acting as bath for an ad-
ditional spin (red dot) which is coupled to the ladder with
strength κ. Each leg of the ladder consists of L spins. (b)
displays an isotropic spin chain (green dots) also consisting of
L spins. Here the additional spin just enlarges the chain by
one site.
in Sec. V and VII). By making use of well-tailored
numerical techniques we are able to compute the work
pdf’s pE(W ), p˜E+W (−W ) at reasonable expense for sys-
tem sizes that allow for valuable results; see below for
details. (For conciseness we formally introduce the “stiff-
ness quantifier” χ¯ for the forward processes only.) The
difference for two work pdf’s pE(W ), pE′(W ) induced by
the same protocol, but for two different microcanonical
initial states may most simply be quantified as
χ(E,E′) ∶= ∫ [pE′(W ) − pE(W )]2 dW . (25)
Evidently, the χ(E,E′) are positive by construction. The
mean difference of the work pdf’s as resulting from mi-
crocanonical initial states from an energy region of size
∆ around a central energy E0 (cf. paragraph above Eq.
(6) ) from the work pdf corresponding to the initial state
living at E0 may be written as
χ¯ ∶= 1
∆
∫
E0−∆/2
E0−∆/2
χ(E0,E′)dE′ . (26)
Since all χ(E,E′) are positive, a small χ¯ not only im-
plies a small average, but also that most of the respective
χ(E,E′) must be individually small. Or, to rephrase,
if one had χ¯ = 0, this would be sufficient to infer that
χ(E0,E′) = 0. Thus below we employ χ¯ as a reliable
stiffness quantifier or, more specific, χ¯ ≪ 1 signals stiff
work pdf’s.
III. MODELS, INITIAL STATES, AND
DRIVING PROTOCOL
In the paper at hand, we focus our investigation on
a model that can be associated to actual spin resonance
experiments (see e.g. [40, 41]) since there driving proto-
cols are easily implemented and one can without much
efforts control essential features as e.g. the width of the
distributions.
For this purpose we consider an isotropic Heisenberg
spin–1/2 ladder (denoted as bath) to which we attach
an additional spin–1/2 as displayed in Fig. 1(a). Non-
integrable spin ladders (in the sense of the Bethe ansatz)
and derivates of it are already intensively studied regard-
ing e.g. relaxation of magnetization [17, 18, 20] or energy
imbalances [42, 43] and thus are ideal systems to start
with. Note that, in order to allow for a non-trivial res-
onant driving protocol, we apply also a static magnetic
field on the additional spin (see for details below).
Furthermore, we investigate a second model, which
stands in contrast to the first, where we drop (i) the
non-integrability, (ii) the “distinction“ between bath and
system, and (iii) the resonant driving. This results here
in a simple spin–1/2 chain as displayed in Fig. 1(b).
Note that this chain model serves merely as comparator
system and will not be investigated as thorough as the
ladder model.
In both cases we allow only for next neighbor interaction.
Thus the bath Hamiltonian for the ladder model reads
H ′ladder = J
2
∑
r=1
L−1
∑
i=1
(Sxi,rSxi+1,r + Syi,rSyi+1,r + Szi,rSzi+1,r)
+ J
L
∑
i=1
(Sxi,1Sxi,2 + Syi,1Syi,2 + Szi,1Szi,2) ,
(27)
where Sx,y,zi,r are spin–1/2 operators at site (i, r). Like-
wise, the bath Hamiltonian for the chain model reads
H ′chain = J
L−1
∑
i=1
(Sxi Sxi+1 + Syi Syi+1 + Szi Szi+1) . (28)
In all cases, J denotes the exchange coupling constant
which throughout this work is set to J = 1.
As seen in Fig. 1, for the ladder model we attach the
additional spin in such a way that it only interacts with
the last spin of each leg with coupling strength κ, whereas
for the chain model the system spin simply enlarges the
chain by one site. Thus, for the ladder model the bath-
system interaction Hamiltonian reads
H ′′ladder = J [(SxL,1 + SxL,2)Sxsys + (SyL,1 + SyL,2)Sysys
+(SzL,1 + SzL,2)Szsys] . (29)
where Sx,y,zsys denote the respective spin–1/2 operators of
the additional (system) spin. Furthermore, we apply a
static magnetic field B in z direction onto the additional
spin, i.e.,
Hmag = BSzsys . (30)
Finally, the whole time-independent Hamiltonian (at
time t = 0) for the spin ladder model is given by
H0ladder ∶=H ′ladder + κH ′′ladder +Hmag . (31)
6In case of the chain model the bath-system interaction
Hamiltonian reads
H ′′chain = J [SxLSxsys + SyLSysys + SzLSzsys] (32)
and hence the whole time-independent Hamiltonian for
the chain model is
H0chain ∶=H ′chain +H ′′chain . (33)
Note that here no variable bath-system coupling param-
eter κ appears since we set throughout this work for the
chain model κ = 1.
Next we explain the driving protocol which is here a time-
dependent magnetic field in x direction, applied onto the
additional spin, similar to spin-resonance experiments;
see e.g. [40, 41]. The time-dependent driving Hamilto-
nian reads
HD(t, ν) = λ sin(νt)Sxsys , (34)
where λ denotes the strength of the irradiation and
ν its frequency. We remark here that for the ladder
model we choose ν = B so that the driving is indeed
resonant whereas for the chain model where no static
magnetic field is applied the protocol is inevitably non-
resonant. For convenience we will consider hereafter
only time-reversal symmetric protocols, i.e., protocol du-
rations with half integer number of periods since then
H(t) = H˜(t) and especially U(t) = U˜(t) hold; cf. Ap-
pendix C.
Finally we can state the time-dependent Hamiltonians
describing the dynamics during the entire protocol as
Hl/c(t) =H0l/c + HD(t, ν) , (35)
where the subscript denotes either the ladder model (l)
or the chain model (c). At last we repeat as a reminder
that our initial states are microcanonical states with
energy width δ. Here we use δ ≈ 0.07 for all calculations;
see for details Appendix D. Since, however, generating
such states requires exact diagonalization, which is
only feasible for small systems, we employ for systems
consisting of more than 15 spins an approximation
scheme based on typicality that allows for energetically
sharp states; cf. [35, 43, 44]. Likewise, work distributions
for large systems cannot be gained directly, i.e., we again
need to employ an approximation scheme as discussed
in Appendix E.
IV. PRELIMINARY CONSIDERATIONS ON
THE SPIN-LADDER SETUP: DENSITY OF
STATES AND FREE RELAXATION DYNAMICS
As argued in Sec. II, the stiffness of the work pdf’s
is conditioned on the DOS being exponential. Thus,
prior to examining the work pdf’s as resulting from an
actual driving, we numerically analyze the DOS of the
10−5
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(a) L = 6 (b) L = 7
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10−3
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(c) L = 8
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(d) L = 9
∝ exp(β E)
←∆
2
→
E0
Ω
Ω
E E
FIG. 2. Semi-log plots of the DOS for the ladder model for
L = 6 − 9 and κ = 0.2. Dashed lines indicate exponential
fits to an intermediate energy regime of the displayed energy
range. One clearly recognizes that Ω becomes smoother with
increasing system size, as expected. The energy range where
Ω agrees with exponential growth behavior seems to increase
also. Note that for κ = 0.6 we find a very similar behavior.
non-driven model in order to identify exponential regions.
Later on we will choose our starting energies and driv-
ing protocols such that the work pdf’s essentially remain
within those exponential regions. Generally we expect
these exponential regions to become arbitrarily large with
increasing system sizes.
Furthermore, physically meaningful interaction
strengths κ, cf. Eq. (31), and reasonable driving
strengths λ, cf. Eq. (34), have to be chosen, before an
actual driving can be numerically performed. To this
end we will first analyze the relaxation dynamics of
the magnetization of the additional spin (without any
driving) and its dependence on κ. Computation of this
relaxation behavior allows to distinguish between “weak
coupling” (exponential decay) and “strong coupling”
(non-exponential decay). We then choose two different
κ, implementing weak and strong coupling in this sense.
Furthermore, we extract the full-width-at-half-maximum
range for each dynamics and denote the correspond-
ing value as relaxation times τR(κ). Based on these
relaxation times, we determine appropriate driving
strengths λ according to the following scheme: We
consider a Rabi cycle, as it would occur if the spin was
driven with some strength λ but detached from the
bath, and we denote its duration by TRabi(λ) which
is for resonant driving given by 2pi
λ
. Then we choose
for either coupling strength κ corresponding driving
strengths λ such that TRabi(λ) ≈ τR(κ). We call the
resulting drivings “weak driving” and “strong driving”,
respectively. Since we eventually apply both drivings to
both couplings, we get four different scenarios for which
we proceed by computing the respective four work pdf’s.
This scheme is intended to identify the most interesting
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FIG. 3. Dynamics of the expectation value of the magnetiza-
tion in z direction, i.e., ⟨Szsys⟩, for weak (κ = 0.2, upper panel)
and strong (κ = 0.6, lower panel) coupling between bath and
system for L = 9. Dashed lines show exponential fits. While
for the weak coupling we find exponential decay, we find for
strong coupling a strong non-exponential behavior. However,
both dynamics tend toward a “universal” expectation value
corresponding to β ≈ 0.69 (see text).
scenarios. To reduce numerical effort, we restrict our
investigation to those interesting parameter settings.
We expect, however, the main results to apply similarly
to almost arbitrary drivings and couplings. None of the
calculations done in connection with the work at hand
violated this expectation.
A. Density of States of the Spin Ladder
We start by displaying in Fig. 2 semi-log plots of the
DOS Ω for several system sizes L = 6−9 and system-bath
coupling strength κ = 0.2, within an intermediate energy
regime. The energy resolution (graining) is for all cases
fix, ≈ 0.09. We notice that (i) Ω becomes smoother with
increasing system size as expected due to larger number
of energy eigenstates per energy grain, and (ii) the expo-
nential fits (dashed lines with exponent β ≈ 0.69) seem to
agree on larger energy regimes with Ω as the system size
increases. Due to these findings, we restrict the following
investigations to the energy regimes [E0 −∆/2,E0+∆/2]
with E0 ≈ −0.2N and ∆ = 2.5, where N denotes the total
number of spins, i.e., N = 2L + 1.
B. Relaxation Dynamics of the Spin Coupled to
the Spin Ladder
As mentioned above, we will proceed by briefly dis-
cussing the dynamics of the expectation values ⟨Szsys(t)⟩,
i.e., the magnetization in z direction, since these allow
for a classification in terms of weak and strong system-
bath coupling, see Sec. IV. To this end we define spe-
cial initial states that are product states of a bath state
(πbathE,δ ) featuring a narrow energy distribution and sys-
tem states (πm) which may be described as either being
spin-up or spin-down, i.e. featuring magnetic quantum
numbers m = ±1/2. Hence, their definition reads
ρ = π
bath
E,δ ⊗ πm
Tr{πbath
E,δ
⊗ πm} , (36)
where πbathE,δ denotes an energy projector onto an energy
shell of the isolated bath described by H ′ladder, with mean
energy E and width δ, and πm denotes a projector onto
the eigenstates of Szsys respectively. Note that we restrict
the dynamics to the magnetization subspace correspond-
ing to Mtot = ∑Ni=1 Szi = (N − 1)/2, i.e., one of the largest
magnetization subspaces. In Fig. 3 we summarize the re-
sults for κ = 0.2, which we identify as weak coupling, and
κ = 0.6, which we identify as strong coupling. As outlined
in Sec. IV, the distinction of weak and strong coupling is
reasoned by the types of relaxation behavior that these
cases yield, i.e., for κ = 0.2 one finds an exponential re-
laxation (with relaxation time τR ≈ 24), as expected in
the weak coupling limit [17, 45], whereas for κ = 0.6 the
behavior for small times is clearly non-exponential (with
relaxation time τR ≈ 2.5).
As outlined in Sec. IV, we choose, in order to imple-
ment weak and strong driving λ = 0.26 (TRabi ≈ 24.16)
and λ = 2.5 (TRabi ≈ 2.51). Eventually the duration of
the irradiation must be fixed. According to Sec. II, we
intend to induce work pdf’s that essentially live in an ex-
ponential region of the DOS, i.e., [E0 −∆/2,E0 +∆/2].
Given this condition, the weak irradiation or driving may
be applied longer than the strong driving. As will turn
out below, a duration of the driving of 6.5 periods in the
case of weak driving and a duration of a half period in
the case of strong driving are reasonable choices.
A further comment on the relaxation dynamics it-
self may be in order. Irrespective of the coupling
strengths and the initial value, ⟨Szsys(t)⟩ appears to con-
verge against an “univeral” expectation value. This value
is in accord with the corresponding standard, canonical
equilibrium value at inverse temperature β ≈ 0.69, as
suggested by Fig. 2. This example thus agrees with the
principles of “canonical typicality” [2, 39] and the ETH
in the sense discussed in Ref. [46].
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FIG. 4. Work distributions for L = 8 and all four combinations
of κ = 0.2,0.6 and λ = 0.26,2.5. Note that for λ = 0.26 the
duration of the protocol is T = 13pi
ω
whereas for λ = 2.5 it is
only T = pi
ω
(see text).
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FIG. 5. Colormap of energy distributions after the driving
protocol for severval initial energies, i.e., pE(E
′ − E) vs. E
and E′. The parameters are L = 8, κ = 0.2, λ = 0.26.
V. PROBABILITY DISTRIBUTIONS OF WORK
FOR THE SPIN-LADDER MODEL
With all parameters set, numerical simulations of the
spin-resonance experiment as outlined in Sec. III can be
performed and work pdf’s according to Eq. (3) can be
extracted. Some exemplary results (for L = 8,E ≈ −3.2)
are displayed in Fig. 4. The work pdf’s for weak
driving are qualitatively nicely interpretable in terms
of time-dependent perturbation theory: Since the spin
is resonantly exposed to radiation of frequency ν = 0.5,
energy may be absorbed or released in quanta of ǫ = 0.5.
This corresponds to the peaks appearing in distances of
∆W = 0.5. If the irradiation endures, a second, third,
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FIG. 6. Quantifying the differences between work distribu-
tions corresponding to different initial energies and the pa-
rameters λ,κ discussed above. (Dashed lines indicate power-
law fits and, as guide to the eye, the solid line indicates a
power-law ∝ N−α with mean exponent w.r.t. these fits, i.e.,
α ≈ 9.5.) For clarity reasons we restrict the display of the
smallest and largest value of χ(E0,E
′) within the consider
energy regime to the data corresponding to κ = 0.2, λ = 0.26
(vertical bars). For the other cases there is a similar behavior.
etc. quantum of amount ǫ may be absorbed/released.
Thus, more peaks appear at the sides, with decreasing
intensity, though. The only work pdf that defies this
interpretation is the one corresponding to strong in-
teraction and strong driving (lower right panel). Since
the interpretation roots in time-dependent perturbation
theory, this is hardly surprising.
We now turn to the central question of the probabil-
ity distributions being stiff. Fig. 5 shows a colormap
of energy distributions after the driving protocol, i.e.,
pE(E′−E), for initial energies E from the energy interval
on the horizontal axis. The parameters are L = 8, κ = 0.2
and λ = 0.26. In this display style, a structure which
is invariant w.r.t. translations along the diagonal of the
graph indicates a stiff work pdf in the sense of Eq. (5).
Thus qualitatively stiffness may already be inferred from
Fig. 5. In order to investigate stiffness more thoroughly,
we calculate the corresponding χ¯ according to Eq. (26)
for different system sizes. The results are displayed in
Fig. 6 for E0 ≈ −0.2N and the energy regime deter-
minated on page 7. These data strongly indicate that
in the limit of large systems the work pdf’s indeed be-
come strictly stiff, as χ¯ quickly tends to zero as 1/N → 0(N → ∞). This appears to be true for all cases consid-
ered, i.e., regardless of whether the coupling is weak or
strong and regardless of whether the driving is weak or
strong. This finding is a main result of the paper at hand.
While we consider it important on its own right, it also
implies the validity of the JR for massively non-Gibbsian,
e.g. , microcanonical initial states.
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FIG. 7. Semi-log plots of the density of states for the chain
model for L = 14 − 17. As in Fig. 2 dashed lines indicate
exponential fits. Here, also, it seems that the energy range
for which Ω agrees well with the fits increases as the system
size rises.
VI. PRELIMINARY CONSIDERATIONS ON
THE SPIN-CHAIN SETUP: DENSITY OF
STATES AND FREE RELAXATION DYNAMICS
Since, as argued in Sec. II, stiff pdf’s may only occur
in regions featuring an exponential DOS, we start (just
like in the previous case of the spin ladder) by identi-
fying such exponential regions in the spin chains’ DOS.
Here we intend to choose the simplest model by setting
all coupling strengths to 1. Thus, the full system is in-
deed integrable in the sense of a Bethe-ansatz [47]. For
completeness, we compute the free relaxation dynamics
also for this model.
A. Density of States of the Spin Chain
As before we start with the DOS for the spin chain. It
is presented in Fig. 7. In accord with the literature [48],
the calculations indicate that there are energy regimes
in which the DOS is well described by an exponential
growth, e.g. , at E0 ≈ −0.18 (L+ 1) and ∆ = 2.5. We find
the DOS well described by β ≈ 0.86. As for the ladder
model, the agreement between Ω and the exponential fits
increases as the system sizes becomes larger. Thus also
for this model, regardless of its integrability, stiff work
pdf’s are possible.
B. Relaxation Dynamics of the Spin Coupled to
the Spin Chain
Again we construct an initial state according to
Eq. (36) with πbathE,δ based on H
′
chain and compute the dy-
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FIG. 8. Dynamics of the magnetization for the integrable
chain model (L = 18). The relaxation behavior is strongly
non-exponential and features fluctuations even for large times.
Nevertheless, the dynamics fluctuate around an “universal”
expectation value corresponding to β ≈ 0.86. The relaxation
time τR is similar to the one for the strongly coupled ladder
system.
namics for the magnetization subspace Mtot = (N −1)/2.
The relaxation behavior of ⟨Szsys⟩ is displayed in Fig. 8. It
appears to be similar to the one for the strongly coupled
ladder model. We notice, however, that ⟨Szsys⟩ fluctuates
around some long-time average. Up to the times shown
here, apparently these fluctuations are no finite-size effect
but persist in the limit of large systems. This principal
difference reflects the integrability of the system. Never-
theless, irrespective of the initial value, ⟨Szsys(t)⟩ appears
to converge against, or fluctuate around, an “universal”
expectation value. This value is also in accord with the
corresponding standard, canonical equilibrium value at
inverse temperature β ≈ 0.86, as suggested by Fig. 7.
Regardless of integrability this example thus also agrees
with the principles of “canonical typicality” [2, 39] and
the ETH in the sense discussed in Ref. [46]. For a more
detailed discussion of thermalization in the presence of
conservation laws, see e.g. [49].
The relaxation time τR ≈ 1.6 is even smaller than for
the strongly coupled ladder model. In order to achieve
τR ≈ TRabi we have to use a rather strong driving, i.e.,
λ ≈ 3.85. For the work pdf’s to be restricted to the expo-
nential regime of the corresponding DOS, we furthermore
choose ν = 0.75 where the protocol duration is given by
π/ν. Note that because of the large λ and “small“ ν de-
tuning corrections [50, 51] for the Rabi frequency due to
the non-resonant driving are negligible here.
VII. PROBABILITY DISTRIBUTIONS OF
WORK FOR THE SPIN CHAIN MODEL
As in Sec. V, we again calculate the work pdf’s ac-
cording to the prior identified parameters and display
exemplarily in Fig. 9 for L = 18 a corresponding work
pdf. For comparison, Fig. 9 also includes a work pdf for
the strongly coupled and strongly driven ladder model
(κ = 0.6, λ = 2.5). In order to analyze the stiffness of
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FIG. 9. Comparison of work pdf’s for the strongly driven
chain model and the ladder model (κ = 0.6, λ = 2.5). Apart
from minor peaks in the work pdf of the chain model the
general shape of both distributions is very similar, although
the chain model is integrable and the ladder model is non-
integrable; see text for details.
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FIG. 10. Comparison of χ for the ladder model (κ = 0.6, λ =
2.5) and the chain model for λ = 3.85. Dashed lines show
power law fits while vertical bars indicate the smallest and
largest value of χ(E0,E
′). (As guide to the eye the solid
line indicates a power law ∝ N−α with mean exponent α ≈
8.4.) Apparently for the chain model the distributions become
initial-energy independent in the thermodynamic limit also.
the work pdf’s, we again compute χ¯ for increasing chain
lengths and display the results in Fig. 10 (for better com-
parability, Fig. 10 also shows the results for the strongly
coupled, strongly driven ladder model, κ = 0.6, λ = 2.5).
The behavior of stiffness of the work pdf’s appears to
be very similar to the one for the non-integrable ladder
model, the data indicate that also for the integrable chain
model the work pdf’s become strictly stiff in the limit of
large system sizes. This finding is another main result
of the paper at hand. Just like in the case of the ladder
model, it implies the validity of the JR also for massively
non-Gibbsian, i.e., microcanonical initial states. Thus,
evidently, this asymptotic extended validity is not re-
stricted to chaotic models, otherwise it could not occur
for a clean spin chain.
VIII. STIFFNESS OF FERMI’S GOLDEN RULE
RATES AND EIGENSTATE THERMALIZATION
HYPOTHESIS
Since all the various examples addressed so far point
to stiff work pdf’s in the limit of large systems, the ques-
tion arises whether this phenomenon can be made acces-
sible by more general concepts. As a first step in this
direction we analyze the structure of the matrices that
represent the driving operator Sxsys, displayed in the ba-
sis formed by the energy eigenstates of the non-driven
system. In the case of weak driving, a link between the
work pdf’s and the above driving matrices arises from
Fermi’s Golden Rule (FGR). As mentioned before, the
work pdf’s may simply be viewed as transition probabili-
ties from energy E to energy E+W . In the weak-driving
case, these transition rates may be well-described by rates
as calculated from FGR which we denote by γE→E′ . The
latter, however, have to be computed from the driving
(perturbation) operator w.r.t. the above basis of energy
eigenstates (for details, see below). Thus, if the actual
dynamics are well captured by a FGR approach, the stiff-
ness of the work pdf’s implies a corresponding stiffness
of the FGR rates, namely
γE→E′
!= γ(E −E′) . (37)
This can, however, only hold if the matrix representing
the driving operator features a corresponding structure.
(We investigate the structure of the corresponding matrix
numerically in Appendix F.) In general, the FGR rate for
the transition from an energy eigenstate ∣i⟩ from a small
interval around E into the set of eigenstates {∣f⟩} that
span the energy interval around E′ under the influence of
some (weak) driving of the form HD(t) = sin(∣E−E′∣ t)V
(i.e. in our specific case V = λSxsys) is given by [37]
γi→E′ = 2π ∣ViE′ ∣2Ω(E′), ∣ViE′ ∣2 ∶= 1
N(E′) ∑f ∈ E′ ∣Vif ∣
2 ,
(38)
where Vif ∶= ⟨i∣V ∣f⟩. The total number of energy eigen-
states in the interval around E′ is denoted by N(E′) and
“f ∈ E′” is short for: “such that the energy eigenvalue
of ∣f⟩ lays in the interval around E′”. The energy inter-
vals are to be chosen according to the scheme introduced
above Eq. (1) and discussed below Eq. (3). This implies,
e.g. , N(E′) = δ ⋅Ω(E′). In order to convert the transi-
tion probability from a single state to an energy interval,
γi→E′ , to the transition probability from an energy inter-
val to another energy interval, γE→E′ , one has to coarse
grain, i.e., to average:
γE→E′ = 1
N(E) ∑i ∈ E γi→E′ , (39)
where the notation is completely analogue to that used in
Eq. (38). Exploiting Eq. (38), a reformulation of Eq. (39)
11
reads:
γE→E′ = 2π
δ ⋅N(E) ∑i ∈ E
f ∈ E′
∣Vif ∣2 (40)
Whether or not Eq. (37) applies obviously depends on
the matrix elements Vif . On one side, this can simply be
checked for specific cases by computing the FGR rates
according to Eq. (40) numerically. (Of course this re-
quires the numerically exact diagonalization of the un-
driven Hamiltonians H0ladder,H
0
chain). On the other side,
Eq. (40) can be used to show that the condition (37)
is closely related to quantities occurring in the so-called
ETH ansatz. The latter may be described as follows.
Within the framework of the ETH, it has been sug-
gested that the matrix representation of a generic few-
body operator V w.r.t the basis formed by the eigenstates∣n⟩, ∣m⟩ of an Hamiltonian should be in accord with the
following description [7, 52, 53]:
Vmn = V(E¯) δmn +Ω (E¯)− 12 fV (E¯, ω) Rmn , (41)
where E¯ = (Em+En)/2, ω = En−Em. Furthermore, both,
V (E¯) and fV (E¯, ω), are assumed to be “smooth func-
tions of their arguments” [52] and Rmn may be “conve-
niently thought of as independent random variables with
zero mean and unit variance” [52]. For a detailed discus-
sion on the comparability of many-body Hamiltonians
and random matrices see [54]. (To repeat: often and
in all our examples, the Rmn are real.) For the pur-
pose of the present investigation we interpret “smooth”
in the sense of “approximately constant on the interval
δ”. Hence, we may equivalently define E¯, ω on the basis
of the interval labels rather than the individual energy
eigenvalues as E¯ ∶= (E +E′)/2, ω = E −E′. Plugging the
ansatz in Eq. (41) into Eq. (40) yields
γE→E′ = 2π
δ ⋅N(E) ∑i ∈ E
f ∈ E′
f2V (E¯, ω) R2if
Ω (E¯) . (42)
To an accuracy essentially set by the law of large num-
bers, this may be rewritten as
γE→E′ ≈ 2π
δ
f2V (E¯, ω)N(E′)
Ω (E¯) =
2πf2V (E¯, ω)Ω(E′)
Ω (E¯) .
(43)
In order to proceed further, we now specialize in expo-
nential DOS’s, i.e. , Ω(U)∝ eβU , as given in and argued
for above Eq. (8). Doing so yields
γE→E′ = 2πf2V (E¯, ω) e−βω. (44)
This unveils that the stiffness of the FGR rates (37) de-
pends directly on f2V (E¯, ω). To be more specific: If
f2V (E¯, ω) varies negligibly with E¯ on an interval ∆ as
defined by Eq. (6), then the FGR rates are stiff, i.e., Eq.
(37) applies, since then the r.h.s. of Eq. (44) only de-
pends on ω. Hence, the approximate independence of
f2V (E¯, ω) w.r.t. E¯ is, together with an exponential DOS
and the applicability of FGR, sufficient for the validity of
the microcanonical JR at weak driving. This is a central
result of the present section.
Motivated by the previous considerations, we proceed
by numerically investigating the applicability of the ETH
ansatz (41) to the driving operator Sxsys for the ladder and
the chain scenario. Particularly relevant is the function
fV (E¯, ω) and its dependence on E¯. In order to visualize
fV (E¯, ω), we compute g(E′,E) which is defined as
g(E′,E) ∶= ∑ i ∈ Ef ∈ E′
∣Vif ∣√N(E+E′)/2
NE′NE
. (45)
Comparing Eq. (45) to Eq. (41) reveals that, for E ≠ E′,
g(E′,E) ∝ ∣fV (E′,E)∣ . (46)
(Note that, unlike fV (E′,E), g(E′,E) is not indepen-
dent of δ on account of the averaging over energy regimes
E,E′.) In Fig. 11 (left panel) we display g(E′,E) for the
weakly coupled ladder setup and V ∝ Sxsys. As varying
E¯ corresponds to moving parallel to the diagonal on the
panel, it is obvious that g(E′,E) is indeed practically
independent of E¯. (Furthermore, Fig. 11(a) essentially
reflects the weakly damped Larmor oscillations of the
spin’s x component). The right panel of Fig. 11 visual-
izes a small sector of the Sxsys matrix on the level of indi-
vidual matrix elements. Their values are plotted in false
color against their indices. Without any further analysis
it appears reasonable to interpret the individual matrix
elements as independent random numbers in the sense of
the Rmn from Eq. (41). Performing the same analysis for
the integrable chain setup produces data as displayed in
Fig. 12. Again, the left panel visualizes g(E′,E) whereas
the right panel shows individual matrix elements. Ob-
viously, regardless of integrability, g(E′,E) appears to
be independent of E¯ to very good approximation, too.
(Moreover, Fig. 12(a) essentially indicates the absence of
any Larmor precession in this case and the comparatively
quick decay of the Sxsys autocorrelation function.) This,
in the sense described above, explains the validity of the
microcanonical JR in spite of integrability. On the level
of individual matrix elements, however, the consequences
of integrability are clearly visible: most matrix elements
are strictly zero. Since the Sxsys operator may only couple
eigenstates from the same conserved subspaces, the many
conservation laws of the spin chain render most matrix
elements zero. However, if strictly ordered according to
energy, as done here, the non-zero matrix elements ap-
pear at more or less random positions. Furthermore their
values appear to be random with zero mean. The results
on the microcanonical JR suggest that these properties
suffice for the applicability of FGR.
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FIG. 11. (a) Colormap of the coarse grained Sxsys operator vs.
E,E′ for the ladder model (L = 7, κ = 0.2) for an exemplary
energy section. (b) 50×50 matrix elements of the Sxsys operator
in energy basis of H0ladder.
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FIG. 12. (a) Colormap of the coarse grained Sxsys operator vs.
E,E′ for the chain model (L = 7) for an exemplary energy
section. (b) 50 × 50 matrix elements of the Sxsys operator in
energy basis of H0chain.
IX. SUMMARY AND CONCLUSION
In the paper at hand we investigated the question
whether for closed systems (into which a bath may be
included), that are driven and initially in a microcanon-
ical state, the resulting work pdf’s are independent of
the actual initial energy. This assumption, however,
denoted as stiffness, can only hold if the DOS of the
underlying system is strictly exponential w.r.t. energy.
Furthermore, this assumption has far-reaching conse-
quences, e.g. , the validity of the Jarzynski relation
for a large class of non-Gibbsian states. We studied
the stiffness of work pdf’s numerically for integrable
and non-integrable spin models for various parameter
sets. We found that (i) integrability seems to have no
influence on the behavior of the stiffness of work pdf’s
and (ii) for all studied cases stiff work pdf’s are expected
in the thermodynamic limit. At last we provided a study
of the driving operator w.r.t. to Fermi’s Golden Rule
which may ultimately revealed a relation of our findings
to the applicability of the eigenstate thermalization
hypothesis to the driving operator.
Lastly, we remark the connection of the present find-
ings with the theory of ensemble equivalence in equilib-
rium statistical mechanics. It is known that for a very
large system with an exponential DOS, equilibrium mi-
crocanonical and canonical expectations (with a corre-
sponding temperature) of ordinary quantum observables
coincide. Here we have been focussing rather on non-
ordinary two-point quantum observable (i.e. the work
W ), and on its statistics under a non-equilibrium setting.
According, a non equilibrium object, namely the stiffness
of the work pdf gives information about the DOS, and
in turn about an equilibrium property, namely ensem-
ble equivalence. An interesting question that raises here
is whether and to what extent, the microcanonical-work
pdf itself coincides with its canonical counterpart, under
the assumption of stiffness.
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Appendix A: Energy graining of final work pdf’s
The exact work distribution PE′(W ) after the driving
protocol for an initial state starting at energy E′ is given
by
PE′(W ) =∑
n
∣⟨En ∣U(T )∣E′⟩∣2 δ(W +E′ −En) . (A1)
For any finite system the energy spectrum is discrete and
thus initial states at different energies will in general yield
different PE′(W ). However, in the thermodynamic limit
the energy spectra can be seen as quasi-continuous, i.e.,
Eq. (A1) may be replaced by
PE′(W ) = ∫ dE′′ ∣⟨E′′∣U(T )∣E′⟩∣2 δ(W +E′ −E′′)
= ∣⟨E′ +W ∣U(T )∣E′⟩∣2 = c(E′,W ) .
(A2)
Since c(E′,W ) is per definition continuous and normal-
ized, we can interpret it as a work pdf, i.e., pE′(W ) ∶=
c(E′,W ) as used in the main text. Note that in all
cases studied, the energy spectra are far off from be-
ing (quasi-)continuous. Nevertheless, it is possible, by
properly graining the resulting work distributions as cal-
culated from Eq. (A1), to obtain distributions that be-
have like actual work pdf’s, i.e., are independent of the
graining parameter. To do so, we have to make sure that
(i) the graining width δ (or energy resolution) is much
smaller than the energy scale on which the details we
are interested in appear and (ii) δ has to be larger than
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FIG. 13. (a) Discrete “ungrained“ work distribution as cal-
culated by Eq. (A1) and (b) “grained“ work distributions for
three distinct graining parameter δ for N = 15. All data for
the ladder model. The grained versions suggest that the gen-
eral behavior of the distribution becomes nearly independent
of the actual choice of δ.
the individual level spacing of the energy spectrum. This
gives us a lower and upper bound for δ where the lower
bound decreases with increasing system size due to the
exponential growth of the Hilbert space. As prior said,
the main indication for a “good“ graining parameter δ
is given by the fact that the resulting work distribution
will be mostly independent of the actual used δ. In order
to demonstrate that this is indeed the case for the sys-
tems studied, we display for the ladder model (N = 15) in
Fig. 13(a) the “ungrained” work distribution according
to Eq. (A1) and in Fig. 13(b) exemplarily three grained
work distributions for several distinct δ. The lower panel
clearly suggests that the general shape of the work dis-
tribution is indeed independent of the actual choice of
the graining parameter δ. Thus, we are able to interpret
these distributions as accurate work pdf’s. Note that
fluctuation decrease as the system size increases as is the
case in e.g. Fig. 4.
Appendix B: Solving the time-dependent
Schro¨dinger equation (TDSE)
In the paper at hand we deal with time-dependent
Hamiltonians, i.e., Hl/c(t) =H0l/c +HD(t, ν) [cf. Eq. (35)
in main text], where H0
l/c is the time-independent Hamil-
tonian that describes the whole system at t = 0, and
HD(t, ν) denotes the time-dependent driving operator
[see main text Eq. (34)]. Since we do not need to dis-
tinguish between ladder and chain models as is necessary
in the main text we omit hereafter the subscripts. Thus,
the dynamics are governed by the TDSE
i
∂
∂ t
∣ψ(t)⟩ =H(t) ∣ψ(t)⟩ , (B1)
where ∣ψ(t) denotes the wave function of the system and
solutions may be written as
∣ψ(t + δt)⟩ =U(t + δt, t) ∣ψ(t)⟩ ,
U(t + δt, t) = T exp(−i ∫ t+δt
t
H(t′)dt′) . (B2)
Note that we set h̵ = 1 throughout the entire work.
In general, getting these solutions is accompanied by ex-
tensive amounts of numerical efforts; see e.g. Refs.[34,
35]. Here we employ an iterative approximation scheme
for small time steps δt.
To do so, we assume that for some sufficiently small δt the
Hamiltonian can be considered as being constant during
each time step, i.e., H(t) ≈ H(t + δt/2) on the interval[t, t + δt]. Then the iterative solutions for Eq. (B1) read
∣ψ(t + δt)⟩ = exp [−iH(t + δt/2) δt] ∣ψ(t)⟩ . (B3)
Hence, to solve the TDSE one can conveniently use any
iteration scheme as long as the Hamiltonian fulfills the
step-wise-constant condition.
Here we use a fourth-order Runge-Kutta iteration scheme
[43, 44] where in each time step we recalculate the
Hamiltonian, i.e., evaluate the present protocol terms
HD(t + δt/2). In the following we sketch the general nu-
merical process.
1. Calculate the initial Hamiltonian and the initial
state, and store them into temporary objects, i.e.,
H ′ =H(t = 0) and ∣φ⟩ = ∣ψ(t = 0)⟩
2. Evaluate the four temporary Runge-Kutta vectors
∣ν1⟩ = i δtH ′ ∣φ⟩ ,∣ν2⟩ = i δt/2H ′ ∣ν1⟩ ,∣ν3⟩ = i δt/3H ′ ∣ν2⟩ ,∣ν4⟩ = i δt/4H ′ ∣ν3⟩
(B4)
3. Collect all Runge-Kutta vectors to form the final
state ∣ψ(t + δt)⟩ = ∣φ⟩ + ∣ν1⟩ + ∣ν2⟩ + ∣ν3⟩ + ∣ν4⟩
4. Recalculate H ′ and ∣φ⟩, i.e., H ′ = H(t + δt) and∣φ⟩ = ∣ψ(t + δt)⟩
5. Repeat 2-4 till the end of the protocol duration
For sufficiently small δt the accumulated error remains
negligible; see e.g. [55].
Appendix C: Applicability of microreversibility to
the models
As mentioned in the main text, Eq. (4) holds if the
Hamiltonian of the system is microreversible. This re-
quirement is sufficient, but not necessary. In this section
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we assume that H(t) is a real, symmetric matrix for all
times t regarding a basis B, which will be proven to be
another sufficient condition in a way similar to microre-
versibility:
H(t) ≡H(t)∗ (C1)
The matrices in this and in the subsequent equations,
which depend on the concrete choice of a basis, are all
meant regarding the basis B.
Before describing the details of the proof, we discuss
briefly the ladder model again. This model is a spin
system with a static magnetic field acting on a single
spin of this system. This magnetic field breaks the mi-
croreversibility, cf. e.g. Ref. [37]. Nevertheless, the time-
dependent Hamiltonian has a real, symmetric matrix rep-
resentation with respect to the eigenbasis of the Szsys-
operators of the spins (possible choice for B in this case).
This can be easily seen by expressing the Sxsys and S
y
sys
by the respective creation and annihilation operators.
Next we show that these conditions suffice to proof the
validity of Eq. (4) even so the system is not microre-
versible. To this end we start from the left side of Eq.
(4). By using Eq. (1) and (3) we find:
pE(W )
p˜E+W (−W ) =
Tr(πf
E+W,δ)
Tr(πi
E,δ
) Q ,
Q = Tr(πfE+W,δUπiE,δU †)
Tr(πf
E+W,δU˜
†πi
E,δ
U˜)
(C2)
In order to prove that Q is identical to 1 and thus
Eq. (C2) becomes equivalent to Eq. (4), we complex-
conjugate the numerator of Q, which does not affect its
value:
Q = Tr(πfE+W,δU∗πiE,δ(U †)∗)
Tr(πf
E+W,δU˜
†πi
E,δ
U˜) (C3)
We used Eq. (C1), which implies that πf
E+W,δ and π
i
E,δ
have real representations regarding B as well. In order
to show that Q is identical to 1, we show that
U∗ = U˜ † . (C4)
We start from a more explicit form of the time-ordered
exponential [56]:
U˜ † =
∞
∑
n=0
1
n!
W˜ †n ,
W˜n =∫
Xn
dnτ T
⎡⎢⎢⎢⎣
n
∏
j=1
(−i)H˜(τj)⎤⎥⎥⎥⎦ ,
X
n =[0, t]n
(C5)
Firstly we calculate W˜ †n:
W˜ †n = ∫
Xn
dnτ T˜
⎡⎢⎢⎢⎣
n
∏
j=1
iH˜(τj)⎤⎥⎥⎥⎦ (C6)
T˜ is the inverse time-ordering operator. Next we replace
H˜ with its definition and apply the following integral
transformation:
φ ∶ Rn → Rn, τj ↦ T − τj (C7)
Since φ−1(Xn) = Xn and ∣det(dφ)∣ = 1 the integral finally
becomes:
W˜ †n = ∫
Xn
dnτ T
⎡⎢⎢⎢⎣
n
∏
j=1
iH(τj)⎤⎥⎥⎥⎦ =W
∗
n (C8)
Wn is defined in the same way as W˜n, just for H instead
of H˜ . In the last step we used Eq. (C1) again. Thus, Eq.
(C4) is valid where the necessity of microreversibility is
replaced by the validity of Eq. (C1).
Generally, the fluctuation theorem holds whenever the
Hamiltonian H(t) is invariant under the action of any
anti-unitary transformation K, at each time t. Combi-
nation of the property of invariance [H(t),K] = 0, and
anti-unitarity of K (specifically the property KuK† = u∗
for any real u [57]), imply that the instantaneous evo-
lution be reversed by K, Ke−iH(t)δK† = eiH(t)δ with δ
an arbitrary small real number. The latter is the crucial
property that is employed in proving the fluctuation theo-
rem, either in the microcanonical form of Eq. (4) or in the
canonical form and as well in other forms [31, 58]. Thus
invariance under time-reversal (which is a anti-unitary
operation) implies the validity of the fluctuation relation
[31, 59]. In the case studies presented in the main text,
even though a magnetic field is present, which breaks
the time-reversal invariance, the Hamiltonian is invari-
ant, at each time t, under the complex conjugation KB
relative to the representation B which is evidently an
anti-unitary operator [57]. Accordingly the fluctuation
theorem is obeyed.
Apart from the findings in the paper at hand, it is worth
stressing, that, when a magnetic field is present, H =
H(t,B), time reversibility breaks, but since ΘH(t,B) =
H(t,−B)Θ holds (Θ: time reversal operator [31, 57]),
the validity of the FT can be restored under the further
provision that the magnetic field be reversed in the back-
ward protocol [31, 59].
Appendix D: Generating initial states
Since for our models exact diagonalization is only feasi-
ble for system comprising maximal 15 spins (dim{H15} =
32768), we employ for larger systems a typicality-based
approximation scheme [10, 43, 44] to mimic the initial
states as defined in the main text. To be precise, we gen-
erate Gaussian projections of random states ∣φ⟩, drawn
according to the Haar measure, onto narrow energy shells
of the total Hilbert space of the corresponding system,
i.e.,
∣ψE⟩ = C−1 exp(−(H0 −E)2
4σ2
) ∣φ⟩ , (D1)
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FIG. 14. Colormap of the energy dependencies of transition
rates γE→E′ vs. E,E
′ according to Fermi’s Golden Rule for
the spin ladder (a) and spin chain (b). Both indicate that
the transition rates do only depend on the energy difference
E − E′, i.e., γE→E′ = γ(E − E
′), in the energy regimes onto
which we focused our investigations.
where C = ⟨φ∣ exp (− (H0−E)2
2σ2
) ∣φ⟩. This state mimics for
small σ to good accuracy a sharp energy shell around
energy E. In order to calculate the r.h.s. of Eq. (D1)
we again employ a fourth-order Runge-Kutta scheme.
However, here we replace H ′ = (H0 − E)2 and use
imaginary time steps δt = i δτ . The final “time“ is
correspondingly T = 1/4σ2.
Comparison with exact-diagonalization data for N = 15
yields that σ = 1/√1000 is an appropriate choice to
mimic the initial states defined in the main text. Again,
we choose such time steps that errors remain negligible.
Appendix E: Density of states and energy
distributions
The density of states (DOS) Ω(E) can be written as
Ω(E) = d−1 ∑
n
δ(E −En) , (E1)
where n runs over all eigenvalues of H = H0(t = 0) and
d = dim{H} denotes the dimension of the Hilbert space
of the respective system. Equivalently, we can express it
in terms of time evolutions as
Ω(E) = 1
2π
∫
+∞
−∞
eiE tTr{e−iH t} dt . (E2)
Note that the trace in the latter equation can be evalu-
ated accurately by employing quantum typicality [10, 44,
60], i.e.,
Tr{e−iH t}
d
≈ ⟨φ(0)∣e−iH t∣φ(0)⟩ = ⟨ψ(0)∣φ(t)⟩ , (E3)
where d is again the dimension of the underlying Hilbert
space and ∣φ(t)⟩ is a random state drawn according the
Haar measure. The error scales with 1/√d. As before,∣φ(t)⟩ can conveniently be calculated by a fourth-order
Runge-Kutta scheme.
Now, the DOS can be approximated by
Ω(E) ≈ C ∫ +Θ
−Θ
eiE t ⟨ψ(0)∣φ(t)⟩dt , (E4)
where C accounts for the normalization of the DOS and
Θ denotes the time range required to obtain the energy
resolution π/Θ. Note that the Nyquist sampling theorem
presents a restriction according the time steps that can
be used (see e.g. Ref. [60]). However, here we use such
parameters that errors remain small.
At last we want to demonstrate that in a very similar
way as just presented we can obtain energy distributions
of any pure quantum state ∣Ψ⟩. To do so, we consider the
discrete energy distribution
p(E) =∑
i
∣⟨Ei∣Ψ⟩∣2 δ(E −En) (E5)
where ∣En⟩ denotes the i-th eigenvector. In terms of time
evolutions it reads
p(E) = 1
2π
∫
+∞
−∞
eiE t ⟨Ψ∣e−iH t∣Ψ⟩dt
≈ C ∫
+Θ
−Θ
eiE t ⟨Ψ(0)∣Ψ(t)⟩dt . (E6)
We want to emphasize that the concept of typicality
does not enter the last derivation.
Appendix F: Investigation of the transition rates
according Fermi’s Golden Rule
As discussed in Sec. VIII (main text) for weak driv-
ing, the internal transition rates from energy E to E′
may be well-described by Fermi’s Golden Rule. There,
we denoted these transition rates as γE→E′ and the un-
derlying perturbation operator is identified as the Sxsys
operator. Here we will display our results on these γE→E′
in a similar way as we have done for the ETH-related
quantity g(E′,E). In fact, as pointed out in Sec. VIII,
both quantities may be related to each other. Moreover,
if Ω(E) ∝ eβE holds true, one can calculate the one
from the other. Fig. 14 shows the energy dependence of
γE→E′ for the ladder model (left panel) and the chain
model (right panel) in the corresponding energy regimes
as discussed in the main text. Both matrix presentations
indicate that the transition rates do only depend on the
energy difference E −E′, i.e., γE→E′ = γ(E −E′).
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