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CHAPTER I. INTRODUCTION 
Consider the regression model 
(1.1) Î = Xi+8 
where Y is an nzl vector of random variables; X is an nxp matrix of 
vaines of concomitant variables with i,j*^ entry x. ; g. is a p x 1 
vector of parameters (P^, P^» .... P^ j^) ; and e. is an nxl vector of 
disturbances» assumed to be independent and identically distributed, each 
following some distribution function F. 
Goals of the Dissertation 
There are many possible criteria which will yield estimators of B^. 
This dissertation will address one of these: the regression 
criterion, also frequently referred to as minimum absolute deviations 
(HAD) or least absolute values (LAV) regression. regression consists 
of finding estimates & of & such that 
n p—1 n p—1 
In this dissertation, we will first introduce regression with a 
discussion of its history and development, along with that of the more 
common least squares regression. For completeness, we note that the 
least squares regression criterion consists of finding estimators & of & 
such that 
2 
n 
1 
p-i 
= Din 
I 
PjS]& i=l 
p-1 
In Chapters 2—4, we will present several inference techniques 
applicable to regression and discuss merits of these techniques. For 
the discussions in these chapters, we will typically consider inference 
techniques for the slope of the regression line in the model 
(1.3) Po'^PlV^i' 1 = n. 
which is model (1.1) with p = 2. 
(Chapter 5 is a short summary of results which also mentions some 
topics of further interest. 
History of the Regression Criterion 
We were directed in this summary of the history of regression by 
a series of papers written by Barter (1974a,b, 1975a,b,c). The series is 
entitled "The method of least squares and some alternatives" and is an 
exhaustive annotated bibliography of the history of the and least 
squares regression criteria, among others. Barter's references directed 
our search of the literature. However, we were unable to find any of the 
papers which occurred in 1813 or before, so the references to those 
papers are taken from Barter (1974a), with the complete citation to the 
papers, as given by Barter, appearing in the bibliography. 
Boscovich (1757) proposed the following two criteria as a method for 
determining the "best-fitting" straight line, given three or more pairs 
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(i) Sums of positive and negative residuals mnst be numerically 
equal. 
(ii) Subject to (i), the sum of the absolute values of the 
residuals should be minimized. 
The first of these two criteria implies that Boscovich's line will 
necessarily pass through the sample mean, (x,^. Boscovich's second 
postulate is the first appearance of minimizing absolute deviations, the 
criterion which, without any constraints, is regression. Delambre 
(1813) advocated the method of Boscovich without the restriction that the 
line pass through (z,^; this was the first presentation of the 
regression criterion as it is known today. 
Meanwhile, Legendre (1805) published the first description of the 
least squares regression criterion; Gauss (1806), however, claimed to 
have used least squares as early as 1795. In either case, the and 
least squares regression criteria were introduced at nearly the same 
time. 
Least squares favored over 
Gauss (1809) laid the groundwork for the wide acceptance and use of 
least squares which continues today. He began with the postulate that 
when any number of equally good observations of an unknown quantity are 
given, the most probable value of the quantity is the arithmetic mean of 
the observations. From this postulate, he deduced the normal, or 
Gaussian, error distribution. He also showed that the least squares 
regression criterion follows in a natural way from the Gaussian error 
distribut ion. 
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Following the work of Gauss (1809), Laplace (1810) showed that. 
nnder very general conditions on the distribution of the original 
observations, the distribution of the sangle mean tends to normality as 
the sangle size increases. This result strengthened the justification 
given by Gauss for the use of the sample mean and the method of least 
squares. 
Edgeworth (1886) explored the relative advantages of the mean, the 
median, and the mode. He found the mean to be superior for the normal 
distribution and others close to it, but found the median to be better 
for distributions with heavy tails. Edgeworth (1887) extended his 
comparisons of the mean and median to regression, comparing the and 
least squares regression criteria. He proposed that least squares was 
better than as a regression criterion for normal error distributions, 
but that was close. As noted by Barter (1977), this was later 
quantified by Haag (1924), who found that under the normal error 
distribution the asymptotic relative efficiency of the median with 
respect to the mean is approximately 0.8. However, Edgeworth believed 
that in the presence of some extreme observations was likely to be far 
better than least squares. 
Turner (1887) responded critically to the claims of 
Edgeworth (1887). Turner commented that estimation techniques were 
not easy to use, but least squares techniques were. Also, Turner 
remarked that Edgeworth's technique did not always yield unique 
estimates. Turner believed these shortcomings counterbalanced any 
advantage of over least squares when residuals were not normally 
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distributed. The two points made by Tamer remained as criticisms of 
until recently. 
In summary, three major reasons for the acceptance and use of least 
squares instead of have been: 
(i) Least squares yields unique parameter estimates while 
sometimes yields nonunique estimates; this was pointed out 
by Turner (1887). The imprecision ia^lied by nonunique 
estimates has been discomforting to many potential users. 
(ii) Least squares estimation procedures were more 
straightforward than L^ procedures, and estimates were 
computationally easier to obtain. This was also pointed out 
by Turner (1887). However, as will be discussed later, the 
latter statement is no longer true. 
(iii) Least squares has a natural connection to the normal error 
distribution, as pointed out by Gauss (1809). This 
connection facilitates inference concerning least squares 
estimators of regression parameters. On the other hand, few 
inference procedures for L^ have been introduced. 
Reasons for considering L^ as a regression criterion 
Edgeworth (1923) believed L^ and least squares were not compared 
fairly, and that the defects of L^ and the merits of least squares were 
both exaggerated. The connection between the normal error distribution 
and least squares added to the popularity of least squares, but Edgeworth 
argued that observations probably did not follow the normal error 
distribution closely enough to justify preference because of this 
connection. 
Fréchet (1935) found the mean preferrable to the median for most 
distributions, but he found that median life and median income provided 
more representative information than did the corresponding means. He 
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also concluded that, in general, the median is a better measure of 
central tendency than the mean when observations are from a skewed 
distribution. Gumbel (1937) found that the mean is more efficient than 
the median for uniform and normal distributions, but the median is more 
efficient than the mean for the symmetric double exponential 
distribution. 
Hulme and Synms (1939) objected to the assumption of the normal 
error distribution by first noting that experimental results indicated 
large errors were far more common than the normal distribution indicated. 
They also noted that the normal distribution did not offer any 
satisfactory criterion for rejection of extreme observations. Along the 
same lines, Jeffreys (1939, pages 211-214) discussed estimation using the 
median instead of using the mean along with rejecting extreme 
observations, partly because there was no satisfactory way to detect 
extreme observations. He pointed out that the mean was only the best 
estimator when the distribution of the observations was indeed normal, 
and suggested use of the median when the distribution of observations was 
unknown; he suggested this because the median is less affected by a few 
abnormally extreme values than is the mean. 
Brown and Tokey (1946) studied the distribution of sample means for 
sangles from various distributions, including heavy-tailed distributions. 
For these heavy-tailed distributions, they found that the distance 
between any two percentage points of the mean of a sample of size n is 
ultimately larger than a power of n. They claimed these results showed 
that the use of the sample mean as a measure of location implies the 
7 
assTwption that the tails of the underlying distribution are not too 
heavy. Also, they concluded it is probable that as the tail of the error 
distribution gets heavier, the median becomes more efficient relative to 
the mean. 
Cramér (1946, pages 179-182) treated the mathematical theory of 
statistics, including measures of central tendency and dispersion and the 
method of least squares and rivals. He noted that all measures of 
location and dispersion are somewhat arbitrary, each having advantages 
and disadvantages. Thus, since least squares is associated with specific 
measures (mean and standard deviation), Cramér stated that adopting least 
squares is not a logical necessity, but rather it is largely a matter of 
convention whether least squares is chosen or not. According to Cramér, 
the main reason for favoring the principle of least squares was the 
relative simplicity of the rules of operation to which it leads. 
Of the sources cited in this section, Edgeworth (1923) and Sulme and 
Symms (1939) question the validity of assuming a normal error 
distribution, while Fréchet (1935), Gumbel (1937), and Brown and Tukey 
(1946) all discovered that if errors are not distributed normally, then 
least squares is not clearly the best regression criterion to use. 
Cramér (1946) pointed out that least squares is just one of many 
regression criteria, and should not be adopted without consideration of 
other criteria. 
Resolution of Problems of the Regression Criterion 
The reasons, presented above, for the acceptance and use of least 
squares instead of have since been addressed in the literature, along 
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with results overcoming some of the problems of L^. A summary of these 
results follows. 
Nonnniqaeness of estimates 
The nonnniqneness of estimators has not presented a large barrier 
to its use. Edgeworth (1923) addressed this problem by saying, 
essentially, that it is not a problem at all; rather than regression 
being imprecise because of its nonnniqne estimates, he said the nniqne 
least squares estimates give a false impression of precision, while least 
squares is as imprecise as L^. This, he argned, is because both 
estimation techniques are subject to the same uncertainty. This argument 
still leaves one with the problem of how to choose among the set of 
estimates. Sielken and Hartley (1973) and S^osito (1982) discuss methods 
for obtaining unbiased estimates of regression parameters, satisfactorily 
solving the problem of nonuniqueness of estimates. 
Computation of estimates 
Methods for obtaining estimates have developed to the extent that 
estimates can be obtained with roughly the same amount of 
computational effort as least squares estimates. Following is an outline 
of the evolution of estimation methods. 
Edgeworth (1888, 1923) introduced the first estimation method. 
His was a graphical method to find estimates and for model (1.3), 
the single linear regression model. The method consists of graphing each 
(x,y) point as a line in the plane, and then finding the 
intersection of the loci of the medians in the Pg direction and the 
9 
direction, with a point in the intersection representing the solution. 
Rhodes (1930) introduced an optimization method which conld be used 
to find estimates. His algorithm was a descent method, which worked 
by taking a given starting point, and then travelling along one 
hyperplane to its intersection with another, continuing to decrease the 
snm to its minimum. 
Singleton (1940) proved that a minimum exists for the regression 
problem, and proposed a solution method different from that of Rhodes 
(1930). He introduced the method of steepest descent to the 
estimation problem. His procedure consisted of first choosing a starting 
point gg, then finding the gradient at that point and computing the 
distance to travel to find a local minimum in the direction of the 
gradient. The method then iterates, descending from one point to another 
until the Slum cannot be decreased any further. 
Hsrris (1950) illustrated the methods of Edgeworth (1888, 1923) and 
Rhodes (1930). He first found the optimal line passing through the 
origin. He then removed the restriction that the line must pass through 
the origin, and found the optimal regression line of y on x, based on 
the set D of observations, where 
D = {(x^,y\) : 1 = 1, ...,nl. 
A description of his method follows: 
Begin by letting 0 define a line through the origin, where 6 is the 
angle, measured clockwise, from the positive y-axis to the line, 0<0<ff. 
Then, @ is called a "stopping angle" if it corresponds to a line passing 
through at least one point in D, not including the origin. Let be the 
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smallest stopping angle snch that for any line with @ the sum of the 
x's corresponding to y's below the line is less than or eqaal to one-half 
of the snm of all of the z's. Then, 0^ corresponds to the optimal line 
throngh the origin. To find the optimal line through a point 
P=(z,y), treat P as the origin, and determine 9^ such that for all 
9 > V  
.I'i-x.-nx i=l 
where 1. x. is the snm of the x's corresponding to y's below the line, and 
X is the abscissa of P. 
Now, for the problem of finding the unrestricted line for a data 
set D. begin by letting P^ be any point in D. Then, let 1^ be an optimal 
line through P^, and let P^ be a point in D and on 1^. There will be 
such a P^ since an optimal line through will contain at least one 
point in D besides P^. Then, let 1^ be an optimal line through P^, and 
let Pg be another point in D on 1^. Let 1^ be the best line through Pg, 
and so on. Eventually, a line L will be reached which passes through a 
set of points Q^, Q^, ..., Q^, all in D, and is the optimal line through 
each of the points. Any such L is an optimal line. 
Earst (1958) gave an algorithm, based on the ideas of 
Singleton (1940), for the simple linear regression estimation problem. 
For ordered pairs (I,Y), to find the line T = PQ+ such that 
11 
i=l 
is a nininmm, Earst first fonnd the optimal line passing through a 
specified point , not necessarily one of the data points. 
He began by translating the origin to (X ,T ) by letting x=X-X 
P P P 
and y = Y-Yp. Now, given i = l, ...,n, find the equation of the 
1ine y = Px such that 
s= 5 ly.-px-l 
i=l * * 
is a minûum. Now consider the function |yy-p%^|, which is the i term 
of S. The minimum value of this function is obtained at 
1 
where its value is zero, and the graph of the function has slope -|%.| 
for p<%^ and {z^| for P > . S is the sum of these individual terms, 
a piecewise linear convex function with: 
(i) For b<min{^}, slope = - ^  |x\|, and 
1=1 
n 
for b > max , slope = 5 |x.| 
i=l ^ 
?! 
(ii) Vertices are located above the minima points (~, 0) of the 
individual terms. ^ 
(iii) The slope of S increases by 2|x.| at each vertex, from left 
to right. ^ 
12 
7i 
So, to find the minimnm valne of S, one should first rant the — in 
i 
increasing order, denoting the i^^ smallest ratio by (i). Then, to the 
valne 
i=l 
add successive values of 2%^.^ until a change in sign occurs at i = r. 
This change in sign signals the minimam point in S. because when the sign 
of the slope changes, S stops decreasing and begins increasing. Then. 
y(r) 
the minimum lies above ( , 0). The solution to the restricted problem 
=(r) 
is then 
When the restriction that the line pass through (X ,Y ) is removed, 
P P 
the solution for and is determined by finding the minimum 
through and iterating like Harris (1950) until the optimal line 
through (X.,T.) goes through (X. _,Y. . ). This indicates that the 
J J J-1 J-1 
optimal line through (X.,Y.) and (X. ,,Y. _) is the unrestricted optimal 
J J J-1 J-1 
line. 
Wagner (1959) was the first to formulate the regression problem 
as a linear programming problem. For model (1.1), we wish to find ^ to 
satisfy (1.2). This problem can be transformed into: 
13 
n 
(1,5) Minimize / (e^ + e.) 
i=l ^ ^ 
p-1 
subject to X. .3 .+ e^ - e. = y., i = 1, ..., n, 
j=0 J ^ ^ * 
e^, 6^20» Pj unrestricted. 
+ — 
Interpret e^ as the vertical deviation above and e. as the vertical 
deviation below the fitted line for the i observation. So, e.+ e. is 1 1 
the absolute deviation of the i^^ observation. This transformed problem 
is a linear programming problem. 
If the number of observations, n, is large, the dual of (1.5) is 
easier to solve computationally than the original, primal problem. The 
dual problem is: 
n 
Maximize ^ y^d^ 
i=l 
n 
subject to ^ .d^= 0 for all j 
i:i 
-1 <d. < 1, i = l, ..., n. 
The dual problem consists of p + 2n relations, but can be reduced to p 
relations in n bounded variables if we let f.= dj,+ 1, i = 1, ...,n. Then, 
the dual becomes: 
14 
n n 
Maximize / y.f. - / y. 
i=l ^ ^ i=l 1 
n n 
subject to / x..f. = / x.. for ail j 
i=l "J " i=l "J 
O^f^ ^2, i =1, n. 
Wagner (1959) noted that this problem can be solved with bounded variable 
linear programming algorithms. The restatement of the estimation 
problem as a linear programming problem was an is^ortant advance in 
estimation; many of the estimation methods developed since Wagner use 
linear programming techniques. 
Barrodale and Young (1966) presented a modified simplex method which 
operates on the primal problem and which reduces the storage size of the 
tableau to n x p+2. The number of iterations for their method varied 
from less than p/2 to 2p. Davies (1967) proposed altering the simplex 
method by introducing a new rule to choose the pivot. Davies' method 
resulted in achieving an optimal solution in a reduced number of 
iterations. Barrodale and Young reduced the size of the problem and 
Davies reduced the time taken to solve the problem. 
Barrodale and Roberts (1973) presented a primal linear programming 
algorithm which was an ia^roved version of the algorithm presented by 
Barrodale and Young (1966). They significantly reduced the total number 
of iterations required by discovering how to pass through several 
neighboring simplex vertices in a single iteration. Their algorithm is 
ia^lemented in two stages: 
Stage 1. Choice of the pivotal column during the first p 
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iterations is restricted to columns representing 
P., j=0. ..., p-1, where the choice is made to maximize the 
reduction in the objective function (see (1.5)). 
Stage_2. Nonbasic e. and e. are interchanged with basic e. and 
e., again choosing variables to leave the basis to maximize 
tie reduction in the objective function. At the end of this 
stage, adjustments are made, if needed, to assure the 
solution is feasible. 
This algorithm was a great is^rovement over its predecessors, and 
provided the basis for several later algorithms. 
Eiountouzis (1973) modified the algorithm of Barrodale and Young 
(1966) to select as pivot the median of the distribution of positive 
quotients. He conducted simulations and concluded that his estimation 
technique did not introduce any significant amount of bias. McCormick 
and Sposito (1976) noted that Kiountouzis' alteration to the Barrodale 
and Young algorithm by using median quotient could cause cycling. To 
avoid this one could ignore rows with any of the in the basis, or one 
could modify the pivot—row selection criterion whenever the median rule 
fails to improve the objective function. However, extremely efficient 
algorithms which result in maximum in^rovement are provided by the 
Barrodale and Roberts (1973) iz^roved algorithm or in a similar algorithm 
proposed by Davies (1967). 
Sadovski (1974) argued that linear programming is unwieldy as an 
estimation technique for the single linear model. He then implemented 
the Earst (1958) algorithm on a computer. However, Sposito (1976) noted 
that a certain failure check is necessary in Sadovski's algorithm. In 
particular, Sadovski commented that cycling might not be possible, but 
^osito presented an example where, in fact, Sadovski's algorithm would 
16 
cycle without the failure check. 
Appa and Smith (1973) outlined some properties of estimates, 
which are useful in estimation: 
(i) At least one hyperplane giving minimum sum of absolute 
deviations passes through p+1 of the n points. 
(ii) Let n be the number of points above an optimal hyperplane 
and n. be the number below an optimal hyperplane. Then 
Ua~"b' 
So. for p=2. do not consider lines with |n^—n^| ^0 when n is even or 
In^-UyI 1^1 when n is odd. Sposito and Smith (1976) presented a 
sufficient condition for identifying an optimal hyperplane from the 
subset of (°) hyperplanes passing through at least p points. This 
condition was: 
Lemma 1.1. Any feasible extreme point solution of the dual 
problem associated with any optimal solution of the primal 
problem is an optimal solution. 
Sposito, Hand, and McCoraick (1977) found that the total counter 
time for finding L^ estimates can often be reduced if one first finds an 
approximate solution, call it and then adjusts Y to in the 
Barrodale and Roberts (1973) improved algorithm. 
Armstrong and Kung (1978) gave a specialization of the linear 
programming procedure of Barrodale and Roberts (1973) for the simple 
linear regression problem. They claimed that their method is faster than 
that of Sadovski (1974), has no cumulative roundoff error, and does not 
require as much storage as Barrodale and Roberts' procedure. 
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Armstrong, Frome, and Enng (1979) presented an algorithm which is a 
modification of the algorithm of Barrodale and Roberts (1973). Instead 
of a full tableau method, this algorithm uses a revised simplex method 
with the principle of LU decomposition in maintaining the current basis. 
Wesolowshy (1981) introduced a descent algorithm to find L^ 
estimates. He noted that since 
is a piecewise linear convex function, its minimum will occur at the 
intersection of two adjacent linear pieces. So, given an initial point 
on any of the linear pieces, one can descend from one intersection to 
another until the minimum is reached. The approach of Wesolowsky is 
similar to that use by Sadovski (1974). Vesolowsky presented an 
algorithm, with some time studies, for the multivariate case. Josvanger 
and Sposito (1983) implemented Wesolowsky's descent algorithm for the 
simple linear regression model, altering it by using an initial estimate 
from which to begin the descent. They then compared their algorithm with 
the linear programming algorithm presented by Armstrong and Rung (1978); 
for small sample sizes, the two algorithms take virtually the same amount 
of CPU time, but for large samples the modified descent algorithm of 
Josvanger and Sposito is much faster than the linear programming 
algorithm of Armstrong and Eung. 
With all of the L^ estimation methods which have been developed, and 
with the development of electronic computers, concerns about the 
computational simplicity of least squares versus L^ have become invalid. 
n 
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Inference for ^  regression 
The most serions remaining factor limiting the use of as a 
regression criterion is the lack of inference procedures associated with 
it. This lack of inference procedures is the subject of the rest of the 
dissertation, where existing work is summarized and proposals are made 
concerning inference techniques. 
Chapter 2 contains a discussion of results developed for small 
sample inference for the slope of the regression line; however, these 
results yield, more generally, nonparametric approaches to inference 
concerning Cogger (1979) proposed, as a basis for inference 
concerning a statistic based on the dual of the regression problem 
formulated as a linear program. However, as is pointed out in Chapter 2, 
Cogger's statistic has some major deficiencies. We have proposed a 
statistic which represents a refinement of Cogger's statistic and which 
eliminates its problems. This statistic falls in a broad class of 
nonparametric statistics and considers statistics based only indirectly 
on 3^, the parameter of interest. 
Chapter 3 contains a discussion of large sample inference based on 
the asyiqitotic distribution of the estimator of It was proven 
by Bassett and Koenker (1978) that is asymptotically normally 
distributed. Therefore, much of Chapter 3 consists of a summary of 
simulation studies conducted to ascertain how large a sample needs to be 
considered before it is reasonable to apply the asys^totic results of 
Bassett and Koenker. 
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Chapter 4 begins with the assumption that e. has a double 
exponential distribution and proceeds with arguments which show that the 
regression criterion yields the maximum likelihood estimator of & 
under this error assus^tion. Then, the likelihood ratio test of the null 
hypothesis q against the alternative that g is developed. 
The distribution of the likelihood ratio statistic is examined and some 
simulations conducted to check the test for robustness against other 
error distributions. 
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CHAPTER II. SMALL SAMPLE RESULTS 
Results of Cogger 
Kenneth Cogger (1979) en^loys a unique approach to the problem of 
developing inference procedures for L^ regression. Unlike other studies 
which place ea^hasis on the sampling distributions of the L^ estimators 
themselves. Cogger develops related statistics which he claims are 
appropriate for testing hypotheses and for constructing confidence 
intervals. 
Motivation of Cogger's statistic 
Consider the single linear model 
Tj = PQ+PJX.+ b^; i=l,2, ...,n, 
where the are independent, identically distributed random variables 
with median zero. In this model, and are unknown parameters and 
the z. are fired values of an independent variable. For this problem, L^ 
estimates and of pg and P^ are such that 
n n 
I l^i - 'V WI I In - Vi' I • 
To obtain L^ estimates P^ and p^ of Pg and P^, Wagner (1959) pointed out 
that one can solve the linear programming problem: 
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(2.1) Minimize  ^(et + e ) 
i=l  ^
subject to Pq"*" ^ l^ i"*" ®i ~ ®i ~ ^ i' 
e.,e. 2 0 for i = l,2, —,n, 
where, for any vaines of and pj^ , 
et = max {y. - (PQ+ p^ i^ ), 0} , and 
e. = max {(PQ+PJ^ x.)-y., 0}. 
Notice, in view of the structure of this problem, that at least one of 
e., e. is zero for each i. The dual problem of (2.1) is: 
(2.2) Maximize / y.d. 
i=l ^   ^
n 
subject to  ^d.= 0, 
i=l 
n 
»• 
-1 (.d^  ^ 1, for i=l,2, —, n. 
This formulation, as Wagner noted, has computational advantages over 
(2.1) when bounded variable algorithms are employed. 
The theorem of complementary slackness (as given by Sposito (1975, 
page 119) and Arthanari and Dodge (1981, page 66)) states that with 
respect to the optimal solutions of a primal linear programming problem 
and its dual problem, either a nonnegative primal variable will be zero 
or else its corresponding dual constraint will be satisfied as an 
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equality. In this case, 
either e^  = 0 or d^ =l, and either e.=0 or dj=-l. 
Since, as noted above, at least one of et and e. mast be zero, then 
X 1 
1 when y.> PQ+ 
-1 when yi< 
If (pQ, P^ ) provide an optimal feasible solution of (2.1), then 
d' = (d^ , dj, ..., d^ ) 
as defined above is snch that 
n n 
/d.= 0 and /x.d.= 0. 
i=l ^  i=l 1 1 
If the simplex procedure is used to solve (2.1), at each of the 
intermediate iterations the values of the primal variables provide a 
feasible but not optimal solution of (2.1), while the row of each 
tableau contains values of the dual variable which give a better than 
optimal but not feasible solution of the dual problem, (2.2). These 
values are associated with nonoptimal values of P^  and P^ . Nonoptimal 
n 
values of P^  and p^  generally result in non-zero values of either  ^d. 
i=l 
n ' n 
or  ^x.d, or both. If 3 d.<0 (>0), then a decrease (increase) in the 
i=l ^  i=l 1 
current value of P^  will decrease the total absolute deviation. 
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Similarly, if x^.d.<0 (>0). then a decrease (increase) in the current 
i=l ^  
value of will decrease the total absolute deviation. Thus, whenever 
the current solution of the simplex procedure is not optimal, the 
direction of change for and toward an optimal solution is dictated 
n n 
by the current values of  ^d. and  ^x.d., as described above. From 
i=l i=l * 
n n 
this, it seems that the absolute size of  ^d. and  ^x.d. provide 
i=l i=l ^   ^
information about how far the current values of and P^  are from 
optimality. This is the background for Cogger's (1979) inferences. 
Now, consider testing 
HQ:PJ =^0 against E^ :p^  ^0. 
Under 
^i= V®i' 
with Pq=ii> where is the median of the distribution of each T., so 
PQ=H ,^ the sample median of the observed vector %. From the theorem of 
complementary slackness, d^ =l for all i such that y.> d.= -1 for all 
i such that y.<M , and d.= 0 for all i such that y.=M (y.=M for 
1 Y 1 1 Z 1 I 
exactly one y. when n, the sample size, is odd and for no y. when n is 
n 
even). Moreover, since  ^x.d,3^ 0 unless p.= 0, Cogger (1979) uses 
i=l ^  
n n 
/ x.d. as a test statistic. The extent to which / x.d. differs from 
i=l ^  " i=l " ^  
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zero gives an indication abont the truth of Eg, since the sum measures 
the direction and. Cogger hopes, the distance onst be changed from 
zero to obtain a which minimizes the sum of absolute deviations. 
Distribution of Cogger's statistic 
n 
The difference of %'d= ^  % d. from zero mast be quantified; to do 
i=l  ^
this the distribution of z'd must be derived assuming Eg is true. Under 
Eg, + g., so all permutations of the n values of are equally 
likely. For (2.2), there will be an equal number of d^ =l and d. = -1 (with 
one d.=0 for n odd) since d^  indicates where y. is with respect to the 
saa^ le median, M^ . Also, the d^  depend directly on the y., so all 
possible combinations of the d^  are equally likely. Given z, the 
distribution of z'd can be determined by evaluating z'd for all possible 
combinations cf d. There are 
n! 
[(n/2)!l^  L J 
snch permutations for n even, and 
b! 
m'Y 
such permutations for n odd. For small n, the exact distribution of z'd 
can easily be determined. Eowever, as n grows, the number of possible 
combinations increases rapidly, which makes computation of the ezact 
distribution of z'd impractical except for cases where n is quite small. 
Table 2.1 gives the number of possible unique values of the vector d for 
25 
sample sizes from two through 25. Also, for a given sample size, z'd has 
a different distribution for each different x. From Table 2.1, it is 
obvious that finding the exact distribution of x'd is only feasible for 
small sample sizes. This causes concern about finding the distribution 
of x'd for n larger than about twenty. 
Table 2.1 Number of possible d given the sample size, and x 
Sample Number of Sample Number of 
Size Unique d Size Unique d 
2 2 3 6 
4 6 5 30 
6 20 7 140 
8 70 9 630 
10 252 11 2,772 
12 924 13 12,012 
14 3,432 15 51,480 
16 12,870 17 218,790 
18 48,620 19 923,780 
20 184,756 21 3,879,876 
22 705,432 23 16,224,936 
24 2,704,156 25 67,603,900 
To deal with sauries for which it is not reasonable to find the 
exact distribution of x'd. Cogger (1979) has developed the asymptotic 
theory concerning the distribution of x'd. The proof of his asymptotic 
theorem requires the following results: 
Lemma 2.1: Under 5^ :^ =^ 0, E(x'd) =0. 
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Proof: E(x'd) = x'E(d). 
E(d') = (E(d^ ),E(d2). ....E(d^ )). 
Since the are iid xmder Eg, so are the d^ . Thns, 
E(d,) = E(d.) = ... = E(d ). 
12 n 
Further, 
E(dJ = (-l)P(d.= -l) + (0)P(d.= 0) + (l)P(d. I l l  
- 1 + 0 ^ 1  for n even 
înr + 0 + IkT 
= 0 .  
Therefore, E{x'd) =x'0 = 0. 
Lemma 2.2: Under 0: 
n 
(i) Var(x'd) =  ^(x.-x)^  for n odd. 
i=l 
(ii) Var( ï'i' 
1=1 
x) for n even. 
Proof of Lemma 2.2(i): Since x is a vector of constants 
Var(x'd) =x'Var(d)x, 
and 
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Var(d) = 
VarCdj) 
Cov(dj^ ,dj) 
CovCd^ .dj) CoT(d^ ,dg) 
VarCdj) Covidg.dg) 
CovCd^ .dg) CovCd^ .dj) VarCdg) 
Cov(d,,d ) Cov(d-,d ) Cov(d ,d_) 
i n  2  n  n  3  
Cov(d, ,d ) 1 & 
Cov(d,,d ) 
L n 
Cov(d-,d ) 
a n 
Var(d ) 
& 
Again, since the 7^  are iid under Eg, so are the d^ . Thus, 
Var(d,) = Var(d.) = ... = VarCd ). 
From Lemma 2.1. E(d^ ) =0, so 
Var(d.) = E(dt) 
1 1 
= (-l)^ P(d. = -l) + (l)^ P(d.= l) 
1 1 
2n 2n 
= 5=1 . 
n 
Similarly, CoT(d^ ,dj) is the same for all i. j with i^ j, and 
(2.3) Cov(d.,d.) = E(d.d.) 
1  J  1  J
= (-1) |p(d.= -l,d.= l) + P(d.= l,d.= -l)l 
L  1  J  1  J  J  
+ (1) |p(d.= -l,d.= -l) + P(d.= l.d.= l)l , 
L 1 J 1 J J 
where 
(2.4) P(d. = -l,d.= l) = P(d. = l,d. = -1) 
1  J  1  J  
= P(d.=i) p(d.=-i|d.=i) 
X  J  1  
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 ^(n-l)/2 , (n-1)/2 
n n-1 
and 
(2.5) P(d .= -l,d .= -1) 
1  J  
= P(dj=l,dj=l) 
= P(d. = l) P(d.= l|d.= l) 
1  J  1  
 ^(n-l)/2 . (n-3)/2 
. n n-1 
Substituting (2.4) aad (2.5) into (2.3) yields 
Cov(d.,d.) 
1  J  
so 
Var(d) = -1. 
n 
fn-l 
-1 
-1 
-1 -1 
n—1 —1 
—1 n—1 
-1 
-1 
-1 
. —1 —1 —1 n—L 
Therefore, for n odd. 
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x'Var(d) % = ^  '*n] 
"l-.I'i- "2-.I'i "nl'i 1-1 1=1 1=1 
n 
nz nx 
'"'«il" 
° .I'i - a i=l 
n 
Proof of Lemma 2.2(ii) : Again, Var(x'd) =x'Var(d)x, and 
Var(d^ ) =Var(d2) = ... =Var(d^ ). 
Var(d.) = E(d.) 
1 1 
= (-l)^ P(d.= -l) + (l)^ P(dj=l) 
= sZl + s/l 
n n 
= 1. 
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Also. 
(2.6) Cov(d..d.) = E(d.d.) 
1  J  1  J  
= (-1) |p(d.= -l,d.= l) +P(d.= l,d. = -1) 
L 1 J 1 J 
+ (1) lp(d.= -l,d.= -l) +P(d.= l.d. = 1) 
L 1 J 1 J 
where 
(2.7) P(d.= -l,d.= l) =P(d. = l,d. = -l) 
1  J  1  J  
= P(d. = l) P(d.= -l|d. = l) 
1 J ' 1 
= sZl • nZl 
n n-1 
n 
4(n-l) ' 
and 
(2.8) P(d.= -l,d.= -l) =P(d.= l.d.= l) 
1  J  1  J  
= P(d.= l) P(d.= l|d.= l) 
1  J  1  
_ n/2 . (n-2)/2 
n n—1 
_ n—2 
~ 4(n-1) ' 
Therefore, substituting (2.7) and (2.8) into (2.6) yields 
COTU..dj) -
Hence, 
so 
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i=l 
Cogger (1979) has shown that, under fairly general conditions, z'd 
is asymptotically normally distributed. His theorem and its proof 
follow: 
Theorem 2.^ : (due to Cogger) Let d., i = 1, 2, .... n be the solution of 
(2.2) when 0. Then the distribution of 
i'i 
is asymptotically normal with 
n 
- - 2 - 1 
= 0 and o^ = lim—5 (x.-x)^ , 
V—  ^1 r)» i=l 
provided 
n 
(2.9) lim — 5 (x.-x)^  exists. 
n-^ Œ *i=l  ^
Proof of Theorem 2,1: (due to Cogger) Let x, be the sample mean based on 
a random saoule of size ^  drawn without replacement from the population 
consisting of the n values x^ , i = 1, 2, ...,n. Since all permutations of 
the d. are equally likely. 
and 
x'd 
have the same distribution. Note that, in this case, x^  ^is a random 
variable, while x is a constant, namely, the average of the given values 
of X. The asymptotic normality of x^  is well—known under a variety of 
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conditions; in this context, the weakest of these conditions is (2.9). 
cited by Fisz (1963, page 523). 
Cogger (1979) conclndes that, in most cases, convergence to 
normality is rapid, with a normal approximation being adequate for 
samples of size n >.10, provided the significance levels are not too 
small. This appears to be tme for x^ 's that are nearly equally spaced. 
As an illustration, consider Table 2.2, which was first presented by 
Cogger. Notice that the normal approximation which employs a continuity 
correction is close to the exact distribution of x'd for all but very 
small values of a; for these small values of a the approximation over­
estimates a and so will err only by being conservative. For x^ 's that 
are unequally spaced, convergence to normality is less rapid. As an 
exan^ le, consider 
x'= (1, 2, 4, 8, 16, 32, 64, 128, 256, 512). 
The normal distribution does not approximate the exact distribution of 
x'd very closely for this x. For such x, some other criteria must be 
considered. Such criteria will be discussed later in a slightly 
different context. 
Once a null distribution is obtained for x'd, whether it is the 
exact distribution or a normal approximation. Cogger (1979) rejects 
Ix'il 
where k is such that 
a 
P ( | % ' d | > k J  <  a  
under 
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Table 2.2 Distribution of x'd for x'= (1 *2,3,4, 5, 6, 7, 8, 9, 10) 
Normal Approx. Normal Approx. 
k P(x'd = k) P{x'd>k) w/o Continuity w/ Continuity 
Correction Correction 
1 .07937 .50000 .45841 -8.3* .50000 0.0* 
3 .07540 .42063 .37701 -10.4 .41727 -0.8 
5 .07143 .34524 .30075 -12.9 .33805 -2.1 
7 .06349 .27381 .23235 -15.1 .26543 -3.1 
9 .05556 .21032 .17360 -17.5 .20170 —4.1 
11 .04365 .15476 .12530 -19.0 .14813 -4.3 
13 .03571 .11111 .08726 -21.5 .10504 -5.5 
15 .02778 .07540 .05859 -22.3 .07184 -4.7 
17 .01984 .04762 .03790 -20.4 .04735 -0.6 
19 .01190 .02778 .02360 -15.0 .03005 8.2 
21 .00794 .01587 .01414 -10.9 .01836 15.6 
23 .00397 .00794 .00815 2.6 .01079 35.9 
25 .00397 .00397 .00451 13.7 .00609 53.5 
These colmnns measure percent deviation of the estimated 
probability from the exact probability. 
Hypothesis tests based on Cogger's statistic 
As an example of Cogger's (1979) technique, consider the data given 
in Table 2.3. This data set is plotted in Figure 2.1. 
Table 2.3 Sample Data Set 1 
X. 
X 
50 69 73 87 108 128 132 135 148 170 
170 
160 
150 
140 
130 
120 
110 
100 
90 
80 
70 
60 
50 
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X 
X 
X 
X 
X 
I 
X 
X 
X 
X 
2 3 4 5 6 7 8 
X 
1. Plot of Data Set 1 
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For this data set. 
. 12^  . 118. 
SO 
dg= d^ = dg= -1, with 
and I'd = 16. Also, for x' = (2, 3, 3. 4 .  5 ,  6 ,  6 ,  6 ,  7, 8), as in Table 2.3. 
the exact distribution of x'd is given in Table 2.4. From this 
distribution, we have 
lï'âl 116) = = .0079, 
so HQ:P =^0 would be rejected for any a >..0079. 
Table 2.4 Distribution of x'd for x'= (2. 3. 3, 4. 5, 6. 6, 6. 7, 8) 
P(x'd=±k) P(|i'd|>k) 
0 .1190 1.0000 
2 .1230 .8810 
4 .0992 .6349 
6 .0833 .4365 
8 .0595 i2698 
10 .0437 .1508 
12 .0159 .0635 
14 .0119 .0319 
16 .0040 .0079 
If Cogger's (1979) test procedure was to be applied to a "large" 
data set, then the test would be based on an approximation of the 
distribution of x'd by a normal distribution, as described in 
Theorem 2.1. So, given x and %, to test HQ:P^ =0 against S^ : 0 with 
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significance level a, ose vonld compute 
I'd 
'calc 
il"»"®' 
Vî 
and reject if >Z,/2' 
Now consider testing q against E^ : g. where 0. 
For this case, let y. = y.- g. « Under H-, Y. . = n + e., so v can be 
X#b X i # V X V X#X X L 
tested for zero slope just as % is tested for zero slope when Q= 0. 
As an example of this, consider testing 
HQ:PJ =^20 against E^ :^ 2^0 
for the data set froa Table 2.3. Letting y^ - 20i^ , we have 
= (10, 9, 13, 7, 8, 8, 12, 15, 8, 10). 
This gives 
d. ' = (+1, —1, +1, —1, -1, —1, +1, +1, —1, +1), 
and x'd = 0. Therefore, since 
P(|i'd| >0) = 1.0, 
Eg cannot be rejected. 
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Confidence intervals based on Cogger's statistic 
The method described above to test 
=0 = ^ 1=^ 1.0 
can be altered to yield confidence intervals for . Such confidence 
intervals are constructed by inverting the test statistic and finding the 
upper and lower limits for  ^for a given confidence level. These 
confidence intervals can be obtained directly within the context of 
linear programming by using parametric programming procedures. Such 
procedures typically involve changing the dual constraint x'd = 0 to 
x'd =k, where k is allowed to vary from to k^ y^ ' ~^ a/2 ^ c^h 
that 
A 100(l-a)% confidence interval for is then given by the extreme 
values of obtained as k varies from -k^ y^  to k^ yg* 
As an example of this confidence interval method applied to Cogger's 
(1979) statistic, one can determine a 90% confidence interval for 
given the data in Table 2.3. In this case, a =.10, so ^  —.05, and, from 
the distribution of x'd given in Table 2.4, k Qg= 10. Moreover, 
P(-10 < x'd ilO) = .9364, 
so allowing k to vary from -10 to 10 will yield a 904% (actually 93.64%) 
confidence interval for 3^ . However, the resulting interval is as close 
to 90% as the discreteness of the distribution of x'd will allow. 
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En^ loying parametric programming, the interval obtained for is 
[19.6, 22.5]. 
Problems with Cogger's technione 
Setnming to Cogger's (1979) hypothesis testing technique, consider 
testing Eg : 0 against 0 for the data given in Table 2.5. This 
data set is plotted in Figure 2.2. 
Table 2.5 Sample Data Set 2 
'i 
y. I 108 87 73 69 50 170 148 135 132 128 
For these data, notice that the z values are the same as those given 
in Table 2.3; this implies that the distribution of x'd for the data in 
Table 2.5 is given in Table 2.4. Also, notice that for these data. 
M =118 and 
Z 
d^ = d^ = dg= d^ = dg= -1, with 
W W*io=i' 
just as for the data from Table 2.3. Therefore, x'd = 16 and, from Table 
2.4, P(Ix'dj >.16) =.0079, so is rejected with the resultant conclusion 
that 
When Figures 2.1 and 2.2, the plots of the two data sets, are 
examined, it is apparent that the data set from Table 2.3 provides more 
evidence of a linear trend than does the data set from Table 2.5. Yet, 
when Cogger's (1979) hypothesis test procedure is applied to the two data 
sets, they are judged to give equal evidence of a linear trend. 
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Figure 2. 2. Plot of Data Set 2 
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This second exaaq^ tle exhibits a serions shortcoming of Cogger's 
(1979) testing technique: The value of the test statistic depends only 
on which side of the y. fall and not on the relationship among y.'s on 
the same side of N^ . In this sense, the test is coz^ letely insensitive to 
how far the y^  are from Also, the test is overly sensitive to y 
values close to M^ , since the only differences in d's assigned to y's 
occur at Thus, two y values which are very close to each other but 
on opposite sides of are assigned d's as much different as the two 
most extreme y's in the data set. 
However, consider the confidence interval for which results when 
parametric programming is applied to the data in Table 2.5 and h is 
allowed to vary from -10 to 10, as in the first example. For these data, 
a 904% confidence interval for is [3.33, 39.50]. This result 
indicates that although Cogger's (1979) testing precedure is insensitive 
to departures of data from monotonieity, the confidence interval 
technique reflects these nonmonotonic data patterns by yielding wide 
confidence intervals for in such cases. 
Generalization and Improvement of Cogger's Statistic 
Cogger's statistic as a general linear rank statistic 
n 
Notice that x'd=  ^x.d. is a member of the class of statistics 
i=l 
S = 5 z a(& ) » 
1=1 ^ 
where a(R.) is a function of R.= rank(y.), For x'd, a(R.) = sgn (E.-^ )^, 
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and 
sgn(n) = 0 i 
if n > 0 
f u = 0 . 
-1 if u < 0 
This class of statistics was introduced by Randies and Wolfe (1979, pages 
410-413) as a class of nonparametxic statistics associated with 
« 
regression. Randies and Wolfe point ont that S is a subclass of the 
class of general linear rank statistics, which are defined by 
S = c(i)a(R.), 
i=l  ^
where c(i) is a constant weight function (see. for example, Hâjek and 
Sidik (1967, pages 57-63)). Thus, all theoretical results which apply to 
* * 
S will hold for any member of S . In particular, for members of S , 
(2.10) E(S ) = n X a. 
and 
(2.11) Var(S ) =  ^(a(j) -â)^  
Lj=i 
where n is the sample size. 
J=1 1=1 
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More iwpoTtantlj, consider; 
Theorem 2.2: (Hijek and Sidik) 
* # 
S -E(S ) 
[var(S*)] MVi 
is asymptotically N(0,1) if 
(2.12) li. 
ii->® max (x^ -x) 
Let a(R.)=d.; for this a(R.), S = / x.d., (2.10) gives 
i=l " " 
= nlî 
= 0. 
and (2.11) gives 
Var _1_ 
n-1  ^(x.-I)' i=l  ^
/ (x.-x)^  for n even 
n-1. 1 i=l 
_ 
for n odd. 
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verifying the results of Lemmas 2.1 and 2.2. Also, Theorem 2.2 implies 
that the result of Theorem 2.1 holds if (2.12) holds, and (2.12) is a 
weaker condition than (2.9), the condition given in Theorem 2.1. 
Because of the desirable characteristics of statistics in the class 
* * 
S , consider a different member of S as a replacement for x'd. 
Specifically, consider a function a(R.) which more truly represents y^  
than does d.. A natural choice is to let a(R^ ) = R^ , which yields 
n 
th 
Distribution of x'R 
y 
From (2.10), we have 
n n n 
E 
n 
and, from (2.11), 
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_1_ 
n-l 1 (x -Î) 
.1=1 
5 R^ ) - niP 
i=l 
i=l 
Just as for Cogger's (1979) statistic, %'d, the exact distribution of 
x'R can be obtained by exhaustion. Under E_, 
P(R.= 1) =P(R. = 2) = ... =P(R.= n) = -, 
11 i
so the exact distribution of x'R^  can be obtained by evaluating x'R^  for 
each of the n! equiprobable R^ . However, as n grows, n! grows very 
quickly, making evaluation of x'R^  unreasonable for all but very small 
values of n. For example. Table 2.6 gives the distribution of x'R^  for 
the X vector first presented in Table 2.3. This distribution was 
evaluated by a Pascal program which, running on an IBM Personal Computer, 
took six and one—half hours for this example. This program is listed in 
Appendix A. 
Since there are severe limits on the sample size for which the exact 
distribution of x'R^  can be found, its asyn^ totic distribution is of 
* 
interest. Also, since x'R^  is a member of S , Theorem 2.2 can be applied 
to i'ly» yielding 
x'R -E(x'R ) 
[T.r(.-R )]''' 
to be asymptotically N(0,1) if (2.12) is satisfied. This asyn^ totic 
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Table 2.6 Distribution of x'R for x' = (2. 3, 3, 4, 5, 6, 6, 6, 7, 8) 
k P(V = ±k)* p(|v| >k) k P(V = ±k) p(|v| >k) 
0 .02009 1.00000 27 .00864 .14117 
1 .02198 .97991 28 .00695 .12390 
2 .01985 .93595 29 .00701 .10999 
3 .02219 .89624 30 .00605 .09597 
4 .01947 .85187 31 .00581 .08386 
5 .02120 .81292 32 .00483 .07224 
6 .01966 .77053 33 .00497 .06257 
7 .02067 .73122 34 .00394 .05263 
8 .01847 .68988 35 .00378 .04476 
9 .02049 .65295 36 .00323 .03720 
10 .01736 .61196 37 .00294 .03075 
11 .01892 .57724 38 .00235 .02487 
12 .01729 .53941 39 .00226 .02017 
13 .01783 .50483 40 .00167 .01566 
14 .01568 .46917 41 .00153 .01231 
15 .01700 .43780 42 .00122 .00926 
16 .01447 .40380 43 .00100 .00682 
17 .01525 .37485 44 .00073 .00483 
18 .01375 .34435 45 .00062 .00337 
19 .01384 .31686 46 .00040 .00212 
20 .01177 .28917 47 .00029 .00132 
21 .01286 .26563 48 .00019 .00073 
22 .01067 .23991 49 .00011 .00036 
23 .01105 .21856 50 .00005 .00015 
24 .00977 .19645 51 .00002 .00005 
25 .00965 .17691 52 .00000 .00001 
26 .00822 .15761 
®V = x'Ry-E(i'Ry). 
theorem has a practical application: For n "sufficiently large." the 
exact distribution of i'Ey can be closely approximated by an appropriate 
normal distribution. However, there is some question how large n must be 
before it is sufficiently large. 
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For i^ 's which are equally spaced, the approximating normal 
distribution is very close to the exact distribution of i'Ey for n as 
small as eight. However, for i.'s which are unequally spaced, there is 
no well-defined rule concerning the size n must be to safely use the 
normal approximation. As a result, we have tried to develop a 
rule of thumb for when the normal approximation can be justifiably used. 
The idea for this rule of thumb came from examining the distribution of 
X'R^  for a given x. It can be seen that, no matter how unequally the 
observations are spaced, if any one of the interior observations is 
deleted, the distribution of x'R^  for the reduced x is farther from 
normality than for the original x. ~If, for one of these reduced x's, the 
distribution of x'E^  is close to normality, then it must also be true 
that the distribution of i'5y is close to normality for the original x. 
The rule of thumb then worts on the reasoning that if a "large enough" 
subset of the x's are "close enough to being equally spaced," then x'R^  
will be close to normally distributed for the original x. To measure the 
"large enough," we will rely on what we will call "effective sample 
size," which we denote by n^ . To measure the "close enough to being 
equally spaced," we will consider the expression 
(n-1) min 
(2.13) 1 — , 
:(n) *(1) 
where x^ ^^  is the sample value of the i^  ^order statistic. Notice that 
if there are n equally spaced x.'s, (2.13) =1. The proposed rule of 
thumb is as follows: 
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1. Let 1 1 = 1 1 .  
e 
2. Coopute (2.13) for the x's in the data set. 
3. (a) If (2.13) >. .40 and n >. 8, then the normal 
approximation can he safely used for the original 
data set. 
(h) If (2.13) >..40 and n <8, then the normal 
approximation should be used only with care, because 
there are no guarantees about the closeness of the 
normal approximation to the true distribution of 
(c) If (2.13) <.40, decrease n by one and remove the 
interior x which will increase (2.13) the most, 
based on the remaining z's. Then go to 2. 
This rule of thumb is somewhat heuristic, and is probably quite 
conservative. The limits of 0.4 and 8 were obtained by examining several 
data sets, some that were generated randomly from normal, double 
exponential, or uniform distributions, and some that were chosen because 
they were thought to be pathological. The data sets used are listed in 
Appendix B. If the rule terminates at 3(a), we are confident that the 
distribution of î.'E^  is closely approximated by a normal distribution. 
If the rule terminates at 3(b), we are not confident that the 
distribution of x'^  is closely approximated by a normal distribution, 
but it may be. In fact, as nearly as we can tell, the normal 
approximation seems to provide a relatively good approximation for any x 
with as many as ten distinct values, with the only potentially large 
departures from normality occurring in the tails of the distribution. 
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Hypothesis tests based on x'R^  
As an example of the use of x'^ , consider testing 5^ :^ =^ 0 against 
0 for the data from Table 2.3. For this data set, 
R = (1,2.3,4,5,6,7,8,9, 10) , 
and x'Ry=327. Also, for the x from Table 2.3, E(x'R^ ) =275, and the 
distribution of x'R^ -E(x'R^ ) is given in Table 2.6. From this 
distribution, 
P(li'ly-E(x'Ry) I > 52) = -^  < .00001, 
s o  H g : 0  w o u l d  b e  r e j e c t e d  f o r  a n y  r e a s o n a b l e  a .  T h i s  r e s u l t  i s  
similar to, but stronger than, the result obtained when Cogger's (1979) 
test is applied to this data set. 
As another example of this hypothesis testing method, consider the 
data from Table 2.5 and again test Hg:0 against 0. For this 
data set. 
R = (5, 4, 3, 2, 1, 10, 9, 8, 7,6), 
~7 
and X'R^ = 303. As above, since x is unchanged, the distribution of 
x'R^ -E(x'R^ ) is given in Table 2.6. From this distribution, 
P(k'Iy-275| 128) = .1239, 
and HQ would not be rejected for a= .05, or even for a= .10. 
For this last example, x'R^  appears to be a much more appropriate 
test statistic than x'd. This is a result which is to be expected, since 
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more truly represents the data set than does d. 
Confidence intervals based on x'H y 
As with Cogger's (1979) statistic. i'Ey c&n be inverted to yield 
confidence intervals for . However, there are not any closed form 
inversion techniques for %'R^ . As a result, we have developed a computer 
program which is listed in Appendix A, and which, given a data set, finds 
a 95% confidence interval for based on %This program uses the 
normal approximation to the distribution of x'R^  and varies to yield 
x'R^  -E(x'R^ ) =k, where k is allowed to vary from a^/2' ^ a^/2 
are such that 
P(-k„/2< x'Ry-E(x'y > 1-a. 
A 100(l-a)% confidence interval for is then given by the extreme 
values of as k varies from -k^ y^  to 
We have applied this program to the data from Tables 2.3 and 2.5. 
As with earlier examples, we have let a=.10. For the data from Table 
2.3, we find that k ^ =^32, and the extreme values of yield a 
confidence interval of (19.0, 21.0). Moreover, for this data set. 
P(19.01 x'Ry-E{x'Ry) 121.0) = .9257, 
so we have a 904% confidence interval for . For the data from Table 
2.5, we find that k ^ =^32, and the extreme values of obtained yield a 
confidence interval of (-10.0, 26.0). This is a 90+% confidence interval 
for since, again. 
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P(-10.0 < x'Ry-E(x'Ry) < 26.0) = .9257. 
Notice that, as expected, the confidence interval for the data from Table 
2.5 is much wider than the corresponding confidence interval for the data 
from Table 2.3. 
Small Sample Power and Asymptotic Efficiency 
Small sample power 
The tables in Appendix C present a summary of a power study 
conducted to compare tests of 0 against in the simple 
linear regression model. Four of the tests included in the study were 
developed in this dissertation, and the fifth test, to which the first 
four are compared, is the normal theory t-test. This section cos^ ares 
the power of x'd (Cogger's (1979) test statistic) and i'Ey to that of the 
t-statistic, based on simulated power results. The power study 
considered three distributions for each x. and s.; since the results for 
x 1 
the three distributions of x^  were very similar, we can discuss the 
results of the simulations independently of the x-distributions. To 
illustrate comments about the study, we will refer to Table 2.7, a table 
of simulated power for x.~N(0.1); Table 2.7 is made up of excerpts from 
Appendix C. 
The simulations show that, for c.'~N(0,l), the t—statistic is the 
most powerful statistic, with x'R^  somewhat less powerful than the t-
statistic for small samples and almost as powerful for larger samples, 
and x'd is the least powerful of the statistics, being considerably less 
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Table 2.7 Summary of power study for x'd, x'R , when x^ ~N(0,l) 
sy~N(0,l) e. — dble.exp. e. ~ Cauchy 
h = x'd x'Ey t x'd x'Ry t 
0.0 10 
25 
50 
75 
100 
.047 .050 .094 
.053 .044 .062 
.046 .045 .054 
.053 .049 .055 
.046 .052 .051 
.039 .039 .077 
.046 .050 .063 
.049 .054 .059 
.047 .052 .061 
.043 .046 .056 
.039 .039 .081 
.046 .050 .060 
.049 .051 .062 
.047 -052 .059 
.043 .046 .054 
0.1 10 
25 
50 
75 
100 
.049 .053 .107 
.073 .072 .098 
.073 .089 .131 
.113 .139 .171 
.117 .155 .199 
.045 .054 .090 
.066 .068 .078 
.097 .095 .095 
.109 .109 .099 
.140 .131 .116 
.045 .046 .082 
.055 .059 .061 
.072 .071 .063 
.076 .077 .060 
.090 .083 .054 
0.25 10 
25 
50 
75 
100 
.073 .094 .162 
.169 .205 .248 
.260 .362 .404 
.432 .558 .587 
.492 .675 .694 
.072 .077 .143 
.155 .152 .159 
.299 .310 .260 
.421 .427 .340 
.524 .520 .412 
.057 .059 .093 
.091 .095 .070 
.180 .157 .068 
.241 .205 .069 
.370 .259 .062 
0.5 10 
25 
50 
75 
100 
.196 .212 .355 
.485 .625 .699 
.727 .887 .915 
.917 .984 .989 
.965 .996 .998 
.142 .181 .278 
.395 .459 .447 
.729 .781 .696 
.873 .911 .838 
.954 .970 .927 
.089 .099 .133 
.236 .218 .098 
.483 .425 .106 
.625 .570 .098 
.759 .686 .091 
powerful than either of the other statistics. This pattern is observed 
regardless of the distribution of the x^ . 
Notice that, for 0.0, x'd and x'R^  both maintain their a-level, 
regardless of the distribution of e.. Also, it is interesting to note 
that for 0.0, the simulations indicate that the t-test is anti-
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conservative for small values of n, again, regardless of the distribution 
of e.. 1 
For edouble exponential, x'd and i'Ey have very nearly the same 
power for all sangle sizes for 0.0, 0.1, and 0.25. However, for 
0.5, i*5y appears more powerful than x'd. For large samples, both 
statistics appear more powerful than the t-statistic. 
For Cauchy, x'd is most powerful with xsomewhat less 
powerful. For this error distribution, the t-statistic is much less 
powerful than either of the other test statistics. We speculate that the 
reason x'd is most powerful for Cauchy is that it is much less 
sensitive to the data than either of the other statistics. This lack of 
sensitivity proves robust against the large variations which occur when 
e^ ~ Cauchy. 
The one difference which occurs from one x—distribution to another 
is that, for x^ — Cauchy, x'd is less powerful relative to the other 
statistics than for the other x-distributions. This relative loss of 
power may occur because, for Cauchy, the magnitude of errors 
decreases relative to the values of x^ , and the lack of sensitivity of 
x'd is a shortcoming instead of an advantage. 
These results indicate that, for certain e-distributions, each x'd 
and the t-statistic do very well, but that x'R^  always seems competitive. 
In the absence of information about the distribution of the residuals, 
x'K is a good test relative to the other two. 
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Asymptotic efficiency 
Cogger (1979) claims that the asymptotic relative efficiency of his 
test versus the normal theory test (i.e., the t-test) is the same as that 
of the Sign test. In particular. Then the are distributed normally, 
the asymptotic relative efficiency (A.R.E.) of his test versus the t-test 
2 is —, or 63.7%. 
Bennett (1968) constructs a test based on a statistic con^ arable to 
z'^ , and he claims that the A.R.E. of such a test versus the normal 
theory test is given by 
(2.14) 12 I J {f(u)}^ du 
Then, if f(u) is the normal probability density function, the A.R.E. of 
x'R^  to the t-test is given by (2.14) as or 95.5%; if f(u) is the 
double exponential probability density function, the A.R.E. is given by 
(2.14) as 150%. 
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CHAPTER III. BESULTS BASED ON THE DISTRIBUTION OF & 
The techniques presented in Chapter 2 have, at best, limited 
applications as inference techniques. The testing and confidence 
interval techniques based on are limited because they do not have 
any direct connections to L^ , but rather provide inference for trend, 
independent of any specific regression criterion. In this sense, they are 
not truly hypothesis tests. The only technique presented in Chapter 2 
which has been shown to have any direct connection to is the technique 
first presented by Cogger, where the test statistic arises naturally out 
of the dual of the estimation problem formulated as a linear program. 
However, as pointed out in Chapter 2, this technique has rather serious 
shortcomings. 
In light of these limitations, we have considered additional 
techniques for use in hypothesis tests and confidence intervals. This 
chapter contains techniques which are based on the distributions of the 
parameter estimates themselves. 
Asymptotic Distribution of & 
There has been much interest in £., the estimator of &. 
Simulation studies concerning g, have been conducted by Ashar and Wallace 
(1963), Blattberg and Sargent (1971), Kiountouzis (1973), Rosenberg and 
Carlson (1977), Pfaffenberger and Dinhel (1978), and Wilson (1978). 
While most of these studies compare the small sample efficiency of and 
least squares estimators for various error distributions, the one by 
Rosenberg and Carlson addresses the distribution of g.. Theirs was a very 
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extensive stndy. and it indicated that is distributed approximately 
normally with mean B. and variance where (X'X).^  is the (i>i) 
J JJ JJ 
, 2 
element of the matrix (I'D , and Var(M ) = —, where M is the median of 
n n n 
a sample of size n. 
Resnlts of Bassett and TTn^ -nV^ 'r 
The assertions made by Rosenberg and Carlson (1977) were proven by 
Bassett and Eoenker (1978). For completeness, a statement of Bassett and 
Koenker's theorem follows: 
Consider i = 1,2, ..., n snch that 
(3.1) P(T.<y) = F 
P 
y - I ^ki^ k k=l 
where is the (k,i) element of a known nxp model matrix X_ 
n 
Theorem 3.1: (dne to Bassett and Eoenker (1978)) Let denote a 
sequence of unique estimates for model (3.1), and assume 
(i) F is continuous and has continuous and positive density f 
at the median, and 
(ii) lim 'X =Q, a positive definite matrix. 
V» ~ Then, n (B^ - B) converges in distribution to a p-dimensional normal 
2 
random vector with mean 0 and covariance matrix <i> Q , where ^  is the 
variance of the sample median, M^ , from random samples of size n from 
56 
distribution F (i.e., u ~2f(ij) '  ^is the median for F) . 
Inference based on the asTmptotic distribution of g_ 
Given the results of Bassett and Eoenker (1978), asymptotic 
hypothesis tests concerning g, arise naturally. Consider testing 
EQ:pj=0 against 0. 
Under 
P. 
(3.2) Z , = 
is asymptotically distributed N(0,1). Therefore, an asymptotic 
hypothesis test of E^ zg^ z 0 against would be given by rejecting 
Eg when 
> V2-
where is the upper a/2 percentage point from N(0,1) . Similarly, an 
asymptotic one-sided test of B-:p.= 0 against E. : P. > 0 would be given by 
o j a j 
rejecting HQ when Z^ . 
Analogously, asymptotic hypothesis tests can be developed for linear 
functions of g.. For instance, consider testing 
®0' Z.'&= S against B^ rr'iîtÇ. 
Under Eg, 
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is asymptotically distributed N(0,1), so an asymptotic hypothesis test of 
Egir'&= 5 against H^ ir'fiî^ Ç wonld be given by rejecting when, from 
(3.3). 
I:..1.1 > V2-
Asymptotic confidence intervals can also be developed based on the 
asymptotic test statistics given above. For example, an asymptotic 
100(l-a)% confidence interval for could be obtained by inverting (3.2) 
and would be: 
Similarly, an asynçtotic 100(1—a)% confidence interval for r'Ê. obtained 
by inverting (3.3), as discussed by Dielman and Pfaffenberger (1982), is: 
r'l ± Z^ /2" . 
Limitations of anulication of asvmptotic inference techniques 
There are two factors which could limit the application of the 
asymptotic results outlined above. First, since all of the techniques 
described above are based on the asymptotic distribution of any 
applications of these techniques for finite sangles are only 
approximations. In light of this, the rate of convergence of to 
normality is of interest. In other words, we want to know how large n 
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mast be before the distribution of can be adequately approximated by 
its asymptotic normal distribution. Second, a is nnknoim, so it most be 
estimated. ¥e are concerned with what techniques are available for 
estimation of a, and how the estimation of u will effect the testing and 
estimation results which assume that w is known. 
Rate of Convergence of & to Normality 
There has been little study of the rate at which the distribution of 
g. converges to its asymptotic normal distribution. We are interested in 
determining a sample size, n, for which the distribution of g. can be 
closely approximated by its asymptotic normal distribution. Dielman and 
Pfaffenberger (1984) conducted a simulation study to try to determine 
such an n. 
Simulation studv of Dielman and Pfaffenberger 
In their simulation study, Dielman and Pfaffenberger (1984) 
considered the linear models 
i^ = VPi'ii+"i 
and 
i^ = VPl':il+Vi2+^ i' 
and assigned PQ=0.0 and ^^ =1.0. They generated the values of all 
independent variables as N(0,1). Once generated for a given sample size, 
n, the values of the independent variables were held fixed for each 
trial. The disturbance distributions were varied for each trial and were 
generated as random variates from one of the following distributions: 
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(i) N(O.l), 
(ii) doable exponential (Laplace) distribution frith mean zero 
and variance 2, 
(iii) Canchy distribution centered about 0 with a scale 
parameter of 1, and 
(iv) a contaminated normal distribution consisting of random 
variates chosen from N(O.l) with probability 0.85 and from 
N(0,25) with probability 0.15. 
For each experimental setting determined by a disturbance distribution, 
5000 samples of size n were generated, and the model parameters were 
estimated using the algorithm of Armstrong, Frome and Sung (1979). The 
sampling distributions constructed from these estimates were tested for 
normality using the Lilliefors test, a modification of the Eolmogorov-
Smimov test. 
In addition to the calculation of Eolmogorov-Smimov statistics, 
Dielman and Pfaffenberger (1984) computed 95% confidence intervals for 
P j, j=0,l, (2). Their confidence intervals were based on the asyrçtotic 
results of Bassett and Eoenher (1978) and were computed as 
Pj ± 1.96 se(pj), 
where P. is the L. estimator for p., and se(p.)=w(I'%).. is the 
J 1 J J JJ 
standard error of the estimator. For Dielman and Pfaffenberger's 
simulations the true values of u were used in the confidence intervals, 
giving results analogous to those for least squares when a is assumed 
known. The true asymptotic value of w for each error distribution was 
calculated using w = 2ff(q) is the probability density function 
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of the disturbance distribution, evaluated at n, the median of the 
disturbance distribution. 
The results of the simulation study of Dielman and Pfaffenberger 
(1984) for the simple linear model are reproduced in Table 3.1. The most 
interesting thing abort the results of Dielman and Pfaffenberger is that 
they find converges to normality more quickly for c~Cauchy than for 
G - double exponential; this is surprising (which Dielman and 
Pfaffenberger note) since the Cauchy distribution has heavier tails than 
does the double exponential distribution. 
Critique of the work of Dielman and Pfaffenberger 
In considering the work of Dielman and Pfaffenberger (1984), we were 
struck by some possible problems with their investigation: 
First, they used N(0,1) for all of their simulations and did not 
consider the effect that different arrangements of the independent 
variables might have on the rate of convergence of to normality. 
Second, they made no effort to standardize their disturbance 
distributions. They used a normal distribution with a variance of 1, a 
contaminated normal distribution with a variance of 4.6, a double 
exponential distribution with a variance of 2, and a Cauchy distribution 
with a scale parameter of 1. One might expect that convergence to 
normality would occur at different rates when using disturbance 
distributions with different variances. 
Third, the results of Dielman and Pfaffenberger (1984) are not very 
strong. The strongest statement that they can make is that, for a=.10, 
Table 3.1 Simulation results of Dielman and Pfaffenberger 
Disturbance Distribution 
Normal Contaminated Normal 
Double 
Exponential Cauohy 
Pi- Pi Pr Pi Pr Pi Pr Pi 
.009 
>.10 
.011 
(.05,.10) 
.011 
(.05..10) 
.007 
>.10 
.019 
<.01 
.010 
>.10 
.021 
<.01 
.020 
<.01 
.015 
<.01 
.015 
<.01 
.009 
>.10 
.030 
<.01 
.024 
<.01 
.022 
<.01 
.017 
<.01 
.015 
<.01 
.031 
<.01 
.020 
<.01 
.017 
<.01 
.060 
<.01 
.036 
<.01 
.032 
<.01 
.012 .013 
(.05,.10) (.01,.05) 
62  
the hypothesis of normality cannot be rejected when the Eolmogorov-
Smimov statistic is less than 0.011. In oar opinioii lucre are better, 
more powerful test statistics than the Eolmogorov-Smimov statistic. The 
next section of this chapter is devoted to a more appropriate simulation, 
the techniques en^ loyed and corresponding results. 
Aonroach for our simulation studv 
In our simulation study, we attempted to address each of the 
reservations which we raised about the simulations of Dielman and 
Pfaffenberger (1984). Each of these concerns will be discussed and our 
prospective solution introduced. 
In light of our reservations about always generating X^ ~N(0.1}, we 
considered the following distributions of X^ : 
(i) X.-N(0,1) 
(ii) X.= i 
(iii) X.~N(0,25) 
(iv) Xj^ ~Cauchy(l) 
(v) X.-Double Exponential(1) 
(vi) X^ ~Exponential(1) 
It seems that for a simulation study cougaring the effects of 
different disturbance distributions, one should standardize the 
disturbance distributions used. Then any differences in convergence of 
Pj to normality would be due to differences in the shapes of the 
distributions involved, rather than due to differences in spread among 
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the distributions. 
To carry ont this standardization, we nsed a double exponential 
distribution with a variance of 1, we used a contaminated normal 
distribution divided by an appropriate constant to give it a variance of 
one. and we used a Cauchy distribution with scale parameter S. such that 
if e~Cauchy(8), P(-1.64^ e^ l.64) = .90. 
To test Eg:gj-normal, against all possible alternatives, we 
replaced the Eolmogorov-Smimov test with a Shapiro—Wilkes—type test for 
normality (see Filliben (1975), Royston (1982)). This test is based on 
the correlation between a sangle of ordered values and the expected 
values of the order statistics of the p^ , assuming Pj~N(0,l); the 
statistic confuted for this test is denoted r. Filliben and Roys ton 
have shown this procedure to be a good test of normality, at least 
comparable to other available tests. To conduct this test we found it 
necessary to generate rejection levels under Eg for a variety of a-
levels. We generated these based on n = 2000, our chosen number of 
simulations for each combination of an X distribution and a disturbance 
distribution. Our rejection levels are given in Table 3.2, where is 
such that, when p.-Normal, P(r <k ) =a for n = 2000. 
J Œ 
Results of our simulation studv 
Our simulations are summarized in Tables 3.3—3.8. Discussion of our 
results will begin by comparing Tables 3.1 and 3.3; Table 3.1 summarizes 
the simulation results of Dielman and Pfaffenberger (1984), and Table 3.3 
summarizes the results of our simulation conducted under the same 
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Table 3.2 Eejection levels for r given a and given n = 2000 
k 
a 
.005 .99876 
.010 .99896 
.025 .99905 
.050 .99918 
.100 .99932 
.250 .99948 
.500 .99962 
.750 .99972 
.900 .99978 
.950 .99981 
.975 .99983 
.990 .99984 
.995 .99986 
conditions as that of Dielsan and Pfaffenberger, namely, X^ -'N(O.l). Due 
to onr use of a different testing technique then that of Dielman and 
Pfaffenberger, onr comparison mast be based on p-values of the test 
statistics. The results of the two simulations are similar; the 
distributions of and converge rapidly to normality when the 
disturbance distribution is either normal or contaminated normal but 
converge slowly to normality when the disturbance distribution is either 
double exponential or Cauchy. It appears that, for X^ ~N(0,1) and for a 
double exponential or Cauchy disturbance distribution, the distribution 
of is not normal for n less than or equal to 200. . 
However, when X^ =i. as for the simulation summarized by Table 3.4, 
convergence of the distribution of to normality is somewhat more 
rapid. For normal or contaminated normal disturbance distributions, a 
Table 3.3 Simulation results for X^~N(0«1) 
Disturbance Distribution 
n 
Normal Coataminated Normal 
Doub1e 
Exponential Cauohy 
Po Pi Po Pi Po Pi o 
cc
l 
Pi 
20 .99977 .99899 .99945 .99582 .99812 .99309 .98515 .97186 
(.75,.90) (.01,.025) (.10..25) <.005 <.005 <.005 <.005 <.005 
30 .99945 .99966 .99975 .99525 .99810 .99540 .99788 .99021 
(.10,.25) (.50,.75) (.75,.90) <.005 <.005 <.005 <.005 <.005 
50 .99969 .99932 .99847 .99750 .99794 .99579 
(.50,.75) .10 <.005 <.005 <.005 <.005 
75 .99910 .99701 .99924 .99679 
(.025,.05) <.005 ( .05,.10) <.005 
100 .99952 .99897 .99934 .99800 
(.25,.50) (.01,.025) ( .10,.25) <.005 
150 .99973 .99757 .99957 .99845 
(.75,.90) <.005 ( .25,.50) <.005 
200 .99933 .99787 .99964 .99834 
(.10,.25) <.005 ( .50,.75) <.005 
Table 3.4 Simulation results for i 
Disturbance Distribution 
Normal Contaminated Normal 
Double 
Exponential Cauchy 
P 0 Pi Pr Pi P 0 Pr Pi 
.99956 .99932 
(.25,.50) (.10,.25) 
.99964 .99973 
(.50,.75) (.75,.90) 
.99870 
<.005 
.99876 
<.005 
.99950 .99953 
(.25,.50) (.25,.50) 
.99700 
<.005 
.99701 
<.005 
.99779 
<.005 
.99845 
<.005 
.99939 
(.10,.25) 
.99835 
<.005 
.99700 
<.005 
.99897 
(.01,.025) 
.99900 
(.01,.025) 
.99970 
(.50,.75) 
.98462 
<.005 
.99261 
<.005 
.99898 
(.01,.025) 
.99853 
<.005 
.99850 
<.005 
.99945 
(.10..25) 
.98178 
<.005 
.99465 
<.005 
.99793 
<.005 
.99929 
(.05,.10) 
.99872 
<.005 
.99973 
(.75,.90) 
Table 3.5 Slmalation results for X^~N(0,25) 
Disturbance Distribution 
Normal Contaminated Normal 
Double 
Exponential Cauohy 
h Pi P 0 Pi 
.99977 .99900 
(.75,.90) (.01,.025) 
.99945 .99966 
(.10,.25) (.50,.75) 
.99945 
(.10,.25) 
.99975 
(.75,.90) 
.99585 
<.005 
.99524 
<.005 
.99969 .99936 
(.50,.75) (.10,.25) 
.99813 
<.005 
.99810 
<.005 
.99847 
<.005 
.99910 
(.025,.05) 
.99952 
(.25,.50) 
.99973 
(.75,.90) 
.99312 
<.005 
.99543 
<.005 
.99750 
<.005 
.99703 
<.005 
.99898 
(.01,.025) 
.99761 
<.005 
.98516 
<.005 
.99788 
<.005 
.99794 
<.005 
.99924 
(.05,.10) 
.99934 
(.10,.25) 
.99957 
(.25,.50) 
.97202 
<.005 
.99025 
<.005 
.99580 
<.005 
.99688 
<.005 
.99808 
<.005 
.99855 
<.005 
Table 3 .6  Simulation results for X^~Cauohy(l) 
Disturbance Distribution 
n 
Normal Contaminated Normal 
Double 
Exponential Caoohy 
Po Pi Po Pi Po Pi Po Pi 
20 .99945 .93144 .99924 .92479 .99775 .88729 .96117 .29925 
(.10,.25) <.005 (.05,.10) <.005 <.005 <.005 <.005 <.005 
30 .99962 .94136 .99925 .92808 .99713 .92760 .59641 .24437 
.50 <.005 (.05,.10) <.005 <.005 <.005 <.005 <.005 
50 .99972 .93421 .99923 .94435 .99848 .92609 .98749 .65798 
.75 <.005 (.05,.10) <.005 <.005 <.005 <.005 <.005 
75 .99966 .94294 .99952 .74691 .99927 .93752 .99965 .50046 
(.50,.75) <.005 (.25,.50) <.005 (.05,.10) <.005 (.50,.75) <.005 
100 .99969 .95577 .99911 .93233 .99814 .94196 .99961 .84133 
(.50..75) <.005 (.025..05) <.005 <.005 <.005 (.25,.50) <.005 
Table 3.7 Simulation results for Double Exponential(1) 
Disturbance Distribution 
n 
Normal Contaminated Normal 
Double 
Exponential Cauohy 
Po Pi Po Pi Po Pi Po Pi 
20 .99975 .99734 .99858 .98651 .99890 .99189 .99228 .95925 
(.75,.90) <.005 <.005 <.005 (.005,.01) <.005 <.005 <.005 
30 .99966 .99861 .99968 .99629 .99842 .99490 .99837 .97535 
(.50,.75) <.005 (.50,.75) <.005 <.005 <.005 <.005 <.005 
50 .99980 .99886 .99924 .99806 .99933 .99708 .99877 .98925 
(.90,.95) (.005,.01) (.05,.10) <.005 (.10,.25) <.005 (.005,.01) <.005 
75 .99957 .99972 .99966 .99931 .99917 .99806 .99919 .99492 
(.25,.50) .75 (.50,.75) (.05,.10) (.025,.05) <.005 (.05,.10) <.005 
100 .99978 .99943 .99789 .99819 .99928 .99815 
.90 (.10,.25) <.005 <.005 (.05,.10) <.005 
150 .99926 .99882 .99976 .99869 
(.05,.10) (.005,.01) (.75,.90) <.005 
200 .99934 .99780 .99959 .99827 
(.10,.25) <.005 (.25,.50) <.005 
Table 3.8 Simulation results for Exponentia1(1) 
Disturbance Distribution 
n 
Normal uontaminated Normal 
Double 
Exponential Cauohy 
Po Pi Po Pi Po Pi Po Pi 
20 .99971 .99646 .99B92 .98727 .99570 .98601 .98916 .94841 
(.50,.75) <.005 (.005,.01) <.005 <.005 <.005 <.005 <.005 
30 .99966 .99732 .99882 .99356 .99852 .99399 .98870 .96729 
(.50,.75) <.005 (.005,.01) <.005 <.005 <.005 <.005 <.005 
50 .99954 .99901 .99964 .99605 .99682 .99384 .99787 .98826 
(.25,.50) (.01,.05) (.50,.75) <.005 <.005 <.005 <.005 <.005 
75 .99975 .99946 .99922 .99678 .99934 .98906 
(.75..90) (.10,.25) (.05,.10) <.005 (.10,.25) <.005 
100 .99971 .99960 .99880 .99624 .99922 .99700 
(.50,.75) (.50,.75) (.005,.01) <.005 (.05,.10) <.005 
150 .99927 .99751 .99956 .99798 
(.05,.10) <.005 (.25,.50) <.005 
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sample size of 30 appears to be large enough to assure that is at 
least very close to normally distributed. Also from Table 3.4, a sample 
size of 100 is large enough to assure pg and are at least close to 
normally distributed when the disturbance distribution is double 
exponential, and a S8aq>le size of 150 is large enough when the 
disturbance distribution is Cauchy. 
Examination of Tables 3.5, 3.7, and 3.8 yields a similar pattern, 
with convergence to normality quite rapid for normal and contaminated 
normal disturbance distributions, and much slower for double exponential 
and Cauchy disturbance distributions. Also, notice that convergence is 
slower for distributions of the which have heavier tails (double 
exponential, exponential) than for the distributions of the X^  with 
lighter tails (normal) . This might lead one to conjecture that the rate 
of convergence of to normality is inversely related to the "heaviness" 
of the tails of the distribution of the X^ . This conjecture is supported 
when one considers Table 3.6, which summarizes the simulation when 
X.~Cauchy(l). From this table, although it appears that the 
distribution of becomes normal, there is no indication that the 
distribution of p^  will be close to normal for any but very large 
samples, given any of the disturbance distributions which we studied. 
This lack of convergence could be because an occasional sample of the X^  
could contain a very extreme value, one which would have a very large 
influence on p^  and reduce the effect of the rest of the X^ . 
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Estimation of u 
There are several methods (see, for exainple, David (1981. Chapter 
6)) which are designed to estimate u or, eqnivalently, Var(M^ ), where 
is the median of a saoule of size n. However, these methods only provide 
estimates for a given the specific probability distribution for which we 
intend to estimate Var(M ). We have, however, found two nonparametric 
n 
estimation methods which can be used to estimate <0. 
One nonparametric method was developed by Maritz and Jarrett (1978). 
Their method estimates Var(M) by assigning a weight to each of the n 
sangle order statistics of the residuals; these weights are assigned 
based on the expected values of the order statistics. This method seems 
very reasonable, but has a couple potential problems. First, it is 
difficult to compute the Maritz and Jarrett estimates, requiring either 
repeated computation of the incomplete beta function or storage of 
extensive tables of constant values. Maritz and Jarrett have designed 
their method to provide aa estimate of Var(M) based on small samples (as 
opposed to other estimation techniques which require large sangles to be 
reliable) so they use tables of coefficients for these small sample 
sizes. Second, their technique is biased for heavy-tailed distributions 
such as the Cauchy or double exponential distributions. This is a severe 
shortcoming since such heavy—tailed distributions are the ones which 
justify the use of the regression criterion, and they are exactly the 
distributions we are interested in. As a solution to this problem of 
bias, Maritz and Jarrett suggest using a Tinsorized estimate of Var(H) 
obtained by replacing the smallest k saisie order statistics by 
73 
and the largest k by where e^ ^^  is the i*^  smallest saa^ le 
residual. 
Another nonparaaetric estimation method vas presented by Coz and 
Hiskley (1974, pages 468-470). Their estimator is based on Var(M) being 
asymptotically l/4nf^ (T)), where, once again. i) is the population median 
(see Cramér (1946, pages 367-370)). To estimate Var(M) using this 
formula, one must estimate f(%), the value of the probability density 
function evaluated at the median. More generally, Coz and Hinkley find a 
consistent estimator of l/f($ ), where ( is the p^  ^percentile; their 
P P 
estimator is 
#3 AS ^(n, rpnl+t)"^(n, LpnJ-t) 
(3 4' 2t/n 
where IxJ is the greatest integer less than or equal to z, fz"] is the 
smallest integer greater than or equal to z, and t=0(n°), 0 < a < 1. To 
ea^ loy this method, continuity of the probability density function at 
is required. In practice, for any particular n, a numerical choice of t 
must be made in light of the smoothness of the density function. For 
this estimation technique, we have conducted a simulation study to try to 
get some feel for an appropriate t for each of several sample sizes and 
distributions of interest. For the simulation study, we generated 1000 
samples of size n for the model varying the distribution of e^ . 
The e-distributions used were: 
(i) Normal with mean zero and variance one, 
(ii) Double ezponential with mean zero and variance two. 
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(iii) Canchy with location parameter zero and scale parameter one, 
(iv) Triangle, with f(x) = l-|x|, -1 < x < 1. 
(v) Uniform (-1,1). 
For each sample we coa^ nted estimates of based on t = k*n^ ', for 
k = 0.15, 0.30, 0.45, 0.60, 0.75, and 0.90. 
The results of this simulation study are summarized in Tables 3.9 
and 3.10. Table 3.9 gives the means of the estimates, and Table 3.10 
gives standardized means of the estimates obtained by dividing the 
estimates by l/f(0), the value being estimated. Te will compare the 
performance of the estimator for the five e-distributions, so we will 
refer to Table 3.10, for which all entries are on the same scale. 
Analysis of the estimator led Cressie (1984, personal communication) 
to hypothesize that the estimator should work well when f'(x), the 
derivative of the density function, is small for x near t|. If this 
hypothesis is true, the estimator should work best for the uniform 
distribution, followed by (in order) the normal, Cauchy, double 
exponential, and triangle distributions. Also, since the double 
exponential and triangle distributions have peaks at i), one would expect 
them to fare much worse than the others since, for the others, f'Cq) =0. 
Examining Table 3.10, it is clear that the estimator performs well 
for the uniform and normal distributions, not quite as well for the 
Cauchy distribution, worse for the triangle distribution, and worst of 
all for the double exponential distribution. These results generally 
agree with those expected under Cressie's hypothesis. The only 
difference is that the simulation showed the estimator performing better 
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Table 3.9 Values of (3.4) for various t, n, and residual 
distributions 
•^ -fe 2tL®(rn/2T+t) *( Ln/2J—t)l 
Dist'n. l/f(0) n 
k a 
0.15 0.30 0.45 0.60 0.75 0.90 
Cauchy 3.142 50 3.260 3.312 3.301 3.294 3.360 3.415 
100 3.197 3.205 3.218 3.215 3.245 3.274 
300 3.211 3.167 3.201 3.223 3.219 3.203 
500 3.165 3.163 3.159 3.152 3.151 3.157 
Double 2.000 50 2.237 2.271 2.288 2.312 2.367 2.399 
Exp. 100 2.217 2.210 2.190 2.216 2.226 2.254 
300 2.114 2.096 2.104 2.112 2.120 2.135 
500 2.110 2.086 2.094 2.107 2.115 2.119 
Normal 2.507 50 2.537 2.584 2.570 2.597 2.579 2.590 
100 2.566 2.525 2.526 2.515 2.516 2.516 
300 2.509 2.523 2.536 2.536 2.532 2.529 
500 2.450 2.480 2.497 2.500 2.505 2.508 
Triangle 1.000 50 1.018 1.015 1.019 1.041 1.060 1.074 
100 1.038 1.030 1.041 1.043 1.043 1.052 
300 1.045 1.040 1.034 1.033 1.033 1.034 
500 1.002 1.017 1.028 1.031 1.036 1.037 
Uniform 2.000 50 1.987 1.983 1.975 1.975 1.963 1.963 
100 1.982 1.944 1.940 1.949 1.954 1.959 
300 2.037 2.012 2.013 2.002 2.008 2.009 
500 1.977 1.992 1.991 1.994 2.000 1.997 
for the triangle distribution than for the double exponential 
distribution, counter to the predictions made above. This difference may 
have occurred because, as well as how steep the density function is near 
1), it is important how far from the median the sampled points occur. 
For eiazqile, with n = 50. 
76 
Table 3.10 Standardized values of (3.4) for various t, n, 
and residual distributions 
rn/21+t) " ®( ln/2J-t)] 
a 
Dist'n. n 
0.15 0.30 0.45 0.60 0.75 0.90 
Cauchy 50 1.038 1.054 1.051 1.048 1.069 1.087 
100 1.018 1.020 1.024 1.023 1.033 1.042 
300 1.022 1.008 1.019 1.026 1.025 1.019 
500 1.007 1.007 1.005 1.003 1.003 1.005 
Double 50 1.118 1.135 1.144 1.156 1.184 1.199 
Exp. 100 1.109 1.105 1.095 1.108 1.113 1.127 
300 1.057 1.048 1.052 1.056 1.060 1.067 
500 1.055 1.043 1.047 1.054 1.058 1.059 
Normal 50 1.012 1.031 1.025 1.036 1.029 1.033 
100 1.024 1.007 1.008 1.003 1.004 1.004 
300 1.001 1.006 1.012 1.012 1.010 1.009 
500 0.977 0.989 0.996 0.997 0.999 1.000 
Triangle 50 1.018 1.015 1.019 1.041 1.060 1.074 
100 1.038 1.030 1.041 1.043 1.043 1.052 
300 1.045 1.040 1.034 1.033 1.033 1.034 
500 1.002 1.017 1.028 1.031 1.036 1.037 
Uniform 50 0.993 0.992 0.988 0.988 0.982 0.982 
100 0.991 0.972 0.970 0.975 0.977 0.979 
300 1.018 1.006 1.007 1.001 1.004 1.005 
500 0.988 0.996 0.996 0.997 1.000 0.998 
for the nniform distribution while 
®'-^ (26)~^ (25)' ®^ (^27)~^ (24)^  =0.124, Ef^ (28)~^ (23)^  =0.211 
for the double exponential distribution. So, although the derivative of 
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the density function of the triangle distribution is approximately twice 
that of the doable exponential distribution for vaines near the median, 
order statistics close to the median are expected to be about twice as 
far apart for the double exponential distribution as for the triangle 
distribution. These factors should cancel each other out and the 
estimator would be expected to perform similarly for the two 
distributions. This, in fact, seems to be the case. 
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CHAPTER IV. LIKELIHOOD RATIO TECHNIQUES 
The simnlations which are summarized in Chapter 3 indicate that 
saa^ le size needs to be quite large for one to confidently employ the 
asya^ totic inference techniques outlined. As another approach, we are 
going to consider maximum likelihood techniques. Te can use the maximum 
likelihood ratio statistic to yield hypothesis tests and confidence 
intervals of interest. 
as Maximum Likelihood Estimator of 
Once again, consider the linear model 
WPiV®i' 
However, this time we shall assume that e.~DE(Y). where DE(v) is « 
double exponential (Laplace) distribution with parameter y and, hence, 
has variance Zy. Then, (Y.- (gg+P^ Xj,)) -DECy), so 
f{yi;x.,T.Po.Pi) WÛ' 
or, equivalently. 
(4.1) L^^ (^y,PQ,PJ) = (2y) exp 
1=1 
From this expression, we will find maximum likelihood estimates of 
pQ and both when the parameter y is known and also when r is unknown 
and therefore must be estimated. We will first consider estimation with 
y known, and then with y unknown. 
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Maxirnnn likelihood estimation, x known 
When T is knonn, our goal is to maximize 
eqnivalently, to maximize InL^  with respect to gg and 
Note that 
n 
InL^ ^^ CpQ.PllT) = -nln(2Y) - ^  ly.-0^ +p^ x.) |. 
Also, 
(4.2) max InL (Pn'Pil?)" • .i. r-i«L,_^ (p„,Pjli.)] 
= -n In 2t - — 
Y 
min 5 ly^ -(pQ+PjXj)| 
(PQ,P )^ i=l 
By definition of the regression criterion. 
min j 5 
(PQ.Pj)li=l 
is minimized by (PQ,PJ )^, the joint estimator of (p^ .Pj^ ) . Thus, 
ytPo'^ llY) i: maximized by (pQ,pj^ ). Therefore, if 8.~DE(y) with 
Y known, then (Pq>P )^ is the joint maximnm likelihood estimator for 
Maximnm likelihood estimation. % Tinknown 
Now consider the problem of maximizing (^y.Pg.p^ ) with respect to 
y, Pg and p^ , when y is nnknovn. Again, maximizing 
equivalent to minimizing -In /^y,pQ,p^ ); this is 
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mm 
(T'Po'Pl) 
In the last section, minimized -InL^  with respect to 
Pg and for y given. Notice that the minimizing values. P^  and P^ , are 
free from y. they are the same regardless of the value given for y. 
Therefore, Pg and P^  will also minimize -In^ /Y.Pg.P^ ) with respect to 
PQ and P^ , even when y is unknown. 
To minimize -InL^  *ith respect to y, we note that 
t = Y - t jj^ i - ^ V Vi^  I • 
— y 1=1 
Setting the partial derivative equal to zero and solving for y we have 
that 
n 
(4.3) f = J ^  ly^ -(Pq+PixJI. 
i=l 
the mean absolute deviation about the L. regression line. 
Therefore, if e^ -DECy), with y unknown, then (Pg.Pj^ .y) is the joint 
maximum likelihood estimator for (PQ,P^ <y). 
X, the Maximum Likelihood Ratio Statistic 
The general form of the maximum likelihood ratio statistic X is 
sup L (6) 
sup L (6) 
e e " 
where 0 is the set of parameters of interest. From this statistic, HQ is 
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rejected in favor of if 
X < X . 
a 
where  ^a, PgCE) is the probability of event E occurring nnder 
Eg, with a as the level of the test. 
Consider testing the hypothesis 
®0"^ 1~® 
The following sections are devoted to developing statistics, X, for 
testing Eg against E^ , as defined above. We first derive X for y known, 
and then for y nnknovn. 
X, X known 
Let X^  denote X when y is known. Then, 
(4.4) X, = 
<pQ,p^ ) eKxK - Z 
From (4.2), (Pq»Pj^ It) is maximized by (p^ .Pj^ ), so the denominator of i.Z 
(4.4) is 
(4.5) snp Iv t/Po'Pil?) = —~ 
OQ,Pj)dRx!R  ^ (2Y 
For the numerator of (4.4), 
— exp 
( ?)* "ïl'VVïi'i'l i=l 
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(4.6) sup L (p ,p It) = sup L (p-.o!?) 
OQ,3^ )e®xO  ^  ^ P^ zBi 
Let pQ denote the estimator which satisfies (4.6) 
find Pg such that 
lnL^ ^^ (PQ,0|y) = sup[lnL^ ^^ (PQ,0|Y)] 
Pn 
= snp' 
Hence, we want to 
n 
_1 
Y 
. 1=1 
- nln(2r) 
1 Iji-Pol + n ln(2Y) 
In view of the properties of the sample median, (4.6) is minimized hy 
PQ=N ,^ the sample median of the y-vector. We, therefore, have that 
(4.7) K ,/Pn'OlY) =  ^_ e*P 
BQE» ° (2?)* "r i=l 
Therefore, substituting (4.5) and (4.7) into (4.4) yields 
(4.8) 
(2y) 
exp 
\ = 
(2?)' 
•exp 
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= exp 
1=1 1=1 
X, X 
Now, let denote X when y is nnknoim. Then, 
(T.Po.Pir^ eK^ xRxO^ '^^ ^^ '^ ®'^ ^^  
X^  = 
\ -(T.pQ.Pi) 
(y.pQ.Pi) elR xExR -'= 
(4.9) 
From above, we have that maximized by (t»Pq»Pj) where 
and P^  are the estimators of p^  and P^ , and from (4.3), 
1=1 
Therefore, the denominator of (4.9) is 
(4.10) sup L (y.Pn.P,) = -ezp 
(t-Po-^ l' (2t)° "-i . Y 1=1 
_n 
L i=l 
exp(-n) 
For the numerator of (4.9), 
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(4.11) sup 
(Y'Pg'Pl) el^ xIRxO 
STip L^ ^^ (y,pQ.O). 
(y,PQ)C1R'^ X]RXO 
Now, let y, PQ denote the estimators which satisfy (4.11). Hence, we 
want to find (f.^ )^ snch that 
(4.12) InL 
W »Pa' 
n 
~y 5 ly;- ~ 
' i=l 
n 
y J '^ i~^ o' 
= snp 
(Y'Po) 
= - inf 
(T.Po) 
Independently of y, InL^  maximized with respect to by 
PQ=M^ . Therefore, to maximize (4.12) with respect to y, we note that 
}M-h\ 
1=1 
+ a 
Setting this quantity eqnal to zero, and solving for y, we have that 
1=1 
i=l 
Substituting ?, into (^y.Pg.O) gives 
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(4.13) snp L (y.p-,0) 
(2?)* 
eip 
_n 
i=l 
exp(-ii) 
Now, sTibstituting (4.10) and (4.13) into (4.9), we have tlat 
(4.14) 
exp(-n) 
X, = 
exp(-n) 
• 1=1 
J |yi-(Po*Vi^' 
1=1 
Ibi-*z! i=l 
Distribution of X 
Typically, negative two times the natural logarithm of the 
likelihood ratio statistic (-2 In X) is asymptotically distributed chi-
sqnare with k degrees of freedom, where k is the number of parameters 
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being tested (see, for example, Wilks (1962, page 410) or Cox and Hinkley 
(1974, pages 312-314)). The standard theorems used to establish 
asymptotic chi-sqaaredness all have, as one of their regularity 
conditions, that the matrix of second partial derivatives of -2 In X be 
positive definite (again, see Wilks or Cox and Hinkley). The standard 
theorems do not apply here; in particular, -2 In is a piecewise linear 
function so the matrix of second partial derivatives is zero (except at a 
finite set of points for which the derivatives do not exist), so -2 In 
does not satisfy the regularity conditions. 
We believe -2 1nX.^  and -2 In are each asymptotically chi-square 
with one degree of freedom, even though we have not yet been able to 
verify this theoretically. We have conducted simulations which support 
this contention; for each of the sample sizes listed in Table 4.1, 10,000 
data sets were generated, -2 In X^  and -2 In X^  were computed for each data 
set, and the first six sangle moments were computed. Notice that as n 
increases, the sample moments get closer to the population moments for a 
chi-square distribution with one degree of freedom. This is not proof 
that -2 In X^  and -2 In X^  are asymptotically chi-square with one degree of 
freedom, but rather an indication that they are not very far from having 
this distribution. 
We also conducted chi-square goodness of fit tests of 
2 2 
Eg : -2 In X — x^  ^ against -2 In X f x^ .^ 
(Note: For small sangle sizes, we also conducted chi-square goodness of 
fit tests using  ^^  as the hypothesized distribution. The results of 
these tests were not very different from those summarized below.) For a 
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Table 4.1 Saaçle moments of -2 In and -2 In 
Statistic Sample moment 3 4 5 
50 
100 
200 
300 
400 
500 
-2 In A. 
-2 In A., 
-2 Ink 
-2 InA-j 
-2 In 
-2 In A-j 
-2 In X. 
-2 InXj 
-2 InX. 
-2 1nX.J 
-2 1nX. 
-2 Ink. 
1.20 
1.24 
1.13 
1.15 
1.06 
1.07 
1.05 
1.06 
1.05 
1.05 
1.04 
1.05 
3.90 
4.16 
3.52 
3.61 
3.22 
3.27 
3.13 
3.18 
3.16 
3.18 
3.16 
3.18 
20.58 
22.91 
18.06 
18.62 
15.70 
16.02 
15.34 
15.78 
15.62 
15.62 
15.53 
15.62 
147.25 
172.08 
131.19 
134.50 
102.63 
103.76 
103.40 
108.15 
107.05 
103.34 
103.12 
103.34 
1294.6 
1592.6 
1248.4 
1257.0 
807.2 
814.3 
865.7 
926.5 
925.6 
847.2 
850.1 
847.2 
13.144.5 
16,987.5 
14,605.9 
14,274.0 
7374.3 
7372.2 
8408.7 
9265.0 
9410.1 
8162.8 
8230.7 
8162.8 
Population moments 1.00 3.00 15.00 105.00 945.0 10,395.0 
Standard deviation 
of sample moments 0.014 0.098 1.01 14.20 255.7 5622.5 
given sangle size, n, we generated 1000 data sets, each of n x.y-pairs, 
2 
and we contpnted -2 Inl^  and -2 In for each set. We divided into 
twenty eqniprobable intervals and, for each sample size, cosçnted 
(f.-50)^  
I-i=i " • 
where fthe nmhber observed in interval i, and 50 = the number expected 
in each interval (since the twenty intervals are equiprobable and there 
are 1000 data sets). Under H^ , so one would reject at the 
o-level if X^ >x^  . Table 4.2 gives the calculated values of the 
statistics and a range for their p—values, based on the data sets 
generated. Notice that as n increases, the p—values of the test 
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statistics increase, and for n = 600, 700, 800, and 1000, cannot be 
rejected for o as large as 0.25. As above, these results do not prove 
theoretically that -2 In A. is asymptotically z^ , but, for large sauries, 
this hypothesis also cannot be rejected. 
2 Table 4.2 Chi-sqnare goodness of fit for testing -2 ln%^ —z^  ^
Sample _2 
Size  ^
-2 In -2 In 
p-valne p-valne 
50 66,60 <.005 67.52 <.005 
100 62.48 <.005 42.00 <.005 
150 42.16 <.005 43.52 <.005 
200 24.62 (.10,.25) 27.00 (.10,.25) 
250 35.12 (.01,.025) 39.80 <.005 
300 32.48 (.025,.05) 31.72 (.025,.05) 
350 32.16 (.025,.05) 35.20 (.01,.025) 
400 28.44 (.05,.10) 24.92 (.10,-25) 
500 41.24 <.005 42.04 <.005 
600 20.08 (.25,,50) 20.96 (.25,.50) 
700 19.92 (.25,.50) 22.12 (.25,.50) 
800 17.52 >.50 16.68 >.50 
900 28.28 (.05,.10) 31.80 (.025,.05) 
1000 16.72 >.50 18.64 (.25,.50) 
Application of X to Inference 
Application of the above results to inference is relatively 
straightforward. In a general setting, use of the likelihood ratio 
statistic with y unknown, is more appealing than use of which assumes 
Y is known. This is analogous to basing inference about the mean of a 
normal population on the t distribution (population variance assumed 
unknown) instead of on the normal distribution (population variance 
assumed known). Thus, we will discuss inference based on 
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Hypothesis tests based on 
To test HQ:P =^0 against 0, one rejects if -2 In Xg > %o» 
where is such that P(-2 In > 2^ ) =a, the level of the test. If one 
2 2 
assumes -2 1nX. is chi-sqnare, then %^ = i . , where x . is the a Z U a,i a,J. 
percentage point of a chi-sqaare random variable with one degree of 
freedom. Otherwise, depends on the exact distribution of -2 In , a 
distribution which is unknown but depends on n, the sample size. 
We will conduct the test of zero slope for Data Set 1, given in 
Table 2.3, page 35. For this data set, -2 ln%2= 55.82. First, we will 
conduct the test assuming that -2 In Ii&s a chi—square distribution with 
one degree of freedom; for this case, HQ would be rejected, since 
2 
-2 Inx 05 1 ~ 3.84. Therefore, for Data Set 1, the hypothesis of zero 
slope would be rejected at the .05 level. Next, we will conduct the test 
assuming that —2 In is not distributed chi—square with one degree of 
freedom. Simulations of critical values of the distribution of -2 In 
and —2 Infor several values of n are summarized in Table 4.3. Each of 
the values in Table 4.3 is based on 10,000 samples, each of size n. 
However, these values were simulated under the assumption that e^ ~double 
exponential, the residual distribution for which and X^  are likelihood 
ratio statistics. If this assun^ tion is not true and the residual 
distribution is not chi—square, then some other set of critical values 
might be appropriate. Notice that for n = 10, the simulated critical 
value is 5.90. Thus, since the value of -2 In X^  observed for Data Set 1 
is greater than 5.90, one would still reject H^  at the .05 level. 
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Table 4.3 Simulated critical values for —2 1nX, a=.OS 
n -2 In X, -2 1nX, 
5 5.29 7.83 
10 5.08 5.90 
25 4.59 4.92 
50 4.38 4.48 
75 4.22 4.35 
100 4.15 4.28 
150 4.15 4.14 
200 4.02 4.04 
250 4.02 4.04 
For completeness, consider testing the hypothesis of zero slope for 
Data Set 2, given in Table 2.5, page 37. For this data set, 
-2 In 1^ = 6.04. First, conducting the test based on the assumption that 
-2 In has a chi-square distribution with one degree of freedom, 
6.04) 3.84, so the hypothesis of zero slope would be rejected at the .05 
level. Then, without the assumption of chi-squareness, 6.04>5.90, so 
the hypothesis of zero slope would still be rejected at the .05 level. 
Confidence intervals based on ^  
Confidence intervals for based on can be found by inverting 
the test statistic. However, as with i'Sy from Chapter 2, the inversion 
does not have a closed form. To find such confidence intervals, we have 
written a FORTRAN program which varies in both directions from 
until -2 In becomes greater than or equal to X^ , where, again, is 
either %  ^or the simulated .05 level of the exact distribution of 
-2 In given the sample size. This program is listed in Appendix A. 
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As examples of this confidence interval technique, consider again 
Data Sets 1 and 2, given in Tables 2.3 and 2.5. For Data Set 1, if the 
distribution of -2 In assumed to be chi-sqnare with one degree of 
freedom, a 95% confidence interval for is (19.18,20.62), and using 
the simulated critical value, a 95% confidence interval for is 
(18.91, 20.89). For Data Set 2, the 95% confidence interval obtained 
under the chi-square assumption is (2.12, 22.00) and the 95% confidence 
interval using the simulated value is (0.14,25.17). 
Power of X 
In Chapter 2, we compared the power of tests based on x'd (Cogger's 
(1979) test statistic) and %'R^  to tests based on the t-statistic. Here, 
we will compare the power of tests based on and to tests based on 
the t-statistic. As in Chapter 2, our first comment is that the results 
of the power study were similar regardless of which x-distribution was 
used; because of this, we will use Table 4.4 to illustrate our comments; 
Table 4.4 is a table of simulated power for x^ ~N(0,l) and is made up of 
excerpts from the tables in Appendix C. 
One of the first things that we noticed is that, for 0.0 and 
double exponential (DE), both and X2 are quite anti-conservative 
for small values of n. This is surprising since X^  and X^  were derived 
assuming e^ ~DE; they should maintain their level here (i.e., they should 
reject with probability .05). However, these large simulated rejection 
probabilities arise not from a problem with the statistics, but rather 
from the assuiq>tion that -2 InX^  and -2 In X^  have chi-square 
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Table 4.4 Snmnary of power study for X^ . when %^ ~N(0,1) 
8J~N(0,1) ej~dble.exp. Cauchy 
P1 * X, X, t X, X, t X^  X^  t 
0.00 10 
25 
50 
75 
100 
.076 .168 .094 
.054 .113 .062 
.070 .111 .054 
.068 .114 .055 
.076 .119 .051 
.095 .122 .077 
.079 .084 .062 
.071 .076 .059 
.055 .060 .061 
.059 .062 .056 
.193 .057 .077 
.158 .021 .057 
.140 .005 .062 
.139 .012 .056 
.131 .007 .055 
0.10 10 
25 
50 
75 
100 
.086 .182 .107 
.091 .157 .098 
.120 .174 .131 
.146 .213 .171 
.173 .243 .199 
.105 .140 .090 
.102 .115 .078 
.120 .128 .095 
.140 .145 .099 
.167 .172 .116 
.207 .061 .081 
.172 .026 .062 
.154 .017 .065 
.190 .016 .063 
.196 .015 .054 
0.25 10 
25 
50 
75 
100 
.144 .241 .162 
.229 .333 .248 
.360 .444 .404 
.535 .617 .587 
.613 .694 .694 
.160 .197 .143 
.236 .241 .159 
.407 .412 .260 
.532 .533 .340 
.601 .634 .412 
.251 .081 .096 
.258 .052 .070 
.327 .054 .072 
.439 .070 .077 
.508 .077 .066 
0.50 10 
25 
50 
75 
100 
.317 .434 .355 
.652 .723 .699 
.851 .891 .915 
.965 .976 .989 
.989 .993 .998 
.337 .385 .278 
.617 .621 .447 
.867 .867 .696 
.952 .947 .838 
.986 .984 .927 
.369 .148 .141 
.502 .157 .087 
.733 .245 .112 
.847 .354 .109 
.911 .436 .098 
distributions. We addressed this problem in the creation of Table 4.5; 
the rejection probabilities for and in this table are based on the 
simulated critical values given in Table 4.3. Notice that, in Table 4.5, 
tests based on X^  and X^  are not anti-conservative for e.~DE. 
Consider also the simalated rejection probabilities for X^  and X^  
when 3^ =0.0 and the residual distribution is either normal or Canchy. 
When normal, X^  maintains its a-level pretty well while X^  is anti-
conservative. We think X^  is anti-conservative because, for e^ ~normal, 
y is under—estimated. Also, when e^ ~Cauchy, X^  is anti-conservative 
while X^  is very conservative. Here, we think X^  is conservative because. 
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Table 4.5 Sinralated power of X with empirical critical 
vaines for i.~N(0,l) 
e^ ~N(0.1) 8.~ 1 DE c Cauchy 
n 1?, S I?, 
0.00 10 .036 .066 .052 .043 .128 .017 
25 .036 .079 .042 .044 .097 .009 
50 .051 .087 .051 .051 .108 .007 
75 .061 .099 .040 .040 .100 .003 
100 .078 .110 .047 .047 .107 .003 
0.10 10 .040 .072 .047 .057 .133 .020 
25 .057 .096 .059 .060 .117 .008 
50 .113 .158 .099 .102 .145 .009 
75 .126 .164 .136 .127 .184 .004 
100 .156 .211 .134 .136 .159 .008 
0.25 10 .076 .114 .080 .088 .159 .032 
25 .156 .213 .157 .145 .179 .025 
50 .316 .386 .363 .356 .308 .038 
75 .460 .526 .494 .481 .395 .048 
100 .588 .660 .609 .602 .465 .071 
0.50 10 .206 .262 .214 .190 .245 .061 
25 .508 .581 .502 .471 .420 .085 
50 .814 .864 .854 .839 .709 .203 
75 .942 .957 .958 .952 .855 .279 
100 .979 .985 .985 .985 .923 .385 
for e.-Canchy, y is over-estimated. These results tell us that the 
likelihood ratio test derived under the assumption that residuals have a 
double exponential distribution, is quite sensitive to that assumption. 
Without discussing power for 0.0, one might already doubt the 
wisdom of using or X^  when the residual distribution is unknovm. This 
result is the opposite of Chapter 2, where i'Ey appeared to be an 
appropriate test statistic to use when one did not know the residual 
distribution. However, tests based on the t-statistic seem to have the 
same sensitivity to residual distribution as those based on X^ . For 
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Canchy. tests based on t are even more conservative than those based 
on Also, notice that the power of is competitive with that of t, 
even for a.-normal. 
95 
CHAPTER v. SUMMARY AMD FTTTDRE CONSIDERATIONS 
In this dissertation, we tried to develop inference techniques for 
regression. In particular, we attempted to develop techniques for 
conducting inference about the slope in the simple regression model 
(5.1) Y = ^ 0+ + e. 
where, again, Y is a dependent variable, z is an independent variable, Pg 
and are model parameters, and e is a random disturbance with 
distribution function F. 
Summary 
In Chapter 2, we used nonparametric techniques to conduct inference 
for P^ . The power of the hypothesis tests developed in Chapter 2 is 
relatively good, and the tests are robust against all residual 
distributions. However, these are not truly "L^  inferences" since there 
is no direct connection between these nonparametric inferences and the 
regression criterion; instead, these are inferences concerning p^ , 
independent of any regression criterion. These nonparametric inference 
techniques are among the most promising of the inference techniques 
considered in our study. 
In Chapter 3, we ezamined the asya^ totic distribution of the 
estimator, p^ , of p^ ; this estimator is asyi^ totically normally 
distributed (Bassett and Eoenker (1978)). However, we conducted 
simulation studies that indicate convergence to normality is not 
generally very rapid, so that very large sauries are needed to treat P^  
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as normally distributed. 
In Chapter 4, ve examined inference techniques based on likelihood 
ratio statistics derived assuming a double exponential residual 
distribution. Vhen the residual distribution assumption is met, these 
inferences are clearly the most powerful of the ones ve considered. 
Eovever, they seem quite sensitive to this assumed residual distribution; 
this same sensitivity to residual distribution appears with inference 
based on Student's t, which is the maximum likelihood ratio statistic 
when the residual distribution is assumed to be normal. So, if there is 
reason to believe that the residual distribution is double exponential, 
the likelihood ratio techniques developed in Chapter 4 are appropriate. 
However, if this assumption of double exponential residuals is in doubt, 
one should be careful about using these techniques. Similarly, one 
should be very careful about using inference based on t when there is 
doubt about whether the residual distribution is indeed normal. 
In Chapter 4, we were unable to prove theoretically that -2 In X was 
asymptotically distributed chi—square with one degree of freedom, where X 
is the maximum likelihood ratio statistic mentioned above. However, our 
evidence indicates that this result is true or nearly true: First, as n 
increases, the first six sample moments of —2 In%, confuted from 
simulated data sets, seem to be approaching the corresponding population 
moments. Second, for large n, goodness of fit tests fail to reject the 
hypothesis that -2 1nX is distributed chi-square with one degree of 
freedom. 
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Future Considerations 
As mentioned above, the inference techniques developed in this 
dissertation have been designed for the slope in model (5.1). Such 
inferences are important, but they do sot answer all of the questions 
which might be asked about regression. Two other ii^ ortant questions 
follow: First, how does one conduct inference for the parameters in 
multiple regression models? Techniques from Chapters 3 and 4 can be 
generalized to address this question, but the techniques from Chapter 2 
are extremely difficult to generalize. Second, how does one obtain 
prediction intervals for regression models? To address this question, 
assuo^ tions must be made about the residual distribution. The question 
can be addressed using the assumption, made in Chapter 4, that the 
residual distribution is double exponential, or one can address the 
problem assuming any known residual distribution. 
In summary, there is still much research to be done concerning 
inference for regression. We do not believe will replace least 
squares as "the" regression criterion, regardless of availability of 
inference techniques. We do hope, however, that this dissertation 
contributes to making a viable alternative to least squares in cases 
where least squares has potential problems; that is, cases where there is 
reason to believe the residuals do not follow a normal distribution. 
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APPESDH A: CŒfPDTER PROGRAMS 
Exact Distribution of x'R 
—y 
The following PASCAL program computes the exact distribution of 
x'^ , given the sample size and the vector x. The program listed 
here runs on the VAX 11/780 at St. Olaf College. This is a recursive 
program, and its key is a procedure called PERM which recursively 
generates all permutations of the numbers from 1 to n; these are the 
elements of the array R^ . The procedure PERM is based on an 
algorithm designed by Bud Meador, Numerical Analysis Section, 
Statistical Laboratory, Iowa State University. For each of the 
possible values of R^ , x'R^  is computed and the result tallied to 
construct the exact distribution of x'^ . This program takes a long 
time to run, since it needs to process nl permutations. It is 
infeasible to try to use this program for n larger than eleven or 
twelve. The program follows: 
(* This program computes the exact distribution of the 
* statistic X prime times rank y—hereafter abbreviated 
* xpry--by exhaustion. All of the permutations of the 
* array (1, 2, ..., n)—the possible values of rank y—are 
* generated, and xpry is confuted for each. *) 
program xpry(input,output); 
type 
parr=array [0..12] of integer; (• Both the x-vector • 
• and l,...,n ar in • 
• arrays like this. •) 
var 
i, n, minsum, maxsum:integer; 
fact, meansum, sdsum, m, sx, ssx:real; 
parameter, xzparr; 
probstarrayCO..2000] of real; 
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(***** EVALUATE $*$»$**»$$$#*$******#**$ **$*$$*** »*$*$$*) 
(• Given an array "x" and an array "paraneterr", this • 
* procedure computes x prime times parameter, which is the * 
* same as the sum of (x sub i) times (parameter snb i) *) 
procedure evaluate(n:integer; parameter:parr); 
var i, sum, ptr:integer; 
begin 
snm:=0; (* The sum is initialized here *) 
for i:=l to n do 
sum:=sum + x[i]*parameter[i]; 
ptr:=snm - minsum; 
probslptr]:=probsIptr] +1.0; 
end; (• EVALUATE •) 
(•*«** PERM #$*$*$*$*******$$$****$***#$***»$****$***») 
(* Recursively, PERM generates all nl permutations of * 
* 1. 2, ...» n. This procedure was designed by Bud Heador at * 
• Iowa State University. *) 
procedure perm(n,k:integer;parameter:parr); 
var i,j:integer; 
begin 
for i:=l to k do 
begin 
for j:=1 to k do 
parameter[j-l]:=parameter[j]; 
parameter[k]:=paraneter[0]; 
if k<n 
then perm(n, k+1, parameter) 
else evaluate(n, parameter); 
end; (• for i *) 
end; (* PERM *) 
(***** RFACT ***»*$*#**$**$$*$$$$$*$»$$*$***$»******$) 
(* This procedure computes rn! recursively * 
• (i.e., m!=m*(m-l)!), where m is the real equivalent of • 
• an integer n. •) 
function rfact(m:real) :real; 
begin 
if m<1.0001 
then rfact:=1.0 
else rfact:=rn*rfact(ra-1.0); 
end; (• RFACT •) 
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(****• OUT **#*#,#,*$*#*****#*###**#**#*#*$*#*****$** 
(• This procednre outputs the distribution of xpry. *) 
procedure out; 
var sum, ptr:integer; 
p.z:real; 
begin 
writelnC '); writeln( ' '); 
writeln(' x=sum z=std sum F(z) No.=x'); 
writeln(' '); 
p:=0; 
for ptr:=0 to 200 do 
begin 
if p rob s [ptr] <>0 (• Only print if a point has * 
• positive probability *) 
then begin 
sum:=minsum+ptr; (• sum is the value * 
• of xpry •) 
p:=p + probs[ptr]/fact; (• cumulative prob • 
• —prob xpry < sum. •) 
z:=(sum-ineansum)/sdsum; (* std. value of xpry. •) 
i*riteln(sum:8,2:ll:5,p:ll:5,probs[ptr] : 8:0) ; 
end; (• then *) 
end; (* for *) 
end; (» DDT •) 
(***** MAIN PAST OF THE PROGRAM ************#**************) 
begin 
(* User inputs the sample size and the x—vector here. * 
* Note: N should not be greater than 12. *) 
write{'What is N, the sample size? '); read(n); 
writeln('Enter the',n:3,' values of Î from your data set.'); 
for i:=l to n do 
begin 
read(x[i]); (• x-vector read here *) 
parameter[i] :=i; (» rank y initialized here *) 
end; (• for *) 
writelnC '); 
m: =n; (• m is the real equiv. of n *) 
for i:=0 to 200 do 
probsEi]:=0.0; (• initialize the vector which • 
* tallies the individual probs *) 
fact:=rfact(m) ; (• fact=n! (n factorial) *) 
writelnCN = ',n:9); (» echo input information *) 
writelnCN! = ',fact:9:0); 
writelnC '); writelnC' '); 
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minsam:=0; (• minsmn = min. value of xpry *) 
maxsiim:=0; (• mazsum = max. value of xpry •) 
SX:=0.0; {* sx = sum of x *) 
ssx:=0.0; (• ssx = sum of (x squared) •) 
for i:=l to n do (•in this loop we compute sx, • 
* ssx, minsum, and maxsum. *) 
begin 
minsum: =minsum+x[i]*(n—i+l) ; 
max sum:=max sum+x[i]*i; 
sx:=sx+x[i]; 
ssx:=ssx+x[i]*x[i]; 
end; (* for •) 
meansum:=(minsum+maxsum)/2.0; (* xpry has a symmetric * 
* dist'n, so meansum— * 
* mean of xpry—is ave • 
* of the min. and max. *) 
sdsum:=sqrt( (m+1) *(rn*ssx-sx*sx) /12.0) ; 
writeln('Min sum =',minsum:4,' Max sum =',maxsum:4); 
writeln('Mean sum='.meansum:7:2,' St dev sum=',sdsum:10:4); 
writeln(' '); 
perm(n,2,parameter); (* Compute the exact distri— * 
• bution of xpry. PERM is a • 
• recursive procedure which • 
* finds all permutations of an * 
• array of n elements. *) 
writelnC '); 
out; (• output the results here. *) 
end. (• XPRY •) 
Confidence Interval for 6, Based on x'R 1 —y 
The following PASCAL program finds a 95% confidence interval of 
based on the normal approximation to the distribution of x 'R^ . 
The program finds the confidence interval for by allowing to 
vary, the confidence interval containing all values of for which 
x'R^ -E(x'R^ ) 
Std. Dev.(x'R ) 
F 
are in the interval (-1.96, 1.96). 
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(* This program finds a 95% confidence interval for 
* the slope of a single linear regression line, given the 
* sample size and the (z,y) pairs. The program does not work 
* in a very glamorous way, hnt works down from 100 for the 
* upper confidence limit and np from -100 for the lower 
* confidence limit. The interval is based on x prime times 
* rank of y (hereafter abbreviated xpry), and, more specific-
* ally, the normal approximation to the distribution of xpry. 
* This program operates quickly if the npper confidence 
* limit is less than 100, and the lower confidence limit is 
* greater than -100. If either or both of these conditions 
* is unsatisfied, the program may take a while to find the 
* confidence interval. 
program ci(input,output); 
type 
parr=array[l..20] of real; 
var 
i,n:integer: 
lower,upper,z,mean,stdev:real; 
x,y:parr; 
(•••• SUMMARIZE 
(* This procedure computes the mean and the standard de— * 
* viation of xpry. It finds the mean by using the fact that * 
* xpry has a symmetric distribution, so the mean is just the * 
* average of the min and the max values of xpry. *) 
procedure summarizeCn:integer;x:parr); 
var 
i:integer; 
min,max,sx,ssx,m:real; 
begin 
m:=n; 
min:=0; (* min is the minimum value of xpry *) 
max:=0; (• max is the maximum value of xpry *) 
sx:=0; (* SX is the sum of the x's *) 
ssx:=0; (* ssx is the sum of the x's squared *) 
for i:=l to n do 
begin 
min:=min+x[i]*(n—i+1); 
max:=max+x[i]•i; 
sx:=sx+x[i]; 
ssx:=ssx+x[i]*x[i]; 
end: (• for •) 
mean:=(min+max)/2.0: (* mean is ave of min and max *) 
stdev:=sqrt((rn+l.0)*(rn*ssx-sx*sx)/12.0); 
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end; (• SUMMARIZE •) 
(**** XPRY 
(• This function returns the value of x prime times rank * 
• of yhat; yhat is the residual of y — beta • x. To • 
• compute xpry, the values must be sorted by increasing values * 
• of yhat, and then sum of i * (x sub i) is taken, and * 
• returned as xpry. * 
• vecl is X, and vec2 is yhat *) 
function xpry(n:integer;vecl,vec2:parr):real; 
var 
k,j: integer; 
tempzreal; 
begin 
for k:=l to n—1 do (* The sorting is done in the • 
• tiro for loops. •) 
for j:=1 to n-k do 
if vec2[j+l3<vec2[j] 
then 
begin 
temp:=vec2[j+l]; 
vec2[j+l]:=vec2[j]; 
vec2[j]:=temp; 
temp:=vecl[j+l]; 
vecl[j+l]:=vecl[j]; 
vecllj]: =temp; 
end; (• if-then •) 
teinp:=0; 
for k:=l to n do (* This loop computes xpry. -) 
temp:=temp+k*vecl[k]; 
xpry:=temp; 
end; (• XPRT •) 
($**$ FIKDZ *****************************************************) 
(* This function finds z, the standardized value of xpry. * 
* Given the sample size, the proposed slope, and the x and y * 
* vectors, it finds yhat=y-bcta*x, and calls the function 3PRY * 
* to find the value of xpry for x and yhat. Then xpry is • 
* standardized by subtracting its mean and dividing by its * 
* standard deviation, both of which are computed in the * 
* procedure SUMMARY. *) 
function findz(n:integer;x,y:parr;beta:real):real; 
var 
i:integer; 
Ill 
sum:real; 
yhatiparr; 
begin 
for i:=l to n do (* This loop finds yhat *) 
yhat[i]:=y[i] -beta*x[i]; 
snm:=xpry(n,i,7hat); 
fisdz:=(snm-mean)/stdev; (* findz is the standardized * 
• value of xpry *) 
end; (• FINDZ •) 
(**** MAIN ••*****•*********•**•*******••************************) 
begin 
write( 'What is n, your sample size? '); readln(n): 
writeln('Enter your ',n:2,' (x,y) pairs.'}; 
for i:=l to n do 
read(x[il,y[i]); 
writelnC '); 
summarize(n,x): (* mean and standard deviation * 
* are found in this procedure •) 
(* The upper confidence limit is found in this next * 
* section. 100 is assumed to be larger than the upper * 
* confidence limit; if it isn't, the program will still * 
• work, but slowly. *) 
upper:=100; 
z:=findz(n,i,y,upper); 
while (z<-1.96) do 
begin 
upper:=upper - 1.0; 
z:=findz(n,x,y,upper); 
end; (* while •) 
while (z>-1.96) do 
begin 
upper:=T^ per + 0.01; 
z:=findz(n,x,y,upper); 
end; (• while *) 
(* The lower confidence limit is found in this next * 
* section. -100 is assumed to be smaller than the lower * 
• confidence limit; if it isn't, the program will still • 
• work, but slowly. •) 
lower:=-100; 
z:=findz(n,x,y,lower); 
while (z>1.96) do 
begin 
lower:=lower + 1.0; 
z:=findz(n,x,y,lower); 
end; (• while •) 
while (z<1.96) do 
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begin 
lower:=lower - 0.01; 
z:=findz(n,%,y,lower); 
end; (• while *) 
writelnC '); writelnX" *); 
writeln('A 95% confidence interval for the slope is:', 
' (',lower:6:2,','.upper:6:2,')'); 
writelnC '); writeln( ' '); 
end. (• CI •) 
Inference Based on Likelihood Ratio Statistics 
The following FORTRAN program computes test statistics and 
confidence intervals for the slope of a simple linear regression 
line. This program is based on likelihood ratio statistics which are 
developed assuming residuals are distributed as double exponential 
random variables. 
c This program takes a set of (x,y) pairs and conducts 
c LI regression of y on x. The program gives LI estimates 
c of the slope and the intercept of the regression line, 
c It then uses the likelihood ratio statistic to conduct 
c a test of the hypothesis that the slope of the line is 
c zero for alpha = .05, and also to construct a 95% 
c confidence interval for the slope of the line. 
c 
c x(i) - the set of observations of the indep. var. 
c y(i) — the set of observations of the dependent var. 
c n - number of (x,y) pairs 
c lambda - the likelihood ratio statistic, assuming 
c residuals are double exponential with unknown 
c parameter 
c bOt — beta tilde sub 0, the LI estimator of the 
c intercept of the regression line 
c bit - beta tilde sub 1, the LI estimator of the 
c slope of the regression line 
c ucl - upper confidence limit of the confidence 
c interval for beta sub 1 
c Icl - lower confidence limit of the confidence 
c 
c 
interval for beta sub 1 
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dimension z(lOO), y(lOO) 
real lambda. 11, ni. Ici, ncl 
How many (x,y) pairs? 
read (5,1) n 
1 format (iS) 
Read the data 
do 100 i=l,n 
read (5,2) x(i), y(i) 
2 format (f7.2,f7.2) 
100 continue 
Echo the data just input 
write (6,7) 
7 format (//lOx,' i',4x,'x(i)',5x,'y(i)'/ 
+ lOx,' ',2x,' ',3x,' ') 
do 110 i=l,n 
write (6,8) i, x(i), y(i) 
8 format (10x,i2,2x,f7.2,2x,f7.2) 
110 continue 
Find LI estimates of beta sub 0 and beta sub 1. 
call llests(bOt, bit, x, y, n) 
write (6,3) bOt, bit 
3 format (//'The LI estimates for the betas are:'/ 
+ ' for beta sub 0:',f8.3,/ 
+ ' for beta sub l:',f8.3/) 
Test hypothesis of zero slope with alpha=.05. 
blO = 0.0 
call mlrtdambda, bOt, bit, blO, x, y, n) 
crit = 3.841 
write (6,6) 
6 format (//'First, assume -2 In(lambda) has a Chi—square'/ 
+ 'distribution with 1 degree of freedom and conduct'/ 
+ 'the inferences....'/) 
130 write (6,4) lambda, crit 
4 format (/'The value of the test statistic is ',f6.2,/ 
+ 'and the critical value is ',f6.2) 
if (lambda-crit) 135,140,140 
135 write (6,10) 
10 formatdx,'so the hypothesis of zero slope is not'/ 
• + 'rejected at the .05 level of significance.'/) 
go to 145 
140 write (6,9) 
9 formatdx,'so the hypothesis of zero slope is rejected'/ 
+ 'at the .05 level of significance.'/) 
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Find a 95% confidence interval for beta sub 1. 
145 add =10.0 
150 nl = bit 
200 11 = nl 
nl = nl + add 
call mlrtCilam, bOt, bit, nl, x. y, n) 
if (zlam .It. crit) go to 200 
350 c = (11 + nl)/2 
call mlrt(%lam, bOt, bit, c, z, y, n) 
if (xlam .le. crit) 11 = c 
if (zlam .ge. crit) nl = c 
if (abs(nl - 11) .gt. 0.001) go to 350 
if (add .It. 0) go to 500 
ncl = nl 
add = -10.0 
go to 150 
500 Icl = ul 
write (6,5) lei, ncl 
5 format (/'A 95% confidence interval for the slope of'/ 
+ 'the LI line is: (',f8.3,','f8.3,')'///) 
if (crit .ne. 3.841) go to 600 
if (n .It. 7.5) crit = 7.342 
if ((n .gt. 7.5).and.(n .It. 17.5)) crit = 6.140 
if ((n .gt. 17.5).and.(n .It. 37.5)) crit = 4.950 
if ((n .gt. 37.5).and.(n .le. 75)) crit = 4.457 
if ((n .gt. 75).and.(n .le. 150)) crit = 4.235 
if ((n .gt. 150).and.(n .le. 225)) crit = 4.188 
if (n .gt. 225) crit = 4.131 
write (6,11) 
11 format (//'Now the inferences are conducted without assuming'/ 
+ 'that -2 ln(lambda) has a chi-square distribution.'/ 
+ 'Instead, simulated values of the alpha=.05 points'/ 
+ 'are used.'/) 
go to 130 
600 stop 
end 
subroutine mlrt (lambda, bOt, bit, blO, z, y, n) 
This subroutine confutes the likelihood ratio test based on 
LI estimates of bO and bl. The test is conducted assuming 
that gamma is unknown. 
lambda - output, the value of the test statistic 
bOt - input, the LI estimate of beta sub 0 
bit - input, the LI estimate of beta sub 1 
blO - input, the hypothesized value of beta sub 1 
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X — input, the vector of x—values 
y - input, the vector of y-values 
n - input, the number of (x,y) pairs 
dimension x(n), y(n), yt(lOO) 
real lambda 
find yt(i) = y(i) - blO*x(i), the set of y's adjusted for 
the hypothesized value of beta sub 1. 
do 50 i=l, n 
yt(i) = y(i) - blO*x(i) 
50 continue 
Sort this new vector, yt. (This is necessary to find ytmed.) 
call sort (yt, n) 
confute the median of the yt's 
fn = n 
fnd2 = fn/2.0 
nd2 = n/2 
nd2pl = nd2 + 1 
if (fnd2.eq.nd2) ytmed=(yt(nd2)+yt(nd2pl))/2.0 
if (fnd2.ne.nd2) ytmed=yt(nd2pl) 
initialize the pieces we need. diffO will be the sum of the 
absolute differences of y from yhat under HO and diffa will 
be the sum of the absolute differences of y from yhat under 
HA 
diffO = 0.0 
diffa = 0.0 
confute diffO and diffa 
do 100 i=l,n 
diffO = diffO + abs(yt(i) - ytmed) 
diffa = diffa + abs(y(i) - bOt - blt*i(i)) 
100 continue 
compute the statistics, lambda is -2 ln(lambda), gamma unknown 
lambda = -2*fn*alog(diffa/diff0) 
return 
end 
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APPENDIX B. JUSTIFICATION FOR RULE OF THUMB 
Admittedly, the rale of thumb given in Chapter 2, on pages 48-
49, represents a heuristic approach. As was mentioned in Chapter 2, 
the idea for this mle of thumb came from two observations: First, 
if a set of z-valnes is nearly equally spaced, not many observations 
are needed for I'R^  to be approximately normally distribute. Second, 
if any % is deleted, $.'Ey for the reduced set of x's is farther from 
normally distributed than for the original set of z's. From these 
two points, the rule of thumb works on the assumption that if a 
"large enough" subset of the x's is "close enough to equally spaced," 
then X'R^  for the original set of x's will be close to normally 
distributed. 
We hope that this appendix provides some justification for the 
values (0.4 and 8) which are used as cutoff points for the rule. 
Remember that, if n^ 2^  and (2.13) >,0.40, the rule of thumb states 
that the distribution of x'R^  is approximately normal; note also that 
this rule of thumb tries to provide a sufficient but not necessary 
condition for the distribution of x'R^  to be approximately normal. 
The cutoff values were not chosen totally arbitrarily, but are 
based on nine samples. The samples are listed in Table B.l. Two 
samples were taken from each a normal, double exponential, and 
uniform distribution, and three pathological sauries were taken; 
these last samples were considered because we thought that 
convergence of the distribution of x'R^  to normality might be slow 
for them. 
Table B.l Data sets used to derive the proposed role of thumb 
Data Set 
Number Source n Data Set 
1 Normal 10 -118 -117 -69 -52 11 23 63 85 101 179 
2 Normal 15 -199 
16 
-106 
69 
-87 
94 
-82 
193 
-79 
256 
-23 -15 -9 2 6 
3 Double Exp 10 -341 -204 -84 —66 15 30 64 145 171 236 
4 Double Exp 15 -264 
63 
-205 
66 
-183 
90 
-149 
120 
-82 
262 
-69 -56 -43 -39 19 
5 Uniform 10 7 13 18 22 30 44 47 60 84 87 
6 Uniform 15 4 
72 
10 
80 
13 
87 
18 
92 
27 
93 
30 45 48 51 57 
7 Pathology 9 10 11 12 80 81 82 160 161 162 
8 Pathology 9 1 4 9 16 25 36 49 64 81 
9 Pathology 9 1 2 4 8 16 32 64 128 256 
Table B.2 Summary of role of thumb for data from Table B.l 
Data Set 
Number 
Values of (2.13) 
8 10 
e 
11 
P(W*<.k) for original data^  
k 
12 13 14 15 -1.96 (.025)0 
-1.645 
(.05) 
-1.28 
(.10) 
.022 .051 .108 
.193 .158 .114 .092 .023 ,050 .106 
.020 .051 .109 
.356 .297 .099 .080 .025 .050 .102 
.022 .052 .109 
.371 .404 .438 .157 .025 .050 .102 
.022 .053 .107 
.021 .052 .110 
.012 .047 .113 
1 
2 
3 
4 
5 
6 
7 
8 
9 
.343 .377 .323 .030 
.514 .415 .440 .277 
.510 .315 .250 .234 
.639 .625 .654 .462 
.450 .350 .300 .338 
.809 .629 .539 .607 
.039 .046 .053 
.675 .613 .300 
.165 .082 .031 
« i'R -E(x'R ) 
SD(x'Sy) ' 
F^or n =15 it was infeasible to compute the exact values, 
so they were approximated. 
The values in parentheses are probabilities if W~N(0,1). 
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APPENDIX C: POWER STUDY 
This study was conducted to compare the power of the tests 
presented in this dissertation with that of the normal theory t-test. 
The tests are all constructed to test 
o^'^ l~® against 0 
at the a =.05 level, for the model 
^i= VPiV®i-
Simulations were conducted, allowing each x. and e. to be 
X* 1 
distributed standard normal (denoted SN). Cauchy (C), or double 
exponential (DE). For each combination of an x-distribution and an 
e-distribution, simulations were conducted for 0.0, 0.1, 0.25, 
and 0.5 (^ ^^ =0.0 for all simulations), and for n = 10, 25, 50, 75, and 
100, where n is the number of (x,y) pairs in each data set. Note 
that the values for 0.0 measure a, the probability of a type I 
error for the test, and the values for p^ =0.1, 0.25, and 0.5 measure 
1-p, the power of the test. These simulations are summarized in 
Tables C.1-C.9, which appear on the following pages. 
All tests were conducted for each of five statistics: Cogger's 
statistic (x'd) and our variation on his statistic (x'R ), both 
discussed in (Chapter 2, likelihood ratio tests derived under the 
assumption that 6^ -^double exponential with parameter y, both for y 
known (X^ ) and for y unknown (X^ )» discussed in Chapter 4, and the 
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t-statistic (t), used for compaiison. The rejection regions for x'd 
and %were obtained under the assumption that they are 
approximately normally distributed, and the rejection regions for 
and were obtained under the assumption that -2 In and -2 In X^  
are approximately chi—square with one degree of freedom. 
Table C.l Results of power study for x^ -SN, e^ ~SN 
Test statistic 
p. n x'd x'R X, X_ t 
*^ 1 - -y 1 2 
0.00 10 .047 .050 .076 .168 .094 
25 .053 .044 .054 .113 .062 
50 .046 .045 .070 .111 .054 
75 .053 .049 .068 .114 .055 
100 .046 .052 .076 .119 .051 
0.10 10 .049 .053 .086 .182 .107 
25 .073 .072 .091 .157 .098 
50 .073 .089 .120 .174 .131 
75 .113 .139 .146 .213 .171 
100 .117 .155 .173 .243 .199 
0.25 10 .073 .094 .144 .241 .162 
25 .169 .205 .229 .333 ,248 
50 .260 .362 .360 .444 .404 
75 .432 .558 .535 .617 .587 
100 .492 .675 .613 .694 .694 
0.50 10 .196 .212 .317 .434 .355 
25 .485 .625 .652 .723 .699 
50 .727 .887 .851 .891 .915 
75 .917 .984 .965 .976 .989 
100 .965 .996 .989 .993 .998 
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Table C.2 Results of power study for x.~SN, e .~DE 1 
Test statistic 
Pi n I'd S 2^ t 
0.00 10 .039 .039 .095 .122 .077 
25 .046 .050 .079 .084 .062 
50 .049 .054 .071 .076 .059 
75 .047 .052 .055 .060 .061 
100 .043 .046 .059 .062 .056 
0.10 10 .049 .054 .105 .140 .090 
25 .066 .068 .102 .115 .078 
50 .097 .095 .120 .128 .095 
75 .109 .109 .140 .145 .099 
100 .140 .131 .167 .172 .116 
0.25 10 .072 .077 .160 .197 .143 
25 .155 .152 .236 .241 .159 
50 .299 ,310 .407 .412 .260 
75 .421 .427 .532 .533 .340 
100 .524 .520 .601 .634 .412 
0.50 10 .142 .181 .337 .385 .278 
25 .395 .459 .617 .621 .447 
50 .729 .781 .867 .867 .696 
75 .873 .911 .952 .947 .838 
100 .954 .970 .986 .984 .927 
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Table C.3 Results of power study for r^ -SN, e^ ~C 
Test statistic 
Pi n I'd 1^ *•2 t 
0.00 10 .037 .043 .193 .057 .077 
25 .039 .046 .158 .021 .057 
50 .039 .047 .140 .005 .062 
75 .054 .060 .139 .012 .056 
100 .047 .054 .131 .007 .055 
0.10 10 .044 .043 .207 .061 .081 
25 .053 .064 .172 .026 .062 
50 .066 .057 .154 .017 .065 
75 .087 .088 .190 .016 .063 
100 .088 .082 .196 .015 .054 
0.25 10 .056 .060 .251 .081 .096 
25 .101 .101 .258 .052 .070 
50 .167 .147 .327 .054 .072 
75 .252 .228 .439 .070 .077 
100 .306 .247 .508 .077 .066 
0.50 10 .101 .112 .369 .148 .141 
25 .233 .214 .502 .157 .087 
50 .488 .424 .733 .245 .112 
75 .625 .573 .847 .354 .109 
100 .752 .693 .911 .436 .098 
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Table C.4 Results of power study for x^ ~DE, c S N  1 
Test statistic 
n %'d x'R t 
*^ 1 - -y 1 2 
0.00 10 .040 .036 .077 .165 .082 
25 .047 .046 .060 .121 .069 
50 .051 .050 .083 .124 .052 
75 .051 .054 .068 .135 .054 
100 .048 .054 .072 .115 .054 
0.10 10 .045 .052 .095 .186 .101 
25 .089 .106 .123 .188 .131 
50 .118 .151 .181 .252 .182 
75 .166 .221 .236 .307 .241 
100 .189 .252 .265 .343 .277 
0.25 10 .077 .112 .201 .311 .228 
25 .251 .367 .409 .503 .427 
50 .472 .632 .616 .694 .667 
75 .666 .822 .792 .839 .851 
100 .731 .907 .849 .894 .928 
0.50 10 .187 .325 .503 .614 .528 
25 .661 .846 .850 .888 .890 
50 .930 .987 .979 .981 .992 
75 .987 .999 .999 .999 1.000 
100 .998 1.000 1.000 1.000 1.000 
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Table C.5 Results of power study for 
i\ H e.-DE 
1 
Test statistic 
n %'d x'R t 
*^ 1 - -y 1 2 
0.00 10 .030 .039 .099 .130 .080 
25 .034 .040 .075 .088 .060 
50 .051 .057 .078 .083 .069 
75 .049 .046 .067 .069 .057 
100 .041 .045 .060 .059 .050 
0.10 10 .030 .054 .110 .153 .102 
25 .076 .088 .147 .145 .104 
50 .135 .139 .186 .191 .124 
75 .157 .161 .211 .208 .139 
100 .234 .211 .278 .275 .173 
0.25 10 .075 .102 .233 .264 .173 
25 .220 .263 .385 .397 .255 
50 .424 .484 .618 .605 .438 
75 .609 .648 .750 .750 .556 
100 .750 .816 .893 .887 .713 
0.50 10 .189 .247 .494 .537 .406 
25 .520 .667 .823 .806 .658 
50 .850 .928 .973 .969 .902 
75 .970 .988 .998 .996 .975 
100 .992 .999 1.000 .999 .995 
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Table C.6 Results of power study for H I c.~C 1 
Test statistic 
*1 n x'd S t 
0.00 10 .030 .039 .092 .067 .086 
25 .034 .040 .161 .024 .064 
50 .051 .057 .137 .012 .072 
75 .049 .046 .128 .007 -068 
100 .041 .045 .116 .001 .058 
0.10 10 .028 .047 .209 .086 .090 
25 .058 .058 .199 .037 .067 
50 .094 .099 .218 .027 .076 
75 .090 .091 .214 .024 .067 
100 .139 .119 .264 .022 .069 
0.25 10 .049 .065 .295 .110 .099 
25 -140 -129 .344 -092 .078 
50 .258 .239 .516 .116 .087 
75 .380 .322 .619 .139 .087 
100 .495 .445 .753 .201 .094 
0.50 10 .103 .125 .471 .214 -156 
25 .323 .355 .694 .284 .140 
50 .594 .603 .890 .456 .135 
75 .789 .783 .958 .586 .144 
100 .916 .914 .991 .724 .156 
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Table C.7 Results of power study for x.~C. £.~SN 1 
Test statistic 
Pi n I'd 1^ 2^ t 
0.00 10 .020 .022 .070 .175 .069 
25 .016 .022 .041 .121 .062 
50 .024 .029 .057 .118 .047 
75 .030 .031 .061 .130 .058 
100 .019 .029 .056 .108 .051 
0.10 10 .027 .100 .376 .464 .390 
25 .124 .470 .696 .753 .702 
50 .326 .787 .899 .925 .915 
75 .476 .912 .968 .975 .976 
100 .548 .945 .987 .990 .995 
0.25 10 .066 .297 .672 .732 .668 
25 .350 .831 .946 .960 .958 
50 .619 .945 .998 .998 .998 
75 .708 .972 1.000 1.000 1.000 
100 .726 .971 1.000 1.000 1.000 
0.50 10 .164 .556 .863 .889 .876 
25 .558 .920 .995 .995 .995 
50 .727 .971 1.000 1.000 1.000 
75 .761 .997 1.000 1.000 1.000 
100 .765 .999 1.000 1.000 1.000 
8 
n 
10 
25 
50 
75 
100 
10 
25 
50 
75 
100 
10 
25 
50 
75 
100 
10 
25 
50 
75 
100 
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Results of power study for C, e^ ~DE 
Test statistic 
•
ol 
Ml 
2^ t 
.016 .018 .103 .153 .086 
.015 .022 .104 .127 .070 
.017 .039 .118 .130 .071 
.014 .034 .114 .118 .065 
.018 .020 .075 .078 .053 
.030 
.097 
.261 
.420 
.535 
.077 
.360 
.705 
.882 
.947 
.406 
.682 
.889 
.962 
.997 
.434 
.697 
.889 
.963 
.994 
.348 
.583 
.816 
.928 
.977 
.083 
.297 
.563 
.685 
.719 
.257 
.740 
.931 
.984 
.995 
.672 
.943 
.998 
1.000 
1.000 
.691 
.942 
.996 
1.000 
1.000 
.612 
.895 
.983 
1.000 
1.000 
il64 .489 .861 .852 .813 
.498 .980 .995 .995 .993 
.685 .964 1.000 1.000 1.000 
.755 .994 1.000 1.000 1.000 
.759 1.000 1.000 1.000 1.000 
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Table C.9 Results of power study for x.~C. e.~C 1 
Test statistic 
B, n %'d x'R t 
—y 1 2 
0.00 10 .016 .018 .237 .100 .095 
25 .015 .022 .232 .062 .071 
50 .017 .039 .243 .044 .061 
75 .014 .034 .221 .041 .055 
100 .018 .020 .196 .022 .049 
0.10 10 .022 .049 .461 .254 .195 
25 .064 .180 .671 .364 .234 
50 .169 .424 .831 .522 .285 
75 .250 .605 .911 .636 .314 
100 .348 .736 .961 .744 .350 
0.25 10 .047 .108 .659 .422 .331 
25 .171 .449 .884 .635 .411 
50 .377 .779 .974 .808 .510 
75 .539 .881 .998 .911 .539 
100 .615 .925 1.000 .066 .609 
0.50 10 .107 .265 .817 .605 .498 
25 .330 .708 .971 .854 .616 
50 .585 .901 .997 .942 .684 
75 .692 .945 1.000 .987 .748 
100 .722 .957 1.000 .992 .776 
