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Abstract
A uniformly k-Lipschitz feedback optimal control problem is considered in a linear quadratic framework.
The value function is derived by a comparison-based reasoning, via which a necessary condition to the
existence of optimal solutions is obtained: optimal feedback controls must be linear.
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1. Introduction
Let us recall the classical linear-quadratic (LQ, for short) optimal control problem. Consider
the following controlled linear state equation:
{
y˙(s) = A(s)y(s)+B(s)u(s), s ∈ [t, T ],
y(t) = x, (1.1)
where y(·) is the state, valued in Rn, with the initial state x ∈Rn at the initial time t ∈ [0, T ), u(·)
is the control taken from L2(t, T ;Rm) (the space of all square integrable functions valued in Rm
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defined to be
J
(
t, x;u(·))=
T∫
t
[〈
Q(s)y(s), y(s)
〉+ 〈R(s)u(s), u(s)〉]ds + 〈My(T ), y(T )〉, (1.2)
where Q(·) = Q(·) ∈ C([0, T ];Rn×n), R(·) = R(·) ∈ C([0, T ];Rm×m) and M = M ∈
R
n×n
. The classical LQ problem can be stated as follows.
Problem (LQ). For any given (t, x) ∈ [0, T )×Rn, find a u¯t,x(·) ∈ L2(t, T ;Rm) such that
J
(
t, x; u¯t,x(·))= inf
u(·)∈L2(t,T ;Rm)
J
(
t, x;u(·))≡ V (t, x). (1.3)
Any u¯t,x(·) ∈ L2(t, T ;Rm) satisfying (1.3) is called an open-loop optimal control of Prob-
lem (LQ) at (t, x). Function V : [0, T ] ×Rn → R defined in (1.3) is called the open-loop value
function of Problem (LQ). Note that by definition,
V (T , x) = 〈Mx,x〉, ∀x ∈Rn.
We also emphasize that the open-loop optimal control u¯t,x(·) depends on the initial condition
(t, x).
Classical LQ theory is pretty mature [1,11], and it has many applications in engineering, as
well as various other related fields [1,3]. Among many other things, the standard LQ theory says
that under some mild conditions, say,
Q(s) 0, R(s) δI, ∀s ∈ [0, T ], M  0, (1.4)
where δ > 0, for any (t, x) ∈ [0, T )×Rn, Problem (LQ) admits a unique open-loop optimal con-
trol u¯t,x(·) at (t, x). Moreover, u¯t,x(·) admits a closed-loop representation, by which, we mean
that there exists a unique symmetric matrix-valued function P(·) satisfying a Riccati differential
equation⎧⎪⎨
⎪⎩
P˙ (s)+ P(s)A(s)+A(s)P(s)+Q(s)
− P(s)B(s)R(s)−1B(s)P(s) = 0, s ∈ [0, T ],
P (T ) = M,
(1.5)
such that
u¯t,x(s) = −R(s)−1B(s)P(s)y¯t,x(s), s ∈ [t, T ], (1.6)
where y¯t,x(·) is the state trajectory corresponding to u¯t,x(·). Note that since P(·) is independent
of the initial condition (t, x), representation (1.6) is uniform in (t, x).
Representation (1.6) suggests that we might directly consider the following state equation
(compare with (1.1)):{
y˙(s) = A(s)y(s)+B(s)ϕ(s, y(s)), s ∈ [t, T ],
y(t) = x, (1.7)
with the cost functional
J
(
t, x;ϕ(·,·))=
T∫
t
[〈
Q(s)y(s), y(s)
〉+ 〈R(s)ϕ(s, y(s)), ϕ(s, y(s))〉]ds
+ 〈My(T ), y(T )〉. (1.8)
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Lipschitz. For convenience, let us denote this class of measurable functions by Φ . Then for any
ϕ(·,·) ∈ Φ , and (t, x) ∈ [0, T ] × Rn, the cost functional (1.8) will be well-defined, and we can
pose a new optimal control problem as follows.
Problem (LQ)F . Find a ϕ¯(·,·) ∈ Φ such that
J
(
t, x; ϕ¯(·,·))= inf
ϕ(·,·)∈Φ J
(
t, x;ϕ(·,·))≡ V¯ (t, x), ∀(t, x) ∈ [0, T ] ×Rn, (1.9)
where and hereafter, the superscript ‘F ’ means feedback.
Any ϕ¯(·,·) ∈ Φ satisfying (1.9) is called an optimal control of Problem (LQ)F , or a closed-
loop optimal control of Problem (LQ). Function V¯ : [0, T ] × Rn → R defined in (1.9) is called
the closed-loop value function of Problem (LQ).
It turns out that under conditions (1.4), Problems (LQ) and (LQ)F are essentially equivalent.
To be more precise, we state the following result.
Proposition 1.1. Let conditions (1.4) hold. Then Riccati equation (1.5) admits a unique solu-
tion P(·), and for any (t, x) ∈ [0, T ] × Rn, Problem (LQ) admits a unique open-loop optimal
control u¯t,x(·) at (t, x), which admits a closed-loop representation (1.6). If we define
ϕ¯(s, y) = −R(s)−1P(s)B(s)y, (s, y) ∈ [0, T ] ×Rn, (1.10)
then ϕ¯(·,·) ∈ Φ and it is an optimal control of Problem (LQ)F . Moreover,
ϕ¯(s, y) = u¯s,y(s), ∀(s, y) ∈ [0, T ] ×Rn. (1.11)
Further, (1.10) is the only optimal control of Problem (LQ)F .
The above result roughly tells us that for Problem (LQ), an open-loop optimal control admits a
closed-loop representation, and it leads to a closed-loop optimal control. Conversely, any closed-
loop optimal control must be a linear feedback control and it leads to an open-loop optimal
control.
The above seems to be a perfect story. However, in a number of interesting physical prob-
lems, it is necessary to impose some additional constraints upon the control and/or the state.
Examples are control with piecewise constraints [14], energy constraints [5], control with lin-
ear constraints [2], state constraints [8,9], path constraints [12,16], state and control with linear
inequality constraints [4,10,15] and quadratic constraints [13], etc. It should be pointed out
that all the above-mentioned works only involved open-loop controls, for which one can apply
Pontryagin’s maximum principle. We have not seen works touched the constrained closed-loop
control problems, to the author’s best knowledge. This author has discussed LQ control problem
with constrained state linear feedback [17]
ϕ(s, y) = K(s)y, ∣∣K(s)∣∣ k, (1.12)
where k is a given constant.
In this paper, a uniformly Lipschitz feedback control set is presented. More precisely, mea-
surable function ϕ(·,·) : [0, T ]×Rn →Rm belongs to k-Lipschitz feedback control set Φk if and
only if∣∣ϕ(s, y1)− ϕ(s, y2)∣∣ k|y1 − y2|,
ϕ(s,0) = 0, ∀(s, y1, y2) ∈ [0, T ] ×Rn ×Rn. (1.13)
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Problem (LQ)k . For the given k ∈ (0,+∞), find a ϕ¯(·,·) ∈ Φk such that
J
(
t, x; ϕ¯(·,·))= inf
ϕ(·,·)∈Φk
J
(
t, x;ϕ(·,·))≡ V k(t, x), ∀(t, x) ∈ [0, T ] ×Rn. (1.14)
Function V k(·,·) defined in (1.14) is called the value function of Problem (LQ)k .
Strictly speaking, one continuously observes the state, but has a time delay to response and
has a limited power to change control values. For example, we have a controlled system:
y˙(s) = f (s, y(s), ϕ(y(s − δ))), (1.15)
where δ > 0 is the time delay for the response to the observation. Here, we let ϕ be independent
of s. The control value u(s) = ϕ(y(s − δ)) at time s depends on the observed state value y(s − δ)
at a previous time s − δ. On the other hand, due to the limited power of changing control values
from u(s) at time s to u(s +Δs) at a late time s +Δs, we impose a constraint∣∣u(s +Δs)− u(s)∣∣≡ ∣∣ϕ(y(s +Δs − δ))− ϕ(y(s − δ))∣∣
 k
∣∣y(s +Δs − δ)− y(s − δ)∣∣ (1.16)
for some k > 0. Now, by neglect δ, we obtain our model. The condition ϕ(· ,0) = 0 is reasonable
because its corresponding cost uniquely reaches the minimum for the initial state 0 and any initial
time t ∈ [0, T ).
Let
k∞ = sup
t∈[0,T ]
∣∣R−1(t)B(t)P (t)∣∣. (1.17)
Note that for k ∈ (0, k∞), linear feedback control ϕ¯(·,·) given by (1.10) does not belong to Φk .
Therefore, the study of Problem (LQ)k is by no means obvious. Without loss of generality, we
may assume that R = I in what follows.
Due to the (complicated) structure of Φk , one cannot simply use the synthesis method to treat
the present problem. Meanwhile, although the problem is in an LQ framework, the value function
does not need to be quadratic with respect to the state variable. Therefore, the Riccati equation
technique does not work either. All these make the considered problem interesting. The rest of
this paper is organized as follows. Some previous work of the author is introduced to obtain the
properties of the value function in Section 2. In Section 3, we solve Problem (LQ)k and present
the main result.
2. Preliminary results
In this section, we present some preliminary results which will be necessary in the sequel.
First we introduce the function set H.
Continuous function pair (ω,φ) ∈Rn 	→Rm ×Rm belongs to H, if and only if
ω(λx) = λω(x), ∀x ∈Rn, λ ∈R, (2.1)
holds and function φ defined by
φ(λx) =
{
min{k|x|, |ω(x)|} ω(x)|ω(x)| , ω(x) = 0,
0, ω(x) = 0, (2.2)
is k-Lipschitz.
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ω(x) = Gx, ∀x ∈Rn,
and φ(·) is defined by (2.2). Clear, function pair (ω,φ) ∈H, which means that function set H is
nonempty. Further, we can present the following properties of H directly.
Lemma 2.1. If function pair (ω,φ) ∈H, then we have
(i) φ(λx) = λφ(x), ∀x ∈Rn, λ ∈R,
(ii)
∣∣φ(x)∣∣ k|x|, ∀x ∈Rn. (2.3)
For any given x ∈Rn, the equation in (ii) holds if and only if |ω(x)| k|x|.
Let
ei = (0, . . . ,1
i
, . . . ,0) ∈Rn, i ∈ {1,2, . . . , n},
and define an Rm×n-valued functional Θ as follows.
Θ
(
φ(·))= (φ(e1),φ(e2), . . . , φ(en)) ∈Rm×n, ∀φ(·) ∈ C(Rn;Rm). (2.4)
Then the following result holds.
Lemma 2.2. Let function pair (ω,φ) ∈H. If there exists an x0 such that |ω(x0)| > k|x0|, then
we have
(i)
〈
φ(x),φ(x0)
〉= k2〈x, x0〉, ∀x ∈Rn,
(ii) nm,
(iii)
∣∣ω(x)∣∣ k|x|, ∀x ∈Rn,
(iv) φ(x) = Θ(φ(·))x, ∀x ∈Rn. (2.5)
Proof. (i) By the Lipschitz property of φ, it holds that∣∣φ(λx)− φ(x0)∣∣ k|λx − x0|, ∀x ∈Rn, λ ∈R.
Consequently, we obtain by Lemma 2.1 that∣∣φ(λx)− φ(x0)∣∣2 − k2|λx − x0|2
= 〈φ(λx),φ(λx)〉− 2〈φ(λx),φ(x0)〉+ 〈φ(x0),φ(x0)〉
− k2[〈λx,λx〉 − 2〈λx,x0〉 + 〈x0, x0〉]
= λ2[〈φ(x),φ(x)〉− k2〈x, x〉]− 2λ[〈φ(x),φ(x0)〉− k2〈x, x0〉]
+ [〈φ(x0),φ(x0)〉− k2〈x, x0〉]
= λ2[〈φ(x),φ(x)〉− k2〈x, x〉]− 2λ[〈φ(x),φ(x0)〉− k2〈x, x0〉] 0.
Note the above inequality holds for any λ ∈R. Thus the result (i) holds.
(ii) Because of the continuity of ω at x0, there exists a δ > 0 such that∣∣ω(x)∣∣> k|x|, ∀x ∈ Bδ(x0) ≡ {x ∈Rn|x − x0| < δ}
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ξ1, ξ2, . . . , ξn ∈ Bδ(x0),
constituting a basis of the linear space Rn. Suppose c1, c2, . . . , cn satisfy∑
i
ciφ(ξi) = 0,
it follows by〈∑
i
ciφ(ξi),
∑
i
ciφ(ξi)
〉
= k2
〈∑
i
ciξi ,
∑
i
ciξi
〉
= k2
∣∣∣∣∑
i
ciξi
∣∣∣∣
2
= 0,
that ci = 0, 1 i  n. Hence, φ(ξ1),φ(ξ2), . . . , φ(ξn) are linear independent in linear space Rm,
which implies nm.
(iii) It is well known that any x ∈Rn has the following representation:
x =
∑
i
ciξi ,
where ci ∈R, 1 i  n. Note that for any j ∈ {1,2, . . . , n}, ξj ∈ Bδ(x0) fulfills∣∣ω(ξj )∣∣> k|ξj |.
It follows from (i) that〈
φ(x)−
∑
i
ciφ(ξi), φ(ξj )
〉
=
〈
x −
∑
i
ciξi , ξj
〉
= 0.
If we denote
N = span{φ(ξ1),φ(ξ2), . . . , φ(ξn)},
and N⊥ = {x | 〈x, ξ 〉 = 0, ξ ∈N }, then there exists an η ∈N⊥ such that
φ(x) =
∑
i
ciφ(ξi)+ η.
Consequently,
∣∣φ(x)∣∣= ∣∣∣∣∑
i
ciφ(ξi)+ η
∣∣∣∣=
∣∣∣∣∑
i
ciφ(ξi)
∣∣∣∣+ |η|.
Note ∣∣∣∣∑
i
ciφ(ξi)
∣∣∣∣=
〈∑
i
ciφ(ξi),
∑
i
ciφ(ξi)
〉 1
2 = k
∣∣∣∣∑
i
ciξi
∣∣∣∣= k|x|.
Then |φ(x)| = k|x| + |η| holds, which together with |φ(x)|  k|x|, implies that η = 0. This
means that
φ(x) =
∑
i
ciφ(ξi), ∀x =
∑
i
ciξi . (2.6)
Therefore, |φ(x)| = k|x| holds for any x ∈Rn. Thus (iii) is obtained by Lemma 2.1.
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φ(x) = Θ(φ(·))x,
holds for any x ∈Rn. This completes the proof. 
The following result can be obtained directly by Lemma 2.2.
Corollary 2.3. If function pair (ω,φ) ∈H, then either of following two results hold:
(i)
∣∣ω(x)∣∣ k|x|, ∀x ∈Rn,
(ii)
∣∣ω(x)∣∣ k|x|, ∀x ∈Rn. (2.7)
Further,
φ(x) = Θ(φ(·))x, ∀x ∈Rn, (2.8)
holds if there exists an x0 such that |ω(x0)| > k|x0|.
To discuss the value function of Problem (LQ)k , we would like to recall some results
from [18]. First, we introduce LQ problem with constrained state feedback matrix. Let k ∈ (0,∞)
and
Kk =
{
K(·) ∈ L∞(0, T ;Rm×n) ∣∣ ∣∣K(s)∣∣ k, ∀s ∈ [0, T ]}, (2.9)
Denote by ΦLk the set of all constrained linear feedback controls ϕ : [0, T ]×Rn →Rm satisfying
ϕ(s, y) = K(s)y, ∀(s, y) ∈ [0, T ] ×Rn, K(·) ∈Kk, (2.10)
where and hereafter, the superscript ‘L’ means linear feedback.
We now present the following LQ problem with constrained state feedback matrix.
Problem (LQ)Lk . For a given k ∈ (0,+∞), find a ϕ¯(·,·) ∈ ΦLk such that
J (t, x; ϕ¯) = inf
ϕ(·,·)∈ΦLk
J (t, x;ϕ) ≡ V k,L(t, x), ∀(t, x) ∈ [0, T ] ×Rn.
Function V k,L(·,·) defined above is called the value function of Problem (LQ)Lk .
Besides, we introduce constrained feedback LQ problem. Denote by ΦNk the set of all con-
strained feedback controls ϕ : [0, T ] ×Rn →Rm satisfying∣∣ϕ(s, y)∣∣ k|y|, ∀(s, y) ∈ [0, T ] ×Rn, (2.11)
such that the system equation{
y˙(s) = A(s)y(s)+B(s)ϕ(s, y(s)), s ∈ [t, T ],
y(t) = x,
admits a unique solution for all (t, x) ∈ [0, T ) × Rn, where and hereafter, the superscript ‘N ’
means nonlinear feedback. The constrained feedback LQ problem can be stated as follows.
Problem (LQ)Nk . For a given k ∈ (0,+∞), find a ϕ¯(·,·) ∈ ΦNk such that
J (t, x; ϕ¯) = inf
ϕ(·,·)∈ΦNk
J (t, x;ϕ) ≡ V k,N (t, x), ∀(t, x) ∈ [0, T ] ×Rn.
Function V k,N(·,·) defined above is called the value function of Problem (LQ)N .k
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Theorem 2.4. Problem (LQ)Lk has the same value function as Problem (LQ)Nk if they have the
same coefficients. Further, the value function fulfills the following so-called HJB equation,{
Vt (t, x)+ min|u|k|x|{〈Vx(t, x),A(t)x +B(t)u〉 + 〈x,Q(t)x〉 + 〈u,u〉} = 0,
V (T , x) = 〈x,Mx〉. (2.12)
We present the main result of this section.
Theorem 2.5. Assume the value function of Problem (LQ)k satisfies V kx (·,·) ∈ C([0, T ];Rn). If
Problem (LQ)k admits a solution ϕ¯, then∣∣∣∣12B(t)Vx(t, x)
∣∣∣∣ k|x|, ∀x ∈Rn, or
∣∣∣∣12B(t)Vx(t, x)
∣∣∣∣ k|x|, ∀x ∈Rn,
(2.13)
holds for any t ∈ [0, T ]. Further, if we denote
E¯ = {t ∈ [0, T ] ∣∣ ∃x ∈Rn such that ∣∣Vx(t, x)∣∣> k|x|}, (2.14)
then {
ϕ¯(t, x) = Θ(ϕ¯(t, ·))x, ∀x ∈Rn, if t ∈ E¯,
ϕ¯(t, x) = − 12B(t)Vx(t, x), ∀x ∈Rn, if t ∈ [0, T ] \ E¯,
(2.15)
where functional Θ is given by (2.4).
Proof. Because three feedback control sets satisfy
ΦLk ⊂ Φk ⊂ ΦNk ,
then
V k,L(t, x) V k(t, x) V k,N (t, x), ∀(t, x) ∈ [t, T ] ×Rn,
holds, which together with the result of Theorem 2.4, implies that Problem (LQ)k has the same
value function as Problems (LQ)Lk and (LQ)Nk , i.e., V k(·,·) = V k,L(·,·) = V k,N(·,·).
Suppose Lipschitz feedback control ϕ¯(·,·) solves Problem (LQ)k , then the equation⎧⎪⎨
⎪⎩
V kt (t, x)+ 〈V kx (t, x),A(t)x +B(t)ϕ¯(t, x)〉
+ 〈x,Q(t)x〉 + 〈ϕ¯(t, x), ϕ¯(t, x)〉 = 0,
V k(T , x) = 〈x,Mx〉,
(2.16)
holds. Note that function V k(·,·) also satisfies Eq. (2.12). Compare (2.12) with (2.16), we can
obtain that if B(t)V kx (t, x) = 0,
ϕ¯(t, x) = −min
{
1
2
∣∣BV kx (t, x)∣∣, k|x|
}
B(t)V kx (t, x)
|B(t)V kx (t, x)|
, (2.17)
else ϕ¯(t, x) = 0. Because of the continuity of V kx , we can see that ϕ¯(t, ·) is also continuous.
Hence, the functional Θ(ϕ¯(t, ·) is well posed for any t ∈ [0, T ].
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holds by Corollary 2.3. In this case, the value function fulfills the following equation:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
V kt (t, x)+ 〈V kx (t, x),A(t)x +B(t)Θ(ϕ¯(t, ·))x〉
+ 〈x,Q(t)x〉 + 〈Θ(ϕ¯(t, ·))x,Θ(ϕ¯(t, ·))x〉 = 0, t ∈ E¯,
V kt (t, x)+ minu∈Rm{〈Vˆx(t, x),A(t)x +B(t)u〉
+ 〈x,Q(t)x〉 + 〈u,u〉} = 0, t ∈ [0, T ] \ E¯,
V k(T , x) = 〈x,Mx〉. 
(2.18)
3. Main results
In this section, we will prove that, if Problem (LQ)k admits a solution ϕ¯(·,·), its corresponding
cost function (i.e., the value function of Problem (LQ)k) must be quadratic with respect to state
variable. Consequently, the optimal feedback must be linear.
To obtain the properties of the value function, we need the following result.
Lemma 3.1. Assume V (·) is a continuous function on Rn and vector-valued function ψ(x):
R
n →Rn satisfies
ψ(x) ∈ D1,+x V (x), ∀x ∈Rn.
If ψ(·) is continuous, then V (·) ∈ C1(Rn) and
Vx(·) = ψ(·),
where
D1,+x V (x) =
{
p ∈Rn
∣∣∣ lim
y→x
V (y)− V (x)− 〈p,y − x〉
|y − x|  0
}
(3.1)
is the super-differential of V (·) at x.
Proof. It follows by Fatou’s lemma that, for any z, y ∈Rn,
1
|z − y|
1∫
0
〈
ψ
(
y + τ(z − y)), (z − y)〉dτ

1∫
0
lim
h→0+
V (y + (τ + h)(z − y))− V (y + τ(z − y))
h|z − y| dτ
 lim
h→0+
1∫
0
V (y + (τ + h)(z − y))− V (y + τ(z − y))
h|z − y| dτ
= 1|z − y| limh→0+
[
1
h
1+h∫
h
V
(
y + τ(z − y))dτ − 1
h
1∫
0
V
(
y + τ(z − y))dτ
]
= 1|z − y| limh→0+
[
1
h
1+h∫
V
(
y + τ(z − y))dτ − 1
h
h∫
V
(
y + τ(z − y))dτ
]
1 0
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[
V (z)− V (y)].
Hence,
V (z) V (y)+
1∫
0
〈
ψ
(
y + τ(z − y)), z − y〉dτ. (3.2)
Now fix an x ∈Rn, let z = x and y → x. Because of the continuity of ψ(·), we can see
0 lim
y→x
V (y)− V (x)− ∫ 10 〈ψ(y + τ(x − y)), y − x〉dτ
|y − x|
= lim
y→x
V (y)− V (x)− 〈ψ(x), y − x〉
|y − x| .
If denote the sub-differential of V (·) at x by
D1,−x V (x) =
{
p ∈Rn
∣∣∣∣ lim
y→x
V (y)− V (x)− 〈p,y − x〉
|y − x|  0
}
,
then
ψ(x) ∈ D1,−x V (x),
which together with the assumption ψ(x) ∈ D1,+x V (x), implies that [6], V (·) ∈ C1(Rn), and
Vx(x) = ψ(x), ∀x ∈Rn. 
Now we present some smoothness of function V k(·,·).
Theorem 3.2. If Problem (LQ)k admits a solution ϕ¯(·,·), then its corresponding cost function
(i.e., the value function of Problem (LQ)k) fulfills
V kx (·,·) ∈ C
([0, T ];Rn). (3.3)
Proof. For any given (t, x) ∈ [0, T ) × Rn, let y¯t,x the corresponding state trajectory under the
optimal feedback control ϕ¯(·,·) at the initial condition (t, x). If let Ψ (·,·) being the transfer matrix
of A(·), then
yt,x(r) = Ψ (r, t)yt,x(s)+
r∫
s
Ψ (r, τ )B(τ)u(τ) dτ, ∀r, s ∈ [t, T ].
Thus,
∣∣yt,x(r)∣∣ C∣∣yt,x(s)∣∣+Ck
r∫
s
∣∣B(τ)∣∣∣∣yt,x(τ )∣∣dτ,
hereafter, C will represent an absolute constant, which can be different from line to line. By
Gronwall’s inequality, we have∣∣yt,x(r)∣∣ C∣∣yt,x(s)∣∣, ∀r, s ∈ [t, T ].
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y¯t,x(s) = 0, ∀s ∈ [t, T ],
else y¯t,x ≡ 0. Let
u¯(·) = ϕ¯(·, y¯t,x(·)) and K¯ =
{
u¯·(y¯t,x )
〈y¯t,x ,y¯t,x 〉 , if x = 0,
0, if x = 0.
Thus
K¯(s) =
{
ϕ¯(s,y¯t,x (s))·(y¯t,x (s))
〈y¯t,x (s),y¯t,x (s)〉 , if x = 0,
0, if x = 0.
(3.4)
By a direct calculation, we have
K¯(s)y¯t,x(s) = u¯(s), s ∈ [t, T ].
Note
J
(
t, x; K¯(·))= J (t, x; u¯(·))= J (t, x; ϕ¯(·,·))= V k(t, x) = V k,L(t, x).
It means that the linear feedback control
ϕˆ(s, y) = K¯(s)y, ∀(s, y) ∈ [0, T )×Rn
solves Problem (LQ)Lk at (t, x). View the feedback matrix-value function K(·) ∈Kk as the con-
trol variable for Problem (LQ)Lk at the initial condition (t, x), which leads to a classical open-loop
control problem. In this case, K¯(·) is a solution.
By the Pontraygin’s Maximum Principle, there exists an adjoint function ψ¯ t,x(·) such that [19]⎧⎪⎪⎨
⎪⎪⎩
dy¯t,x(s)/ds = A(s)y¯t,x(s)+B(s)K¯(s)y¯t,x(s),
dψ¯ t,x(s)/ds = −[A(s)+B(s)K¯(s)]ψ¯ t,x − 2Q(s)y¯t,x(s)
− 2K¯T (s)K¯(s)y¯t,x(s),
y¯t,x(t) = x, ψ¯ t,x(T ) = 2My¯t,x(T ).
(3.5)
In what follows, it is assumed that the initial state x = 0. (The results also hold for the
case of x = 0.) Now substitute (3.4) into the above equation, we have that the function pair
(y¯t,x(s), ψ¯ t,x(s)) satisfies the following equation:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
dy(s)/ds = [A(s)yt,x(s)+B(s)ϕ¯(s, y(s))], s ∈ [t, T ],
y(t) = x,
dψ(s)/ds = −[A(s)+B(s)ϕ¯(s, y(s))]ψ − 2Q(s)y(s)
− 2 〈ϕ¯(s,y(s)),ϕ¯(s,y(s))〉〈y(s),y(s)〉 y(s), s ∈ [t, T ],
ψ¯(T ) = 2My(T ).
(3.6)
It should be pointed out that the adjoint variable ψ(·) is uniquely determined by (3.6) if (t, x)
and ϕ¯(·,·) are given prior. Hence, we can define function ψ¯(·,·) : [0, T ] ×Rn as follows,
ψ¯(t, x) = ψ¯ t,x(t), ∀(t, x) ∈ [0, T ] ×Rn. (3.7)
If expand the domains of function y¯t,x and ψ¯ t,x from [t, T ] to [0, T ],
y˜t,x(s) =
{
x, s  t,
y¯t,x(s), s > t,
and ψ˜ t,x(s) =
{
ψ¯ t,x(t), s  t,
¯ t,xψ (s), s > t,
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equation:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
dy(s)/ds = [A(s)yt,x(s)+B(s)ϕ¯(s, y(s))]χ[t,T ](s), s ∈ [0, T ],
y(0) = x,
dψ(s)/ds = −[A(s)+B(s)ϕ¯(s, y(s))]ψχ[t,T ](s)− 2Q(s)y(s)χ[t,T ](s)
− 2 〈ϕ¯(s,y(s)),ϕ¯(s,y(s))〉〈y(s),y(s)〉 y(s)χ[t,T ](s), s ∈ [0, T ],
ψ¯(T ) = 2My(T ).
By the continuous dependence of the solution to the above equation with respect to parameters
(t, x), it follows that (y˜t,x, ψ˜ t,x) is continuous with respect to (t, x). Because ψ¯(t, x) = ψ˜ t,x(0),
we obtain
ψ¯(·,·) ∈ C([0, T ] ×Rn). (3.8)
It follows from the relationship between the Maximum Principle and Dynamic Programming that
D1,−x V k(t, x) ⊂
{
ψ¯(t, x)
}⊂ D1,+x V k(t, x). (3.9)
Therefore, we can see that
V kx (t, x) = ψ¯(t, x), ∀x ∈Rn,
and (3.3) hold by Lemma 3.1. 
Now we present the main result of this paper.
Theorem 3.3. If Lipschitz feedback ϕ¯(·,·) ∈ Φk solves Problem (LQ)k , then ϕ¯(·,·) must be linear,
i.e., there exists a measurable matrix-valued function P¯ (·) such that
ϕ¯(t, x) = P¯ (t)x, ∀(t, x) ∈ [0, T ] ×Rn. (3.10)
Proof. Take a countable dense subset of Rn,{
ζj ∈Rn, j = 1,2, . . .
}
.
If denote
Ej =
{
t ∈ [0, T ] ∣∣ ∣∣V kx (t, ζj )∣∣> k|ζj |}, E =
∞⋃
j=1
Ej ,
then set E is Lebesgue measurable because of the continuity of V kx . Recall the definition
of E¯ in (2.13). It is clear that E ⊂ E¯. Conversely, if t ∈ E¯, then there exists an x0 such
that |V kx (t, x0)| > k|x0|. It follows from the continuity of function V kx and the density of set
{ζj , j = 1,2, . . .} that there exists a ζj such that |V kx (t, ζj )| > k|ζj |. Hence t ∈ E. Therefore we
obtain
E = E¯,
which implies that set E¯ is also measurable.
Now consider the controlled system{
y˙(s) = [A(s)+B(s)Θ(ϕ¯(s, ·))χE¯(s)]y(s)+B(s)u(s)χ[0,T ]\E¯(s),
y(t) = x,
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Jˆ
(
t, x;u(·))=
T∫
t
[〈
y(s),Q(s)y(s)
〉+ 〈u(s)χ[0,T ]\E¯(s), u(s)χ[0,T ]\E¯(s)〉]ds
+ 〈My(T ), y(T )〉,
where control u(·) ∈ L2(t, T ;Rm). If we denote
Vˆ (t, x) = inf
u(·)∈L2(t,T ;Rm)
Jˆ
(
t, x;u(·)), ∀(t, x) ∈ [0, T ] ×Rn,
then Vˆ (·,·) fulfills the following equation by dynamic programming principle:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Vˆt (t, x)+ 〈Vˆx(t, x),A(t)x +B(t)Θ(ϕ¯(t, ·))x〉
+ 〈x,Q(t)x〉 + 〈Θ(ϕ¯(t, ·))x,Θ(ϕ¯(t, ·))x〉 = 0, t ∈ E¯,
Vˆt (t, x)+ minu∈Rm{〈Vˆx(t, x),A(t)x +B(t)u〉
+ 〈x,Q(t)x〉 + 〈u,u〉} = 0, t ∈ [0, T ] \ E¯,
Vˆ (T , x) = 〈x,Mx〉.
(3.11)
By (2.18), the value function of Problem (LQ)k , V k(·,·) also satisfies above equation. Therefore,
it follows from the uniqueness of viscosity solution to (3.11) that [7]
V k(t, x) = Vˆ (t, x), ∀(t, x) ∈ [0, T ] ×Rn.
By the classical linear quadratic optimal control theory, function Vˆ (·,·) must be quadratic with
respect to x. Therefore, there exists a continuous matrix-valued function Pˆ (·) such that
V k(t, x) = 〈Pˆ (t)x, x〉, ∀(t, x) ∈ [0, T ] ×Rn. (3.12)
Let
P¯ (t) =
{
Θ(ϕ¯(t, ·)), if t ∈ E¯,
Pˆ (t), if t ∈ [0, T ] \ E¯, t ∈ [0, T ].
By Theorem 2.5, we can obtain that
ϕ¯(t, x) = P¯ (t)x, ∀(t, x) ∈ [0, T ] ×Rn, (3.13)
which means that optimal control ϕ¯ is a linear feedback. Thus the proof is complete. 
Remark 3.4. Suppose ϕ¯(·,·) solves Problem (LQ)k , then there exists a measurable matrix-valued
function P¯ (·) such that (3.13). It follows from ϕ¯(·,·) ∈ Φk that∣∣P¯ (s)y∣∣= ∣∣ϕ¯(s, y)− ϕ¯(s,0)∣∣ k|y − 0| = k|y|, ∀(s, y) ∈ [0, T ] ×Rn,
which implies that∣∣P¯ (s)∣∣ k, ∀s ∈ [0, T ],
i.e., ϕ¯(·,·) ∈ ΦLk . Because Problem (LQ)k has the same value function as Problem (LQ)Lk , we can
see
J (t, x; ϕ¯) = V k(t, x) = inf
ϕ∈ΦLk
J (t, x;ϕ).
Therefore, ϕ¯(·,·) is also a solution of Problem (LQ)Lk . That is to say, the solution set of Prob-
lem (LQ)k is included in that of Problem (LQ)L.k
678 Y. Xu / J. Math. Anal. Appl. 327 (2007) 665–678On the other hand, because ΦLk ⊆ Φk and Problem (LQ)k has the same value function as
Problem (LQ)Lk , then any solution to Problem (LQ)Lk must be a solution to Problem (LQ)k . In a
word, Problems (LQ)k and (LQ)Lk have the same solution set. As for Problem (LQ)Lk , it has been
studied in [17].
Conclusion
This paper presents a necessary condition to the solution of a uniformly Lipschitz feedback
optimal control problem in a linear quadratic framework. As a result, the solution set to this
problem is equivalent to that of a linear quadratic control problem with constrained state feedback
matrix, while the latter has been discussed by the author.
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