Abstract: The problem of extending the network coverage in wireless local area networks has recently received significant research and industrial attention. IEEE 802.11 specifications allow only one hop communication between nodes. The authors propose and develop a layer-2 bridging architecture and solution to increase the range of an 802.11 access point using ad hoc networking. In the proposed framework, nodes are logically divided into levels based on their distance (hops) from the access point, and a layer-2 bridging tree is built based on the level concept. The specific mechanisms for the forwarding tree establishment as well as for the data propagation are introduced and discussed. An analytical model is also presented in order to analyse the saturation throughput of the proposed mechanism, while its applicability and effectiveness are evaluated via modelling and simulation. The corresponding numerical results demonstrate and confirm the significant area coverage extension that can be achieved by the authors' solution, when compared with the conventional 802.11b scheme.
Introduction
Wireless local area networks (WLANs) are being deployed widely to support the networking needs of both consumer and enterprise applications [1] . The IEEE 802.11 specification [2] is becoming the de facto standard for deploying WLANs. However the high data rates achieved by contemporary WLAN technologies are restricted to very short ranges [3, 4] . The IEEE 802.11 specification supports only single hop communication between nodes. Work that has been reported in the literature to increase the range of the WLAN by using multiple hops between the mobile nodes and the access point (AP), has mainly addressed the ad hoc multi-hop communication only as a routing problem (e.g. [5] [6] [7] [8] ). In [9] the wireless mesh routing protocol is proposed, which routes packets based on the distance between the local nodes to the AP. A dynamic source routing (DSR) [7] like routing inquiry and reply path discovery scheme are implemented and link qualities are considered in the path selection procedure to provide quality of service (QoS) support.
The problem of extending the network coverage in WLANs has also recently received significant industrial attention [10, 11] . The mesh enabled architecture (MEA) [10] mobile broadband solution of Meshnetworks, Inc. is based on its patented ad hoc peer-to-peer routing technology and quadrature division multiple access (QDMA) radio protocol, to enable every device in the network to act as a router and repeater for all other devices in the network. This Multi-Hoppingt capability eliminates the need for cell towers and creates a robust, interconnected network that automatically routes around congestion and line-of-sight obstacles, while improving throughput as subscriber density increases.
In this paper we propose, analyse and evaluate a novel layer-2 bridging architecture to increase the range of an 802.11 access point using multi-hop ad hoc networking. It should be noted that the proposed bridging architecture mainly aims to address and solve the hotspot communication problem, where a large number of mobile users require Internet access [12] through an access point. In cellular networks several protocols have been proposed to solve the mobility problem [13, 14] . However, the basic operational principles of these approaches indicate frequent hand-offs, which are preventing them from providing satisfactory solutions, especially for multimedia applications. If the coverage area of each access point in a WLAN can be extended, there will be far less requirement for hand-offs between APs which will result in significant performance improvements, while at the same time, allowing for an increased degree of mobility [3] .
In this paper, due to the lack of infrastructure in mobile ad hoc networks (they do not have fixed routers and/or hosts) and due to the fact that as nodes move, addresses may not imply anything about the logical or physical attachments to the network, we propose to use bridging techniques that rely on the data link layer to forward packets in the network. One of the main difficulties in solving the multi-hop extension using conventional spanning tree based layer-2 bridging solutions, is the number of times the spanning tree update will have to be done in a mobile ad hoc network. Therefore, neither the 802.1D spanning tree protocol [15] nor the 802.1w (rapid spanning tree protocol) [16] amendment to it can be used here, as the topology changes in an ad hoc network can be too frequent for these protocols to converge in time. However, the requirements are slightly different in our problem with respect to the standard bridging requirements. The differences are: (a) the root of the spanning tree is fixed at the AP; (b) a next hop in the forwarding table can be a group of nodes rather than a single node, as every node in the network can potentially act as a bridge. Our innovative solution proposes a framework that avoids the requirement of rebuilding the spanning tree protocol frequently.
Framework and protocols
In our framework a node's hierarchical level, starting from the access point that has the lowest level, is defined according to the following rules: (a) the access point is the first level; (b) if the lowest level of a given node's neighbours is i, then the local node's level is i+1. To establish the level structure and build the forwarding tree, each node broadcasts a hello message (Fig. 1 ) to its neighbours with the following fields: level (i): the level of the transmitting node my_ID: local node's identification medium access control (MAC) address parent_ID: identification (MAC) address of the designated parent of the local node AP_flag: boolean value of local AP setting Initially, level (i) and parent_ID are set to 0, while my_ID is the local MAC address. AP_flag is set to 0 except by the access point which sets it to 1. Throughout the operation of the algorithm, a local node updates its level based on the level information received from its neighbours and following the rules described above. Parent_ID is the node ID from which the local node obtained its level. If more than one node reported the same level to the local node, then only one of these nodes will be selected as the parent ID. Although in the following we assume that in this case, the parent node is randomly chosen among the candidates, other more enhanced heuristics that take into consideration different parameters, such as the available battery power etc., may be used as well. Furthermore, as explained later in the paper, multi-path tree extensions to this approach can be considered where there is no single parent limitation.
Based on the hierarchical level definition and the rules described above, each node builds a neighbouring status table, as shown in Fig. 2 . Assuming that the local node is at level i, child_flag is set when a received hello message has the local node ID as the parent_ID value. Entries shall be automatically removed after a specified time has elapsed since the entry was created or updated. In the above table, ID_2(i+1), ID_ j(i+1) are child nodes. A separate entry that has a single field of parent node ID is created as explained before. Thus, a single path tree rooted at the access point is established from node to access point direction. It should be noted that if the parent node moves out of reach of the current local node, this field is updated with another one of the available parent options (i.e. another node that the local node may obtain its level from). Figure 3 demonstrates the forwarding tree establishment process. The forwarding tree for node 14 will be: 14-7-3-1 (AP).
A transmitting node, which can be either the original source or an intermediate node in the upstream direction towards the AP that may act as a relay node, needs to make the forwarding decision in order to propagate the data to the AP. Specifically, every node that receives the packet compares the intermediate destination ID with its own_ID to determine if the packet should be picked up and processed. It should be noted that the MAC format in the IEEE 802.11 standard defines four address fields. The intermediate ID will use the receiver address (RA) field to store the intermediate destination ID.
As pointed out earlier, the approach described above can be easily extended to a multi-path tree where there is no single parent node limitation. optimisation parameters and criteria, and can range from random selection to load balancing and power balancing considerations. To achieve the downlink communication (e.g. from the AP to the end nodes) in an efficient way, source information is cached during the uplink packet forwarding. As mentioned before, the bridging algorithm proposed in this paper mainly aims to address and solve the hotspot communication problem, where a large number of mobile users require access through an access point, to information provided by a small and finite number of sites. Peer-to-peer communication is rare and also depends on local cache for downlink forwarding. Information that is cached at a local node along the uplink route data forwarding includes the source node address of the packet (i.e. address of the node that originated the packet) and the intermediate node address from which the packet is forwarded to the local node. For the case of the multi-path tree algorithm, since packets may follow different uplink paths to the AP, there may exist more than one previous bridge cached for each source node. In this case, different strategies can be used to select the cached previous bridge to become the next bridge in downlink path forwarding (that may range from random selection to other more sophisticated processes).
When a node cannot find the cached source address of a received packet, or no acknowledgement has been received after a certain time of re-transmission due to possible path breakage, the node under consideration will initiate a path repair mechanism by transmitting a bridge discovery packet through limited broadcasting (only nodes at higher level need to forward it) with the source node's address encapsulated. If no response packet is received within a certain time period, the packet will be dropped and the recovery operation fails. In this case, a new path will be re-established when the uplink becomes active.
Throughput analysis
In this Section, we provide an analytical model in order to evaluate the asymptotic throughput (or saturation throughput) that can be achieved by the proposed bridging solution. Practically, this throughput represents the limit reached by the system throughput as the offered load increases, and is the maximum throughput the system can maintain under stable conditions. Therefore, we assume a fixed number of nodes, with each one of them having always a packet available for transmission, and we consider ideal channel conditions.
In a conventional IEEE 802.11 network, all nodes in the network are neighbours among each other, and the total number of nodes in the network may affect the throughput performance. In the proposed bridging algorithm, normally the number of neighbours of the local node is much smaller than the number of total nodes in the network, and thus there are fewer nodes competing for channel access. However, the total integrated traffic load is much higher in a bridging network, since each communication session from source to destination will be transmitted several times as it travels along the path through multiple hops. This in effect increases the local traffic load, and also increases the collision probability. As a result these trade-offs may impact the final throughput.
System model and assumptions
Throughout our analysis a discrete time back-off scale is employed [17] . That is, time is slotted and a station is allowed to transmit only at the beginning of each time slot. The station may proceed with its transmission if the medium is sensed idle for an interval larger than the distributed inter-frame space (DIFS). If the medium is busy, the station defers until after a DIFS idle period is detected, and then generates a random back-off period before transmitting. The back-off timer counter is decremented as long as the channel is sensed idle for more than a DIFS, frozen when the channel is busy, and resumed when the channel is sensed idle again for more than a DIFS. Therefore, this discrete time scale does not directly relate to the system time, while the time interval between two consecutive back-off time counters may consist of a variable number of slot times. Furthermore, each station is assumed to operate in the standardised request-to-send/clear-to-send (RTS/CTS) mode [1] .
Let b(t) be the stochastic process representing the backoff time counter for a given station at slot time t. Since the value of the back-off time counter of each station depends also on its transmission history (e.g. how many retransmissions the head-of-line packet has suffered), the stochastic process b(t) is non-Markovian. Let also s(t) be the stochastic process representing the back-off stage (0,y, m) of the station at time t. With the approximation that the probability p that a transmitted packet collides within a slot time regardless of the number of retransmissions suffered already, is constant and independent of the station state s(t), it is possible to model the bi-dimensional process {s(t),b(t)} with a bi-dimensional discrete-time Markov chain [17] following the procedures and specifications in 802.11 [1] .
Saturation throughput performance of bridging algorithm
A packet transmitted in the network between two neighbouring nodes (at any hop throughout the transmission) will encounter a collision when either or both of the two following events happen in one time slot: (a) at least one of the transmitter's neighbours transmits; (b) at least one of the receiver's neighbours transmits. In the following, we denote by t the probability that a station transmits in a randomly chosen slot time, by n n the average number of a transmitter's neighbours except the receiver and by n n 0 the average number of nodes located beyond a transmitter's transmission range but within the receiver's transmission range. The latter n n 0 nodes represent additional contending stations to the receiver, which may also lead to collisions. As mentioned before, probability p is the probability of a collision seen by a packet being transmitted on the channel. The fundamental independence assumption given above regarding probability p implies that each transmission sees the system in the same state. Then, at steady state each remaining station transmits a packet with probability t.
It should be noted that one of the basic assumptions of the throughput analysis presented in [17, 18] is the fact that there are no hidden terminals. The same approach does not apply directly here for the bridging scheme due to its multihop transmission characteristics and the fact that neighbour terminals of the receiver are hidden from the transmitter (e.g. n n 0 nodes). However, under the saturation condition, terminals always have queued packets to send regardless of the source of the packet. Therefore, we use a similar approach to calculate the transmission probability, that is the probability that a station transmits in a randomly chosen slot time. The hidden terminal effect however is included in the calculation of the collision probability p by calculating the collisions around the receiver as well, as shown in (1) . Therefore:
Probability t can be expressed [18] as follows
where b 0,0 is the initial state of the corresponding Markov chain used to model the bi-dimensional process {s(t),b(t)} [18] , and m is the maximum retransmission count defined by the IEEE 802.11 standard. Therefore (1) and (2) represent a nonlinear system in the two unknowns t and p, which can be solved using numerical methods. If T r is the transmission range of a transmitter and r denotes the network density, then n n 0 is equal to rA 0 , where A 0 is the shaded area shown in Fig. 5 . The average size of A 0 can be calculated as:
Let P tr be the probability that there is at least one transmission in the considered slot time within the total area covered by A and A 0 . Also, let P s be the successful transmission probability for the transmitter under consideration (Fig. 5) (this is the probability that only the transmitter transmits given that there is at least one transmission in the time slot in the area A+A 0 ). Then, we can easily obtain:
Thus, the average number of successful transmissions per time unit per node, N u , is expressed as
where s is the duration of an empty time slot, T s and T c denote the average time the channel is sensed busy because of a successful transmission or a collision respectively [17] , backoff_succ is the average back-off time after a successful transmission and backoff_fail is the average back-off time after a failed transmission. Parameters T s and T c are calculated as follows
where SIFS is the short inter-frame space, H is the packet header, and d is the propagation delay [1] . If we further denote by CW min and CW max the minimum and maximum contention windows respectively, then average backoff_succ time and backoff_fail time can be calculated as:
backoff succ ¼ 0:5CW min s and backoff fail ¼ 0:25ðCW min þ CW max Þs
If the total number of nodes in the network is n, then the total network integrated throughput is
where E [P] denotes the average packet payload size. However, it should be noted that in bridging scheme, a packet transmitted from a randomly selected source to the AP and then forwarded by the AP to a randomly selected destination is going through multiple hops. That is, a communication session between a certain source and destination pair include multiple transmitter -receiver transmissions. The integrated throughput given by (8) contains all these transmissions. Therefore, in order to obtain the average effective throughput, from the source point of view, we should divide the integrated throughput by the average path length of the communication sessions. By dividing the expected distance d between a random source-destination pair, by the expected progress z in one hop, we can find the expected number of hops to reach an arbitrary destination (average path length). The expected progress is given by [19] :
It should be noted that here we only consider positive progress and the connected network due to bridging algorithm characteristics. If we assume that the network is situated inside a disc of radius R, then the expected distance d between the access point and any point randomly located within this disc can be obtained as
where
Therefore, the average number of hops h for each source and destination pair is
Thus the effective saturation throughput is
Model validation
To validate the model we developed in the previous Section we have compared its results with the corresponding ones obtained by simulation. The values of the parameters used to obtain the numerical results for both the analytical model and simulation are summarised in DIFS, are the ones specified by the physical layer, direct sequence spread spectrum (DSSS) [1] . The channel bit rate for each node is 1 Mbit/s while the AP capacity is assumed be 11 Mbit/s.
In Fig. 6 we present the saturation throughput as a function of the number of nodes for two different networks with density of 250 nodes/km 2 and 350 nodes/km 2 , respectively. From this Figure we can see that the analytical and simulation results agree and therefore the analytical model is very accurate. The difference between the analytical and simulation results for small networks (e.g. 100 nodes) is mainly caused by the border effect of the rectangular shape of the simulated network.
Performance evaluation
In this Section, in order to evaluate the applicability and effectiveness of our proposed solution the emphasis is placed on the access point area coverage extension that can be achieved, when compared with the conventional 802.11b scheme. To achieve this, the OPNET modelling and simulation environment is used. In order to design and deploy an efficient and effective solution in realistic wireless ad hoc networking environments, it is necessary to consider the broadcast nature of the radio links. In a radio environment, transmissions can be heard by any node within radio range of the transmitting node (realistically the radio range will be determined by many factors, power, antenna gain, propagation losses, etc.). Generally, this number of nodes within range will have a direct relationship to the density of the network (nodes/km 2 ). In dense networks, channel access becomes problematic while in sparse networks maintaining a connected network may be difficult.
Models, assumptions and performance metrics
A network consisting of one access point and N nodes randomly distributed in a closed rectangular region of size Y Â Y metres is considered here. The transmission range of a single node is assumed to be 300 m. The performance of the proposed solution is evaluated in terms of packet loss and end-to-end delay, as a function of various dimensions such as network size and network density. Packet loss ratio is the ratio between the total number of packets received successfully by the destination(s) and the total number of packets generated by the source(s). This metric is extremely important in the IEEE 802.11 ad hoc network because of its media-sharing characteristics. By using this metric, the efficiency of our scheme can be evaluated. It should be noted here that throughout our simulation, packets may be lost in the network either due to an excessive number of unsuccessful transmission attempts, or due to the lack of connectivity between the source and the destination. Endto-end delay is the amount of time it takes for a data packet to travel from source to destination.
Numerical results and discussions
In order to evaluate the range extension improvement achieved by our proposed solution we first calculate the performance metrics for a network with a given density of 250 nodes/km 2 , as a function of the network size. Figure 7 presents the packet loss for the case where each node generates on the average 32 kbit/s (assuming bursty traffic) and 66% of the nodes are selected as sources for the duration of the simulation (e.g. 66% activity ratio), for both the proposed solution and the conventional IEEE 802.11. It should be noted here that since the network is of fixed density, there is a direct relation between the number of nodes in the network and the network size (or area) covered by the network. From this Figure, we can easily observe that our solution significantly extends the WLAN area coverage using a single access point, while still maintaining a low packet loss ratio for most of the experiments. For instance, packet loss is less than 0.5% for a network size of 625 m Â 625m, and less than 10% for a network size of 750 m Â 750 m, while 802.11 presents a packet loss ratio of over 40%. It should be noted that in the conventional IEEE 802.11, the packet loss ratio increases significantly as the number of nodes increases, as a result of the lack of connectivity between some of the nodes and the AP due to their increased distance from the AP. However our proposed algorithm, due to its multi-hop nature, extends the coverage significantly while maintaining a low packet loss.
In Fig. 8 we present the end-to-end delay for the case under consideration. Specifically from Figs. 7 and 8 we conclude that when the network size is up to approximately 800 m Â 800 m, our protocol achieves a very low packet loss while still maintaining a very low delay that is comparable to IEEE 802.11. When the number of nodes greatly increases and therefore the corresponding area covered by the AP increases (e.g. for networks larger than 800 m Â 800 m), the performance improvement in packet loss happens at the cost of increasing delay, as can be seen from Fig. 8 . This increased delay is caused mainly by the fact that as the network size increases, the number of hops from some sources to the AP increases, and therefore at every hop the packet in transit has to contend for channel access.
In Fig. 9 we present the packet loss ratio as a function of the number of nodes for a network with a density of 1000 nodes/km 2 , that represents a different networking environment (nodes are more densely distributed compared to the previous density of 250 nodes/km 2 ). In this scenario for most of the cases, the communication between the source and the access point involves a much smaller number of hops compared to the previous experiment. However, as mentioned before, in a high density network, other factors such as contention resolution may affect the overall performance. As we can see from this Figure, for small network sizes both protocols have comparable performance as expected, since in these cases most of the nodes are within the transmission range of the access point. When the network size increases our protocol performs better than the conventional IEEE 802.11; however the performance improvement is smaller compared to the previous case where the density was lower.
It should be noted that stationary topologies allow the investigation of the protocol's ability to cope with varying topology-related parameter changes, such as range coverage and network densities, since their use eliminates the potential impact of mobility on the results. However, since one of the most distinct characteristics of mobile wireless networks is mobility, in order to gain some insight about the capability of the proposed solution to deal with frequent topology changes, in Fig. 10 we present the corresponding packet loss results for a network where individual nodes are set in motion according to the Brownian mobility model [20] with speed of 5 km/h. Each node generates on the average 32 kbit/s and 66% of the nodes are selected as sources for the duration of the simulation (e.g. 66% activity ratio). Comparing these results with the corresponding ones presented in Fig. 7 for a stationary topology with the same traffic characteristics, we observe that both the proposed solution and the conventional IEEE 802.11a present a slight increase in the achievable packet loss. However, we can still see that the corresponding curves follow a similar trend to the one presented in Fig. 7 , where our solution achieves to significantly extend the WLAN area coverage using a single access point, while still maintaining a much lower packet loss ratio compared to the conventional protocol. This demonstrates the improvement and robustness of the proposed solution, even in scenarios where more frequent topology changes occur.
Conclusions
The problem of increasing the range of an 802.11 access point using multi-hop ad hoc networking has been investigated. A novel layer-2 bridging architecture was introduced, and the mechanisms for the corresponding forwarding tree establishment as well as for the data propagation were described. Furthermore, an analytical model to calculate the saturation throughput of the proposed architecture was presented. The model used assumed a finite number of stations and ideal channel conditions. This model allowed us to calculate the Packet loss as a function of network size for a network with density 1000 nodes/km 2 maximum effective throughput the proposed system can maintain under stable conditions. Comparisons with simulation results demonstrate that this model is accurate in predicting the system throughput. Finally the performance evaluation process and the corresponding numerical results presented in this paper, demonstrate the effectiveness of our proposed solution in improving significantly the area that can be supported by a single access point when compared with the conventional 802.11, therefore making the proposed novel mechanisms an alternative, attractive and cost efficient solution to the WLAN coverage extension problem.
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