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En este trabajo se presenta una propuesta para realizar Diferenciacio´n Automa´tica Anidada utilizando
cualquier biblioteca de Diferenciacio´n Automa´tica que permita sobrecarga de operadores. Para calcular las
derivadas anidadas en una misma evaluacio´n de la funcio´n, la cual se asume que sea anal´ıtica, se trabaja
con el modo forward utilizando una nueva estructura llamada SuperAdouble, que garantiza que se aplique
correctamente la Diferenciacio´n Automa´tica y se calculen el valor y la derivada que se requiera.
This paper proposes a framework to apply Nested Automatic Differentiation using any library of Automatic
Differentiation which allows operator overloading. To compute nested derivatives of a function while it is being
evaluated, which is assumed to be analytic, a new structure called SuperAdouble is used in the forward mode.
This new class guarantees the correct application of Automatic Differentiation to calculate the value and
derivative of a function where is required.
1. Introduccio´n
Muchas veces es necesario calcular el valor nume´rico de una funcio´n y la vez obtener una aproximacio´n
precisa de las derivadas. Ejemplos de esto se pueden encontrar en los me´todos nume´ricos de la programacio´n no
lineal [1], en los me´todos impl´ıcitos para la resolucio´n nume´rica de ecuaciones diferenciales [2] y en problemas
inversos en la asimilacio´n de datos [3].
La Diferenciacio´n Automa´tica (AD, por sus siglas en ingle´s) es una herramienta que puede usarse para
calcular las derivadas de cualquier funcio´n diferenciable, de forma automa´tica. En este contexto, “automa´tica”
significa que el usuario solo necesita escribir el co´digo fuente de la funcio´n en un lenguaje determinado, y la
herramienta puede calcular las derivadas solicitadas sin incurrir en errores de truncamiento [3].
Existen herramientas de Diferenciacio´n Automa´tica para varios lenguajes de programacio´n, como ADOL-C
[4] para programas escritos en C y C++, ADIFOR [5] para programas escritos en Fortran, y ADOLNET [6]
para lenguajes de la plataforma .NET.
Una forma de crear estas herramientas de AD en lenguajes que soporten sobrecarga de operadores es crear
una clase llamada Adouble que contenga dos campos de tipo double, uno llamado valor y otro derivada. Para
esta clase se sobrecargan los operadores aritme´ticos y las funciones elementales, para que, al mismo tiempo que
se calculen los resultados de las operaciones, se calculen el valor de las derivadas de esas operaciones [3].
Sin embargo, existen ocasiones en las que es necesario calcular unas derivadas como paso intermedio para el
ca´lculo de otras y con las te´cnicas usuales de AD esto no es posible. Un ejemplo sencillo donde se aprecia este




















Ejemplo 1. Sea f la funcio´n definida como
f(x) = x2 + g˙(x3),
donde g˙ es la funcio´n derivada de g(x) = ex
2
. Suponiendo que so´lo se conoce el co´digo fuente de g y de f , se
desea calcular el valor y la derivada de f en el punto x = x0.
Estas derivadas que intervienen en el ca´lculo de otras reciben el nombre de derivadas anidadas, y aunque
existen herramientas de Diferenciacio´n Automa´tica como ADOL-C [7] que permiten el ca´lculo de estas derivadas,
no existe un me´todo general que funcione en todas las herramientas existentes [8], por lo que puede decirse que
no existe una solucio´n general para este problema.
En este trabajo se propone una metodolog´ıa y una herramienta computacional para calcular derivadas
anidadas de funciones anal´ıticas utilizando cualquier biblioteca de AD que soporte sobrecarga de operadores.
La metodolog´ıa propuesta en este trabajo parte de la creacio´n de un nuevo tipo de dato que se llamara´ Su-
perAdouble. Al igual que el tipo de dato Adouble contendra´ dos campos, uno para almacenar el valor y otro para
almacenar la derivada. A diferencia de los Adoubles, en el que los campos valor y derivada son de tipo double,
en los SuperAdoubles, estos campos sera´n de tipo Adouble. Para esta nueva clase tambie´n se sobrecargan los
operadores aritme´ticos y las funciones elementales para calcular simulta´neamente el valor de las operaciones y
sus derivadas. Al realizar operaciones con estos SuperAdoubles es posible calcular derivadas anidadas.
La fundamentacio´n teo´rica de los Adoubles y SuperAdoubles se encuentra en [11], donde se realiza una
presentacio´n algebraica del espacio de los nu´meros Adoubles (que son el fundamento de la Diferenciacio´n
Automa´tica) y de los nu´meros SuperAdoubles (que son el fundamento de este trabajo). Tambie´n se encuentra
en [11] una demostracio´n de la posibilidad de calcular derivadas anidadas usando los SuperAdoubles.
Este trabajo se divide en dos secciones: la Seccio´n 2 introduce los conocimientos necesarios para entender
e implementar la Diferenciacio´n Automa´tica y el modo forward; la Seccio´n 3 muestra la metodolog´ıa que se
propone para calcular derivadas anidadas, la clase SuperAdouble y su implementacio´n.
2. Diferenciacio´n Automa´tica
En este seccio´n se realiza una introduccio´n a la diferenciacio´n automa´tica, en la que se presentara´n sus
modos de aplicacio´n, ejemplos y v´ıas de implementacio´n. Para la implementacio´n se mostrara´n co´digos en el
lenguaje de programacio´n C# con el objetivo de mostrar el uso de la AD en los ejemplos que se presentan.
2.1. Introduccio´n a la AD
La Diferenciacio´n Automa´tica, tambie´n conocida como diferenciacio´n algor´ıtmica, es un conjunto de te´cnicas
y herramientas que permiten evaluar nume´ricamente la derivada de una funcio´n definida mediante su co´digo
fuente en un lenguaje de programacio´n.
La AD esta´ basada en el hecho de que para evaluar una funcio´n en un lenguaje de programacio´n dado se
ejecutan una secuencia de operaciones aritme´ticas (adicio´n, sustraccio´n, multiplicacio´n y divisio´n) y llamados a
funciones elementales (exp, log, sen, cos, etc.). Aplicando la regla de la cadena al mismo tiempo que se realizan
estas operaciones, se pueden calcular derivadas de cualquier orden tan exactas como la aritme´tica de la ma´quina
lo permita [3].
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La base de la AD es la descomposicio´n de diferenciales que provee la regla de la cadena. Para una composicio´n









Existen dos modos para aplicar la AD, el modo hacia adelante o modo forward y el modo hacia atra´s o modo
reverse. El modo forward se obtiene al aplicar la regla de la cadena de derecha a izquierda, es decir, primero se
calcula dh/dx y despue´s dg/dh, mientras que el modo reverse se obtiene cuando se aplica la regla de la cadena
de izquierda a derecha [3].
A continuacio´n se presentan las ideas fundamentales del modo hacia adelante, que por ser ma´s sencillo
e intuitivo, permite explicar con mayor claridad el funcionamiento de la diferenciacio´n automa´tica. El lector
interesado en el modo hacia atra´s puede consultar [3].
2.1.1. Modo forward
Los siguientes ejemplos ilustran el funcionamiento del modo forward:
Ejemplo 2. Se desea calcular el valor y la derivada de
f(x) = x2 · cos(x)
en el punto x = pi.
La siguiente tabla contiene las operaciones necesarias para evaluar esta funcio´n en una computadora.





w3 = cos(w1) = −1
w4 = w2w3 = −pi2
y = w4 = −pi2
Para aplicar el modo hacia adelante, se almacena en una nueva variable la derivada de cada operacio´n
con respecto a la variable x. Esta derivada se puede calcular al mismo tiempo que se realiza la operacio´n. La
siguiente tabla ilustra este procedimiento.




2 w˙2 = 2w1w˙1 = 2pi
w3 = cos(w1) = −1 w˙3 = sin(w1)w˙1 = 0
w4 = w2w3 = −pi2 w˙4 = w2w˙3 + w˙2w3 = −2pi
y = w4 = −pi2 y˙ = w˙4 = −2pi
En la tabla anterior, las variables w˙i almacenan la derivada con respecto a x de la operacio´n wi. Como se
desea calcular la derivada con respecto a la variable x, entonces la nueva variable w˙1 =
dw1
dx se inicializa con el
valor 1. Al finalizar el ca´lculo, en la variable w˙4 se tiene el valor de la derivada de f(x) con respecto a x.
El siguiente ejemplo muestra co´mo se puede aplicar el modo hacia adelante para calcular derivadas parciales
de funciones de ma´s de una variable.
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Ejemplo 3. Se desea calcular el valor y el gradiente de
f(x1, x2) = x1x2 + sen(x1)
en x1 = pi y x2 = 2.
La funcio´n f de este ejemplo puede expresarse mediante las siguientes operaciones.
w1 = x1 = pi
w2 = x2 = 2
w3 = w1w2 = 2pi
w4 = sen(w1) = 0
w5 = w3 + w4 = 2pi
y = w5 = 2pi
Para calcular el gradiente utilizando el modo forward hay que realizar el mismo procedimiento del ejemplo
anterior, pero en este caso dos veces: una por cada derivada parcial. A continuacio´n se muestra el ca´lculo de la
derivada parcial dfdx1 .
w1 = x1 = pi w˙1 = x˙1 = 1
w2 = x2 = 2 w˙2 = x˙2 = 0
w3 = w1w2 = 2pi w˙3 = w˙1w2 + w1w˙2 = 2
w4 = sen(w1) = 0 w˙4 = cos(w1)w˙1 = −1
w5 = w3 + w4 = 2pi w˙5 = w˙3 + w˙4 = 1
y = w5 = 2pi y˙ = w˙5 = 1
En este caso, la variable w˙2 se inicializa con valor 0 porque
∂x2
∂x1
= 0, w2 = x2 y w˙2 =
∂w2
∂x1
. Al finalizar los




El procedimiento presentado en los ejemplos anteriores se puede generalizar de la siguiente forma.
Sea f : Rn → Rm una funcio´n diferenciable. Se denotara´n las n variables reales de entrada como
wi−n = xi y w˙i−n = x˙i, con i = 1 . . . n y x˙i = 1.
Las variables x˙i se inicializan con el valor de las derivadas parciales de cada variable xi con respecto a la variable
original. Si se desea calcular la derivada parcial de f respecto a xi, entonces x˙i deber´ıa ser 1 y x˙j deber´ıa ser 0
para toda j diferente de i.
Como f esta´ compuesta por funciones elementales, es conveniente denotarlas de alguna forma. A la j-e´sima
funcio´n elemental se le denotara´ por φj .
Para descomponer a f en operaciones elementales se denotara´n nuevas variables wi y w˙i como








donde en este caso i = 1 . . . l y l es el nu´mero de operaciones elementales que componen a f . La simbolog´ıa
φi(wj) con j ≺ i significa que φi depende directamente de wj , es decir, que para evaluar φi se usa expl´ıcitamente
wj . Tambie´n es usual denotar (1) como
wi = φi(wj)j≺i.
Con las notaciones anteriores se puede expresar el procedimiento general de la siguiente forma:
wi = xi
i = 1 . . . n
w˙i−n = x˙i
wi = φi(wj)j≺i








i = m− 1 . . . 0
y˙m−i = w˙l−i
Como se puede apreciar en la tabla anterior, el procedimiento general del modo forward esta´ estructurado
en tres fases: primero se inicializan las variables, despue´s se ejecutan las operaciones y se calculan las derivadas,
y finalmente se devuelven los valores y la derivada calculada.
En esta seccio´n se ha presentado la AD desde un punto de vista teo´rico. En la siguiente seccio´n se muestra
una posible v´ıa para implementar estas ideas computacionalmente.
2.2. Implementacio´n
Existen dos estrategias para lograr AD: transformacio´n del co´digo fuente y sobrecarga de operadores [3].
Para utilizar la metodolog´ıa propuesta en este trabajo resulta ma´s conveniente utilizar la sobrecarga de
operadores, por lo que en esta seccio´n se presentan sus elementos fundamentales. El lector interesado en la
transformacio´n de co´digo puede consultar [9].
Para implementar la AD utilizando sobrecarga de operadores se debe crear una nueva clase, la cual se
llamara´ en este trabajo Adouble siguiendo la notacio´n de [3].
En esta clase se deben definir dos campos de nu´meros reales, uno, que usualmente recibe el nombre de
valor, para almacenar el resultado de la operacio´n que este Adouble representa, y otro, que usualmente recibe
el nombre de derivada, para almacenar la derivada de esa operacio´n. Estos campos valor y derivada son la
representacio´n computacional de las variables wi y w˙i.
Una vez definida esta nueva clase, se sobrecargan los operadores aritme´ticos y las funciones elementales,
para que, al mismo tiempo que se calculan los resultados de las operaciones, tambie´n se pueda calcular el valor
de las derivadas.
La siguiente tabla muestra los valores de los campos valor y derivada de cada uno de los Adoubles que
intervienen en la evaluacio´n de la funcio´n f(x) = x2 ·cos(x). No´tese que cuando se realizan todas las operaciones,
en el campo derivada del Adouble y se obtiene el valor de la derivada de la funcio´n en el punto en que fue
evaluada.
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Adouble w1 w1.valor = pi w1.derivada = 1
Adouble w2 = w
2
1 w2.valor = pi
2 w2.derivada = 2pi
Adouble w3 = cos(w1) w3.valor = −1 w3.derivada = 0
Adouble w4 = w2 ∗ w3 w4.valor = −pi2 w4.derivada = −2pi
Adouble y = w4 y.valor = −pi2 y.derivada = −2pi
Esta v´ıa tiene la ventaja de que es fa´cil de implementar y que para utilizarlo solo hay que modificar
ligeramente el co´digo fuente de la funcio´n que se desea derivar [9].
En la Figura 1 se muestra la implementacio´n de un programa en C# que calcula el valor de f(x) = x2 ·cos(x)





double x = 2; //Inicializacio´n de x
//para evaluar f en 2
double y = x*x + cos(x); //Ca´lculo de f
Console.WriteLine("El valor de f en x = 2 es: " + y);
}
}
Figura 1: Co´digo de f(x) = x2 · cos(x)
Esta idea se puede modificar fa´cilmente para calcular derivadas parciales de funciones de ma´s de una variable.
El lector interesado en este tema puede consultar [3] y [4].
3. Ca´lculo de Derivadas Anidadas
En esta seccio´n se presenta una metodolog´ıa para calcular derivadas anidadas utilizando cualquier biblioteca
de Diferenciacio´n Automa´tica mediante sobrecarga de operadores. Esta metodolog´ıa se presenta para funciones
de una variable real para a facilitar su exposicio´n, pero su extensio´n a funciones de varias variables es posible
de la misma forma que las te´cnicas de diferenciacio´n automa´tica se extienden a funciones varias variables [3].
La metodolog´ıa que se propone es la siguiente:
1. Partir de una biblioteca de Diferenciacio´n Automa´tica en la que exista un tipo de dato Adouble.
2. Definir un nuevo tipo de dato llamado SuperAdouble. Esta nueva estructura tendra´ dos campos: valor y
derivada, y ambos campos sera´n del tipo de dato Adouble definido en la biblioteca del paso 1. El hecho






Adouble x = new Adouble(); \\Inicializacio´n de x como
\\Adouble
x.valor = 2; \\ Se quiere el valor y la derivada
\\ en x = 2
x.derivada = 1; \\La derivada de x con respecto a x es 1
Adouble y = x*x + cos(x);
Console.WriteLine("El valor de f en x = 2 es: " + w4.valor);
Console.WriteLine("La derivada de f en x = 2 es: " + w4.derivada);
}
}
Figura 2: Co´digo modificado de f(x) = x2 · cos(x)
3. Definir funciones para construir SuperAdoubles a partir de Adoubles y para obtener los campos valor y
derivada de variable de tipo SuperAdouble. Estas funciones se presentan en la Seccio´n 3.2.
4. Modificar el co´digo fuente de la funcio´n anidada para calcular las derivadas anidadas.
En las siguientes secciones se detallan cada uno estos pasos.
3.1. La clase SuperAdouble
El segundo paso propone crear una nueva clase llamada SuperAdouble. Este nuevo tipo de dato tiene
un campo valor y un campo derivada, ambos de tipo Adouble. Al igual que la clase Adouble, los operadores
aritme´ticos y las funciones elementales se sobrecargan para que cuando operen con valores de este tipo permitan
calcular los valores y las derivadas anidadas que se deseen.
El campo valor de los SuperAdouble es de tipo Adouble, por lo que este contiene a un campo valor y un
campo derivada, ambos de tipo double. Es decir, para una variable de tipo SuperAdouble tiene sentido hablar
de los campos valor.valor y valor.derivada. Por el mismo motivo, en una variable de tipo SuperAdouble existen
los campos derivada.valor y derivada.derivada.
Estos cuatro campos: valor.valor, valor.derivada, derivada.valor y derivada.derivada se relacionan con las
derivadas anidadas a trave´s del siguiente resultado, que es el principal aporte de este trabajo.
Teorema 1. En un objeto de tipo SuperAdouble se cumple que:
valor.valor es el valor de la funcio´n anidada.
valor.derivada es la derivada original.
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derivada.valor contiene la derivada anidada.
derivada.derivada contiene la derivada compuesta.
Demostracio´n. La demostracio´n se encuentra en [11].
Una vez que este´ definida esta nueva clase, es necesario definir funciones para crear instancias de esta clase
y obtener las derivadas y valores deseados. Estas funciones se muestran en la siguiente seccio´n.
3.2. Relacio´n entre Adoubles y SuperAdoubles.
Para calcular derivadas anidadas son necesarias tres funciones que relacionen variables de tipo Adouble y
variables de tipo SuperAdouble. Estas funciones son push, popV y popD. A continuacio´n se presentan cada una
de ellas y su relacio´n con el ca´lculo de derivadas anidadas.
La funcio´n push recibe como para´metro una variable x de tipo Adouble y devuelve una variable X de tipo
SuperAdouble. El campo valor de la variable X ser´ıa el Adouble x, y el campo derivada ser´ıa un Adouble con
valor 1 y derivada 0.
Ejemplo 4. Si se tiene un Adouble x = (4, 10), donde la primera componente del vector es el campo valor






Por otra parte, las funciones popV y popD reciben como argumento un SuperAdouble y devuelven un
Adouble. La funcio´n popV devuelve el campo valor del SuperAdouble y popD devuelve su campo derivada.
Ejemplo 5. Si se aplica la funcio´n popV al SuperAdouble X definido en el ejemplo anterior se obtiene un
Adouble x con los siguientes campos:
x.valor = 4.
x.derivada = 10.
Por otra parte, si se aplica la funcio´n popD al mismo SuperAdouble X se obtiene:
x.valor = 1.
x.derivada = 0.
Para calcular derivadas anidadas, estas funciones deben usarse para modificar el co´digo fuente de la funcio´n
anidada como se muestra en la siguiente seccio´n.
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3.3. Modificacio´n del co´digo de la funcio´n anidada
En esta seccio´n se presentan las modificaciones que son necesarias realizar en el co´digo fuente de la funcio´n
anidada para utilizar los SuperAdouble, las funciones push, popD y popV y obtener los valores de las derivadas
anidadas.
Siguiendo con el Ejemplo 1,
f(x) = x2 + g˙(x3), g(x) = ex
2
,
la Figura 3 muestra el co´digo que permite calcular el valor de la funcio´n y su derivada en el punto x = 3 usando





Adouble x = new Adouble();
x.valor = 3;
x.derivada = 1;
Adouble w1 = x*x; \\ w1 = x^2
Adouble w2 = w1*x; \\ w2 = x^3
SuperAdouble Y1 = push(w2); \\ crear el SuperAdouble
SuperAdouble Y2 = exp(Y1*Y1); \\ g(x) = exp(x^2)
SuperAdouble W3 = exp(W2);
Adouble w3 = popD(Y2); \\ obtener la derivada anidada
Adouble w4 = w1 + w3; \\ w4 = x^2 + gdot(x^3)
Console.WriteLine("El valor de f en x = 3 es: " +
w5.valor);




Figura 3: Aplicacio´n de los SuperAdoubles en la AD.
En el co´digo de la Figura 3 se empieza trabajando con nu´meros de tipo Adouble para calcular el valor y la
derivada de las operaciones que no pertenezcan a la funcio´n anidada. La l´ınea
SuperAdouble Y1 = push(w2);
crea un objeto SuperAdouble a partir de la variable anidada. Despue´s de la creacio´n de W1 se efectu´an las
operaciones de la funcio´n anidada utilizando SuperAdoubles. Con la l´ınea
Adouble w3 = popD(Y2);
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se obtiene un Adouble que en su campo valor tiene la derivada anidada, y en su campo derivada tiene la derivada
compuesta. Finalmente, en la l´ınea
Adouble w4 = w1 + w3;
se termina el ca´lculo de la funcion original.
Como todas las operaciones se han realizado con Adoubles, en el campo derivada del Adouble w4 se tiene
la derivada de la funcio´n original, que era el objetivo que se persegu´ıa.
4. Conclusiones
Con la metodolog´ıa propuesta en este trabajo es posible utilizar la Diferenciacio´n Automa´tica para calcular
derivadas anidadas. Esta metodolog´ıa es sencilla de implementar gracias a que se puede reusar otras librer´ıas
de AD que soporten sobrecarga de operadores.
Como recomendaciones y trabajo futuro se propone implementar el modo hacia atra´s de la Diferenciacio´n
Automa´tica con los nu´meros de tipo SuperAdouble, lo cual ser´ıa u´til en los casos que la funcio´n anidada con
dominio en Rn e imagen en R, y generalizar los resultados obtenidos para el caso en que haya ma´s de un nivel
de anidacio´n.
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