We provide higher integrability results for the gradient of positive solutions to Trudinger's equation (also known as the doubly non-linear equation), for the full range p ∈ (1, ∞). In particular, we prove a scale and location invariant reverse Hölder inequality for gradients of positive weak solutions in the case 1 < p ≤ 2 with a methodology free from intrinsic scaling.
Introduction
We study doubly non-linear parabolic partial differential equations modeled by Trudinger's equation
They were introduced by Trudinger in [27] , where a scale and location invariant parabolic Harnack inequality for positive weak solutions was proved, generalizing the work of Moser [24] . The equation (1.1) is motivated by its connection to the nonlinear eigenvalue problem and sharp constants in Sobolev inequalities. Given any bounded domain Ω ⊂ R n , one defines λ p = inf
This eigenvalue of p-Laplacian is simple, and the minimizer of the Raleygh quotient v is unique up to a multiplicative constant [19, 20] . On the other hand, given any weak solution u ∈ L p loc (0, ∞; W 1,p 0 (Ω)) to (1.1), then either lim t→∞ e λp p−1 t u = v, or the limit is identically zero [12] . The limit is understood in L p sense.
Our focus is on local regularity of positive weak solutions. Despite the simple form of the parabolic Harnack estimate, the regularity theory is not as well developed as one might expect. Weak solutions to (1.1) are known to be locally Hölder continuous [28] , but local Lipschitz continuity has only been studied for the degenerate regime p ≥ 2 [26] . To our knowledge, Hölder continuity of the gradient is unknown. In addition, there are other surprising problems related to uniqueness and comparison [18] . See also [14] , [17] and [16] for more on regularity theory.
In the present paper, we prove two new regularity results which also apply to the case of general coefficients for which we only assume the natural upper and lower bounds (See Section 2.2). Our first result is a reverse Hölder inequality for the gradient when p ∈ (1, 2] .
Let Ω ⊂ R n be open, T > 0, p ∈ (1, 2] and u ∈ L p loc (0, T ; W 1,p loc (Ω)) be a weak solution to (2.2) satisfying the structural conditions in Section 2.2 in Ω T = (0, T ) × Ω. Then there is > 0 only depending on n, p and Λ so that As a brief history of the topic, we mention that the study of higher integrability of gradients of solutions to various partial differential equations goes back to Bojarski [4] and quasiregular mappings on the plane. See also [7] . Meyers studied more general linear elliptic equations in [21] , and systems as well as parabolic equations with linear growth have been studied in [22] and [10] . For a long time, it remained an open problem to extend these results to nonlinear parabolic equations. The case of pparabolic systems was solved by Kinnunen and Lewis in [15] , where the method of intrinsic geometry (originally going back to work of DiBenedetto and Friedman [6] ) was succesfully used. The p-parabolic equation ∂u ∂t − div(|∇u| p−2 ∇u) = 0, 1 < p < ∞ (1.2) becomes degenerate or singular when the gradient vanishes. Unlike in the linear theory (or in the case of singular Trudinger's equation), solutions to the p-parabolic equation do not have their gradients in proper reverse Hölder classes. As the class of weak solutions is not closed under multiplication by constants, such homogeneous estimates should not be expected.
The equations of porous medium type ∂u ∂t − m div(u m−1 ∇u) = 0, m > 0 exhibit a distinct difficulty as the equation becomes degenerate or singular depending on the solution itself. The higher integrability of their solutions was established only very recently by Gianazza and the second author in [8] and [9] . These results require a very careful analysis of the covering properties of the intrinsic cylinders relative to the solution. The ideas there, see also [25] , have later been used to study systems of porous medium type [3] as well as global higher integrability [23] . Equations of type (1.1), studied in this paper, can be formally understood as an equation
From this formulation it becomes clear that the equation becomes degenerate or singular depending on both the solution and its gradient. Higher gradient integrability (without a scale invariant reverse Hölder inequality) was only known in one and two spatial dimensions as well as for a restricted range p ∈ (2n/(n + 2), 2n/(n − 2) + ) prior to this work. These results are due to [2] , whose methods also apply to the vectorial case. Our contribution is to remove all restrictions on p when dealing with equations as well as to prove a proper reverse Hölder inequality in the singular regime.
The current paper is structured in two parts. We first give a complete treatment of Theorem 1.1, which we consider more interesting. The second part of the paper is devoted to showing how the introduction of Harnack estimates can be used to improve the estimates in [2] in order to prove Theorem 1.2.
In case µ is the Lebesgue measure, we may omit it in the notation. We also use the notation |E| for the Lebsegue measure of a set E. It will always be clear from the context whether it is n or n+1 dimensional, and we do not include this information in the notation.
We denote spatial balls by B and temporal intervals by I. Radii r and centers c are usually omitted in the notation, but when they are important, they are denoted as B r (c). Given two positive numbers r and s, we denote Q r,s = I s × B r . We use the shorthand notation bQ r,s = Q br,bs for concentric dilations. Similar notation is used for intervals and balls.
2.2.
Solutions. We study non-negative weak solutions to the equations
Here the positive number Λ < ∞ is fixed, whereas other constants are allowed to vary in dependence of the dimension and p.
). If the left hand side is non-positive, u is said to be a subsolution. If the left hand side is non-negative, u is said to be a supersolutions.
In what follows, u always denotes a positive solution to the equation. To simplify the notation, we denote v = u p−1 so that whenever u is a strictly positive weak solution to (2.2) , v satisfies
When 1 < p ≤ 2, a strictly positive solution is known to be Hölder continuous [16] and hence bounded away from zero in all compact sets. This ensures the existence of ∇v = ∇(u p−1 ) when p ∈ (1, 2). When p > 2, the existence of ∇v follows from the general chain rule for Sobolev functions.
2.3. Time derivative. As the solutions are not required to exhibit any a priori differentiability in the time variable, there is a technical difficulty when trying to use the solution itself as a test function.
To overcome this problem, we can use a mollified version of the equation as an intermediate step in the proof. For a smooth and even function 2] we define the dilations by > 0 as
Using the convolution
as a test function, we can convert the equtions (2.2) and (2.3) to
where the subscript is still used to denote the convolution by ζ in the time variable. This argument together with correct use of the mollified solution as a test function can be used to justify certain computations to follow that we decided to keep at formal level for the sake of better readability. .
We refer to this fact in its various forms as the best constant property of the mean value and it can be used to justify all occasions where we change a constant inside a mean oscillation integral as the one above.
In order to effectively carry out certain iterative arguments, we use the following lemma, which can be found as Lemma 6.1 in [11] . Lemma 2.1. Let 0 < r < R < ∞ and let Z be a bounded and positive function such that for all
where A, B, α > 0 and δ ∈ (0, 1). Then
2.5.
Positivity. When it comes to Harnack estimates, there is some discrepancy in the positivity assumptions imposed on solutions in the literature, and we clarify that point here. When 1 < p ≤ 2, the solutions are Hölder continuous on compact sets [16] , and hence strict positivity u > 0 on K implies existence of ρ > 0 so that u ≥ ρ > 0. This allows us to use Theorem 2.5 from [14] even though the authors assume a lower bound u ≥ ρ > 0 that is not visible in our assumptions. See also [13] for related issues. The Harnack estimate is originally due to [27] , but we quote it from the more modern reference [14] . Lemma 2.2 (Theorem 2.5 [14] ). Let u > 0 be a weak subsolution to (2.1) and (2.2) in
Then for every σ ∈ (0, 1) there is a constant C = C(n, p, Λ, σ) so that
When 2 < p < ∞, we need not use the full strength of the Harnack estimate, but a much weaker supremum estimate for subsolutions will do for our purposes. In particular, the use of Hölder continuity and strict positivity can be avoided here. Indeed, given > 0 and a positive subsolution u, we let u = max(u, ). Following the proof of Lemma 1.1 of Section II in [5] , we see that the choice of test function ϕ = η(u − )(u − δ) −1 with δ ∈ (0, ) gives (using an approximation argument as in
Here we also used |A(t, x, u , ∇u )| ≤ |∇u | p−1 to extend the domain of integration on the last line. Hence u is a subsolution bounded from below by . The following lemma is stated in [14] only for subsolutions bounded from below, but approximating by the truncations as above, we can use it for all positive subsolutions. Lemma 2.3 (Lemma 5.1 [14] ). Let u ≥ 0 be a weak sub-solution to (2.1) and (2.2) in
Then there are positive constants C = C(n, p, Λ) and θ(n, p) so that for all σ ∈ (1, 2) and all s > 0
Caccioppoli estimates
We start by deriving energy estimates for the solutions. The following lemma captures the relevant behavior of the solution in space time cylinders where the oscillation of the function is modest in comparison with its absolute size. 
, h > 0 and fix τ to be a piecewise linear function with
The test function has mean value zero at every time slice. Hence
On the other hand, substituting
These estimates together with (3.2) give for almost every s
The previous choice of test function turns out to be less effective when the function oscillates a lot relative to its absolute size. If this is the case in a space time cylinder Q, the following Caccioppoli estimates must be used. Lemma 3.2 (Second Caccioppoli estimate). Assume 1 < p < ∞. Let u be a non-negative weak solution to (2.2). Let 1 ≤ a < b ≤ 2 and consider a space time cylinder Q = I × B r with |I| = r p . Then
Proof. For simplicity, assume r = 1 and that Q is centred at origin. The general case can be deduced by scaling and translation from the simplified one. Take η ∈ C ∞ (R n ) with β p = η and χ aQ ≤ η ≤ χ bQ and |∂ t η| + |∇β| (b − a) −1 as in the proof of the first Caccioppoli estimate. Let s ∈ (−b, 0), h > 0 and τ be the piecewise linear function with
Using the equation, the left hand side is controlled (by exactly the same argument as in the last lemma)
Sending h → 0, we see that it only remains to estimate the first term. However, repeated testing with ϕ gives the desired bound (compare to the estimate for II in the proof of Lemma 3.1).
Remark 3.3. The same testing in the setting of an arbitrary cylinder Q s,r (z) gives
This will also be needed later.
Then the left hand side of the claimed inequality equals
The case p ≤ 2
We start by treating the fast diffusion case. We can divide the space time cylinders into two categories. There are non-singular cylinders (later large oscillation cylinders), where the space-time oscillation relative to the absolute size of the solution is not too small. The large oscillation cylinders are always unproblematic, because the diffusive part of the operator dominates over the time evolution part. The other cylinders, where the oscillation is very small, are called singular or small oscillation cylinders:
Otherwise a cylinder has large oscillation.
Hence, heuristically the diffusion coefficient is v 2−p |∇v| p−2 . As explained above, the critical case is estimate when the oscillation of the solution is small. This means heuristically that ∇v is small in comparison to v. Now in case p < 2 when v → ∞ the diffusion coefficient gets larger and larger which implies better and better Cacciopolli estimates. In contrast, when p > 2 the diffusion coefficient can vanish even so the oscillations are small, in which case the Caccioppoli estimate has to be "replaced" by the direct estimation of ∇v by v which is assumed to be bounded a priori. That is the reason why we believe that the intrinsic-scaling-method introduced below can not be omitted in the case p > 2. Indeed, the intrinsically scaled cylinders take into account the ratio between the value of v and the oscillation of v which allows to build cylinders that are in coherence with the local outreach of the diffusion. . Fix a space time cylinder Q with small oscillation in the sence of (4.1). Then
(ii) For any A ⊂ Q and δ ∈ (0, 1) it holds
Proof. The first item follows from
after absorbing the first term on the left hand side. For the second one, using the previous item,
whence the claim follows for as assumed.
For the third item, let Q be the unit cylinder and with small oscillation. Set a < 1. Let z ∈ aQ. Let E denote the set of parabolic cylinders inside Q with sidelength (1 − a). Let E be a parabolic cylinder with sidelength (1 − a) such that z − ((1 − a) p , 0, . . . , 0) ∈ E . Then by Harnack's inequality (Lemma 2.3)
so the last assertion also holds.
Reverse Hölder inequality
Small oscillation case. The proof of the reverse Hölder inequality is divided in two parts. As every space time cylinder with correct dimensions either satisfies the small oscillation condition or is of large oscillation, it suffices to prove estimates in these two cases. We start with the small oscillation case. Proof. Suppose that 2Q is a cylinder with small oscillation. By scaling, we can assume it to be of unit length. By the item (iv) of Lemma 4.3, 2aQ for any a ∈ (0, 1) is also a small oscillation cylinder. In particular Q is small oscillation cylinder. We consider the inequality (3.1). The first term on the right hand side is controlled by
We estimate the second factor (as p < 2)
where λ Q v in bQ by the item (iii) of Lemma 4.3 and the last inequality relied on the fact pθ/p < 1 andp ∈ (p * , p). For the second term on the right hand side (3.1), we choose θ ∈ (0, 1) such that θ/2 + (1 − θ) = 1/p. Then
dt.
Note that θp/2 = p − 1 < 1. To estimate the second factor, we apply Poincaré inequality in the space variale to get
where the last step is due to the fact p(1 − θ) = 2 − p < 1. Finally, we apply Young's inequality for both terms to estimate
Using once more the property (iii) from Lemma 4.3, dividing by λ 2−p Q , and raising to the power 1/p, we can apply the iteration lemma 2.1 to see
Note that since Q is a cylinder with small oscillation, |∇v| λ p−2 Q |∇v| which justifies writing the final reverse Hölder inequality for u instead of v.
Large oscillation case. When the small oscillation condition (4.1) fails, we have to rely on the second Caccioppoli estimate from Lemma 3.2. Proof. First note that by (iv) of Proposition 4.3 all cubes bQ with b ∈ [1, 2] are of large oscillation, that is, (4.1) fails. Note also that u p = v p . Using (3.3) the large oscillation property, we then see that for
Take η smooth and non-negative so that χ aQ ≤ η ≤ χ bQ . By the best constant property and the time integral estimate Lemma 3.4
The second term is of the desired form. The first one is estimated as in the first term. As p ∈ (1, 2], by sublinearity it holds Conclusion. Once the reverse Hölder inequality is shown to hold for all cylinders satisfying one of the oscillation conditions, we can extend it to generic cylinders and invoke the classical Gehring lemma to conclude higher gradient integrability with an estimate. 
Hence we can conclude by Sobolev-Poincaré and Jensen
will be used in what follows. In general, they may or may not hold for different values of α ∈ [1, ∞), but the argument in [2] was based on constructing a suitable cover of the level set of the gradient of the solution so that every cylinder in the cover satisfied the conditions above with α = 1. We carry out the corresponding construction for larger values of α, and hence it is useful to note that the conditions for some value α > 1 imply the case α = 1 so that several results from [2] can be directly quoted. Proposition 6.1. Fix δ and r. Assume that the inequalities (6.1) and (6.2) hold for some α ≥ 1. Then
where the constant C only depends on n, p and Λ. 
The claim follows then from the iteration lemma 2.1.
Construction of a differentation basis
We use the intrinsic scaling given by
as a model for the construction of a basis of almost intrinsic cylinders. In what follows, we denote δ = µ − p−2 p . Let R > 0 be fixed and α > 1 depend only on p > 2 in a way to be specified soon. Similarly, we let C 0 be a large positive constant independent of u but subject to several additional constraints to be imposed on it later. Assume
Take z = (t, x) ∈ Q(2R, (2R) p ) and ρ ∈ (0, R], and then define When z is fixed and no confusion can arise, we drop it from the notation. The minimum is taken in order to make d z (·) an increasing quantity. As it is not strictly increasing, we cannot directly invert it, but we define ρ max (z, η) = max{r : d z (r) = η}. Again, we drop z from the notation whenever convenient. The cylinder Q ηρmax(η),ρmax(η) p is either intrinsic or η = 1. For brevity, we denote S(z, ρ) := Q dz(ρ)ρ,ρ p (z). Proposition 7.1. Assume α > n 2 1 − 2 p . Then the following items are valid:
• d is a continuous and increasing function in the variable ρ.
• There is a constant c 1 = c 1 (n, p, α) so that if S(z, r) ∩ S(w, r) = ∅, then S(z, r) ⊂ S(w, c 1 r) and d z (r) ∼ d w (r).
Proof. The first item follows by simplifying the expression defining d z (ρ). Indeed, the inequality in the definition (7.1) is
As we send δ → 0, the right hand side will tend to infinity as the exponent on the right
This is the key point which enforces the lower bound on α. The left hand side goes to zero, as the cylinder degenerates into a line segment. Hence the set of δ > 0, where the condition is satisfied, is non-empty, and consequently d > 0.
To verify the second item, note that the monotonicity is immediate from the minimum in the definition. To prove the continuity, it suffices to ignore the minimum in the definition so we focus on the supremum part for a while. Take any r ∈ (0, R]. By definition, for all δ > d(r) the condition is violated. By continuity of integral, this is still true when the radius is changed to ρ close enough to r. In particular, δ > d(ρ) holds when |r − ρ| < for small enough , and hence we conclude lim sup ρ→r d(ρ) ≤ d(r).
Suppose, for contradiction, lim inf ρ→r d(ρ) < d(r) for some θ < 1. Then there is a sequence ρ i → r so that d(ρ i ) = θ i d(r) for all i and θ i → θ < 1. Then
which is a contradiction as the exponent of θ is negative. Finally, taking the minimum preserves continuity so the second item follows. The third item is immediate consequence of the second one.
To prove the fourth item, take 0 < ρ ≤ s ≤ R. Denote where we used ρ ≤ρ and β < 0. It remains to prove the last item in the list. Consider two points z and w and a length r so that S(z, r) ∩ S(w, r) = ∅. We want to show S(z, r) ⊂ S(w, c 1 r). This is trivially true for c 1 = 10 if
for some c just depending on n, p, α. Hence, if we choose C 0 large enough, then any δ with
In particular because α is large enough, δ ≥ 1 which implies d w (r) = 1 ≥ d z (r) and again the claim follows with c 1 = 10. This leaves the case when that r < R/10 and d z (r) > d w (r). For a moment, we denote
Because δ z > δ w and ρ w ≥ r, it follows
Then by monotonicity of d z (·) and the definitions
Consequently, there is a constant c = c(n, p, α) so that S(z, r) ⊂ S(w, cr).
We could not make both (6.1) and (6.2) valid for the cylinders S(z, ρ) without worsening the covering properties of the basis. Indeed, although the resulting collection now consists of merely sub-intrinsic cylinders (only 6.1 holds), we know that it admits a powerful covering property. The following formulation of a Vitali type lemma is from [9] , and the properties established in the previous proposition show that the basis {S(z, r) : z ∈ R n , r > 0} satisfies the assumptions. Then we can find a countable and disjoint subfamily {U i }, such that
where the constant c > 1 depends only on c 1 , a, and the dimension M .
A Gehring type argument
To conclude the Gehring lemma for the gradient of the solution, we study coverings of its level sets. Although the construction of S(z, r) only gave us sub-intrinsic cylinders, we can extract some additional information from the actual stopping time construction to form a cover of the level set from cylinders that are actually intrinsic in the sense of (6.1) and (6.2).
Let R > 0 and fix a cylinder Q 4R,(4R) p . Let 
In addition, every cylinderS(z, ρ z ) with z ∈ E(R 1 , λ) is contained in Q R2,R p 2 and satisfies the properties (6.1) and (6.2) with α = 1.
Proof. We fix a large constant A that only depends on the data. Let z ∈ E(R 1 , λ) and ρ ≤ R 2 − R 1 . By the assumption on λ
provided that C 0 is large enough. By continuity we can choose the radii ρ z < (R 2 − R 1 )/(10A) to be the largest ones so that the equality for the mean value claimed in the statement of the lemma holds. The propertyS(z, ρ z ) ⊂ Q R2,R p 2 is also immediate. To prove the last item, fix z ∈ Q R1,R p 1 and take the cylinder S(z, ρ z ) = Q dz(ρz)ρz,ρ p z as constructed above. We show first that Q Aρzd(ρz),(Aρz) p satisfies (6.1) and (6.2) with α coming from the construction. We start with (6.1). Note that for all s ∈ [ρ z , R]
as follows from item (iv) of Proposition (7.1). By 
which is (6.1) for some value of K only depending on n, p and α.
To verify the other condition (6.2), we first consider the case
Recall the function ρ max from Section 7. We shorten the notation by denoting d z (ρ z ) = δ. Then by definitions and (8.3)
which is the first alternative in (6.2). We next study the case ρ max (z, δ) > Aρ z . If δ = 1, the second alternative in (6.2) is satisfied and there is nothing to prove. Hence we can assume that δ = d z (ρ z ) < 1. Then Q δρmax(z,δ),ρmax(z,δ) p is intrinsic in the sense that equality holds in (6.2) with K = 1. Set ρ * = ρ max (z, δ) A so that ρ * ∈ (ρ z , ρ max (z, δ)). Now by the definition of ρ max (z, δ) and Proposition 6. Adding and subtracting the slice average u B 2Aδρ * , applying Poincaré inequality in space, and using (8.3), we bound the display above by
Adding and subtracting (u p−1 ) Q δρ * ,ρ p * and applying Lemma 3.4, we get the bound
for A large enough only depending on the data. Consequently δ − p p−2 ≤ K for some K. As we have shown that (6.1) and (6.2) hold with α for Q Aδρz,(Aδρz) p , it follows from Proposition 6.1 that they also hold for Q 2Aδρz,(2Aδρz) p and α = 1. Note that we used the fact
due to the maximality of ρ z to conclude the α = 1 case in the right geometry.
We can now use the following reverse Hölder inequality from [2] . where q = max(np/(n + 2), p − 1) and C = C(n, p, Λ, K). 
