Using Arnold's definition [Ar] as a model, we define it as an intersection number and then derive some computational formulae which play a crucial part later.
Section 2 contains the main analytical technicalities of this paper. Many of these results are known, but we have reformulated them in a symplectic context (see [BW4] for an extended presentation of this subject).
Section 3 contains our main result: the Maslov index equals the spectral flow. The idea of the proof is to reduce the general problem via successive homotopies to a simple situation. For this we rely on a genericity result first used by Floer IF] in the context of symplectic homology (we give a complete proof in the appendix). After reducing to the case of piecewise affine homotopies, the theorem follows by an integration by parts formula. Again, this has an elegant symplectic interpretation.
Finally, in Section 4 we take up the problem of stretching the neck. This entails studying the behavior of the Cauchy-data spaces of a neck-compatible Dirac on a manifold M as the length of the neck tends to infinity. We begin by studying a related finite-dimensional problem. Namely, suppose that A is a 2n x 2n symmetric matrix that anticommutes with the canonical complex structure J on R2n. We then get a 1-parameter group of symplectic transformations r e-rA, and hence a flow on the Lagrangian Grassmanian A(n) of R2n. In Corollary 4.4, we show that each trajectory in A(n) has a unique limit point as r ; this limit is an Ainvariant Lagrangian in R2. This follows from a simple trick we learned from Tom Parker. We then return to the infinite-dimensional problem, where we can regard the CD spaces as infinite-dimensional Lagrangians evolving by the "flow" r e -r as the neck length r az. By passing to a carefully defined symplectic quotient, we relate this to the above finite-dimensional situation. This yields Theorem 4.9, which shows that as the neck length r , the Cauchy-data spaces stabilize to limiting infinite dimensional Lagrangians that can be explicitly described. We can then obtain the Maslov index from a computation in the finitedimensional symplectic quotient (Corollary 4.14).
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The families of Dirac operators for which we proved the splitting formula have constant symbol. In IN2] we deal with higher-dimensional families of Dirac operators and prove higher-dimensional splitting formulae using an entirely different approach. The techniques there can be used to successfully discuss the nonconstant symbol case as well.
Tom Mrowka informed the author that he proved these results using a similar approach. After this work was completed, the author learned that Ulrich Bunke independently obtained a splitting formula for the spectral flow (see [Bu2] ) as consequence of a glueing result for the eta function of a neck-compatible Dirac (see [Bull) . The results of this paper were announced in [NI-I. Acknowledgements. I wish to express my gratitude to my advisor, Tom Parker, with whom I had many long and illuminating discussionson the subject of this paper. Also, I am indebted to Tom Mrowka for pointing out an error in a preliminary version of this paper. While working on these results, I benefited from the correspondence with Krysztof Wojciechowski, who supplied me with valuable material on this topic. I want to thank both him and Paul Kirk for the stimulating days I spent in Indiana.
I. Infinite dimensional symplectic geometry. In this section, we study Lagrangian subspaces in an infinite-dimensional symplectic space. In contrast to the finite-dimensional situation, the Grassmanian of Lagrangian subspaces is contractible. A related, but topologically more interesting, space is the space of Fredholm pairs of Lagrangians. We will show this is a classifying space for KO and then we will explicitly describe an isomorphism, called the Maslov index, between its fundamental group and Z.
Let H be a separable real Hilbert space with inner product ). We will denote the *-algebra of bounded linear operators on H by B(H). Let GL(H) be the group of invertible elements in B(H), and let O(H) be the subgroup of bounded orthogonal operators. For A, B B(H) and topologize it using the operator norm. We will use this identification A"j c frequently below.
The unitary group q/j(H) { U s O(H); [U, J] 0} is a topological group that is contractible by Kuiper's theorem [Ku] and acts on ' by C--UCU-1. This action is transitive (just as in the finite-dimensional case, cf. [GS-i) [C] or [K] 
Proof.
lemmas.
The proof will be carried out in several steps, with some intervening
Step [B, Proposition 4.6.5] . Consider T e GLc as in (1.5). Then TC1 C2 T and C1 T* T*C2. It follows that C1 commutes with S S T'T, and hence with S/. Setting U T(TT*)-/, we clearly have U*U I, and U GLc by Lemma 1.4. Therefore, U is in q/c and satisfies (1.6).
Step 4 shows that q/c acts transitively on &a. For C 'o, the stabilizer of this action is Oc.c. Thus, qo ql c/ O c, c C qo
(1.7)
Step 
If we write JA, where A commutes with J and A is selfadjoint, then Proof. As before, it suffices to consider only the special case y(t) (Ao, At (t)), where is very small. We can assume without any loss of generality that
Let (0) [DP] , IV] for a related result). We leave the details to the reader.
Using the homotopy long exact sequence for the pair (t2), .t2)) and the results proved so far, we deduce the following theorem. The estimate (4.7) follows immediately, using (2.3), (2.4), and (2.6).
Step 2.
IIn,-noll O(t) as O.
(2.7)
For u Coo(Co), we have Step 3.
Ut-Uo tVol3/2-< Ct2ly] for all u C(go) and all small. (2.9) In Section 2, we defined a continuous map
Denote by At.
2) the homomorphism between zr's induced by this map.
we will prove that the following diagram is commutative.
(, ,) A* (2)) (,.(2), (f(2))
Here #: 1(,,(2), ,,, 
2j(t) a(A(t)) and .(t) (P(t))fl(t)P(t), where P(t): H H denotes the orthooonal projection onto ker(2(t)I-A(t)).
Moreover, /f 2 tr(A(t))m (.c0, %) with correspondin9 spectral projection P: H---} ker(2I-A(t)) and 0 a(PA (t) (3.4)
Thus,
E(t)D,(t) I + K,(t) K(t) E(t)R,(t),
(3 a(s(t)) (2,,,,(t)/n Z} (multiplicities included).
We labelled the eigenvalues so that 2o,, (0) 0 Arguing by contradiction, we can find 0 < e < 2 such that 2o,,(+ ) # 0.
(3.8) In this section, we will study the behavior of A' as r--. 03 bounded from both below and above.) However, in finite dimensions, this discussion makes sense, and the first result of this section, Proposition 4.3, describes the asymptotics of this flow. The study of the infinite-dimensional situation will ultimately reduce to this result via a careful symplectic reduction. Since we will be dealing with asymptotics of families of subspaces, it is appropriate to begin our presentation by discussing ways to measure the distance between two closed subspaces in a Hilbert space. The right notion is provided by the 9ap distance between two subspaces introduced in [K] . Let 
Note that 6(X, Y) can also be characterized as the smallest number 6 such that dist(x, Y) < 6 xl vx x. We say X. X if (X,, X) 0. In particular, if P. are the orthogonal projections onto Xn, then X, X ..:, P. P in norm.
Thus, if H is symplectic, the gap topology on the space &a of Lagrangians is equivalent with the natural topology (defined by the identification (1.2) ). Although the function di(., .) is in general not symmetric, it becomes so when restricted to .I ndeed, by Theorem IV 2.9 of [K] 
Since L1, L2 are Lagrangians, 6(L2, L) 6(JL, JL,) 6(L2, L).
LIVIU I. NICOLAESCU
At the last step, we have used the fact that J is an isometry. Thus,
In studying convergence of sequences of subspaces, it is very convenient to have a method to "renormalize" them (much like the homogeneous coordinates in the projective spaces). We can achieve this if we can represent these subspaces as graphs of linear operators. This representation is possible once some obvious transversality conditions are assumed (compare with Arnold's charts on Lagrangian Grassmanians). When these renormalizations are possible, there are ways to relate the gap topology with the norm topology of linear operators. In particular, we will frequently use the following results. Their proofs can be found in [K] . Inside sp(n, R) sits the subspace a(n) (A sp(n, R)/A A*}, consisting of selfadjoint matrices anticommuting with J. Denote by A(n) the Lagrangian Grassmanian of (R2, J). Sp(n, R) acts (transitively) on A(n). In particular, any A a(n) defines a 1-parameter group of diffeomorphisms of A(n): r--e-'a. The problem we intend to discuss is that of the asymptotic behavior of the above flow on A(n). Fix A tr(n) and consider Let us now describe the dynamics of e -rA in a simple but instructive case. Example 4.2. Take n 1 and fix A tr(1)\{0}. We can then choose e e R2, lel 1, such that in the basis (e, Je) the operator A has the form A diag(2, -2). Viewed as a (linear) flow on 112, e -'A has the hyperbolic phase portrait depicted in The phase portrait of e -ra on A(1) is then the one described in Figure 7 . In Step 1 e-Ulu-I
Ifl
The relations (4.12) and (4.13) imply that IICll O(e-2r). Theorem 4.9 is proved.
Theorem 4.9 has many interesting corollaries. We will consider only a special situation motivated by problems in topology (see [Y] for r large enough, where Li(t) L(Di(t)) is the RCD space of Di(t).
This last corollary generalizes a result of [Y] . In that case, the Dirac operators arise as the deformation complexes of the fiat-connection equation on a homology 3-sphere. 
