Mutual information (MI) is a popular entropy-based similarity measure used in the medical imaging field for multimodal registration. The basic concept behind any approach using MI is to find a transformation, which when applied to an image, will maximize the MI between two images. A common implementation of MI involves the use of Parzen windows. This process generally requires two samples of image intensities: one to estimate the underlying intensity distributions and the second to estimate the entropy. This paper presents a novel gradient-based registration algorithm (MIGH) which uses Gauss-Hermite quadrature to estimate the image entropies. The use of this technique provides an effective and efficient way of estimating entropy while bypassing the need to draw a second sample of image intensities. With this technique, it is possible to achieve similar results and registration accuracy when compared to current Parzen-based MI techniques. These results are achieved using half the previously required sample sizes and also with an improvement in algorithm complexity.
INTRODUCTION
Registration is the process of developing a spatial mapping between different sets of data. In the medical imaging field, registration is often used to fuse the complementary and synergistic information of images acquired from different modalities. This process is referred to as multimodal registration.
An important concept that arouse in the computer vision and medical imaging field during the mid 1990's was an entropy-based measure known as mutual information (MI). This measure has its roots in information theory and has seen a prolific expansion for its use in multimodal registration applications. The strength of this measure lies in its simplicity as it does not assume the existence of any particular relationship between image intensities. It only assumes a statistical dependence.
The versatility and success of MI has been demonstrated repeatedly in the literature, particularly for multimodal applications. Numerous adaptions and extensions have also been proposed to MI in order to improve the robustness and accuracy of the measure [1] . These extensions have all stemmed from the two original pioneering techniques proposed by Viola et al. [2] and Collignon et al. [3] .
A common problem encountered when registering image data is that one does not have direct access to the density functions of the image intensities. They must be estimated from the image data. This is generally accomplished with the use of Parzen windows or normalised frequency histograms. For Viola's approach [2] , the registration problem is further compounded as entropy evaluation of the Parzen density is an extremely difficult task to solve analytically, as there is no known closed-form solution to the entropy of a mixture of Gaussians. This dilemma is overcome by approximating the entropy integral as a sample mean computed over a second sample taken from the image.
Another important issue that can affect the performance of these registration algorithms is related to the statistical power of MI. The statistical power, directly related to the size or number of the image samples, can become too low when operating on small images, (or sub-images as is the case in local non-rigid registration approaches). This reduces the ability of the registration algorithm to accurately locate the optimal transformation. This paper presents a novel gradient-based registration method which addresses both of these above issues, namely the entropy evaluation and the statistical power of the MI measure. In this technique, the image density functions are modelled using Parzen densities, however, the entropy is evaluated via the use of Gauss-Hermite quadrature. The use of this numerical approach provides an effective way of estimating entropy while bypassing the need to draw a second sample of image intensities (as in Viola's approach [2] ). Virtually identical results and accuracy can be achieved with only half the required sample sizes, thus doubling the statistical power of the registration algorithm.
Derivatives of the MI with respect to a transformation are derived based on the Gauss-Hermite entropy expressions. This allows the employment of a gradient-based optimisation in order to maximise the MI registration function.
Furthermore, the use of Gauss-Hermite quadrature results in an order of improvement of the algorithm complexity when compared to the original approach. This improvement is up to order AE, where AE represents the number of samples extracted from the images.
The remaining parts of the paper are organised as follows. Section 2 will present the MIGH technique, including the formulation of entropy estimates and their derivatives. Section 3 will briefly describe the gradient-based optimisation. Section 4 will present some results including a comparison with the original Parzen-based algorithm. The paper is concluded in Section 5.
A NEW REGISTRATION TECHNIQUE USING MI AND GAUSS-HERMITE QUADRATURE
The technique described here uses MI and Gauss-Hermite quadrature to produce a gradient-based rigid registration method. Parzen window density estimation is used to model the probability density functions of the image intensities. Gauss-Hermite quadrature is then used to estimate the entropy of these densities. The gradients of the resulting entropy expressions can then be found with respect to a rigid transformation Ì. These gradients are used to drive a stochastic optimisation of the MI registration function. Following the notation in [4] , the two images that are to be registered together are referred to as the reference image and the test image. The image pixels/voxels are denoted The following sections will describe the estimation of the image entropies using Gauss-Hermite quadrature and their derivatives with respect to the transformation Ì.
Estimation of Univariate Entropies
The first step in this process is the estimation of the probability density functions of the underlying image intensities. This is accomplished using Parzen window density estimation,
where AE and ´Üµ represent the number of samples and the Gaussian function respectively. As described earlier, the entropy of a density is extremely difficult (if not impossible) to evaluate using the entropy integral,
Viola overcame this using a sample mean computed over a second sample [2] . The approach proposed here however employs the use of Gauss-Hermite quadrature to estimate the entropy. After substituting the Parzen density estimate into the entropy integral, expanding and using a change of variable, it can be shown that the univariate entropy can be expressed as,
Gauss-Hermite quadrature shows that any integral of a function ´Üµ multiplied by an exponential weighting factor ÜÔ´ Ü ¾ µ, can be approximated by the summation of that function evaluated at specific Gauss-Hermite node points multiplied by their respective weightings [5] . That is,
This above equation is known as Gauss-Hermite quadrature. Thus, using this expression, the entropy integral of the Parzen density estimate can be written in the following form, 
The node points and weighting factors can be derived from first principles or obtained from any standard table [5] . A similar expression can also be forumulated for the bivariate or joint entropy.
Estimating Derivatives of MI
In order to maximise the MI function, an expression for its derivative with respect to the transformation Ì must be found. Taking the derivative of Equation 1 yields,
Notice that the first term in the MI expression has no influence in the above derivative. This is a direct result of the reference image not being a function of the transformation (as seen in Equation 1). As derived above, these entropies are expressed as a weighted summation of functions evaluated at the Gauss-Hermite node points. This results in the following expression for the derivative of MI,
The next section will formulate the derivative of the univariate entropies. A short hand notation for the above variables will be used to simplify subsequent analysis where ´Úµ ´Ú´Ì´Üµµµ and Ú´Ú µ ´Ú´Ì´Üµµµ.
Univariate Entropy Derivatives
The derivative of the test image entropy with respect to the transformation Ì is given by the expression,
The term Ú´Ú µ, described by Equation 7, consists of a constant and two terms. For subsequent derivation, let Ú´Ú µ ½ AE Ô ´Ú µ ´Ú µ, therefore, the derivative of Ú´Ú µ can then be described in terms of these component functions as follows. A similar expression can also be forumulated for the derivative of the joint entropy with respect to the transformation Ì.
GRADIENT-BASED OPTIMISATION
To maximise the MI function given by Equation 1, a gradient-based optimisation approach is utilised whereby the derivatives of MI with respect to the transformation, Ì, must be found in an iterative fashion. The iterative optimisation is a two step process: 1 -draw AE samples from the image, 2 -update the current transformation estimates based on the estimated derivative and previous transformation estimates, i.e.Ì Ì · Á Ì . This procedure is repeated for a fixed number of iterations or until convergence is achieved. The parameter (learning rate) is also gradually reduced over time.
Similar to [2] , a stochastic approximation scheme is adopted here where by noisy derivative estimates are used instead of the true derivative to drive the gradient-based optimisation. The advantage of a stochastic approach is two fold. Firstly, smaller sample sizes are used to generate the noisy derivative estimates. Secondly, the noisy estimates allow the optimisation to escape local maxima in the MI registration function.
Derivative Implementation
In practice, the derivative of MI (given by Equation 9), which is to be used in the gradient-based optimisation, is implemented by the simple matrix multiplication,
where Û and Û Ð are the ½¢Ò vectors of the Gauss-Hermite weighting factors (which can be obtained from any standard . The derivatives presented earlier also contain the unusual term Ú Ì . This term can be broken down into the gradient of the test image intensities with respect to the transformed coordinates, and the derivative of the transformed coordinates with respect to the transformation, i.e.
Ì Ú Ì´Üµ Ú´Ì´Ü µµ Ì Ì´Üµ.
REGISTRATION EXPERIMENTS
This section shows a 2D experiment using real MR images (¾ ¢ ¾ pixels) with known initial mis-registrations, as illustrated in Figure 1 . The figure shows the images before and after registration along with the re-scaled difference images. This experiment is also repeated in several trials to assess the repeatability, reliability and accuracy of the MIGH registration technique. The test image is initially transformed according to a random offset, uniformly selected from the intervals ¦¡Ì and ¦¡ . The registration is repeated for 10 trials for each interval of ¡Ì and ¡ . To assess the accuracy, the standard deviation of the 
CONCLUSION
This paper has presented a novel gradient-based registration method (MIGH). This technique used Parzen windows to estimate image density functions and Gauss-Hermite quadrature to estimate the image entropies. The use of this quadrature technique provided an effective and efficient way of estimating entropy while bypassing the need to draw a second sample of image intensities (a procedure required in previous Parzen-based MI registration approaches). Results illustrated that it is possible to achieve similar accuracy and repeatability with the MIGH algorithm when compared to current Parzen-based MI techniques. These results were achieved using half the previously required sample sizes, thus doubling the statistical power of the registration algorithm. Furthermore, the MIGH technique improved algorithm complexity by up to an order of N, where N represents the number of samples extracted from the images.
