This paper addresses fundamental issues related to the modeling of geometric data embedded in high-dimensional spaces. This covers several application fields, including moving objects where trajectories are described in a three-or four-dimensional space, and digital elevation models (DEMs). We show that moving objects and DEMs are specific instances of a broader class of complex spatial data that require the interpolation of values from collections of samples. We propose to model such data conceptually using infinite relations (e.g. the trajectory of a moving point yields an infinite ternary relation) which can be manipulated through standard relational query languages (e.g. SQL), with no mention of the interpolated definition. This approach is simple and establishes a clear separation between logical and physical levels. It permits the expression of queries on spatiotemporal databases in a purely declarative way. Next, we investigate algorithms for evaluating queries on interpolated data. In the general cases, the cost of manipulating d-dimensional data is exponential in d. We describe how to use rewriting and optimization techniques in order to evaluate queries with a small set of algorithms running in dimension 2, thus making the complexity independent from the global dimension.
INTRODUCTION
In the context of spatial databases, most of the effort in the last decade has been devoted to two-dimensional data [1, 2] . The importance of geographic or cartographic applications constitutes a significant reason for this restriction of the dimension (another one being the inherent time complexity of manipulating such high dimensional objects). However, the recent emergence of new applications involving spatiotemporal information and, in particular, mobile objects requires the representation of data in space of higher dimension.
The standard modelization for two-dimensional applications extends the relational model with abstract data types (ADTs) encapsulating spatial data. Several technical difficulties arise when trying to extend this approach to higher dimensions. First the number of ADTs together with the number of functions that apply to the corresponding objects increase drastically with the dimension. The typing becomes intricate and leads to complex query languages. On the positive side, once the application and the typing inference is fixed, the complexity of the query evaluation is well understood and can be optimized efficiently. The complexity can be inherently high depending on the primitives present in the language but the optimization ensures evaluation complexity in the same order of magnitude as the optimal complexity.
In this paper we advocate a different approach based on the idea that the logical representation of spatial pointsets should be (i) independent from the physical representation and (ii) generic enough to apply to a large class of applications while the complexity of query evaluation stays reasonable. Our modelization of spatio-temporal data is motivated by the so-called constraint model [3] which offers a flexible and robust logical framework for the design of spatial data models and high-level query languages independent of the application. This modelization, however, suffers from a serious drawback: the high-level query language is difficult to optimize and thus the complexity of the query evaluation is difficult to master. This issue is particularly important in the context of spatio-temporal data embedded in a three-or even four-dimensional space.
The complexity of query evaluation is thus a central problem. It is well known that, in general, the complexity of operations on geometric objects increases dramatically with their dimension [4] and that dimension 2 is the one which is the most reasonable for practical purposes. The starting point of our work was to note that real-life spatial data often have geometrical properties that can be exploited in order to lower this complexity. Trajectories are most often represented with a sample of points featuring time and position, the full trajectory being recovered from these points using linear interpolation. More generally, moving objects can be seen as a specific instance of a broader class of geometric data, denoted interpolated data in the following, which is in part stored explicitly in the database, and computed from the stored data by applying some interpolation function.
Digital elevation models (DEMs) constitute another excellent example of interpolated data. They provide, at each point (x, y) of the earth surface, the value of a variable h, typically the height above sea level. This can THE COMPUTER JOURNAL, Vol. 46, No. 6, 2003 HANDLING INTERPOLATED DATA 665 be represented as a finite set of points P along with their elevation. An interpolation based on some triangulation of P gives the value of h at any location. More generally, many applications require the manipulation of interpolated data: traffic monitoring, intelligent navigation, mobile communication as well as earth sciences such as geography, meteorology and geology.
At the abstract level this corresponds to having relations together with functional dependencies. The base domain (e.g. space for DEMs and time for moving objects) is the key of an interpolated relation and there is a functional dependency from the key to the interpolated variables. We thus still have the nice features of the abstract modelization (genericity, high-level query language etc.) with the intuition that query evaluation would be much simpler by exploiting the functional dependencies, as in the standard relational case.
The first contribution of the paper is the design of a data model for interpolated data which is a restriction of the constraint model.
We show that spatially interpolated objects correspond to a normal form, called the interpolated normal form (INF), of the symbolic constraint representation, where the variable h corresponding to the interpolated attribute is defined by a linear functional dependency of the form h = f (x 1 , . . . , x d ), where K = {x 1 , . . . , x d } is called the key of the relation. This is similar to the concept of key in the classical relational setting, except that the functional dependency is explicitly given as a function. We show that this representation is natural, efficient and encompasses maps, moving objects and triangulated irregular networks (TINs) without being restricted to these particular applications.
The second contribution of this paper is to show that, indeed, query evaluation can be made efficient on data in INF. We identify a class of queries which can be evaluated over interpolated data with a key-space of, at most, dimension 2, using efficient 2D geometric algorithms. This shows that it is possible to manipulate complex data of higher dimension efficiently, without specifying how it should be interpolated and using standard techniques (geometric algorithms, relational optimization, etc.).
The resulting data model is thus conceptually very simple (because the user can view uniformly the database as being a collection of infinite pointsets), non-specialized (since we build on mathematical tools which are not tailored to any application) and it remains efficient in practice. The model fulfills our requirements of a logical level for spatial data modeling and of a query language with a low evaluation cost. Last but not least, although our model is formalized in the constraint database framework, we believe that our design principles and algorithms are general enough to be used either in the standard relational + ADTs setting or in the constraint framework.
This paper is an extended version of [5] which presented in an informal way the intuition of the model and several examples illustrating this intuition. We complete here this intuitive approach by a formal framework based on the constraint data model in order to define the properties of the data considered, the query languages, the complexity of operators and the evaluation algorithms. The remainder of this paper is organized as follows. We develop our motivation in Section 2 and survey the related works on spatio-temporal and interpolated databases. The data model is presented in Section 3 and we develop our algorithms for query evaluation in Section 4. Section 5 concludes the paper.
MOTIVATIONS
In this section, we consider different approaches to modeling interpolated data and their impact on the way queries can be expressed. Our motivation is based on two prototypical examples of interpolated data: moving objects and DEMs. The emphasis is placed on the former one, because of its importance in recent applications. DEMs, however, also constitute a well-established area in GIS and spatial analysis, both with respect to representation and algorithms. It turns out that a comparison of these two areas which seem, at first glance, far from one another, yields a nice insight into the generality of our model and its applicative scope.
Moving objects
If we take the usual definition of a spatial object as being described, among others, by a spatial attribute representing its shape and position, one can define a spatio-temporal object as a spatial object whose shape and/or position vary with time. We will actually restrict our attention to moving points, whose shape is thus considered as negligible.
A simplifying assumption is to consider only a linear approximation of a trajectory as a set of pairwise connected segments in a three-dimensional space, with constant speed on each segment. A trajectory can then be seen as a pair of functions (f x , f y ) from the time t to x and y, respectively. A finite representation can be supported by a set P of positions P i (x, y, t) . The position at any time t is then recovered by interpolating the two nearest positions. Since a trajectory is essentially a sequence of pairwise connected segments embedded in a 3-D space, algorithms are much simpler than for a general 3-D object ( Figure 1 ). On such a structure, computing the position of an object o at a given time t1 can be done in O(n) by first searching in P the two points P 1 and P 2 such that P 1.t t1 P 2.t, then computing the linear interpolation. Searching for the time when o was at a given position P is also linear. Computing the meeting point of two objects o 1 and o 2 is quadratic in the number of segments.
DEMs
DEMs, although they originated from a completely different area, share some fundamental common properties with the previous application. A DEM is defined as a continuous function in two (argument) variables that, for convenience, we shall denote x and y, while h denotes the result of the function. The most common example of a DEM is the elevation (i.e. the height above the sea level) but the model is relevant for any location-dependent attribute (e.g. precipitation, temperature, pollution, etc.).
DEMs are generally based on a finite collection of sample values, from which other values are obtained by interpolation. There are various ways to define the interpolation, which mostly depend on the sampling policy. The most interesting is obtained by triangulated irregular networks (TINs).
A TIN is based on a triangular partition of the space with no assumption on the distribution and position of the vertices of the triangles. The elevation value is recorded at each vertex and inferred at any point P by linear interpolation of the three vertices of the triangle that contains P (see Figure 2 ).
Other representations of DEMs have been proposed. For instance, the contour lines represent the isolines for a sample set of elevation values. The square grid is perhaps the simplest way to specify a DEM. The space is partitioned into rectangular cells and a value is associated to the center of each cell. Unlike the other two representations, the square grid imposes a pre-defined set of cells. Therefore, it cannot be adapted to the situations where the density of information is not uniform. In all cases, we obtain a piecewise linear interpolation from the sample representation. The function is continuous but not differentiable.
Data structures for TINs require an intensive use of pointers [6] . Apart from the set of sample points P , we must store a set V of edges and a set T of triangles: each edge points to its incident points and to its incident triangles (four pointers); each triangle points to its edges (three pointers).
Here is a list of typical operations on TINs, together with their worst case complexity. The classical point location ('Give the elevation at this point') and windowing ('Give the part of the TIN which intersects a rectangle') can both be carried out in O(n) (n being the number of triangles) by a straightforward scan of T . In the presence of an indexing structure (quadtree or R-tree), an O(log n) complexity can be obtained for the point location problem. The windowing operation can take advantage of an indexing structure if the window argument is small with respect to the search space. The worst case remains in O(n), though.
A more specific operation is the addition or subtraction of TINs. Assume, for instance, that a TIN T 1 gives the height of the surface above the sea, while T 2 gives the height of some geological layer (say the groundwater) above the sea. By subtracting T 2 from T 1 , one obtains the height of surface above the geological layer. The algorithm involves three steps: (i) compute the overlay of the triangulations in the two-dimensional space; (ii) triangulate the result (which can contain convex polygons with up to six edges); and (iii) assign an interpolated value for h to each of the vertices in the new triangulation. The costly part is the overlay which runs in O(n 2 ).
Another fundamental operation on TINs is the computation of contour lines. The problem is to retrieve spatial information according to some value of h. Consider, for instance, the following queries: 'Give all the regions higher than 1000 m above the sea' or 'Show the part of the map receiving less than 250 mm precipitation annually'. These queries can be solved in O(n) without additional structure. If a structure is used to index the h-interval of the triangles-for instance the interval tree of [7] -then an O(n log n + k) can be reached, where k is the number of segments in the result. Therefore indexing is useful when the result is much smaller than the worst case n 2 .
Finally we mention the cross section of a TIN. This operation computes the intersection of a TIN with a vertical hyperplane H defined as αx + βy = γ . The result is a profile curvature of a TIN which gives the elevation value at each point of the straight line αx + βy = γ . Once again the algorithm is in O(n). These examples show that, in most cases, algorithms on interpolated data are not very complex. In particular, it is possible in many cases to apply the computation upon the key attributes. This suggests that the set of spatially interpolated objects defines a subclass of the threedimensional data which does not need the full power of 3-D geometric computation. However, a precise formalization of this intuition remains to be established: the framework of computational geometry is algorithmic-oriented and does not provide a suitable basis for the definition of a query language. One cannot, for instance, ask an end-user to manipulate points, triangles or interpolation functions nor can we use the brute-force approach of integrating specific functions in the language.
We need a general data model which supplies a more abstract and simple representation, yet allows these operations to be expressed. In the remainder of this section, we discuss the requirements of such a model and propose some general principles.
Database modeling issues
So the data we consider are represented by
• a finite collection of sample points, with their associated value and • one or several interpolation functions.
The manipulation of such data is a priori not easy. Indeed, it imposes to reconstruct the input data needed by interpolation but also, and more importantly, to generate the way in which the output is itself interpolated. Neugebauer [8] proposes integrating external interpolation procedures in the SQL language. The syntax of SQL is extended with (i) aggregate functions and (ii) so-called 'table functions', with the nesting of queries in the from clause. Interpolated and non-interpolated data are logically modeled differently and the user has to manage the interpolation.
Consider the example of a cross section of a TIN with, say, the plane defined by the equation x = 50. We assume that a TIN is represented by a relation Elevation which contains a collection of triplets (x, y, h) and an interpolation function my-function. The syntax in [8] leads to a query of the type: The query corresponds to an operation which can be decomposed in two steps. First, the user specifies an output sample, i.e. a collection of points where the elevation value is required. This is done with the clause entry which defines the starting point, the clause step which gives the distance for x and y between two consecutively generated points and the clause where which gives a bound for y. In summary, these clauses define a set S of 31 points along the segment [(50, 200), (50, 500)].
In the second step, a user-defined interpolation function is applied to the input sample in order to get the elevation value at each point of the output sample. This is done with the clause by method which specifies the interpolation function my-function.
The explicit specification of the interpolation mechanism in the query syntax raises technical problems. The most important one is the dichotomy between the sampling and the interpolation: first, it is the responsibility of the user to associate an interpolation function to a sample stored in the database; and, second, the result consists of a user-defined sample of points, without any associated interpolation function. We believe that the separate manipulation of a sample and its interpolation function contradicts the strong integration of these two components which gives the proper semantics to the data.
This may lead to erroneous results and computation. Consider again the cross section of a TIN according to a new user-defined sample of points and the usual linear interpolation function f . The original data are shown in Figure 3a . In Figure 3b , the sampling defined by the user returns the even points of the input sample. Using the functions f one obtains a flat line which ignores all the mountains. Again Figure 3c illustrates a bad choice of output sample: by considering only the middle points in each slope, one obtains a result which is not representative of the actual data.
Although these can be considered as extreme cases, these examples illustrate how a wrong specification of samples and interpolation is likely to result in an important loss of information. Moreover, a query language which outputs multi-dimensional data raises technical problems which must be addressed. For instance, the output sample must be guaranteed to be finite and it is preferable not to leave the responsibility to the user. If we forget the where clause in the earlier SQL query, the execution will generate an infinite sample of points.
We believe that the specification of the samples and the choice of the interpolation functions should be made during the data acquisition phase. It has an impact on the precision of the data stored in the database but this decision should be made once and for all. In this paper, we restrict our attention to users querying the database and we believe that a query language on interpolated data should prevent the user from having to take care of the correctness of the specifications.
An immediate consequence is that the system should be able to perform the necessary tasks by itself. In particular, it should generate the appropriate output sample supporting the correct representation of the result and build this result by exploiting properly the interpolation over the input sample(s). This should be managed in a systematic way by maintaining a strong integration of the elements that constitute the semantics of an interpolated dataset: the sample and the interpolation function.
Modeling principles
We propose to achieve data modeling in respect of these principles with the abstract data model. It consists simply in the classical relational model with infinite relations instead of finite relations.
In the abstract model, a DEM will be modeled as an infinite ternary relation, with attributes x, y, h representing the abscissa and ordinate of the 2D space, and such that for each tuple over x, y, there is a unique value for h. Similarly, a trajectory is modeled as an infinite ternary relation, with attributes t, x, y, a, in which for each value of t, there is a unique tuple for x, y, a. In both cases we have infinite relations satisfying a functional dependency. We will see the importance of this dependency in Section 4.
Standard relational query languages can be used to query these infinite relations, such as relational algebra or SQL. Assume now that the Elevation relation is an infinite set of ternary tuples. The cross section query discussed previously can be simply expressed as follows. Note that neither the collection of samples nor the interpolation function are visible. They are hidden inside the data. This presents numerous advantages.
• Correctness. The answer to the query is correct since the user cannot use inaccurate samples, or a wrong interpolation function.
• User-friendliness. It allows the use of standard query languages, with the usual operations (join, intersection, selection, etc.) and a clear meaning. Moreover, we do not need to worry about samples and interpolation.
• Safety. The answer to a query can be infinite. The fact that it is representable by interpolation over a finite collection of samples is considered in the next section.
• Uniformity. Relations are all dealt with uniformly, whether finite or infinite, interpolated or not.
We next present several examples of queries, expressed in SQL, which combine the various types of relations in the schema. It is not relevant whether a relation is finite or interpolated. The database can be queried in a purely declarative way. We consider a database schema with the following relations.
• A map Map(x, y, name) which gives (attribute name) the ground occupancy ('forest', 'pasture', etc.) at location (x, y). The key is (x, y).
• The trajectory of an aircraft, Traj(t, x, y, a), a being the altitude with respect to the sea level at each time t. The key is t.
• A TIN, TIN(x, y, h), for the height above the sea level.
The key is (x, y). These queries are very simple to express, in particular because there is no need to think about the internal machinery (interpolation functions or samples): designing a query just involves viewing the data as infinite relations. This offers a good logical interface to the user's need.
Related work
During the past years the management of mobile objects has received much attention. The MOST (moving objects spatio-temporal) model is presented in [9, 10] . It addresses applications that track moving objects and relies on the concept of dynamic attributes which encapsulate the motion information (speed + direction) of a mobile object. A prototype, DOMINO [11] , has been implemented to test the capabilities of MOST.
An alternative approach is to consider mobile objects as geometric objects embedded in a high-dimensional space and to specify the appropriate data types and operations [12, 13] . This extends the traditional approach of adding new types to the relational data model to handle georeferenced objects [14] . The modeling viewpoint is similar to ours, since spatio-temporal data types are designed to represent the history of moving objects but the approach is, nevertheless, quite different. The authors advocate the specification of a set of operations applied to instances of abstract data types which can, for instance, be moving regions or moving points. Some other approaches for spatio-temporal data modeling are [15, 16, 17] , the first two being inspired by the constraint data model [18] . Relevant research concerns the indexing of mobile objects [19, 20, 21] , generation of time-evolving data [22, 23] and the management of uncertainty in databases. Indeed the representation of a trajectory often assumes a constant speed on linear segments and is, therefore, a loose approximation of the position of the object. Some representative papers dealing with uncertainty are [24, 25, 26] .
Interpolated data have been little studied in the database literature. In the area of data modeling, Neugebauer [8] proposes integrating external interpolation procedures in the SQL language, and introduces additional clauses to specify new samples. To the best of our knowledge, no other work aims at integrating in a uniform data model all kinds of interpolated data. However, the area of DEMs is well established in computational geometry and geographic information systems (GISs) [6] . DEMs are used to represent natural phenomena which are continuously variable (temperature, pressure, slope, etc.).
We investigated the functionalities of some commercial systems regarding the manipulation of interpolated data. Object-relational database systems such as Oracle8 [27] or PostgreSQL [28] provide spatial types (lines, polygons). This clearly relates to the entity-oriented modeling of space which focuses on separate entities (parcels, roads, etc.), whereas we are more interested in phenomena that are continuously variable. In geographic applications, this is referred to as field-oriented data [29, 30] . To the best of our knowledge, there is currently no support for such data in object-relational databases.
Regarding commercial GISs, there exists a module (ArcTin) dedicated to the management of DEMs in the Arc/Info [31] software. It is possible, through a specific set of commands, to combine elevation data with classical maps. However, the user needs to be aware of the physical representation in order to apply the proper operations. The Arc/View product proposes a simpler language, Avenue, to create scripts that call spatial operations provided by the core. As in Arc/Info, there is no high-level query language.
In contrast, the present paper proposes a quite simple logical model which hides the internal representation of data and the operations which must be applied to this representation to evaluate a query from the end-user. Since, in addition, the data model integrates naturally mobile objects with spatial data, we believe that it constitutes an innovative approach to the modeling of multi-dimensional applications.
ABSTRACT MODELING
In this section we present the data model and the query language. In order to make the representation less dependent on the physical representation of the data we will view, at an abstract level, all relations as an infinite set of points of the space. For example a spatial set S with dimension d corresponds to a subset of R d and can be represented with a relation symbol R of arity d. For a given d-upletā, R(ā) holds iffā belongs to S. In this standard relational setting, spatial relations are manipulated using standard query languages, such as First-Order or Fixpoint, over a relational signature.
Unfortunately this idealistic representation cannot be implemented without further restrictions. The main issue is that computers can only manipulate finite sets of objects. Thus, these infinite relations can only be described and manipulated through a finite representation stored in the database, the so-called physical level, which can be ADTs + TINs for DEMs and ADT + polytopes for trajectories or any other representation.
We will work here at a symbolic level which can be seen as a bridge between the abstract and physical levels. The chosen structure for this abstract level is the linear constraint data model as presented in [3] . This choice is not fundamental for the complexity results presented here because it is easy to go from the symbolic representation to any reasonable physical implementation at a rather low complexity cost. Our formalization with constraints permits a more abstract (and therefore simpler) presentation and the algorithms are then easier to describe. However, an implementation does not have to stick with this framework as it is easy to derive algorithms for any physical representation from the ones presented here at the symbolic level.
Since the definition and optimization of a declarative query language are beyond the scope of this paper, here we will use an algebraic query language. It allows any query language whose expressive power corresponds roughly to relation calculus or First-Order to be evaluated. We will see that without extra assumptions this complexity is intractable especially when manipulating objects in high dimensions.
We thus introduce a limited version of the linear constraint framework which is sufficient to model any interpolated relation. The next section shows that this model offers an interesting trade-off between its modelization capacities and its query evaluation complexity.
Constraint modeling and querying
We now describe briefly the linear constraint model. The interested reader is referred to [3] for more information. For instance a convex polygon is represented as a conjunction of linear inequalities defining half-planes. The polygon of Figure 4a can be represented by the following formula, each conjunct (tuple) delimiting a halfplane:
Linear constraints
The non-convex polygon of Figure 4b is defined as a union of two convex components (convex polygons) with the constraint representation:
The trajectory of Figure 1 (Section 2) can be finitely represented as the following formula over the variables x, y and t:
Each conjunct represents a segment in the trajectory; for instance, the object moves from point P 0 to point P 1 during the time interval [0,1]. The speed for a given segment is a constant value which can be easily computed.
To summarize we manipulate semi-linear relations via a representation using semi-linear inequalities in DNF. The choice of an appropriate normal form, like DNF, is driven by complexity reasons as it lowers the complexity by requiring data preprocessing.
Algebra
A natural query language for manipulating semi-linear relations is first order over the ordered reals with addition: FO(<, +, −, 0, 1). This language has the following desired properties:
• it is closed (each query returns only semi-linear relations); • it is computable; • it is equivalent to an algebra ALG (<,+) presented later which permits rewriting techniques and thus high-level optimization; • it is easy to design user-friendly declarative query languages on top of this algebra [32] .
Several algebraic languages equivalent to FO(<, +, −, 0, 1) have been proposed [33, 34] . We present here the algebra ALG (<,+) . It contains as a basis all semilinear inequalities together with the following operators: intersection, ∩; projection, π; union, ∪; difference, −; and renaming, ρ.
Let R 1 and R 2 be two relations represented, respectively, by F 1 and F 2 .
(i) R 1 ∩ R 2 is the semi-linear relation represented by
(ii) πx R 1 is the semi-linear relation represented by the quantifier-free formula equivalent to ∃ȳF 1 , where thē y are the free-variables of F 1 which are not inx. This formula can be computed using, for instance, a Fourier algorithm [35] . 
where variable x has been replaced by x .
If R(x 1 , . . . , x n ) is a relation represented by the formula  F (x 1 , . . . , x n ) , the selection operation σ f (R) where f is a selection criterion of the form a 1 x 1 + . . . + a n x n a 0 can be expressed in this algebra by R ∩ {f }. If R 1 (x 1 , . . . , x n ) and R 2 (x 1 , . . . , x n ) are relations, R 1 × R 2 can be expressed in this algebra by R 1 ∩ ρ x i →y i ,i∈ [1,n] (R 2 ). Similarly, the join, 1, of two relations can be expressed using a suitable combination of × and ρ.
As can be seen from these definitions, the algebraic operators applied to the constraints representation simulate standard relational operators applied to infinite relations and, therefore, deliver a correct mathematical representation of the result that complies with the constraint representation. It is easy to see that FO(<, +, −, 0, 1) and ALG (<,+) have the same expressive power.
Complexity
We first consider the complexity of the algebraic operations. We consider an algebra containing the operators, ×, π, ∪, −, σ , ∩ presented earlier.
The DNF formulas representing pointsets are structured with the following constructs: (i) a top-level disjunction, (ii) conjunctions, (iii) predicates of the atomic constraints and, finally, (iv) the parameters of the constraints.
The algebraic operations apply to different levels of the formulae. ∪, × and σ F apply at the level of the logical connectives and can be evaluated in a purely symbolic way independently of the dimension. The other operations have an effect on lower levels. Their complexity depends strongly upon the dimension of the input.
• The set difference has an effect at all levels until the predicates of the constraints, which can be modified (e.g. < replaced by >). It can be computed by first computing the cell decomposition of the space induced by all the constraints that occur in both relations and then checking which cells are in the result. Cell decomposition can be computed in time complexity O(n d+1 ) [4] .
• The projection has an effect at all levels including the parameters, and implies numerical computation. The Fourier-Motzkin algorithm [35] can be used to eliminate one variable of a convex set of n facets in dimension d in time complexity O(n 2 ). If k variables need to be eliminated, the time complexity is then O(n 2 k ). A more subtle algorithm would be to simplify 3 after eliminating each variable, which reduces the output to a size linear in n. The overall complexity to eliminate l variables is then: Table 1 summarizes the costs of the algebraic operators in dimension 1, 2, 3 and d with respect to the following parameters: n is the total number of constraints in the relations, t is the number of convex components, and l the number of variables projected out. All complexities are upper bounds given modulo a coefficient factor. The increase in complexity comes from projection and set difference.
Summary
In summary the constraint model offers a powerful and generic framework for reasoning about geometric data. Any semi-linear set can be encoded with linear constraints and it turns out that this is sufficient for most applications handling spatial data [36] .
All the operations of the foregoing algebra ALG (<,+) have a PTIME data complexity, the costly operations being the projection π and the difference-which are inherently exponential in the dimension of their inputs.
We will see next how to exploit geometrical information contained in the data, namely interpolation via functional dependencies, in order to reduce drastically this complexity.
Modelization of interpolation
We slightly modify the standard definitions of schema in order to give a semantic for each axis of the underlying space. Indeed we want to manipulate, say space and time, as two different axes of the same three-dimensional space.
The idea is that different axes of a space of dimension d play different roles, for instance one axis could represent the time, others could be the spatial part and so on. We would, therefore, like to distinguish each axis from the other in the space R d . In order to achieve this we encode this information in the schema of our database. The schema specifies the dimension of the overall space and assigns to each of its relation symbols the axis to which it corresponds.
In order to simplify the notation later, we will also name the attribute. For instance, the first attribute of a relation R might correspond to the second axis of the overall space and be named x. Thus R.x will denote the projection of R on its first attribute. The labels are not really importantthey are mainly useful for notation. Note that there is not necessarily a one-to-one correspondence between attribute names and axis in the overall space. Indeed, different names could apply to the same axis, see the later example.
A schema consists of an integer d, the dimension of the schema, together with a finite list of relation symbols We now define the concept of interpolated relation and interpolated schema.
DEFINITION 1. R ⊆ R d is an interpolated relation of keȳ x if R is semi-linear, andx is a key of R. The interpolation dimension is |x|, while d is the global dimension.

For instance a TIN, TIN(x, y, h), is an interpolated relation with key {x, y} and interpolation dimension 2, and a trajectory, Traj(t, x, y, a)
, is an interpolated relation with key {t} and interpolation dimension 1.
For efficiency reasons that we will explain later, we require the following partition condition on the set of keys: the keys of the relations of the schema correspond to a set of axes that are either pairwise disjoint or included one into the other. This condition is satisfied by the previous relations above but would not be satisfied if there were a relation R the key of which corresponds to axes 1 and 2 and a relation S the key of which corresponds to axes 1 and 3.
An interpolated schema int of is a schema together with a function key int which map each relation symbol of to a subset of its attribute name, the key of the corresponding relation, which satisfy the previous partition condition.
The interpolated dimension of int is the maximum among the size of the keys of each relation. It is, therefore, smaller than the dimension d of . An instance of an interpolated schema of dimension d is defined in the obvious way, each relation name S being interpreted by a semi-linear set R of R d such that the set of axes of key int (S) is a key of R.
Next we consider the symbolic representation of interpolated relations. Let us first consider trajectories. Assume that the position of the object is known at finitely many time points. This defines finitely many time intervals T i . If the speed of the object is assumed to be constant during each time interval, its position at any time t has coordinates x = v i t + x i and y = w i t + y i where i is the index of the interval T i which contains t, v i , w i the speed on the axis of the object during that interval, and (x i , y i ) is the position of the object at the beginning of time interval T i . Thus the trajectory Traj(x, y, t) can be symbolically represented in the linear constraint model as follows:
where t i (t) are the constraints defining the time interval T i and f i , g i the linear equations mentioned earlier.
In the case of elevation data, assume that we are given a partition of the plane into triangles T i , together with the height of each of the triangle's summits. The interpolated height h of a point p is obtained by a linear function f i (x, y) which depends only on the triangle T i that contains p and is valid only for points in T i . There is a natural and simple symbolic representation for the three-dimensional relation TIN in the linear constraint model: As in the case of DNF, we will denote by tuple each conjunct of the INF, that is to say a conjunction of the form
. , x i k if it is in the form
In the context of elevation data and moving objects, the key space is, respectively, {x, y} and {t}. Examples of symbolic tuples and their associated cells are depicted in Figure 5 .
It is easy to see that any interpolated relation of keyx admits a representation in INF of keyx. Because relations in interpolated normal form will be manipulated more efficiently, it can be interesting to transform other representations into this normal form. The following proposition illustrates the complexity of the problem.
PROPOSITION 1. Given a quantifier-free formula ϕ with d free variables defining a d-ary relation R, it is possible to determine the keys of R in a time polynomial in the size of ϕ. Moreover, ifx is some key, it is possible to compute a formula ψ in INF with keyx equivalent to ϕ also in time polynomial.
Proof. Let free(ϕ) be the set of free variables of ϕ. Let us show first that we can test in time polynomial (in the size of ϕ) that a subsetx of free(ϕ) is a key of R.
Let h 1 . . . h α be the variables of free(ϕ) −x.x is a key iff for all possible valuations ofx, there exists a unique value for each variable h p satisfying ϕ. This can be stated with the following closed formula over the rationals:
This formula can be evaluated in time polynomial in the size of ϕ [18] . Now we must compute this evaluation for each possible key: because this depends on d and not on ϕ, the decidability is in a time polynomial on the size of the formula.
Suppose now thatx is a key of dimension k of the semilinear set defined by ϕ. Assume without loss of generality that R d = R k ×R α and that the keyx corresponds to the first k axis. The INF formula ψ is computed by the following algorithm. 
The formula ψ is in INF of keyx. Each step and, therefore, ψ can be computed in time polynomial in the size of ϕ. It is straightforward to check that ψ is equivalent to ϕ.
In the following, we shall restrict our attention to symbolic instances of interpolated schemas in which each relation is interpreted with INF formulas. int (R 1 , . . . , R l ) be an interpolated schema. Then:
DEFINITION 3. Let
If k is the interpolated dimension of int and I is an instance of int we say that I (or any of its relations) has interpolated dimension k.
For convenience, we shall sometimes use the compact notation c l ; F l to represent the symbolic tuples in an INF formula, where F l is a set of interpolation functions {f
Also the instance ϕ of a relation will sometimes be viewed as a set of tuples rather than a disjunction.
Querying interpolated data
If the query input consists of interpolated relations, there is no reason for the output to satisfy the same properties (the projection of a trajectory or of a TIN is not necessarily an interpolated relation for instance). If the output of a query can be arbitrarily complex, there is little hope that its evaluation can be performed efficiently. For closure and complexity reasons we restrict our attention to queries preserving the properties of the input schema.
A query q over some schema int maps relations of int to a relation of some fixed arity.
DEFINITION 4. A query q over an interpolated schema int is key-preserving if at least one key of the output relation belongs to keys(S) for some S in int .
As for many other preservation properties of queries [38, 39] , the key-preserving property is undecidable in general. This is no longer true if we restrict our attention to the class of conjunctive queries.
PROPOSITION 2. It is decidable whether a conjunctive query is key-preserving.
Proof. Let q = π A σ F R 1 × . . . R l be a conjunctive query over an interpolated schema containing the relation symbol R 1 , . . . , R l , where the A are the projected attributes and F the conjunctions of the selection predicates.
Let FD( ) be the set of functional dependencies present in , via int . Let FD be the set of functional dependencies implied by FD( ) and the constraints F . FD can be computed by checking each possible functional dependency and verifying whether it is consistent with F and FD( ). This is decidable because it can be written as a sentence of FO(<, +, −, 0, 1). Now remove from FD all functional dependencies involving variables which are not in A and let F (q) be the set of all functional dependencies that can be inferred by the later set. It is now easy to verify that at least one of the keys defined by F (q) belongs to keys(S) for some S in int . If this is the case, then q is necessarily key-preserving.
We claim that this condition is also sufficient. Assume that F (q) contains no functional dependency whose key belongs to keys(S) for some S in int . Then for each setx of int ∩ A, there is an attribute h of A and two values (ā, h 1 ) and (ā, h 2 ) which are consistent with F and FD( ). It is thus possible to construct an instance I of such that the appropriate relations contain the tuples (ā, h 1 ) and (ā, h 2 ) . By construction both tuples will be selected by F and will occur in the projection on A. Therefore,x cannot be a key of the output.
EVALUATION AND OPTIMIZATION
In general, the evaluation of a first-order query over data of dimension d is polynomial in the size of the data but exponential in d. In this section we show that if the input relations are in INF, the query evaluation of a certain class of queries can be made in time exponential only in the interpolation dimension k. In practice, k will turn out to be, at most, two and query evaluation will remain in low polynomials.
The main characteristic of the techniques is to rely on (complex) geometric computation applied only to the convex cells of the interpolated relations, followed by (simple) propagation to the other attributes using the interpolation function. We exhibit a set of algorithms that reduce the operations involved in conjunctive queries to computations on the key-spaces and which, therefore, relate the complexity of query evaluation to the interpolation dimension and not to the global dimension.
The algorithms are supported by a small set of primitives which operate on the cells of the key-space and the geometric part of query evaluation is reduced to these primitives. The list of primitives is as follows. In dimension 2, these primitives enjoy a very low time complexity (and can be found in most systems handling spatial data). For instance, it suffices to scan the n vertices of a convex polygon to compute proj and range. The intersection of convex sets in dimension 2 is an easy task, since several simple algorithms compute the intersection of convex polygons in O(n) [4] . Now, the algorithms exploit the interpolated form of the data in order to organize the evaluation as a combination of these primitives.
We illustrate this intuition with several examples. They are all based on a simple schema with two relations: TIN(x, y, h) which gives the height above the sea and Traj(t, x, y, a) which describes the trajectory of an aircraft, x, y being the usual variables related to the 2-D space and a the altitude (with respect to the sea level). The keys are (x, y) for the relation TIN and t for the relation Traj, all the other attributes being interpolated from their respective key.
Selection
The following example illustrates how the selection can be done efficiently by substitution techniques. This can be equivalently rewritten as
which is of the form c s (x, y) ∧ h = f s h (x, y) . In other words, the interpolation function remains unchanged, while the computation is reduced to intersecting, in the key-space {x, y}, the cell c s and the convex object H s ≡ α x x + α y y + α h f s h (x, y) β. It follows that the selection is performed by an iteration on the set of tuples which performs at each step the operation inter(c s , H s ) and returns the tuple:
This is depicted in Figure 6 . A tuple s can be seen as consisting of two parts: first, a cell c(x, y) in the 2-D space defining a 'cylinder' in the 3-D space; and second, this cylinder is 'cut' by a hyperplane (the function h = f (x, y)). Whenever a selection is performed, it suffices to evaluate the operation on the cell. For instance, the selection σ α x x+α y y+α h h β (s) defines a new object s as a restriction of the initial convex polygon. This yields a new cylinder, cut by the same function f .
We denote this operation as σ subst . It illustrates a simple substitution technique, based on the interpolation function, which reduces the 3-D operation of a selection into a primitive applied to the cells. ALGORITHM σ subst . , h 1 
Input: R(k
Join
We now examine the techniques for more involved queries featuring selection, join and projection. We start with an example of a join which can be processed using substitution techniques similar to the previous example. (t) . Note that the intersection is performed on one-dimensional sets and that the interpolation functions for x and y remain unchanged. So far we have simply exploited the functional dependencies to perform substitutions. We develop a more involved example of application of the substitution mechanism within the next example. The algebraic expression is π x,y,h (TIN 1 Traj). The query is very similar to the previous one but the final key is [x, y]. We therefore need to rewrite the intermediate structure associating tuples using the dependency functions in order to get the appropriate key. As in the previous example, the intermediate structure has the following representation:
All the information pertaining to t is an interval d ≡ t min t t max and two functions x = g x (t) and y = g y (t). These functions 4 can be put in the form t = g −1
x (x) and t = g −1 y (y), and this allows us to rewrite the system as follows:
The representation t min g −1 y (y) t max ; g −1 x (x) = g −1 y (y) describes a segment seg in 2-D space. In order to get the correct result of the join in the right data format, it suffices to compute inter(c, seg). Finally one removes the last part (t = g −1 y (y)) to complete the projection. We can now explain the general computation required for a join operation. It should first be noted that any join involving two interpolated relations can be reduced to a join involving the key-spaces. Indeed, we can substitute, in each tuple, any interpolated variable by the proper function on the key. So, during a join R 1 x, y, u, v) . These functions define a mapping, M, which associates the key-space of R 1 to the key-space of R 2 (recall that the key-spaces are orthogonal). The intermediate structure is in dimension 4 and its evaluation requires manipulating objects in dimension 4 but if we know that afterwards there will be a projection on one of the keys, it is possible to evaluate it using only operators in dimension 2.
We denote by A the subset of the points of c r whose image by M intersects c s and by B the subset of the points of c s which are the image by M of some point of c r (see Figure 7a) . Computing A and B (and keeping the functions) is sufficient to evaluate the join. Intuitively, the points in A and B are related via the mapping M and thus qualify to the join semantics.
Let us assume first that the mapping M contains at least two functions (one for each coordinate). In that case, the first two functions can be rewritten as
where m defines a one-to-one mapping between the two keyspaces. Now, in the remaining functions, u and v can be replaced by f (x, y) and g(x, y) and this yields a cell c(x, y). The sets A and B can thus be obtained as follows:
We consider now the case where there is only one function that links two key-spaces of dimension 2: in this case M defines a 'loose' connection between the two key-spaces. ∧ c s (u, v)  on (u, v) . Essentially, the techniques consist of some simple manipulations from linear algebra to compute the image of a cell by a system of linear functions, and the primitives inter, range and proj. We denote by JOINCELLS the operator that takes as input two cells from two distinct key-spaces (x, y) and (u, v), a set of functions, and constructs the projections A and B, respectively, on (x, y) and (u, v). The algorithm proceeds in two phases: first the projection B on (u, v) is computed with PROJCELLS using c r and c s , then the projection A on (x, y) is computed using B and c r . The join algorithm can be described as a simple nested loop which evaluates JOINCELLS at each step. Once the join has been evaluated, the final projection of a key-preserving query, which keeps one and only one of the cells together with interpolated attributes, can be computed in a purely symbolic way. The following example gives the new, general strategy, based on the JOINCELLS algorithm, for evaluating the queries presented in Examples 4 and 5. y) ; B].
ALGORITHM PROJCELLS (c r , F, c s ).
Input
ALGORITHM JOINCELLS (c r , F, c s ).
Input
So we have computed the correct values on the cells and kept the interpolation functions unchanged. From this result we can either project on (t, x, y), by removing B, g a and f h , or on (x, y, h) by removing A, g x , g y and g a . We get the results of Examples 4 and 5.
Multiway joins
It is possible to generalize the algorithm for JOINCELLS in order to evaluate acyclic joins. We illustrate the idea with chain joins of the form Similar to JOINCELLS, CHAINJOIN proceeds in two phases. First PROJCELLS is applied from left to right to propagate the constraints generated by the F i s in order to obtain the proper projection B n of c n on (x n , y n ).
Then, starting from B n , PROJCELLS is applied from right to left. During this second phase all the proper projections A i on each (x i , y i ) key-space are obtained in turn. ALGORITHM CHAINJOIN (c 1 , F 1 , c 2 where each F i is a conjunction of constraints and E a set of variables. Since q is key-preserving, E features one of the keys of the input relations, say k 1 .
ALGORITHM EVAL (q).
begin
(1) 'Push' the selections which can be associated to a single relation down the query tree. Evaluate them with σ subst . The computation with EVAL requires only geometric operations in dimension 2 and, thus, makes the query evaluation independent from the global dimension. This covers, among many others, all the sample queries given in section 2. EXAMPLE 7. Consider a query giving the part of the aircraft trajectory when it was over a ground with altitude over 1000. The output key is t. π t,x,y (σ x=x ∧y=y ∧h 1000 (TIN × Traj))).
First we 'push' the selection on h on the TIN relation, and evaluate it with σ subst . From this result we project on (t, x, y), by simply removing B, g a and f h .
Extensions and open issues
Algorithm CHAINJOIN generalizes easily to acyclic join, because the two-phase strategy, which transfers all the constraints to one cell before evaluating it, still holds. However, it is not clear whether the computation of cyclic join can be achieved in a finite number of passes, although we conjecture that the answer is yes.
Another open issue regarding query evaluation concerns key-restricted queries of the form π E σ F (R 1 1 F 1 R 2 . . . 1 F n−1 R n ) where F is a linear constraint that addresses variables from more than two R i s. Consider, for example, the following query over the schema R 1 (x, y), R 2 (u, v) , R 3 (h, g):
This query is key-preserving but its evaluation is likely to involve the Fourier-Motzkin algorithm for projecting out u, v, h, g prior to the final projection. It is open whether an algorithm that avoids this costly operation exists.
We believe it to be possible. Actually we conjecture that any key-preserving conjunctive query can be evaluated using only low-cost two-dimensional operations.
CONCLUSION
The main result of this paper has been to show that it is possible to manipulate interpolated data of arbitrary dimension in a DBMS while maintaining a low query evaluation complexity.
In order to achieve this, we presented a simple, userfriendly, abstract data model and a query language, the evaluation of which was shown to be efficient. Indeed each query could be translated into a physical algebra containing only operators on two-dimensional data. For instance, all the usual operations on TINs mentioned in Section 2 can be expressed with our declarative language and compiled in an execution plan built with efficient operators. The evaluation is then similar to the one obtained by directly applying the proper algorithm, the difference being that our approach avoids delegating the choice of this algorithm to the user.
It might be interesting to see whether this framework could be extended to more complex query languages containing predicates like 'speed', 'distance' and difference. This raises a theoretical problem as the corresponding query language needs to be closed, i.e. it should return a semilinear set on any input. However, closure is known to be difficult to achieve.
An implementation of this model on top of a standard object-relational DBMS is currently in progress [40] . We aim to show that this model can be integrated with minimal effort into existing standard software in order to enrich functionalities with a simple query language applied to mobile objects.
