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Abstract
The combination of the Reduced Basis (RB) and the Empirical Interpolation Method
(EIM) approaches have produced outstanding results in gravitational wave (GW) science and
in many other disciplines. In GW science in particular, these results range from building non-
intrusive surrogate models for gravitational waves to fast parameter estimation adding the use
of Reduced Order Quadratures. These surrogates have the salient feature of being essentially
indistinguishable from or very close to supercomputer simulations of the Einstein equations
but can be evaluated in less than a second on a laptop. In this note we analyze in detail how
the EIM at each iteration attempts to choose the interpolation nodes so as to make the related
Vandermonde-type matrix “as invertible as possible” as well as attempting to optimize the
conditioning of its inversion and minimizing a Lebesgue-type constant for accuracy. We then
compare through numerical experiments the EIM performance with fully optimized nested
variations. We also discuss global optimal solutions through Fekete nodes. We find that in
these experiments the EIM is actually close to optimal solutions but can be improved with
small variations and relative low computational cost.
1 Introduction
The general problem of determining existence, uniqueness, stability, and accuracy of an optimal
interpolant for an arbitrary basis, including the choice of interpolation nodes, is still largely an
open one; for recent results in the least squares sense see [1, 2, 3] . The one-dimensional polynomial
case is well understood. For example, it is well known that the Chebyshev nodes constitute an
optimal solution as they satisfy a min-max property [4]. Yet, Gaussian nodes are not hierarchical
(nested), which is in many cases a desired condition.
The multi-dimensional case is more complicated and less developed, as tensor products of one-
dimensional polynomials typically suffer from the curse of dimensionality and are also restricted
to simple geometries. An active area of research is that one of sparse grids [5]; however, most of
the approaches are not nested and in many cases not applicable to complex geometries.
Over the last decade a general quasi-optimal approach for interpolation of parameterized prob-
lems, which works extremely well in practice, has gained wide popularity: the Empirical Inter-
polation Method (EIM) [6, 7, 8]. Given a reduced basis distilled from a parametrized fiducial
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model, the EIM is, in its original formulation, an efficient algorithm for finding a good set of nodal
points and the corresponding interpolant. As of this writing, in GW science the combination of
the EIM with a POD or greedy approach to construct reduced bases constitute a powerful way
of building accurate surrogate models for binary black holes without any physical approximation
[9, 10, 11, 12, 13, 14, 15].
In this note we discuss some fundamental aspects of the EIM as currently used when building
gravitational wave surrogates; namely, its stability, accuracy and near-optimality. These features
has been observed and discussed at length in the literature of GW surrogates. This note intends to
analyze in more detail some technical aspects of the EIM approach as used to date when building
GW surrogates. Most of the methodologies here used are actually independent of our application
domain of interest and might be useful in other contexts, or even at motivating research at a
fundamental level. The approach here adopted is data-driven; that is, no differential equations are
invoked.
The structure of this note is as follows. Section 2 briefly reviews the general interpolation
problem, while Section 3 discusses the particular case of the EIM approach. Precisely, how it is
designed to partially optimize its conditioning (Sec. 3.1) and accuracy (Sec 3.2) and we present
variations of it (Sec. 3.3) with “full optimizations” while still following the fundamental steps of
the EIM framework. In Section 4 we present results from numerical experiments corresponding to
three different cases: i) gravitational waves emitted by black hole collisions, ii) Bessel functions
of the first kind, and iii) Legendre polynomials. For each of these cases we numerically compare
the conditioning and accuracy of the “standard” EIM with the optimized variations of it. In
Section 5 we discuss some issues appearing in the computation of global nodes in the context of
GW surrogates and explore partial solutions through Fekete nodes. We close in Section 6 with a
summary of our results and some comments.
2 Interpolation.
Since our motivation is that one of gravitational waves we focus on time series – the frequency
domain case is identical. Given a set of independent arbitrary basis functions {ei(t)}ni=1 and a
function (waveform) h(t), the general interpolation problem consists of finding an interpolant of
the form
In[h](t) =
n∑
i=1
Ciei(t) , (1)
with the interpolation conditions
In[h](Tj) = h(Tj) , j = 1, . . . , n (2)
for a given set of nodes {Tj}.
The following conditions are in general desired for any interpolation approach:
• Besides existence, preferably the interpolant has to be unique.
• The solution to the problem of defining/finding the location of the interpolation nodes and
the interpolant has to be stable/well conditioned.
• The accuracy, when compared to a projection-based approach, has to be competitive.
Some extra conditions to look for might be:
• The interpolation nodes are hierarchical (nested).
• The interpolation problem is fast to solve for.
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In this note we discuss some of these points within the context of the EIM.
In the context of the Reduced Basis Method (RBM) framework [16, 17, 18], the functions
ei(t) constitute a set of n basis elements, the reduced basis. This basis is found by an earlier
implementation of, for example, a greedy or POD algorithm and its span gives a linear approximant
to the underlying or fiducial model. Define the n× n Vandermonde-like matrix (the “V-matrix”)
as
(Vn)ij := ej(Ti) .
The label n is to keep track of the basis dimension. In this way the interpolation problem can be
written as a linear system of the form
n∑
i=1
(Vn)jiCi = h(Tj) , j = 1, . . . , n ,
which does not involve a training set but only knowledge of the reduced basis. This is a highly
non-trivial complexity reduction, since if the reduced basis is sparse the interpolation problem is a
small one to solve for, unlike the construction of the basis itself, which can be computationally very
expensive (see, for example, [19]). In addition, it is also non-trivial that by using only the basis for
the construction of the interpolant, the latter has a “good” representation error for any function
in the space of interest. The intuition is that if the reduced basis is an accurate representation
of this space by transitivity so is the interpolant, assuming it was constructed with the choice of
good enough interpolating nodes.
If the V-matrix is invertible the solution to the interpolation problem (1,2) is well defined and
can be written in a compact manner:
In[h](t) =
n∑
i=1
Bi(t)h(Ti) ,
with
Bi(t) :=
n∑
j=1
(V−1n )jiej(t) .
The functions Bi(t) are the generalizations of the Lagrange functions in polynomial interpolation
and satisfy Bi(Tj) = δij for i, j = 1, . . . , n.
For this note, the items of desired properties of the interpolant therefore reduce to: i) ensure that
the V-matrix is not only invertible but also well conditioned, so that the inversion does not amplify
numerical errors, ii) analyzing the accuracy and convergence rate of the resulting interpolant.
3 The Empirical Interpolation Method (EIM)
An efficient way of selecting the nodes {Tj}nj=1 is by means of the EIM. As described below, the
algorithm receives as input the reduced basis and an L-size discretization of the physical domain t.
The goal is to find n time nodes {Tj} that serve to define the interpolant In through a hierarchical
solution of (2).
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Algorithm 1 The Empirical Interpolation Method
1: Input: {ei}ni=1, {ti}Li=1
2: T1 = argmaxt|e1|
3: for j = 2→ n do
4: Build Ij−1[ej ](t)
5: rj(t) = ej(t)− Ij−1[ej ](t) (where r stands for the residual)
6: Tj = argmaxt|rj |
7: end for
8: Output: EIM nodes {Ti}ni=1 and interpolant In
3.1 Conditioning
Besides the requirement of being non-singular, for all practical purposes the V-matrix needs to
be well-conditioned to any order n. A matrix is well-conditioned when it does not amplify small
errors into large ones when solving a linear problem; in this case the inversion of the matrix itself.
In order to define a suitable quantity to measure this, suppose that Vn is perturbed as
Vn → Vn + δVn .
This perturbation can be due, for example, to numerical errors, which are always present in practice.
Given any induced matrix norm, one can show that
‖(Vn + δVn)−1 −V−1n ‖
‖V−1n ‖
≤ κ(Vn)‖δVn‖‖Vn‖ +O(‖δVn‖
2) , (3)
where we introduce the definition of the condition number of Vn through
κn := κ(Vn) := ||Vn|| ||V−1n || . (4)
Note that κ(Vn) ≥ 1.
The definition of a condition number depends not only on the problem but also on the norm
used. Throughout this note we always use the 2-norm
‖ · ‖ := ‖ · ‖2 ,
and therefore for briefness we omit from hereon the 2- subscript.
We use the explicit form of the inverse of a matrix in terms of its adjugate
V−1n =
adj(Vn)
|det(Vn)|
to rewrite κn as
κn =
||Vn|| ||adj(Vn)||
|det(Vn)| , (5)
which later will be useful for our purposes.
The V-matrix is well-conditioned when its condition number κ(Vn) is “small”. Empirically,
Vandermonde-like matrices are in general very ill-conditioned [20, 21] except for some particular
cases [22]. Although, this does not precludes achieving stability for some matrix inversion algo-
rithms (see for example Bjo¨rck-Pereyra algorithms [23, 24, 25]). Due to the lack of a general rule
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to solve this problem, one can seek for empirical procedures aiming to at least partially control the
conditioning of these matrices. The EIM is one such approach with impressive results in practice.
The question of how the EIM controls κ of the V-matrix and ensures that it is well defined at
each iteration (and exactly what this means) naturally arises. To answer this we begin with an
observation about the 5th step of Algorithm 1.
The first iteration implies the construction of the interpolant (Step 4),
I1[e2](t) = e2(T1)
e1(T1)
e1(t) ,
and the associated residual (Step 5),
r2(t) = e2(t)− e2(T1)
e1(T1)
e1(t) . (6)
If we rewrite (6) as
r2(t) =
e2(t)e1(T1)− e2(T1)e1(t)
e1(T1)
(7)
we recognize in the numerator the determinant of
V2(T1, t) :=
(
e1(T1) e2(T1)
e1(t) e2(t)
)
,
that is, V2 with T2 replaced by the free variable t. Denote the determinant of V2(T1, t) by
V2(T1, t). Then the residual (7) takes the form
r2(t) =
V2(T1, t)
V1(T1)
, (8)
where V1(T1) is the determinant of V1.
Eq. (8) shows that the problem of maximizing |r2(t)| (Step 6 of the algorithm) is equivalent to
that of maximizing |V2(T1, t)|, since |V1(T1)| is a positive constant. Thus, maximize the absolute
value of the residual is equivalent to make V2 “as invertible as possible”. On the other hand, it
also maximizes the denominator of the condition number
κ(V2(T1, t)) =
||V2(T1, t)|| ||adj(V2(T1, t))||
|V2(T1, t)| . (9)
This does not solve the full problem of finding the new node T2 that minimizes κ(V2(T1, t)), since
the numerator of (9) is not controlled. However, it does a partial job with a low computational
cost. Later below we discuss how this partial optimization compares to the full one; that is, the
optimization of the full expression of the general version of κ:
κ(Vj(T1, . . . , Tj−1, t)) =
||Vj(T1, . . . , Tj−1, t)|| ||adj(Vj(T1, . . . , Tj−1, t))||
|Vj(T1, . . . , Tj−1, t)| .
The observation just made for the first iteration of the EIM is general, as made precise in the
following lemma (see the proof in the appendix).
Lemma. Define det(Vj) := Vj(T1, . . . , Tj). Then, the residual rj(t) computed in the (j − 1)-
iteration of the EIM-loop satisfies
rj(t) =
Vj(T1, . . . , Tj−1, t)
Vj−1(T1, . . . , Tj−1)
j = 2, 3, . . . n . (10)
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As a consequence, once Tj is chosen in Step 6, the residual at this node becomes
rj(Tj) =
Vj(T1, . . . , Tj−1, Tj)
Vj−1(T1, . . . , Tj−1)
=
det(Vj)
det(Vj−1)
. (11)
This expression tells us that, at each (j − 1)-step, the EIM algorithm selects a new node Tj in
order to maximize the module of the determinant of Vj . This ensures that it will be as invertible
as possible while attempting to partially control its conditioning for the next iteration. In this
sense the EIM algorithm provides a hierarchical quasi-optimal method to construct stable/well
conditioned interpolants.
3.2 Accuracy
So far we have discussed stability/well conditioning. Here we turn into its accuracy, again in the
2-norm. Let’s suppose the existence of a parameterized model hλ(t) with λ being a tuple belonging
to some compact parameter space. Consider a basis {ei}ni=1, the generated subspace Wn :=
Span{ei}ni=1 and a (possibly weighted) scalar product 〈 . , .〉. The optimal linear approximation of
the form
n∑
i=1
ciei(t)
to hλ is, in the least squares (LS) sense, the orthogonal projection of hλ onto Wn. If the basis is
indeed orthonormal the projection becomes the familiar expression
Pnhλ(t) =
n∑
i=1
〈ei, hλ〉ei(t). (12)
Since (12) is the optimal solution to the LS problem, an interpolant can only have an equal or
larger error. To quantify these differences we introduce the Lebesgue constant 1Λn. First, define
the discrete norm of a waveform h as
||h||2d :=
L∑
i=1
h¯(ti)h(ti)∆t .
Then, the following inequality holds
‖hλ − Inhλ‖d ≤ Λn‖hλ − Pnhλ‖d where Λn := ‖In‖d . (13)
When the basis is unitary (UU† = 1, with columns storing basis vectors ei), the following
equality is valid in the 2-norm
Λn = ‖V−1n ‖ = max‖h‖=1
∥∥∥V−1n h∥∥∥ , (14)
If the approximation by projection has fast convergence, the behavior of Λn with n may decide
how good is the approximation by interpolation. So, it may be desirable to have a slow/controlled
growth of Λn in order to hopefully mimic the projection approximation and then achieve good
convergence rates. In particular, this may be desirable in the case of parameterized problems with
some parameter regularity: one expects, in the context of RBM, spectral-type convergence of the
1The Lebesgue constant is usually defined in the infinity norm. In this note we define it in the 2-norm.
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Kolmogorov n-width and, as consequence, of the error decay when using a greedy [26, 27] or POD
[28] approach to find the basis.
The Lebesgue constant stated as in (14) is directly related to the condition number κ(Vn)
through
κ(Vn) = ‖Vn‖Λn . (15)
So, controlling the conditioning of the problem and its accuracy are somewhat related. In the
next section we explore variations on the optimization of the EIM aiming to improve this two
interrelated aspects of the algorithm: its conditioning and accuracy.
3.3 On optimality
One might wonder how the conditioning and accuracy of the EIM might improve if one replaces
the optimization criteria of the EIM algorithm (step 6) by minimizing the condition number of
Vj(T1, . . . , Tj−1, t) or the Lebesgue constant at each step instead of only maximizing its determi-
nant. That is, we consider two variations of the EIM. Instead of choosing
Tj = argmaxt|rj | ,
with rj as in Eq. (10) we consider the following two variations:
1. EIM-κ:
Tj = argmint κ(Vj(T1, . . . , Tj−1, t))
2. EIM-Λ:
Tj = argmint Λj(t) with Λj(t) := ‖V−1j (T1, . . . , Tj−1, t)‖ .
That is, at each iteration, EIM-κ and EIM-Λ fully minimize the condition number and Lebesgue
constant, respectively. A natural question that arises is how κ and Λn behave with the number of
basis n, and how they compare with the original EIM. An analytical treatment of this is beyond the
scope of this work so we only present numerical results corresponding to distinct cases in Section 4.
As we stated before, this procedure does not solves the full problem since it is still a hierarchical
approach: the nodes are nested in each step. One global approach is that one explored in Section 5.
4 Numerical experiments
This section is organized as follows. We present three different experiments applying the opti-
mized algorithms and the EIM in the first three subsections:
1. Case 1: The gravitational waves emitted by the collision of two nonspinning black holes in
initial quasi-circular orbit for mass ratios q = m1/m2 ∈ [1, 10], in the time range [−2750, 100]M,
where M is the total mass of the system and, as is usual in the field, the waveforms were
aligned so that t = 0 corresponds to the peak of the amplitudes (roughly speaking, the time
of coalescence). This corresponds to the model SpEC q1 10 NoSpin[9] from the GWSurrogate
Python package [29].
2. Case 2: Bessel functions of the first kind, Jν(x), in the continuous parameter ν ∈ [0, 50] and
integration range x ∈ [0, 200]. We compute them using the SciPy library.
3. Case 3: Polynomials of degree n, with unity weight in the integration range x ∈ [−1, 1].
That is, a basis composed by Legendre polynomials Ln(x) up to n = 49, comparing the
results of standard spectral theory using the Gauss-Legendre nodes with those obtained by
the EIM and its modified versions.
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In all cases we used implementations in Python that we wrote for both the “standard” version of
the EIM algorithm and its modifications EIM-κ and EIM-Λ. We also used the package ROMPy [30]
to construct the reduced bases used in each example. This package implements a greedy algorithm
[10, 9] to construct reduced basis surrogates for one-dimensional parameterized models.
We define the maximum interpolation and projection errors in parameter space at fixed n as
σ˜n and σn, respectively. With this notation, Eq. (13) reads
σ˜n ≤ Λnσn .
The summary of our numerical experiments is that, at least in the cases looked at, the optimal
variations of the EIM barely show any improvement, both in terms of conditioning and accuracy.
In fact, in some steps the original version of the EIM performs better than its optimal variations.
This apparent paradox is explained as follows: in both procedures, say, optimizing on Λj or κ,
a new Tj is found at each (j − 1)-step, but keeping the previous {Ti}j−1i=1 and, in consequence,
Vj−1 fixed. Since we are sequentially adding new nodes we are not solving for the global (non-
hierarchical problem) but building upon the previous (j− 1) V-matrix. Thus, in principle, there is
no reason why fully optimizing at each iteration should give better results, though we would have
expected so. Still, this is remarkable, somewhat puzzling, and shows once again the power of the
EIM method as largely evidenced in practice. There might be some deeper mathematical reason
behind this or it might be a pure coincidence of the cases here looked at, even when they are from
very different contexts. A thorough mathematical treatment remains an open question resulting
from this note.
4.1 Case 1
The training space was filled with 1001 equispaced complex waveforms
h(q, t) := h+(q, t) + i hx(q, t)
for (q, t) ∈ [1, 10] × [−2750, 100]M, with time step ∆t = 0.1M. This resulted in 22 basis elements
with squared greedy error σ2 = 1.28× 10−13 2.
Note that the underlying model used to populate the training space is already a surrogate
one constructed with the RBM and the EIM. This means that the entire model lives in a finite
dimensional function space spanned by a finite basis. This is illustrated in Figure 1. For a greedy
tolerance error of 10−16, the number of basis elements n needed to construct a reduced basis for
a given training set rapidly reaches the value n = 23. The step function behavior of Figure 1
can be explained as follows: if we set the 23 greedy waveforms as our initial training set and
next we populate it with arbitrary waveforms from the model, subsequent training spaces will
represent linearly dependent waveforms of the 23 initial ones and the curve will become an exact
step function.
2We set the tolerance error before reaching double precision so as to avoid roundoff issues.
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Figure 1: Number of basis elements n vs. the number of training elements associated to equispaced
training spaces up to 1001. The step function behavior of the curve is due to the fact that the
underlying model to reduce is already spanned by a finite-dimensional space of waveforms.
The three algorithms, EIM, EIM-Λ and EIM-κ choose very similar nodes, in all cases with
clustering near the boundaries of the time interval as expected. Figure 2 shows these distributions
alongside the curves comparing the behavior of condition number κ with the number of basis
elements n for both the EIM and EIM-κ. One can notice that, as expected, the conditioning of
the latter does improve, especially at high resolutions.
Figure 2: (Case 1). Left: Distribution of the 22 interpolation nodes for the three algorithms
with vertical lines centered in each EIM node. Right: Condition number dependence with basis
number n for both EIM and EIM-κ. Note the better behavior of κ for EIM-κ at high resolutions.
Figure 3 shows the dependence of Λn with n for both EIM and EIM-Λ. Here there is no
improvement; in fact, the EIM performs some times slightly better, sometimes slightly worse than
the optimized versions. As was stated above, this is due to the nested character of the algorithms:
each step rely on previous nodes to update the next one. The figure also shows the maximum (over
the training set) squared interpolation errors σ˜2n as a function of n for the three versions of the
EIM, and the corresponding RBM squared greedy errors σ2n. The latter, as expected, is a lower
bound for all the interpolation approximations; the point to notice is that all curves are very close
to each other, suggesting that the EIM is nearly optimal, a rigorous proof of which is not available
at this time.
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Figure 3: (Case 1). Left: Lebesgue constant Λn dependence with n for both EIM and EIM-Λ.
Right: In-sample validation for the three algorithms. Dots correspond to the maximum squared
interpolation errors σ˜2n and squared greedy errors σ
2
n. Note that the greedy errors bounds from
below the interpolating errors.
The Lebesgue constant provides a bound for the interpolation error in terms of the projection
error. Since it is a bound, it is worthwhile looking at the actual errors themselves. Figure 4 shows
the quotients between maximum interpolation errors for EIM-Λ and EIM-κ when compared to the
original EIM. This figure of merit does show improvements in both variations of the EIM when
compared to the latter, even if marginal on average, except for very high accuracy, reaching a peak
of 6x improvement.
Figure 4: (Case 1). Ratios σ˜n(o)/σ˜n(op) between maximum interpolation errors for original (o)
EIM and optimized (op) algorithms. Average values 〈σ˜n(o)/σ˜n(op)〉 for EIM-Λ and EIM-k are 1.27
and 1.42, respectively. Besides the fact that the improvements in accuracy are barely better than
EIM, the peaks to the end suggest that the optimized algorithms control better the condition
number and Lebesgue constant growths close to roundoff.
Since this case, which is within our field of interest, is inconclusive, we next turn to similar
studies but using very different function spaces.
4.2 Case 2
The training space is composed of 1001 equispaced Bessel functions in the parameter range
ν ∈ [0, 50], integration range x ∈ [0, 200] and discrete spacing ∆x = 0.1. The resulting reduced
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basis has 46 elements with squared greedy error σ2 = 1.55× 10−15.
Figure 5: (Case 2).Upper left: Condition numbers for both EIM and EIM-κ algorithms. Upper
right: Lebesgue constants for both EIM and EIM-Λ algorithms. Bottom: In-sample validation
for the three algorithms and squared greedy errors.
Figure 6: (Case 2). Ratios σ˜n(o)/σ˜n(op) between maximum interpolation errors for original (o)
EIM and optimized (op) algorithms. Mean values 〈σ˜n(o)/σ˜n(op)〉 for EIM-Λ and EIM-κ are 1.13
and 1.23, respectively.
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4.3 Case 3
Figure 7: (Case 3). Upper Left: Distribution of nodes in the interval [−1, 0] for the three
algorithms compared with the Gauss-Legendre (G-L) quadrature nodes from classical polynomial
interpolation. Upper Right and Bottom: Condition numbers and Lebesgue constants in function
of n for EIM , EIM-κ and EIM-Λ against to those corresponding to G-L nodes.
In Figure 7 we show the distribution of nodes in the semi-interval [−1, 0] (Gauss-Legendre
nodes are symmetrical with respect to the origin). We point out that the EIM, EIM-κ and EIM-Λ
nodes are almost (instead of exactly) symmetrical with respect to the origin. In the figure show-
ing Lebesgue constants for the three cases, although one may expect an increasing (logarithmic)
behavior of Λn, we remark that these Lebesgue constants are computed in the 2-norm, and in fact
this slow decay is consistent with other results in the literature; see for example Figure 8 of [31].
In this experiment the optimized algorithms do not show any improvement in κ and Λ against
EIM for Legendre polynomial basis. The better behavior of both the condition number and
Lebesgue constants for Gauss-Legendre nodes is noticeable.
5 On global nodes
Nesting may be a desired property of algorithms when one looks for a trade-off between cost
and accuracy and global procedures are already expensive to implement. In the case of general
interpolation, this requirement (nesting) might become in some cases mandatory in practice. For
example, consider the following problems:
1. Given a fiducial model, the search for a reduced order model belonging to the best approxi-
mation linear space (Kolmogorov-type problem, see [32, 33, 34]).
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2. The computation of global minima for Lebesgue constants, which controls the stability ([18],
p. 278) and accuracy of the interpolation3.
3. The computation of global minima for the condition number κ corresponding to V-matrices.
4. The computation of global maxima for the Fekete function defined as
Fn(t1, . . . , tn) := |det(Vn(t1, . . . , tn))| .
In polynomial interpolation these global maxima are known as the Fekete points [37], here
we will follow the same notation for any set of bases.
Problem 1) is computationally hard in the sense that it carries a combinatorial cost O(n!) but
greedy-type implementations (e.g. RBM, see Ref. [38] and citations therein) are well suited for
this, minimizing the computational burden down to (or close to) a linear one. Problems 2) and 3)
were partially faced in this note with the adoption of a nesting approach to find good interpolating
nodes. Problem 4), on the other hand, is half way in the sense that it still poses the challenge
of a global optimization but over a less complex function than in 2) and 3), namely: the Fekete
function.
Fekete points. As we saw in Section 3.1, the Fekete function appears in the denominator of the
condition number (and Lebesgue constant) evaluated at EIM nodes. These nodes are quasi-optimal
in the sense that they constitute nested optimizations of the Fekete function. Otherwise, global
optimization is achieved through Fekete points. The relevance of Fekete points originally came
from polynomial interpolation. They impose an upper bound to the Lebesgue constant in the
infinity norm, Λn,∞ ≤ n [37]. But, actually, this bound is general in the sense that its proof does
not rely on the form of the basis functions themselves. These points are known analytically only
in few domains, for example in the real interval they correspond to the Gauss-Legendre-Lobatto
points[37]). In data-driven methods, counting with discrete training spaces for building models,
these questions can be explored only numerically.
Gravitational waves. In the context of Reduced Basis, one may ask for Fekete points for GW
surrogates. This problem can evolve into a hard one with the increase of reduced space dimension-
ality. Just note that the coalescence of two black holes is defined by an 8-dimensional parameter
space and actual reduced order models for the emitted gravitational waves deal with reduced di-
mensionality of order ∼ 102 [12]. In this section we explore these issues for Case 1, which is a
considerably smaller problem yet computationally challenging.
3These points are commonly known in polynomial interpolation as the Lebesgue points, and they are not known
theoretically even for the real interval [35, 36]
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Figure 8: (Left). Surface representation of the two dimensional Fekete function F2(t1, t2) corre-
sponding to Case 1 of Section 4. (Right). Projection of the surface on the plane. Axes represent
the common interval [−2750, 100]M with points enumerated from 0 to 28500. We show only the
upper triangular domain since F2(t1, t2) is symmetric in its two varibles.
As a mode of illustration, we plot in Figure 8 (left) the surface corresponding to Fekete function
F2(t1, t2) = |det(V2(t1, t2))|
for two reduced bases for the gravitational waves of Case 1. Since the general Fekete function
Fn(t1, . . . , tn) is symmetrical with respect to the exchange of variables, only one of the two tri-
angular regions is shown in the color map of Figure 8. The map shows two regions where Fekete
function is non-zero separated by a zero (or close to zero) dark interface on the right corner. Then
we have two local maxima and one may compute them directly by brute force.
We computed Fekete points for the GW reduced basis using the following methodology: first, we
get local maxima for Fekete function Fn using the modified Powell algorithm [39] implemented in
the Scipy optimization module [40]. We use the first n EIM nodes as seeds in each case to start the
algorithm. We computed a total of 14 local maxima with this method. Finally, we validated Fekete
nodes using the SHGO algorithm [41] for global optimization implemented in [40] to compute all
local maxima. In this context, validation means to compute all local maxima and ensure that
they fall below the corresponding EIM-seeded ones. We use the Sobol sampling method and allow
the symmetry option to reduce the search space by O(n!) (note that the symmetry regions for
arbitrary n correspond to n! simplexes). We used a CPU intel CORE i5 with 4GB RAM, being
able to validate Fekete points up to n = 7 due to the increasing computation wall time. This can
be seen in Figure 9.
All local maxima computed with the SHGO algorithm fall below the corresponding EIM-seeded
local maxima. This suggests that the EIM algorithm seems to localize the most important regions
in simplexes in which to look up for Fekete points. Also notice the semi-logarithmic behavior of
the function values Fn evaluated at Fekete nodes, suggesting a direct extrapolation from the 7
validated global maxima to the remaining non-validated Fekete nodes.
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Figure 9: Fekete function values (black crosses) at local maxima seeded with EIM nodes for
n = 1, 2, . . . , 14. They where computed with an implementation of the modified Powell algorithm
from the Scipy optimization module. We validated Fekete points with the SHGO algorithm to
compute local maxima (red crosses) up to n = 7. Note all local maxima (red) fall below EIM-
seeded local maxima (black).
The EIM nodes seem to be good seeds for optimization in this example and the computed Fekete
nodes do not differ too much from them. For example, in the n = 2 case, the EIM nodes correspond
to T0 = −0.2M and T1 = −1690.8M. Seeding the algorithm with these points we get the optimized
ones T opt0 = −0.7M and T opt1 = −1690.8M in which the Fekete function reaches the value 1.6×10−3.
This feature remains up to n = 14: local maxima do not end up far from EIM-seeds. To see this,
we computed euclidian distances d between EIM seeds and the corresponding local maxima. Also
we computed relative distances with respect to the whole time interval [−2750, 100]M. See Table
below.
n d/M rel. d n d/M rel. d
2 3.415 0.120% 9 175 6.13%
3 535 0.189% 10 226 7.92%
4 135 4.72% 11 370 13.0%
5 281 9.86% 12 280 9.83%
6 510 17.9% 13 217 7.60%
7 207 7.25% 14 316 11.1%
8 368 12.9%
6 Final comments
We explored two different optimization criteria applied to nested variations of the EIM. This
was suggested by a link between the EIM and the determinant of the Vandermonde matrix. We
optimized on the condition number of the Vandermonde matrix and the Lebesgue constant, both
in the 2-norm. For the EIM applied to GWs, we have found a sudden growth of the condition
number κ at high resolutions (see Figure 2), which can be avoided through a simple modification of
the algorithm in selecting the interpolation nodes. This result suggests that it might be worthwhile
keeping in mind this growth when working with high accuracy.
The slow growth of the Lebesgue-type constant in the EIM is consistent with other results,
for example see Figure 8 of [31]. In our numerical experiments (see Cases 1 and 2) the condition
number for the optimized code is better controlled at high resolution than in the EIM and the
interpolation seems to work better in average at these stages.
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Motivated by the link mentioned above, we also computed Fekete points for GWs and found
that EIM nodes are good seeds to instantiate local optimization algorithms. At least in this case,
EIM nodes seem to localize the best regions in physical space to look up for global nodes for the
Fekete function.
As a summary, this note presents further evidence that a nearly optimal convergence rate
rigorous proof, similar to that one of the greedy RBM [16, 17, 18], might be shown.
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A Proof of the Lemma
Consider the nested matrix Vj(t) defined as
Vj(t) :=

ej(T1)
Vj−1 ej(T2)
...
e1(t) e2(t) · · · ej(t)
 ,
where Vj−1 is the (j − 1)-order V-matrix associated to the empirical nodes T1, . . . , Tj−1. That is,
Vj(t) is Vj with Tj replaced by t. Write the determinant of Vj(t) as
Vj(T1, . . . , Tj−1, t) = ej(t)det(Vj−1) + ej(Tj−1)Cj−1n[Vj(t)] + . . .+ ej(T1)C1 j [Vj(t)] , (16)
where
Cik[·] = (−1)i+kDik[·]
denotes the (i, k)-cofactor of [·], and Dik[·] denotes the determinant of [·] after eliminating its i-th
row and j-th column.
Divide (16) by det(Vj−1) = Vj−1(T1, . . . , Tj−1)4
Vj(T1, . . . , Tj−1, t)
Vj−1(T1, . . . , Tj−1)
= ej(t)− 1
det(Vj−1)
{
ej(Tj−1)Dj−1 j [Vj(t)] + . . . (17)
+(−1)jej(T1)D1 j [Vj(t)]
}
.
Let’s write the substracting term of the r.h.s. of (17) in matrix notation,
1
det(Vj−1)
(
(−1)jD1 j [Vj(t)] · · · Dj−1 j [Vj(t)]
) ej(T1)...
ej(Tj−1)
 . (18)
4The EIM-loop ensures, by independence of row and column vectors, that the determinant of the V-matrix is
non zero to any order j ≥ 1.
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Now write the interpolant Ij−1[ej ](t) in the same spirit,
Ij−1[ej ](t) =
(
e1(t) . . . ej−1(t)
)
V−1j−1
 ej(T1)...
ej(Tj−1)

=
1
det(Vj−1)
(
e1(t) . . . ej−1(t)
)
adj(Vj−1)
 ej(T1)...
ej(Tj−1)
 .
This is similar to expression 18 above. If one proves that(
(−1)jD1 j [Vj(t)] · · · Dj−1 j [Vj(t)]
)
(19)
is equal to (
P1(t) . . . Pj−1(t)
)
:=
(
e1(t) . . . ej−1(t)
)
adj(Vj−1) , (20)
the proof of formula 10 will be completed. Let’s look at the first component of (19):
(−1)jD1 j [Vj(t)] =
j−1∑
i=1
(−1)i−1ei(t)Dj−1 i[Vj(t)(1|j)] ,
where Vj(t)(1|j) stands for Vj(t) without its 1-th row and j-th column. On the other hand, the
first element of (20) is equal to
P1(t) =
j−1∑
i=1
ei(t)(adj(Vj−1))i 1 =
j−1∑
i=1
ei(t)C1 i(Vj−1)
=
j−1∑
i=1
(−1)i−1ei(t)D1 i(Vj−1) .
Finally, notice that
Dj−1 i[Vj(t)(1|j)] = D1 i(Vj−1) .
Therefore
(−1)jD1 j(Vj(t)) = P1(t)
and, in the same way,
(−1)j−1−iDi j(Vj(t)) = Pi(t) for i = 1, . . . , j − 1 .
Therefore Ij−1[ej ](t) is equal to expression 18:
Vj(T1, . . . , Tj−1, t)
Vj−1(T1, . . . , Tj−1)
= ej(t)− Ij−1[ej ](t) = rj(t)
and the Lemma is proved.
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