Sir,

The issue of adjusting the *P* value for determining statistical significance for a family of related outcomes was highlighted by Andrade\[[@ref1]\] recently using the example of a randomized controlled trial (RCT). This issue is also relevant, yet subtly different, in cross-sectional studies which are much more commonly conducted than RCTs across settings and, therefore, of interest to researchers.

To clarify, let us take the instance of a study that aims to examine the prevalence of depression in psoriasis compared with healthy controls and also looks at possible predictors of depression in the diseased using a multivariable procedure such as multiple linear regression (MLR). Let us assume that the independent variables being examined include coping, quality of life, and stress. Furthermore, coping and quality of life are measured by scales that yield four related domain scores, which are independently analyzed, whereas stress is a single score.

Now, there will be at least two sequential analyses from this research; the first one being the univariate analysis comparing the sociodemographic and clinical variables of interest (including the aforementioned variables) between groups and the second one being the regression analysis where variables have been selected on the basis of the results of the prior univariate analysis, as is the convention.

In this scenario, univariate testing requires *P* value correction only when examining coping and quality of life (but not for stress scores) and should be set at 0.05/4 (i.e., 0.0125) using Bonferroni method, or alternatively, this becomes the last *P* value for examination in Hochberg\'s procedure. This is because a correction is only required when different domains of the same construct (e.g., coping) are being examined. For the regression analysis, however, statistical correction of *P* value is not conventionally applied as this is a procedure that controls for multiple variables simultaneously. It is rare to see textbooks recommending adjustments for *P* value while testing partial regression coefficients in an MLR analysis. Researchers must balance the risk of type I error with being overly conservative and choose methods of statistical correction wisely. As a parting note, excessive dependence on *P* values as the basis for drawing study conclusions must be avoided.
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