Abstract-A Neuro-Fuzzy Ensemble model (NFE) is proposed in this paper for analysing the gene expression data from microarray experiments. The proposed approach was tested on three benchmark cancer gene expression data sets. Experimental results show that our NFE model can be used as an efficient computational tool for microarray data analysis. In addition, compared to some current most widely used approaches, NeuroFuzzy(NF)-based models not only supply good classification results, but their behavior can also be explained and interpreted in human understandable terms, which provides the researchers with a better understanding of the data.
I. INTRODUCTION
Many methods have been designed and used so far for discovering the mystery behind the DNA data. One of the most revolutionary techniques is the high-density DNA microarray chips, or commonly called DNA chips, or gene chips. This technique can measure the activities of thousands of genes simultaneously under different experimental environments and conditions. It allows us to have a "global" view of the cell [1] .
The gene expression profiles from particular microarray experiments have been recently used for cancer classification [2] [3] [4] . This approach promises to give a better therapeutic measurement to cancer patients by diagnosing cancer types with improved accuracy [4] . However, the amount of data produced by this new technology is usually too large to be manually analysable. Hence, the need to automatically analyse the microarray data offers an opportunity for Machine Learning (ML) methods to have a significant impact on cancer research.
Unsupervised methods, such as Clustering [5] , and SelfOrganizing Maps (SOMs) [6] were initially used to analyse the relationships among different genes. Recently, supervised methods, such as Support Vector Machines (SVMs) [7] , MultiLayer Perceptrons (MLP or NNs) [8] [9] , K Nearest Neighbor (KNN) method [10] [11] , and Decision Trees (DTs) [9] have been successfully applied to classify different tissues. But most of the current methods in microarray analysis can not completely bring out the hidden information in the data. Meanwhile, they are generally lacking robustness with respect to noisy and missing data.
Different from black-box methods, fuzzy rule-based models can not only provide good classification results, but also easily be explained and interpreted by human understandable fuzzy 1'2Computing rules. This provides the researchers an insight into the models. Meanwhile, fuzzy systems adapt numerical data (input/output pairs) into human linguistic terms, which offer very good capabilities to deal with noisy and missing data.
However, how to define the rules and membership functions requires a lot of prior knowledge. This can be usually obtained from human expert, especially in the case of large amount of gene expression data, which is not an easy task. Hybrid NeuroFuzzy (NF) models, which combine the learning ability of neural systems and the interpreting ability of fuzzy systems, can automatically generate and adjust the membership functions and linguistic rules directly from data.
Unfortunately, NF methods have suffered some well-known limitations in dealing with high dimensional data. Although some fuzzy-rule-based applications for microarray analysis have already been presented [12] [13], all these reported systems are small models and only perform well on simple data sets. Because large rule-based models imply huge computational cost, they sometimes are unacceptable in practice. In order to improve the inherent weakness of individual NF models, a Neuro-Fuzzy Ensemble (NFE) model is developed in this paper. The proposed NFE model is tested on three benchmark microarray cancer data sets, including leukemia cancer data set, colon cancer data set, and lymphoma cancer data set.
Compared to some other benchmark problems in machine learning, microarray data sets may be problematic. The number of features (genes), usually in the range of 2,000-30,000, is much larger than the number of samples (usually in the range of 40-200). But not all of these genes are needed for classification. Most genes do not influence the performance of the classification task. Taking such genes into account during classification increases the dimension of the classification problem, poses computational difficulties and introduces unnecessary noise in the process. A major goal for diagnostic research is to develop diagnostic procedures based on inexpensive microarrays that have enough probes to detect certain diseases. This requires the selection of some genes which are highly related to the particular classification problem, i.e., the informative genes. This process is called gene selection, or feature selection in machine learning in general. A most widely used gene selection method, Information Gain (IG), is adopted for the purpose of this work.
Because a small number of available data usually can not sufficiently represent the whole search space, the traditional training and testing strategies do not perform well. As suggested in previous work [8] [15] . Indeed, a large set of gene expression features will not only significantly bring higher computational cost and slow down the learning process, but also decrease the classification accuracy due to the phenomenon known as curse of dimensionality, in which the risk of over-fitting increases as the number of selected genes grows [15] . More importantly, by using a small subset of genes, we can not only get a better diagnostic accuracy, but also get an opportunity to further analyse the nature of the disease and the genetic mechanisms responsible for it. Therefore, the microarray cancer classification problem can be classified as a combinational optimization problem with two main objectives: minimizing the number of selected genes and maximizing the classification accuracy.
Filter method and wrapper method are two basic feature selection approaches in machine learning. Filtering procedures are widely used in the area of microarray analysis. A common way is to rank all features according to the values of a univariate scoring metric, and the top ranked features are selected for classification. The wrapper approach, which is popular in many machine learning applications, is not largely used in DNA microarray tasks. Therefore, in our work, we will adopt the Information Gain, the most widely used filtering gene selection method.
A. Information Gain
Given entropy E as a measure of impurity in a set of training samples, it is possible to define a measure of the effectiveness of a feature/gene in classifying the training data. This measure is simply the expected reduction in entropy caused by partitioning the data according to this feature, so-called Information Gain [16] . Assuming a given set of microarray gene expression data M, the information gain of a gene i is defined as: ANFIS is a Sugeno-like fuzzy system in a five-layered network structure. Back-propagation strategy is used to train the membership functions, while the least mean squares algorithm (LSE) determines the coefficients of the linear combinations in the consequent part of the rules. It has been proven that this hybrid algorithm is much more efficient than a standard gradient method in training the ANFIS [17] . The same as other fuzzy-rule-based systems, ANFIS can not easily handle high dimensional problems, as this leads to a large number of input nodes, rules, and, hence, consequent parameters. In an ANFIS model, if the number of inputs is N, the number of membership functions for each input is K, then the number of the fuzzy rules R is:
The number of the adaptive parameters P is then: is the entropy of the entire set, and E(MV) is the entropy of the subset Mv. The entropy function E is defined as:
where Cj is the number of samples in class Cj. The But, the collection of well-distributed, sufficient, and accurately measured input data is the basic requirement to obtain an accurate model [18] . When We set the maximum number of inputs for an individual NF network in the NFE to be 4, due to the considerations on computational costs implied, as discussed above. Each input is randomly selected from the top 4 x n ranked genes, where n is the number of singe NF models in the ensemble. The output strategy of our NFE model is Majority Voting, where the output of the majority of individual NF networks will be considered to be the output of the ensemble. The main structure of our NFE is shown in Figure 2 .
The advantages of our NFE model can be summarized as follows:
* It allows the model to learn more features when the optimal subset of genes is relatively large. * Normally, several classifiers imply higher computational costs than building a single classifier only. However, our NFE model seems to require much less computational cost than building a single large NF model, when the necessary number of inputs is relatively large. A comparison of computational costs between individual NF models and the NFE is shown in Table III. * NFE can significantly improve the generalization ability (classification performance) compared to single NF models, and they can also help address three classic machine learning problems: lack of data, local optima, and representational limitations. Lack of data is one of the major problems in microarray analysis. * NFE can relieve the trial-and-error process by tuning architectures.
Though, we have to point out that the ensemble structure increases the complexity of the system, which means the model will loose the transparency of the decision-making process [19] .
C. Training and Testing Strategy
In order to use as many samples as possible, we adopt leave-one-out cross validation (LOOCV or jackknife strategy) to train and evaluate our models. We divide all samples, at random, into K distinct subsets, where K equals to the number of samples. We then train the model using K -1 subsets (samples in our case), and test the training performance on the Kth sample. The LOOCV accuracy is obtained by:
LOOCVaccuracy Acs K
where Acs is the number of correctly classified samples in K experiments. LOOCV accuracy is strongly suggested to be used as an evaluation of microarray data classification by many other researchers. In order to compare with their work, this strategy is also adopted in our study.
V. EXPERIMENTAL RESULTS
In this study, the proposed models are tested on three data sets: leukemia cancer data set, colon cancer data set, and lymphoma cancer data set. We adopt three important criteria for empirical evaluation of the performance of our models: Before the experiments, we linearly scale all data in the [0, 1] interval. If y is a gene expression value of a gene g, the scaled value will be g(a') y -min(g) max(g) -min(g) (8) where min(g) and max(g) is the minimum and maximum collected from tumors, and the "normal" biopsies were collected from healthy parts of the colons of the same patients [20] . This data set contains 62 samples. There are 40 tumor samples, and 22 normal samples. From about 6000 genes represented in each sample in the original data set, only 2000 genes were selected. The data is available at http://sdmc.i2r.astar.edu. sg/rp/ColonTumor/ColonTumor.html.
2) Leukemia Cancer Data Set: The data set we used here was reported in [3] . The gene expression measurements were taken from 63 bone marrow samples and 9 peripheral blood samples [3] . This data set contains 72 samples. All samples can be divided into two subtypes: 25 samples of acute myeloid leukemia (AML) and 47 samples of acute lymphoblastic leukemia (ALL). The expression levels of 7129 genes were reported. The data is available at http://sdmc.i2r.astar.edu.sg/rp/Leukemia/ALLAML.html.
3) Lymphoma Cancer Data Set: The data set we used here was reported in [21] . This data set contains 47 samples. B cell diffuse large cell lymphoma (B-DLCL) data set includes two subtypes: germinal center B cell-like DLCL and active B cell-like DLCL. The expression levels of 4026 genes were reported. 24 samples are germinal center B-like DLCL and 23 samples are active B cell-like DLCL. The data is available at http://www.genome.wi.mit.edu/MPR.
B. Experiment Setup
Each variable is described by three membership functions for both NF and NFE models, and the initial shape of the membership function is a bell-shaped function, see Figure  3 (Top). There are 5 individual NF networks in our NFE model, and each NF model has 4 inputs. The output of the ensemble is obtained by using Majority Voting (MV). The top 20 ranked genes obtained by the IG method were selected for classification when using the NFE model. The top 4 ranked genes are selected for classification when using the single NF models. The top 20 Leukemia genes with the highest scores were listed in Table IV .
C. Results and Comparison
The performance of our NFE model was compared with that of single NF models and some other reported approaches, by using the same training and testing strategies, see Table V . Our models obtained better results on Colon cancer data set, and similar results on Leukemia and Lymphoma data set, but both NF and NFE models use less number of genes comparing with other approaches. The performance of the NFE model is much better than that of single NF models on the three cancer data sets, see Table V .
Furthermore, different from black-box approaches, NFbased models can extract some useful knowledge from data, for example, adjusted membership function (Figure 3) , and trained fuzzy rules (Table VI Descriptions of Rules If (M63391 is small) and (R87126 is small) then (output is Cancer) If (M63391 is small) and (R87126 is medium) then (output is Cancer) If (M63391 is small) and (R87126 is large) then (output is Normal) If (M63391 is large) and (R87126 is small) then (output is Cancer) If (M63391 is large) and (R87126 is large) then (output is Normal) knowledge, which helps obtaining more refined models and shortening the training process. 
VI. CONCLUSION AND FUTURE WORK
The classification performance obtained by our NFE model is very competitive. But, there are still many issues that need to be considered in future research. After combination, the NFE model becomes more complex than a single NF model and therefore more difficult to analyse. While a single NF model can be easily explained and interpreted by users, an ensemble of several NF models would be more difficult to understand. The balance between the classification accuracy and interpretability should be further explored. The performance of the NFE can be further enhanced by using other ensemble training techniques, i.e., bagging and boosting. While LOOCV is not the only appropriate strategy, bootstrap resampling technique can also be considered for such kind of problems [19] . In addition, NF-based methods offer good potential to deal with highly noisy/missing data, which can also be considered as an important future research direction. Our experimental results show that the NFE models can be very effective tools for microarray gene expression data classification problems. 
