This work proposes a nonlinear stochastic filter evolved on the Special Orthogonal Group SO (3) as a solution to the attitude filtering problem. One of the most common potential functions for nonlinear deterministic attitude observers is studied and reformulated to address the noise attached to the attitude dynamics. The resultant estimator and correction factor demonstrate convergence properties and remarkable ability to attenuate the noise. The stochastic dynamics of the attitude problem are mapped from SO (3) to Rodriguez vector. The proposed stochastic filter evolved on SO (3) guarantees that errors in the Rodriguez vector and estimates steer very close to the neighborhood of the origin and that the errors are semi-globally uniformly ultimately bounded in mean square. Simulation results illustrate the robustness of the proposed filter in the presence of high uncertainties in measurements.
I. INTRODUCTION
The orientation of a rigid-body is termed attitude, and attitude estimation is an essential subtask in robotics applications [1, 2] . Unfortunately, the attitude cannot be accurately measured, however, the available measurements from sensors attached to the body-frame and inertial-frame coupled with an attitude filter allow reasonably accurate estimation of the true attitude. The moving vehicles are normally equipped with low-cost inertial measurement units (IMUs) which are very sensitive to noise and bias components, complicating the attitude estimation [1, 2] .
Historically, the attitude filtering problem has been addressed using Gaussian filters based mainly on the structure of the Kalman filter (KF) [2] . The family of attitude Gaussian filters includes KF [3] , extended KF (EKF) [4] , multiplicative EKF (MEKF) [5] , and others. However, attitude Gaussian filters have proven to be inefficient if the vehicle is equipped with low quality sensors [1, 2] . Other filtering techniques such as Unscented KF (UKF) [6] and particle filters (PFs) [7] provide a more precise estimation even when the low-quality sensors are used. However, the computational cost of the above-mentioned filters is higher [2] . It should be remarked that the Gaussian filters in [3] [4] [5] as well as UKF [6, 8] and PFs [7] are quaternion based which does not provide a unique representation of the attitude [9] .
The deficiencies of Gaussian filters, UKF and PFs, in addition to the development of low-cost IMUs, motivated researchers to design nonlinear deterministic attitude filters, such as [1, 10, 11] . These filters have better tracking performance than Gaussian filters [1] and require less computational power when compared with UKF and PFs [2] . In addition, nonlinear deterministic attitude filters evolve directly on SO (3) which is nonsingular in parameterization and has a unique representation. The deterministic filters proposed in [1, 10, 11] can be easily fitted given two or more vectorial measurements and a rate gyroscope measurement, however, the selected potential functions in [1, 10, 11] were kept unchanged. The potential function in [1, 10, 11] fits nonlinear deterministic attitude filters on SO (3) assuming that the rate gyro measurements are corrupted only with constant bias and are noise free. However, the environment is noisy [12] and the kinematics of the nonlinear attitude problem on SO (3) in its natural stochastic sense need to be considered.
The main challenge is that the attitude problem is 1) modeled on the Lie group of SO (3) which is nonlinear and 2) the attitude dynamics are a function of angular velocity measurements which are corrupted with noise components. Therefore, the randomness and uncertain behavior in attitude kinematics prompted the proposal of nonlinear stochastic attitude filter on SO (3) based on the selection of a new potential function. Hence, in the case where angular velocity measurements are contaminated with noise, the stochastic filter would be able to guarantee that, 1) the error is regulated to an arbitrarily small neighborhood of the equilibrium point in probability; and 2) the error is semi-globally uniformly ultimately bounded (SGUUB) in mean square.
The rest of the paper is organized as follows: Section II gives an overview of mathematical notation and preliminaries. The problem is formulated in stochastic sense in Section III. The nonlinear stochastic filter on SO (3) is proposed and the stability analysis is presented in Section IV. Section V demonstrates the numerical results. Finally, closing notes are provided in Section VI.
II. MATH NOTATION
In this paper, R n is the real n-dimensional space while R n×m denotes the real n×m dimensional space. For x ∈ R n , the Euclidean norm is defined as x = √ x x, where is the transpose of a component. C n denotes the set of functions with continuous nth partial derivatives. P {·}, E [·], exp (·), and Tr {·} refer to probability, expected value, exponential, and trace of a component, respectively. λ (·) is the set of eigenvalues of the associated matrix while λ (·) is the minimum singular value. I n denotes identity with dimensions n-by-n, and 0 n ∈ R n is a zero column vector. SO (3) denotes the Special Orthogonal Group, and the attitude of a rigid-body is defined as a rotational matrix R:
where det (·) is the determinant of the associated matrix. The Lie-algebra of SO (3) is known as so (3) and is given by
where × is the cross product between the two vectors. Let the vex operator be the inverse of [·] × , denoted by vex : so (3) → R 3 such that vex (B) = β for all β ∈ R 3 and B ∈ so (3). Let P a denote the anti-symmetric projection operator on the Liealgebra so (3), defined by P a :
The normalized Euclidean distance of a rotation matrix on SO (3) is given by the following equation
where R I ∈ [0, 1]. The attitude of a rigid body can be constructed knowing angle of rotation α ∈ R and axis parameterization u ∈ R 3 . The mapping of angle-axis param-
The attitude could be obtained knowing Rodriguez parameters vector ρ ∈ R 3 and R ρ :
with direct substitution of (3) in (1) for R ρ = R ρ (ρ) one obtains
Likewise, the anti-symmetric projection operator of attitude R in (3) can be defined as
and the vex operator of the above-mentioned result is
where Φ (·) is the composition mapping such that Φ := vex• P a . The following identities will be used in the subsequent derivations
III. PROBLEM FORMULATION
The attitude can be extracted from n-known non-collinear inertial vectors measured in a coordinate system fixed to the rigid body. Consider that the superscripts I and B refer to the vectors associated with the inertial-frame and body-frame, respectively. Let v B i ∈ R 3 be the ith measurement vector in the body-fixed frame for i = 1, 2, . . . , n. Let R ∈ SO (3) denote the rotation matrix from body-fixed frame to a given inertial-fixed frame such that the body-fixed frame vector is defined by
where v I i ∈ R 3 denotes the inertial-fixed frame vector while b B i and ω B i denote the additive bias and noise components of the associated body-frame vector, respectively, for all
The assumption that n ≥ 2 is necessary for instantaneous three-dimensional attitude determination. It is common to employ the normalized values of reference and body-frame vectors in the process of attitude estimation such as
and the attitude can be defined knowing υ I i and υ B i . For the sake of simplicity, the body frame vector (v B i ) is considered to be noise and bias free in the stability analysis. In the Simulation Section, on the contrary, noise and bias are present in the measurements. The true attitude dynamics and the associated Rodriguez vector dynamics are given in (13) and (14), respectively, aṡ
where Ω ∈ R 3 denotes the true value of angular velocity. Gyroscope or the rate gyros measures the angular velocity vector in the body-frame relative to the inertial-frame. The measurement vector of angular velocity is
where b and ω denote the additive bias and noise components, respectively, for all b, ω ∈ R 3 . The noise vector ω is assumed to be a Gaussian noise vector such that E [ω] = 0. The measurement of angular velocity vector is subject to additive noise and bias, which are characterized by randomness and unknown behavior, impairing the estimation process of the true attitude dynamics in (13) or (14) . As such, (15) is assumed to be excited by a wide-band of random Gaussian noise process. Derivative of any Gaussian process yields a Gaussian process allowing the stochastic attitude dynamics to be written as a function of Brownian motion process vector [14] ω = Q dβ dt
where Q ∈ R 3×3 is a non-negative unknown time-variant diagonal matrix. In addition, each parameter of Q in the diagonal is bounded with an unknown bound. The properties of Brownian motion process can be found in [15, 16] . The covariance component associated with noise ω can be defined by a diagonal matrix Q 2 = QQ . Considering the attitude dynamics in (14) and replacing ω by Qdβ/dt, the stochastic differential equation in (14) can be expressed by
Similarly, the stochastic dynamics of (13) are
g is locally Lipschitz in ρ and f is locally Lipschitz in ρ and b. Accordingly, the dynamic system in (16) [16] ). Aiming to achieve adaptive stabilization of the unknown time-variant covariance matrix, let us introduce the following unknown constant
where max {·} is the maximum value of the associated element. From (15) , and (18), it can be noticed that b and σ are bounded. It is important to introduce the following Lemma which will be useful in the subsequent filter derivation. 
Proof. See Appendix A. Definition 1: [17] The Rodriguez vector ρ of the stochastic dynamics in (16) is known to be semi-globally uniformly ultimately bounded (SGUUB) if for a compact set Λ ∈ R 3 and any ρ 0 = ρ (t 0 ), there exists a constant κ > 0, and a time constant
Definition 2: Consider the stochastic dynamics in (16) . For a given function V (ρ) ∈ C 2 , the differential operator LV is defined by
Lemma 2: [16] Let the stochastic dynamics in (16) be given a potential function V ∈ C 2 such that V : R 3 → R + , class K ∞ functions ϕ 1 (·) and ϕ 2 (·), constants c 1 > 0 and c 2 ≥ 0, and a non-negative function Z ( ρ ) such that
then for ρ 0 ∈ R 3 , there exists almost a unique strong solution on [0, ∞) for the dynamic system in (16) . The solution ρ is bounded in probability such that
Furthermore, if the inequality in (24) holds, then ρ in (16) is SGUUB in the mean square. The proof of Lemma 2 can be found in [16, 17] . 
IV. NONLINEAR STOCHASTIC FILTER ON SO (3)
A set of vectorial measurements υ I i and υ B i in (12) can be employed to reconstruct the uncertain attitude matrix R y , however, obtaining R y might be very computationally complex. Therefore, the objective is to propose a nonlinear stochastic attitude filter which uses a set of vectorial measurements directly without the need of attitude reconstruction. Consider the error from body-frame to estimator-frame defined asR = RR (26) Also, let the error in b and σ be given bỹ
Recall υ I i and υ B i from (12) for i = 1, . . . , n. Define In all the discussion that follows it is assumed that the above statements hold. Consider
From the identity in (6), one can find
Hence, the following components can be obtained in terms of vector measurements which will be used in the proposed filter design
as in (7) . Define λ := λ M I , Υ := Υ M I ,R , and Φ := Φ M IR , and consider the following nonlinear filter design on SO (3)
where Φ M IR , M IR I , and Υ M I ,R are defined in (31), (32), and (33) in terms of vectorial measurements, respectively, diag (·) is a diagonal of the associated component, k w , k b , k σ , and γ are positive constants, andb andσ are the estimate of b and σ, respectively.
Theorem 1: Consider the observer in (34), (35), (36) and (37) coupled with angular velocity measurements in (15) and the normalized vectors in (12) . Assume that two or more body-frame non-collinear vectors are available for measurements such that M I in (29) is nonsingular. Then, for angular velocity measurements contaminated with noise andρ ∈ R 3 , ρ,b andσ are regulated to an arbitrarily small neighborhood of the origin in probability; and ρ ,b ,σ is SGUUB in mean square. Proof: Let the error in attitude beR = RR as given in (26) and consider (27) and (28). In view of (13) and (34), the derivative of attitude error in incremental form becomes
where Rσ × =R [σ] ×R as in (7) . Recalling the extraction of Rodriguez vector dynamics from (17) 
The weakness of the potential function in (41) is that the trace component of the operator LV in Definition 2 for the dynamic system in (16) atρ = 0 can be evaluated by For V := V ρ,b,σ , the differential operator LV in Definition 2 can be written as
Hence, the first and second partial derivatives of (42) can be defined respectively, as follows
from (39) and (44), the first part of (43) can be defined by
where ||M IR || I and Φ M IR are defined in (19) and (20), respectively. From (39) and (45), the second part of (43) can be obtained by where the first part of (48) is negative for allρ = 0 and Q 2 = 0, and Φ := Φ M IR . From (4) and (5), one can easily find that for Υ := Υ M I ,R 
Let us combine the results in (50) and (51) with (48). Next, we express the differential operator in (43) in its complete form
Considering (25) in Lemma 3, one obtains
since the second term in (52) is negative semi-definite, we combine (53) with (52). Disregarding the second term in (52) and consider the inequality in (21) such that
With direct substitution ofḃ,σ and W from (35), (36), and (37), respectively, one finds
According to (25) in Lemma 3, one has
Thus, the differential operator in (55) becomes
Define
as such, the differential operator in (56) becomes
where λ (·) is the minimum singular value of a matrix. Hence, from (57), one has
According to Lemma (2), the inequality in (58) means
, ∀t ≥ 0 (59)
The inequality in (59) Initial estimates are selected asb (0) = 0 3 ,σ (0) = 0 3 , and design parameters are as follows: γ = 1, k b = 0.5, k σ = 0.5, k w = 5 , and ε = 0.5. Fig. 1 presents the true angular velocity (Ω) and true body-frame vectors as black centerlines and the associated high values of noise and bias components are represented by colored solid lines. The robustness of the filter against large initialization error and high values of noise and bias components is demonstrated in Fig. 2 . The normalized Euclidean distance error ||R|| I was initiated very close to the unstable equilibria (+1), eventually reduced to the neighborhood of the origin in probability as illustrated in Fig. 2 . 
VI. CONCLUSION
An explicit stochastic nonlinear attitude filter is proposed on SO (3). The proposed filter shares its structure with previously developed deterministic filters, but in stochastic sense. An alternate attitude potential function which has not been considered in literature, is introduced in this work. The resulting stochastic filter ensures that the errors in Rodriguez vector and estimates are semi-globally uniformly ultimately bounded in mean square. Numerical results show high convergence capabilities when large error is initialized in the attitude and high levels of noise and bias are observed in the vector measurements.
Let the attitude be represented by R ∈ SO (3). 
where Tr M I [u] × = 0 as given in identity (10) . One has [20] R I = 1 4
Tr {I 3 − R} = sin 2 (θ/2) (61) and the Rodriguez parameters vector in terms of angle-axis parameterization is [9] u = cot (θ/2) ρ. From identity (8) [u]
