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Abstract
Location estimation performance is not always satisfactory and improving it
can be expensive. The performance of location estimation technology can be
increased by refining the existing location estimation technologies. A better
way of increasing performance is to use multiple technologies and combine
the available data provided by them in order to obtain better results. Also,
maintaining one’s location privacy while using location estimation technol-
ogy is a challenge. How can this problem be solved?
In order to make it easier to perform sensor fusion on the available
data and to speed up development, a flexible framework centered around
a component-based architecture was designed. In order to test the perfor-
mance of location estimation using the proposed sensor fusion framework,
the framework and all the necessary components were implemented and
tested. In order to solve the location estimation privacy issues, a compre-
hensive design that considers all aspects of the problem, from the physical
aspects of using radio transmissions to communicating and using location
data, is proposed.
The experimental results of testing the location estimation sensor fusion
framework show that by using sensor fusion, the availability of location esti-
mation is always increased and the accuracy is always increased on average.
The experimental results also allow the profiling of the sensor fusion frame-
work’s time and energy consumption. In the case of time consumption, there
is a 0.32% - 17.06% - 5.05% - 77.58% split between results overhead, engine
overhead, component communication time and component execution time
on an average. The more measurements are gathered by the data gathering
components, the more the component execution time increases relative to
all the other execution times because component execution time is the only
one that increases while the others remain constant.
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1. Introduction
1.1. Motivation
Location estimation1has a large, and still increasing, number of uses. His-
torically, the first use of what we now call location estimation technology
was weapons’ delivery. Specifically, GPS has been designed for the purpose
of guiding precision munitions. After the technology became public, other
uses have begun to surface, for example, sea lane navigation, navigating
ships in and out of harbors, aircraft navigation, aircraft landing, surveying,
precision farming, enhancing the precision of emergency services’ response,
logistics and fleet management or car navigation. Most of these services are
based on GPS.
The greatest weakness of GPS is its inability to function indoors. To
counter this issue, other technologies have started to surface. These tech-
nologies are based on mobile telephony networks, WLAN technology, Blue-
tooth technology, RFID technology etc. For example, RFID technology is
very well suited for logistics. WLAN and Bluetooth technology are well
suited for indoor location estimation because of their availability and cost.
Mobile telephony technology is a good compromise between indoor and out-
door location estimation because of its large coverage area and availability.
A very interesting fact should be noted here. Apart from RFID, which
has been designed with multiple uses in mind from the beginning, all the
other technologies have gone far beyond their initial purpose. GPS, which
can be used only for location estimation, navigation and time transfer, now
1The difference between the terms “location estimation” and “positioning” is just se-
mantic but the “location estimation” term is preferred in this work because it better
relays the fact that the technology returns just an estimation of the real position of
the tracked device. The “location estimation” term will therefore be used throughout
the rest of this document.
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has multiple other uses on top of its initial weapons’ guidance task. Mobile
telephony, WLAN and Bluetooth technology were not specifically designed
with the purpose of location estimation in mind. Their ability to perform
location estimation is a byproduct of their design.
There are at least two ways in which location estimation technology can
be improved. The first is to improve its performance. How we define per-
formance depends on the requirements of each end user. This need for
flexibility in the definition of performance ties into the second way to im-
prove location estimation technology, which is to make it easier to use by
the end user by allowing more flxibility in the process of location estimation.
Given the fact that each technology has its strengths and weaknesses,
an obvious idea is to combine multiple location estimation technologies in
order to compensate one’s weakness with another’s strength, thus improv-
ing performance and flexibility. The purpose of this work is to analyze the
available technologies and to design and implement a system that seam-
lessly integrates multiple technologies in order to achieve better availability,
accuracy or any other performance metric of location estimation technology
while, at the same time, allowing the end user as much flexibility as possible.
The focus of this research is on the estimation of the location of a device,
by the device itself, with or without outside help. There is a second method
for performing this estimation of location of a device, by an external system,
possibly without the knowledge of the device being located, but this is not
within the scope of this research.
1.2. Background
In this section, the prior art relevant to the topic of location estimation will
be summarily presented and the existing issues will be summarized at the
end.
Location estimation can be done using a multitude of technologies. Most
of them are based on the propagation properties of radio waves. There have
been location estimation systems implementations based on other principles,
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for example, the propagation properties acoustic waves. Nevertheless, the
focus of this work will be on radio waves-based systems only. The most usual
radio waves-based systems taken into account for this study are detailed in
the following subsections. For a more detailed overview of the existing
technologies, see chapter 6.
In short, the radio wave-based location estimation technologies can be
classified as:
1. Navigation satellite systems (NSS):
a) Global navigation satellite systems (GNSS): global coverage; work
only outdoor; receive-only technology; using the system can be
free to use (e.g. GPS, GLONASS, Galileo Open Service, Com-
pass) or not (e.g. Galileo Commercial Service);
b) Regional navigation satellite systems (RNSS): regional coverage;
apart from the difference in coverage, they are functionally iden-
tical to GNSS.
2. Mobile telephony provider network technology: wide-area coverage;
works both outdoor and indoor; send-and-receive technology; depend-
ing on the design and business model, the system can be free to use
or not.
3. Wireless LAN (WLAN) technology: limited-area coverage; works out-
door and indoor, but mostly indoor; depending on the implementation,
can use either receive-only or send-and-receive design; no significant
public deployment of such a system exists yet, so no business models
have surfaced yet.
4. Bluetooth technology: limited-area coverage; works outdoor and in-
door, but mostly indoor; send-and-receive technology; no significant
public deployment of such a system exists yet, so no business models
have surfaced yet.
5. Radio frequency identification (RFID) technology: coverage depends
on the implementation details of the technology being used; works
outdoor and indoor; send-and-receive technology; the technology is
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tailored towards device location estimation by a network, not by the
device itself, which makes it ill-suited for the purpose of this research.
1.2.1. Navigation satellite systems (NSS)
Navigation satellite systems can be classified, by their coverage, in global
navigation satellite systems(GNSS) and regional navigation satellite sys-
tems(RNSS). GPS (USA), GLONASS (Soviet Union/Russia), Galileo (Eu-
ropean Union) and COMPASS (China) are global navigation satellite sys-
tems which provide (GPS) or intend to provide (GLONASS, Galileo &
COMPASS) global coverage. They have been designed with the intended
purpose of location estimation and, from the users’ perspective, they are
transmit-only systems. QZSS(Japan) and IRNSS(India) are examples of
the most significant examples of regional navigation satellite systems. Apart
from the difference in coverage, they are functionally identical to the global
navigation satellite systems from the point of view of the end user.
GPS
“NAVSTAR Global Positioning System (GPS)”, commonly known as “GPS”
is a system developed and operated by the United States Department of De-
fense. It was initially designed for the main purpose of weapons’ guidance.
The first operational GPS satellite was launched in 1978. The first Block II
GPS satellite was launched in 1989. Since 1993, there has been a complete
24 Block II GPS satellite constellation in orbit[1, 2].
The GPS location estimations’ accuracy for the basic system is, between
15.7m and 23.1m in 95% of the cases[3] for civilian receivers. The difference
between the accuracy of civilian receivers and that of the military receivers
because the civilian receivers can use only the C/A-code on the L1 frequency
band, which is transmitted unencrypted, thus allowing for less accuracy than
the military receivers.
The accuracy of plain GPS is not good enough for sensitive applications,
such as safely navigating coastal waters and harbors or, even more critically,
providing landing assistance for aircraft. In order to compensate for these
18
limitations, GPS augmentation systems have been developed. Augmenta-
tions systems can be classified into ground based augmentation systems
(GBAS), such as Differrential GPS (DGPS) and space based augmentation
systems (SBAS), such as the Wide Area Augmentation System (WAAS)
in North America, the European Geostationary Navigation Overlay Ser-
vice (EGNOS) in Europe, the MTSAT Satellite-based Augmentation Sys-
tem (MSAS) in Japan and the GPS Aided Geo Augmented Navigation
(GAGAN) system in India.
The initial requirement for the accuracy of the DGPS system was an ac-
curacy of 8m to 20m in 99.7% of the cases, in real time[4]. After being
commissioned, the system proved capable of 1m to 3m accuracy[5]. WAAS
is able to achieve accuracies of around 0.7m horizontally and around 1.1m
vertically in 95% of the cases in Precision Approach mode and 1.5m hori-
zontally in 95% of the cases in Non-Precision Approach mode[6]. While still
in testing phases, EGNOS’ project goal in regard to the system’s accuracy
states that it should provide an accuracy of under 2m[7]. Also still in test-
ing, MSAS already proved capable of achieving accuracies of around 0.8m
horizontally and around 1.3m vertically in 95% of the cases in Precision
Approach mode and 1.1m horizontally in 95% of the cases in Non-Precision
Approach mode[8]. The GAGAN technology demonstrator system achieved
accuracies of 7.6m both horizontally vertically in 95% of the cases[9].
There are also commercial SBAS services like John Deere’s StarFire and
Fugro’s OmniSTAR available. Both systems claim decimeter and centime-
ter accuracy. StarFire is advertised as having a real-time accuracy of under
30cm, with a standalone receiver, but no information is given about the
percentage of cases where this accuracy is reached[10]. OmniSTAR is ad-
vertised as being able to achieve an accuracy of 10cm horizontally in 95% of
the cases, but no information is given whether this accuracy can be achieved
in real-time, with a standalone receiver[11].
Functionally, the services provided by an augmentation system are orthog-
onal to the services provided by a navigation satellite system. Even if seam-
less interoperability between the various systems is not available, a trend
towards full interoperability and, by extension, full orthogonality is notice-
19
able, driven by the prospect of financial gain generated by the widespread
adoption of satellite-based navigation tools.
The latest research into GPS is about improving its performance in more
challenging environments such as environments where multipath signal prop-
agation is significant[12] or environments where signal propagation is difficult[13].
GLONASS
“Globalnaya Navigatsionnaya Sputnikovaya Sistema (GLONASS)”, trans-
lated to English as “Global Navigation Satellite System” or more commonly
known as “GLONASS” is a GNSS developed in the former Soviet Union as
the answer to the United States’ GPS. The first satellite was launched in
October 1982, four years after the first GPS satellite was launched. The sys-
tem was officially inaugurated by presidential decree in 1993, even though a
complete constellation of 24 satellites, allowing full operational capability,
was only scheduled to be in place in 1995[14]. At the time this research was
completed, in the second half of 2011, there were 23 operational satellites
in the constellation, one in the process of being prepared for operational
status, 2 in maintenance and one in reserve[15].
The accuracy of the current system, using GLONASS-M satellites, is 30m
in 95% of the cases, which is considerably worse than the accuracy of GPS.
The older generations of satellites had an accuracy of 60m in 95% of the
cases. The future generation of satellites (GLONASS-K) are being designed
to have a better design life (of 10 to 12 years) and an accuracy of 5m to
8m in 95% of the cases[16]. Also, the GLONASS-K satellites will be using
CDMA modulation instead of the FDMA modulation of the current and
past generations. This design choice was done in order to achieve easier and
better interoperability with GPS, Galileo and COMPASS, all of which use
CDMA[17].
At the time this research was started, there were still significant prob-
lems with the system though. For example, difficulties in purchasing com-
ponents for the satellites and the user devices, the low accuracy of the
system and the short life span of the current satellites are cited. Even
if dual technology GPS/GLONASS receivers from foreign manufacturers
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were showing up on the international market[18], Russian-built GLONASS-
only receivers were still produced in insufficient quantities and were of
low quality[19]. By the time this research was completed, dual-technology
GPS/GLONASS devices were already produced by multiple integrated cir-
cuits hardware manufacturers[20, 21] and were already present in high-end
consumer devices[22].
Galileo
Galileo is a GNSS project lead by the European Commission (EC) and
the European Space Agency (ESA). Talk about the project is known to
have been circulating since 1998[23]. The project was officially launched in
2002[24]. The original plan was to have the development phase completed
by 2005, the deployment phase by 2007 and to begin commercial operations
in 2008[25]. The project specifications state that 30 satellites are needed for
the system to reach full operational capability[26, 27].
The projected accuracy of the system is going to be 4m horizontally in
95% of the cases and 8m vertically in 95% of the cases[28], which is consid-
erably more than the current capability of civilian GPS[28]. As in the case
of EGNOS, the system is being designed with interoperability with similar
systems as one of the main goals. Currently, there are workgroups in place
for Galileo’s interoperability with GPS, GLONASS, QZSS and IRNSS[29].
Compass (Beidou-2)
“Compass”, also known as “Beidou-2” is the the second, and latest, gen-
eration satellite-based navigation system project coming from China. It
is developed by the China Satellite Navigation Project Center (CSNPC),
which is part of the Ministry of National Defense of the People’s Republic
of China. There are still doubts about whether the system will be a regional
or global one. Initially, the system was planned as a regional one but, cur-
rently, the system is planned to become a global one. However, there are
a number of issues that are yet to be addressed. The ones that stand out
the most are China’s ability to deploy a worldwide ground segment and
the current overlapping of two of Compass’ open signals with Galileo’s PRS
signals[30, 31]. The complete constellation of the global system is planned
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to have 30 medium-Earth orbiting (MEO) satellites and 5 geostationary
satellites[32].
The planned accuracy of the Compass system is 10m using only the open
satellite signals[32] and 1m using augmentation systems[33]. No information
is available about the percentage of the cases in which these accuracies are
planned to be achieved.
1.2.2. Mobile telephony provider network technology
Mobile telephony network coverage
The coverage areas of mobile telephony networks are extensive but not
global, or even regional, unlike that of the satellite-based navigation sys-
tems. Nevertheless, also unlike satellite-based navigation systems, the mo-
bile telephony networks have coverage inside man-made structures. The
reason for this is twofold:
1. First, some of the mobile telephony networks use signals with frequen-
cies lower than those used by the satellite-based navigation systems.
It is very important to note that a radio signal’s attenuation increases
with the frequency[34]. Nevertheless, the second reason compensates
the attenuation loss for the mobile telephony networks using higher
frequencies:
2. Second, the strength of the signal received by mobile telephony re-
ceivers is, usually, higher than the strength of the signal received by
satellite-based navigation systems’ receivers. This is true because, in
absolute terms, the strength of the satellite-based navigation systems’
signal at the receiver is, actually, below the noise floor. The CDMA en-
coding of the signal is used to extract the signal out of the noise[35].
On the other hand, the cell density in the areas with good cellular
coverage is high enough that high-frequency technologies have strong
signals even indoors. In the UK, Ofcom interface requirements state
that GSM base stations may have a maximum transmitted power of
up to 62dBm for some of the GSM frequency bands, which means
almost 1.6kW EIRP[36, 37].
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Despite the superior indoor coverage, the accuracy of mobile telephony
networks depends on the location techniques employed by the provider net-
work. On top of that, purely network-based location estimation is less ac-
curate than satellite-based or satellite-based assisted location. For example,
this fact is acknowledged by the US FCC requirements for Enhanced 911
which state that GPS assisted location estimation accuracy must be at least
50m in 67% of the cases, and 150m in 95% of the cases, while network-based
location estimation accuracy must be at least 100m in 67% of the cases, and
300m in 95% of the cases[38].
Assisted GPS
A NSS-based enhancement of the accuracy of the mobile telephony net-
works is Assisted GPS (A-GPS/AGPS/aGPS). The system was developed
in the wake of the FCC requirements mentioned earlier[39, 40]. The pur-
pose of the system is to augment network-based location estimation using
the GPS receivers integrated in the users’ phones. AGPS has two modes of
operation[41, 42]:
1. MS-Based; the mobile station uses data (satellites’ almanac, ephemerids
etc.) received from the mobile telephony network in order to ac-
quire the satellites’ signals faster, thus reducing the Time To First
Fix (TTFF)[43, 44, 45]. Also, it allows the MS to acquire the satel-
lites’ signals in situations in which it would not be able to do on its
own[44]. The computation of the MS’s location is done on the MS
itself[46, 47];
2. MS-Assisted; the mobile station uses data (satellites’ almanac, ephemerids
etc.) received from the mobile telephony network in order to acquire
the satellites’ signals faster. Then it sends the signals received from
the satellites to an assistance server which computes the MS’ location
and sends the computed location back to the MS through the mobile
telephony network[46, 47].
The research into GSM location estimation being done covers a large num-
ber of facets of the technology. There is research about unerstanding the
GSM signal propagation in pervasive environments[48]. Also, in order to in-
crease the performance of GSM location estimation, there is research being
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done into the various methods that can be used for performing GSM loca-
tion estimation, from fingerprint maps[49], fingerprint maps with Bayesian
estimation[50], fingerprint maps with clustering[51] to signal propagation-
based approaches that go beyond simply using an established propagation
model and use techniques such as differences in signal attenuation[52], geo-
metrical transformation[53] or machine learning approaches such as support
vector regression[54]. Finally, yet another area of research is improving the
tracking performance of GSM location estimation technology by trying to
predict the user’s behaviour, estimating his movement pattern using Kalman
filtering and using this estimation to perform the location estimation faster
and more accurately[55, 56].
1.2.3. Wireless LAN (WLAN) technology
Even though WLAN access points are very common and WLAN signals are
readily available in urban areas, the coverage areas of contiguous WLAN-
based networks is extremely limited. Most of the WLAN access points in use
are deployed by private individuals or businesses use them just internally. As
a result, roaming between access points is almost always impossible. Also,
nowadays, most of the access points are secured. This means, from the point
of view of everybody except their owner, that they are useless for most ap-
plications. Another very important point to take into consideration is that
WLAN technology uses the 2.4GHz and 5GHz ISM (Industrial-Scientific-
Medical) frequency bands. These frequencies are license exempt and any
device can use them. The advantage of using the ISM frequency bands,
compared to mobile telephony network, is that no license is required to use
them. The downside is that other technologies could be using the same
frequency bands and interfere with the WLAN signals. Taking these facts
into consideration, we can not currently talk about WLAN-based networks
being used for wide area communication as in the case of mobile telephony
networks. The concept of metropolitan WLAN-based networks has been
toyed with but no such network has been deployed yet. Currently, the only
project that is showing any promise of a wider area WLAN-based network
is the one currently in development for the Bay Area Rapid Transit (BART)
in San Francisco, California[57, 58].
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The issue preventing WLAN-based networks from being adopted as a
mobile communication technology is the short range of the WLAN access
points. The short range of WLAN devices is the result of two factors:
1. Low emission power; usually, the regulations created by the various
national regulatory agencies, that handle the radio frequency spec-
trum allocation, mandate a relatively low maximum power output for
devices that use the most common WLAN frequency bands. For ex-
ample, in the UK, Ofcom interface requirements state that WLAN
equipment operating in the 2.4GHz frequency band may have a maxi-
mum transmitted power of up to 20dBm (100mW) EIRP and WLAN
equipment operating in the 5GHz frequency band may have a maxi-
mum transmitted power of up to 23dBm (200mW) EIRP[59, 60]. Both
of these are significantly lower than the maximum transmitted power
allowed for mobile telephony base stations;
2. High frequency signal; WLAN technology uses the 2.4GHz and 5GHz
frequency bands. Both these frequency bands are considerably higher
than all the frequency bands currently in use by mobile telephony net-
works. Currently, most devices use the 2.4GHz band (IEEE 802.11b/g
devices[61, 62, 63]) to gain better range and obstacle penetration
capability, but there are devices that use the 5GHz (IEEE 802.11a
devices[61, 64]) to achieve greater bandwidth. The IEEE 802.11n
WLAN standard uses both the 2.4GHz and 5GHz bands[65].
Taking this into account, the ranges of WLAN access points are, approxi-
mately:
1. IEEE 802.11b/g (2.4GHz):
a) indoor: from 27m to 140m
b) outdoor: from 37m to 610m
2. IEEE 802.11a (5GHz):
a) indoor: from 13m to 100m
b) outdoor: from 30m to 350m
depending on the access point model[66, 67, 68, 69]. These ranges will be
further restricted by the topology of the area in which the access point is
deployed.
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The accuracy provided by WLAN-based system range from 4.7m in 75%
of the cases and approximately 12m in 95% of the cases for the simplest
implementations[70], to under 1m in 90% of the cases for more sophisticated
systems[71]. The advantage of WLAN-based location estimation systems is
the low cost and flexibility of the infrastructure. The hardware is off-the-
shelf hardware and the software can be implemented using readily available
open source technologies. Because of these considerations, WLAN-based
location systems are a good way of implementing indoor location systems.
Because, as mentioned earlier, the performance of the best WLAN lo-
cation estimation techniques can allow under 1m accuracy, the focus of
WLAN location estimation research shifted from raw performance to effi-
ciency. For example, there is research on power efficiency-conscious WLAN
access point selection for location estimation applications[72], research on
reducing the effort necessary for calibrating a WLAN location estimation
system[73, 74] or enhancing the quaility of the calibration data[75, 76] and
research on increasing the computational efficiency of the location estima-
tion process[75, 77]. There is, still, research being done for improving the
performance of WLAN location estimation though. One of the ways WLAN
location estimation performance can be increased is taking into account spa-
tial diversity[78]. Another is, as in the case of GSM location estimation,
using Kalman filtering to improve the tracking performance of the location
estimation system[79, 80].
1.2.4. Bluetooth technology
The coverage areas for Bluetooth technology is even more limited than that
of WLAN technology. Currently, Bluetooth is used mostly for personal area
network (PAN) applications like wireless headsets or wireless input devices
like keyboards, mice, remotes, game controllers etc. This was the intended
purpose for the technology, thus, the limited range was a feature.
The scenarios in which Bluetooth devices are used for location estima-
tion are the same scenarios in which WLAN devices are used for location
estimation, namely, indoor location estimation systems. Bluetooth use the
same 2.4GHz ISM frequency band as IEEE 802.11b/g WLAN. There are
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three classes of Bluetooth devices depending on the power output[81, 82].
The range of the devices in each class varies with the power output:
1. Class 1; 100mW maximum power output and 100m range
2. Class 2; 2.5mW maximum power output and 10m range
3. Class 3; 1mW maximum power output and 10cm range
A summary research into the availability of the different classes of Blue-
tooth devices on the market shows that most of the Bluetooth devices are
Class 2 devices. Class 1 devices are rarer but not unheard of. Class 3 devices
are even more rare than Class 1 devices. Class 1 devices are very similar to
WLAN devices for the purposes of location estimation, given that both the
frequency band and power output and, incidentally, range are similar. In
the case of the more common Class 2 devices, because the shorter range of
the technology, more devices would be necessary than in an WLAN-based
location estimation system.
Lately, research into Bluetooth-only location estimation systems has been
about efficiently deploying the static beacons that make up the infrastruc-
ture of a Bluetooth-based location estimation system[83].
1.2.5. Radio frequency identification (RFID) technology
The previous technologies allow the user device to estimate its own location
or to use some infrastructure to estimate the location and then communicate
it to the device. In contrast, an RFID based infrastructure can be used
to estimate the location of an RFID-enabled user device but it can not
communicate the estimated location to the user device by itself, without
using some other technology. RFID, as a technology, has been developed
for tracking, authentication/authorization and automated tolling.
RFID devices operate on a wide range of frequencies. The most important
frequencies used by RFID devices are:
1. 0-135kHz
2. 6.78MHz
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3. 13.56MHz
4. 27.125MHz
5. 40.68MHz
6. 433.92MHz
7. 869MHz
8. 915MHz (not in Europe)
9. 2.45GHz
10. 5.8GHz
11. 24.125GHz
All these frequency bands, except the one below 135kHz, are ISM frequency
bands. Because of the large variety of frequency ranges, RFID can have
from very short rages (a few millimeters for contactless smart cards) to very
long ranges (over 1000km for those using the frequency band below 135kHz
and up to a few 100km using the 6.78MHz frequency band). Most of these
frequency bands are used by multiple other technologies, so interference is
a real issue[84].
The research into RFID location estimation systems can be classified in
two categories: active RFID systems and passive RFID systems, with active
RFID systems being the more prolific topic of research. The most signifi-
cant pieces of research are based on using a k -Nearest Neighbour approach,
which can be seen as a derivative of the fingerprint map approach used for
GSM, WLAN or Bluetooth location estimation. The LANDMARC system
was the one that introduced this approach to RFID location estimation[85].
Other systems, like the VIRE system, have been built using the LAND-
MARC system as a starting point[86]. As a point of reference, the VIRE
system is reported to have been able to provide a worst-case estimation er-
ror of 0.47m[86]. The systems mentioned up to this point are 2D location
estimation systems. Research into 3D RFID location estimation system is
being done[87, 88]. This research is also built on top of the the research that
resulted in the LANDMARC system. Finally, as in the case of GSM and
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WLAN location estimation, using Kalman filtering to improve the tracking
performance of the location estimation system is among the current top-
ics of research[89]. Research into passive RFID-based location estimation
systems is less extensive, but it exists nevetheless[90].
1.2.6. Sensor fusion
Combining multiple location estimation technologies is an idea that has
already been tackled by some researchers and companies.
Industry research on location estimation sensor fusion
There is already a number of industry efforts focused explicitely on location
estimation sensor fusion. By far, the most important one is the mobile
telephony providers’ Assisted GPS, which combines satellite-based location
estimation with mobile telephony network-based location estimation[43].
In addition to AGPS, there are a number of other industry-based location
estimation sensor fusion projects.
Skyhook Wireless developed a system that combines GPS location es-
timation, mobile telephony cell tower location estimation and WLAN loca-
tion estimation[91]. The system is made up of a client (the Mobile Location
Client) and a server (the Location Server), which, in turn, is backed up by a
database containing location data on the WLAN access points used by the
system[92]. Initially, the database was created by wardriving. To maintain
the coherence of the database, their website has a feature that allows the
users to register an access point and its location in the WLAN database.
Registering an access point is free. No remuneration is given to the users
for registering access points either. Also on their website, they claim that
they periodically rescan whole coverage areas to maintain the coherence
of the WLAN database[93]. No information is given on which cell tower
database(s) they are using.
They claim WLAN location estimation coverage over North America,
Europe and Asia and cell tower location estimation coverage over most of
the US, Canada and Europe[93, 94]. The Skyhook Wireless website also
claims an overall accuracy of 10m in 99.8% of the cases[95].
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Navizon developed a system similar to that of Skyhook. It uses mobile
telephony cell tower location estimation and WLAN location estimation.
Like Skyhook’s system, Navizon is made up of a client and a server backed
up by a database containing location data on the WLAN access points used
by the system[96]. The most notable difference from Skyhook’s system,
apart from the lack of GPS location estimation, is that Navizon’s WLAN
database has been created and is maintained by crowdsourcing[97]. The lite
version of the client is free and uses only cell tower location estimation while
the premium version uses both cell tower and WLAN location estimation
and is not free[98]. People with GPS-enabled devices do the wardriving for
discovering new WLAN access points and upload the data to the Navizon
database. When they accumulate a certain number of points for discovering
WLAN access points, they are paid, depending on their choice, either in cash
via PayPal, or with an upgrade to the premium client[97].
Maps of the system’s coverage can be found on the Navizon website. It
currently covers mainly North America and Europe[99]. No information is
given about the accuracy of the system.
The Google Gears Geolocation API is a part of the Google Gears
API. This API can be used to determine the position of the user device
by using local resources (like an integrated GPS receiver) or network-based
resources (third party location servers). The current version of the Geoloca-
tion API, which can be found in the current version of the Gears API, can
use local GPS devices and the Google location provider in order to do loca-
tion estimation. Currently, the Google location provider supports location
queries based on cell tower data and WLAN access point data[100, 101].
Google’s intention is on legally allowing queries to their database only
through the Geolocation API[102, 100]. Technically, directly accessing the
Google location database and bypassing the Gears API and the Geolocation
API altogether, is extremely simple. Nevertheless, in order to develop a
commercial product that uses the Google location database, one would have
to either use the whole Gears API or enter into a licensing agreement with
Google.
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The Microsoft GPS Intermediate Driver has been a part of the Mi-
crosoft Windows Mobile SDK since version 5.0. It acts as an intermediary
between the application software and the location estimation driver(s). Its
purpose is to hide the details of the technology-specific drivers from the user
and application developer and provide a consistent output across multiple
location estimation technologies[103].
Academic research on location estimation sensor fusion
Academic research on the topic of location estimation sensor fusion has
been, at least up to this point, about trying to improve the performance of
some location estimation system or technology by utilizing data from some
other system or technology. However, there has not been a clear effort to-
wards a consistent approach of performing location estimation sensor fusion.
All the existing location estimation sensor fusion solutions are monolithic
solutions that offer little when it comes to flexibility or reusability of their
implementations.
The earliest examples, and some of the most common, of location esti-
mation sensor fusion are using inertial navigation data in order to improve
the perfromance of GPS. The sensor fusion technique used in these cases
is, overwhelmingly, Kalman filtering[104, 105, 106, 107], although particle
filters have been used as well[108, 109].
Other research has been done into hybrid GPS/GSM systems[110, 111],
WLAN and/or Bluetooth assistence for UMTS location estimation[112] or
hybrid WLAN/Bluetooth systems[113, 114]. In the case of the WLAN/Bluetooth
systems, research has been done to investigate if and how using multiple
sources of sensor data, as well as utilizing multiple location estimation al-
goritms on the same sensor data improves the performance of the location
estimation results[113].
All these sensor fusion projects have been mostly isolated efforts. The
only technique that is relatively widespread because it is the oldest one is
the GPS/inertial navigation/Kalman filtering approach mentioned earlier.
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Sensor fusion middleware
At the time this research started, the concept of sensor fusion middleware
was encountered only when dealing with sensor networks. These sensor net-
work middleware solutions had distributed architecture, being designed to
run on the various devices comprising the sensor networks they were de-
signed for[115, 116, 117, 118, 119]. However, there was no existing research
into sensor fusion frameworks that run on a single device and that perform
sensor fusion on data gathered exclusively from the sensors integrated in the
device running the framework. Attempting to run the entire software col-
lection necessary for operating all the hardware components of a distributed
sensor network architecture on the same device, especially when the device
in question has limited hardware resources, such as a smartphone, would be
unfeasible.
Also at the time this research started, there was no existing research
into sensor fusion frameworks developed for handling location estimation
in particular. Of course, some of the existing sensor network fusion mid-
dleware solutions do work with location data, like, for example, the sensor
networks middleware solutions created for implementing augmented reality
systems[115, 117]. Nevertheless, their focus is not on using sensor fusion to
enhance the precision of the location estimation but to use whatever loca-
tion estimation is available and use that information to accomplish various
other goals.
1.2.7. Location Awareness
The term location awareness is rather ambiguous. Some use it to define
the ability of a system to perform location estimation while others use it to
define the ability of a system to use location data to perform some other
task. This second meaning of the term is usually encountered when referring
to the concept of location aware applications.
The product of the various location estimation techniques are coordi-
nates that define a point in space. These coordinates are just data. The
difference between the coordinates and the raw data used for estimating the
coordinates is that the coordinates are a human readable representation of
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a certain point in space, while the raw data used for estimating the coor-
dinates is not human readable. However, coordinates, on their own, have
no meaning. They are data, not information. In order for coordinates to
become meaningful, information, and, as a result, knowledge, needs to be
extracted from the data. As a result of this, any system able to use location
data in order to perform some other task can be said to be location aware,
thus making the second interpretation of the term location awareness the
preferred one.
Lately, location awareness has become a feature used in a wide variety of
systems:
1. location aware applications for medical care[120, 121]
2. location aware applications for assisted living[122, 123, 124]
3. location aware applications for disabled people[125, 126, 127, 128]
4. resource management for smart homes[129]
5. agriculture[130]
6. position-based routing in ad-hoc networks[131, 132]
7. mobility improvements for communication networks[133, 134, 135,
136]
8. location awareness for enhancing unstructured peer-to-peer networks[137]
9. museum guidance[138, 139]
10. unmanned autonomous vehicle collaboration[140]
1.3. Identified problems
The following problems have been identified as a result of the background
research:
1. Location estimation performance; using just one location estimation
technology at a time is not enough to obtain the best performance in
the majority of situations. How performance is defined depends on the
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user. It could be accuracy, availability, time to fix, energy efficiency
or anything else or a combination thereof but the fact of the matter
still stands.
2. Location estimation sensor fusion functionality; the existing sensor
fusion solutions have a number of drawbacks:
a) flexibility; the current location estimation sensor fusion solutions
offer little flexibility in configuring what underlying location es-
timation technology should be used and how they should be used
in order to optimize the users’ experience based on their require-
ments. They, also, offer little flexibility in adding support for
new technologies. The existing sensor fusion middleware solu-
tions that offer flexibility and ease of use for the end user have
been designed for distributed sensor network architectures, which
makes them ill suited for performing location estimation on a sin-
gle, potentially hardware limited, device. Also, these sensor fu-
sion middleware solutions have not been purposedly designed for
performing location estimation, thus making repurposing them
for location estimation a risky proposal.
b) reusability; the current location estimation sensor fusion solu-
tions offers none.
1.4. Thesis goals
The following solutions are proposed to the problems identified in the pre-
vious section:
1. In order to solve the problem of location estimation performance, a
sensor fusion middleware solution based on a highly modular architec-
ture is being proposed, so that multiple location estimation technolo-
gies could be used in concert to compensate for their drawbacks and
increase the overall performance of the location estimation process.
2. In order to create a sensor fusion solution that avoids the drawbacks of
the existing location estimation sensor fusion solutions, the proposed
architecture is implemented using a highly modular component-based
architecture. This builds on the high modularity of the existing sensor
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network middleware solutions by making the sensor fusion process
capable of handling location estimation and of running on a single,
hardware limited device, potentially without any communication links
to the outside world. The sensor fusion architecture is presented in
chapter 2, the implementation details are presented in chapters 3 and
4 and the performance of the solution is analyzed in chapter 5.
1.5. Thesis structure
The thesis is structured as follows:
Chapter 1 - Introduction: this is an introductory chapter, used to de-
scribe the motivation behind this research, the existing prior art, the iden-
tified problems in the field of research and a summary of the proposed
solutions to the identified problems.
Chapter 2 - Sensor fusion high-level architecture design: describes
the design choices made in order to create the architecture proposed to
solve the identified problems with the functionality and performance of the
existing location estimation technologies.
Chapter 3 - Sensor fusion framework implementation-level design
and implementation: describes the design and implementation of the
sensor fusion architecture.
Chapter 4 - Location estimation sensor fusion components implementation-
level design and implementation: describes the design and implemen-
tation of the components used with the sensor fusion framework in order to
perform location estimation.
Chapter 5 - Performance analysis of the location estimation sen-
sor fusion architecture: presents an analysis of the effects of using the
location estimation sensor fusion framework on the performance of location
estimation. The performance parameters that are taken into consideration
are accuracy, availability, time consumption and energy consumption.
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Chapter 6 - Location estimation technology state of the art: this
is a detailed presentation of the existing radio-based location estimation
technologies at the time the background research for this thesis was per-
formed.
Chapter 7 - Location privacy architecture design: describes the
design of the architecture proposed to solve the identified problems with
the existing location privacy technologies.
Chapter 8 - Further research: lists a number of ways in which the
research presented in this thesis could be built upon.
Chapter 9 - Conclusions: assesses the degree to which the goals set out
at the beginning of the thesis have been reached.
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2. Sensor fusion high-level
architecture design
2.1. Sensor fusion architecture choices
The accuracy, coverage and cost efficiency of location estimation can be
improved in two ways. One is by improving the performance of any of
the existing location estimation technologies. The other is by combining
multiple existing location estimation technologies in order to improve the
quality of the estimation. In this work, the second alternative is going to
be explored.
The previous chapter presented the characteristics of the most significant
existing individual technologies and of the current location estimation sen-
sor fusion research. It is easy to come to the conclusion that the accuracy,
coverage, cost efficiency and privacy of various location estimation technolo-
gies varies greatly. A system that improves on the results of the existing
technologies while avoinding the drawbacks of the exising sensor fusion so-
lutions must be able to use the location estimations coming from multiple
systems at the same time, combine the results in order to enhance at least
one of the accuracy, coverage or cost efficiency metrics all the while giving
the user the ability to tailor his location estimation setup according to his
needs.
When dealing with a single location estimation technology or current lo-
cation estimation sensor fusion solution, the software can be, and indeed is
most of the time, monolithic. Nevertheless, when combining data from mul-
tiple sources an interesting opportunity presents itself. Instead of creating
a monolithic piece of software that handles all the data inputs, a modular
software architecture could be created to accomplish the same goal.
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There are at least two significant benefits that come from using a modular
architecture:
1. Flexibility; being able to easily modify the way the sensor fusion
pipeline works.
2. Reusability; being able to reuse(at least partially) existing binaries
and/or source code when switching from one platform to another.
These will be discussed in more detail later in this chapter.
2.1.1. Layered model
To implement a modular sensor fusion architecture, the first option that
comes to mind is to use a layered model. On the first layer of the archi-
tecture, there are the various sensing technologies used to gather the raw
location data. On the second layer, there are the pieces of software that
perform various computations of the raw data coming from the first layer,
in order to provide a location estimation. A second purpose of the second
layer can be optimizing the location estimation depending on the require-
ments of the third layer and on the capabilities of the first layer. The third,
and final, layer is the one that uses the output of the location estimation
sensor fusion.
The layered architecture allows for the development of a modular location
estimation sensor fusion. For example, multiple software products (which
reside on layer 3 of the stack) could use the same sensor fusion API imple-
mentation (which resides on layer 2 of the stack). Another use case would
be running the same software product using the same sensor fusion API
implementation but using different location estimation sensing technologies
(which reside on layer 1 of the stack).
The implementation of the layer 2 location estimation sensor fusion API
should be, ideally, done in user space, not as a driver. Implementing it in
kernel space would drastically limit the choices available at layer 1 of the
model. On the other hand, implementing it in user space would allow the
layer 2 API to use both device drivers for location sensing devices and web-
based location databases, thus giving a lot more options at the layer 1 of
the model.
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2.1.2. Component-based model
There is a limiting factor in using a simple layered model for implementation,
not just as a high-level conceptual model. The limitation is that most of the
complexity would reside in the piece of software performing the tasks of the
second layer, thus recreating, on layer 2, the monolithic approach taken by
existing location estimation sensor fusion solutions. There would be some
gain in segregating this task from the other two layers, but it would still
be limiting because the piece of software performing the tasks of the second
layer would still be a monolithic construct. A slightly smaller and more
specialized monolithic construct, but still a monolithic one nevertheless.
The solution to this problem is to use a component-based model when
it comes to implementing the sensor fusion architecture. In such a model,
each task can be handled by a separate component. The components can
communicate with each other using a standardized method. A structured
collection of components that work together to accomplish a goal form what
is going to be called an engine from this point onward. In practice, an
engine will be just a configuration file describing how data is passed from
one component to another in order to obtain the desired final result.
When looking at the existing sensor network middleware solutions pre-
sented in the previous chapter, even those that are not implemented using
component-based models, it can be seen that they are modular systems in
which different components (in this case, various types of sensor hardware)
can be added and removed effortlessly in order for the system to perform
its task. If that idea is extended from simply having a modular system at
the hardware level to using a component-based model which allows for the
same level of modularity at the software level, then the system will be able
to use a consistent approach to implementing any type of sensor fusion as
long as the appropriate software (and, potentially, hardware) components
are available.
Some of the mentioned sensor network middleware solutions, like the
DWARF system[115], actually do use a component-based model for their
software implementation already. Component-based architectures have also
been successfully used in grid computing environments[141, 142, 143] to
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satisfy the requirement of allowing the end users to seamlessly use hetero-
geneous hardware resources.
Using this approach, the conceptual differences between the first and
second layers of the conceptual layered model disappears altogether. On the
first layer, there would be components doing location data sensing, while
on the second layer, there would be components using the location data.
But from the implementation’s perspective, there would be no difference
between these two types of components because all of them are executed
in the same way and communicate using the same standardized method of
communication.
In the next section, the advantages and disadvantages of using a component-
based model are presented. As a result of that analysis, it was decided that
the advantages outweigh the disadvantages, thus making using a component-
based model for the implementation of the sensor fusion framework the best
available choice.
2.2. Consequences of using a component-based
architecture
2.2.1. Benefits
Flexibility
The high modularity provided by a component-based architecture allows
for a highly flexible way of structuring the sensor fusion process. Each
component defines its interface (inputs it requires and outputs it provides).
Because of this, the components can be freely assembled into engines in any
way, as long as their interfaces are compatible. Also, given one particular
engine, one component can be seamlessly switched with another one per-
forming the same task (but in some different way) without changing the
flow of data through the engine as long as the interfaces of both the old
and the new components are compatible. This would have been true in the
case of a purely layered architecture, but the amount of flexibility would
have been lower given the coarser granularity of the software entities in-
volved. Nevertheless, that coarser level of granularity can be achieved using
40
the component-based architecture too, if necessary, thus nothing is lost by
choosing to take the component-based route.
Although developed for the purpose of location estimation sensor fusion,
the flexibility afforded to the framework by using a component-based model
allows for the use of this framework beyond the realm of location estima-
tion sensor fusion. As long as the necessary software components are im-
plemented and the hardware components are available, then any sensor
fusion scenario can be implemented, both for single device systems or for
distributed systems. In order to handle distributed systems, the framework
has two options:
1. Have the software components that need data from remote devices
handle all the details of managing the connection link and data re-
trieval. In this case, the framework has no need to know whether or
not some of the software components involved in executing an engine
use outside resources.
2. Have the software components that need data from remote devices
execute on the remote devices altogether. This can be done because,
as it will be seen in the next chapter, the software components com-
municate with the framework and are started by the framework using
D-Bus[144] and D-Bus offers support for remote procedure calls. In
this case, the D-Bus settings in the component configuration file will
need to be configured properly for making the remote calls, but the
framework’s execution pipelne will stay the same.
Reusability
Reusability is also a consequence of high modularity. Exactly how much
reusability is afforded by the component-based architecture depends on the
way the discussion is framed:
1. Reusing the same components in different engines on the same soft-
ware platform and the same hardware platform. In this case, the
component-based architecture provides for high reusability and, in
this particular case, it is actually more of a measure of the architec-
ture’s flexibility, as described previously. The components’ binaries
can be used as they were, without any modifications.
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2. Reusing the same components on a compatible software platform, on
hardware with different sensing capabilities but using a compatible
processor architecture. In this case, the only difference is that when
migrating from one hardware platform to another, some of the sens-
ing components will become unusable because the new device is, most
commonly, missing that sensing hardware capability (for example, mi-
grating an engine which uses Bluetooth and GPS for sensing to a
device which lacks a GPS receiver). What this means is that the en-
gine has to be modified by removing the unsupported component, but
everything else stays the same, without any need for rebuilding the
components’ binaries. The same process happens when switching to
a device with extra sensing hardware capabilities. In this case, a new
component needs to be created for the new hardware and plugged into
the existing engine.
3. Reusing the same components on a compatible software platform, on
hardware using an incompatible processor architecture. In this case,
the components will need to be rebuilt but, given the compatible soft-
ware platform, no code changes should be necessary except in the case
of components programmed in such a way that they are hardware-
dependent (e.g. their implementation is at least partially written in
assembly).
4. Reusing the same components on an similar but incompatible soft-
ware platform. In this case, the components will need to be rebuilt.
Depending on the software platform incompatibilities, the source code
may or may not have to be modified. Source code modifications will
be required if some libraries work differently, or, worst case scenario,
do not exist at all on the new software platform.
5. Reusing the same components on a dissimilar incompatible software
platform. In this last case, there is no reusability because the code for
all components will need to be ported and rebuilt.
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2.2.2. Disadvantages
Larger overhead
The major disadvantage of a component-based architecture is the overhead
added by the inter-component communication. The amount of overhead
depends on the IPC mechanism used for inter-component communication,
the number of components involved and on the amount of data involved
in the communication. More components mean more communication links
which, in turn, mean more overhead. How big the overhead is in a real-life
situation will be discussed later, in chapter 5.
43
3. Sensor fusion framework
implementation-level design and
implementation
3.1. Sensor fusion framework design
In the previous chapter it was established that a component-based archi-
tecture is going to be used for the implementation of the sensor fusion
framework, that the components will communicate with each other using a
standardized method of communication and that one or more components
put together form an engine. The components are pieces of software that
can be created in whatever programming language is best suited to the
developer, while the engines are configuration files that describe how its
constituent components interact.
At this point, the framework’s implementation details must be decided
upon. There were a series of implementation decisions that needed to be
made before the implementation of the framework could start:
1. Framework execution; how is the framework going to run from the
client’s point of view?
2. Client-facing interface; how is the client going to interact with the
framework?
3. Engine structure; how is an engine going to be structured?
4. Engine execution; what is going to be the order in which the compo-
nents will be executed while running an engine?
5. Inter-component communication; how are the components going to
communicate amongst themselves?
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In the context of this discussion, a client is a software entity asking the
framework to perform a sensor fusion task. Multiple clients mean multiple
pieces of software using the framework, not different physical users, thus
sharing information amongst users is not necessarily a problem (even though
in some situations it could be).
3.1.1. Framework execution
The framework is going to function as a daemon running in the background,
waiting for requests from the clients, handling all the details of the sensor
fusion work and sending the results back to the clients. In its current imple-
mentation, the results of running an engine for a client does not influence
the results or running another engine for another client. Implementing the
framework as a daemon, however, allows for a possible further development
which would allow the results of running one engine being used to improve
the results of subsequently running another engine by, for example, getting
the results faster, or getting better results etc. If the framework were to be a
more lightweight piece of software that would be launched each time a client
needs it, it would be impossible to use the results of a client’s requests for
improving the results of another one’s. The same is true if the framework
would be implemented as a library.
Also, as a daemon, the framework can be aware of all the existing com-
ponents and their interfaces and all the existing engines. New components
and engines are hot pluggable, meaning that adding a new component or
engine to the framework does not require restarting the daemon. This fea-
ture has not been tested extensively because it was outside the scope of
the current research goals, but it is present nevertheless. The reason for its
presence is that another possible further development could allow for the
addition of engine generators. The engine generators could automatically
create engines given the existing components, in accordance with the re-
quirements of the user. If the lightweight framework implementation option
were chosen, in order for the engine generators to make sense, each instance
of the framework would need to load all the existing components, instead of
loading them only once. This would be a problem both because of the tem-
poral overhead created by repeatedly loading all the components (which,
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depending on the number of existing components, could be significant) and
because of the memory overhead which could seriously impact the ability
of the framework to run on devices with limited resources, like embedded
systems of various kinds (e.g. slightly older or less advanced smartphones).
3.1.2. Client-facing interface
The client-facing interface is based on D-Bus[144]. The client calls a D-Bus
method exposed by the framework. The method call uses, as input param-
eters, the name of the desired engine and values for the input parameters of
the engine’s components that use input parameters. The choice of D-Bus
for the client-facing interface was predicated on its user-friendliness and
flexibility. Other options could be added without losing any functionality
though.
3.1.3. Engine structure
The first option was to structure each engine as a tree, with the root node
being the component that computes the final result, while the leaves would
be the components through which the input data enters the engine. This
idea does have a significant limitation though: the results of any given
component could be used by one and only one component higher up in the
tree. In order to overcome this limitation, the engine structure has to allow
any component’s output to be used by multiple other components, thus the
tree structure had to go and be replaced with a graph structure. This graph
still has one node which acts as a root node, and still has one or more nodes
which act as leaves. Nevertheless, between the root and the leaves, any
number of loops is allowed.
3.1.4. Engine execution
The engine’s nodes traversal is parallelized. The traversal of each node and
the execution of the component associated with it is done on a separate
thread. The traversal starts from the root. For each encountered node,
the node is marked as discovered, all its children are listed, those that have
already been discovered coming from other parents are ignored while those
that have not are traversed. When a leaf node is reached, it is marked as
discovered, the component associated with it is executed, it gets marked
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as traversed and the results are sent back to the framework. When all the
children of a node have been marked as traversed, their results are sent to
the component associated with it and the component is executed. Then the
node is marked as traversed and the results sent back to the framework.
This keeps on going until the root node’s component gets executed and the
whole traversal gets completed. The pseudocode for the engine traversal
algorithm can be seen in algorithm 3.1.
Algorithm 3.1 Engine traversal algorithm
node⇐ root
procedure traverse(node)
mark node as discovered
for all node children not marked as discovered or traversed do
child⇐ current child
spawn new thread that runs traverse(child)
end for
for all node children not marked as discovered or traversed do
child⇐ current child
wait for child thread to finish
end for
execute the component associated with node
mark node as traversed
All the children of any given node can run in parallel. Depending on the
structure of the engine, that might be true (if all the children of a node
have that node as a single parent) or false (if some of the children of a
node have more than one parent, their traversal is triggered by the parent
that reaches them first). This parallelism has the goal of taking advantage
of multi-processor systems/multi-core processors, especially in light of the
emergence of multi-core processors for embedded systems (smartphones in
particular).
The execution of the component associated with an engine node is done
using D-Bus, which allows a D-Bus regisered piece of software to be started
on demand.
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3.1.5. Inter-component communication
All components are started when and only when all the components they
depend on have finished running. That means that, given one component,
all the components below them in the graph transversal have to run be-
fore the execution of the selected component is attempted. It is important
to note that running a component does not mean successfully running a
component. If a component fails in either a controlled or uncontrolled way
(failure to accomplish its task for reasons beyond the component’s control
vs. unexpected critical failure of the component), the framework keeps run-
ning the engine without the results that should have been returned by the
failed component. Depending on the structure of the engine, and on the
components used by the engine, it may or may not lead to a failure to
obtain a final result.
All communication between components goes through the framework.
The components do not communicate directly with each other. This adds
communication overhead by having two actual links for every virtual link
between two components. There is a link from the source component to
the framework and a second link from the framework to the destination
component. These two, together, form the virtual link between the two
components.
Figure 3.1.: Inter-component communication
This design choice, despite the communication overhead, simplifies the
components’ implementation. By communicating only through the frame-
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work, a component’s run depends only on the input data, no matter where
that data comes from. It just starts, gets its input data, if that is the case,
produces a results and exits. It does not need to worry whether other com-
ponents depend on its output, where its input is coming from, where its
output is going etc. Another advantage of components not interacting di-
rectly, is that the framework can match components inputs and outputs of
two components even if those components do not have perfectly matching
interfaces. As an example: let’s have component A, which has parameter
1, parameter 2 and parameter 3 as outputs, and component B, which has
parameter 3 and parameter 1 as inputs. If the two component were to com-
municate directly, they would need to be aware of each other’s interfaces
in some way and match their input/output parameters in order to be able
to communicate correctly. Moreover, if the matching mechanism is not im-
plemented in a robust enough manner, the reusability of the components
might suffer, or, in the worst case scenario, be completely compromised. By
using the framework as an intermediary, the components do not need to
worry about that because the engine configuration defines the input/output
parameters matching and the framework handles it accordingly without any
intervention from the components. This simplifies component implementa-
tion considerably at the cost of some communication overhead.
The implemetation of the inter-component communication links is done,
as in the case of the client-facing interface and of the component execution,
using D-Bus.
3.2. Sensor fusion framework communication
There are three major parts to the sensor fusion framework’s communication
mechanism:
1. Components’ interfaces; which define the interface of each component.
2. Engines’ configurations; which define how the components used by an
engine are connected in order to form that engine.
3. Engines’ run-time arguments; which allow the exact same engine to
run using slightly different settings for their components without hav-
ing to change anything in the engine or components configuration files.
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3.2.1. Component interface
The component interface is defined in the component configuration file.
Each component has a configuration file. This file is loaded both by the
framework and by the component. As an example, see the configuration file
for the WLAN sensing component in algorithm 3.2.
From the point of view of the configuration file’s syntax, each syntactically
correct line represents a parameter. Lines starting with ’#’ are comments.
A syntactically correct line has six parts, separated by the ’:’ character.
The first and second parts are used to define how the framework should
interpret that parameter. The third part is the parameter’s name. The
fourth is the parameter’s data type. The fifth is the parameter’s value
and the sixth is the parameter’s description. Depending on the type of
parameter, not all parts need to be non-null. The first three parts are
mandatory. The fourth part is the parameter’s data type. It is not always
in use. The fifth part is the parameter’s value. It should be null for input
and output parameters. Nevertheless, there is a significant exception to
that rule. The data type parameter can be defined either as scalar types or
as arrays. An array functions like a container of a fixed size for any of the
existing scalar types. In order to create an array of input or output values,
an array parameter is defined. All the parameters then defined as having
scalar type and value set to the name of that array parameter will become
arrays of their defined type. These will contain a number of elements equal
to the number stored in the array parameter. The scalar data types are not
currently in use but type checking may be implemented in a future version
of the framework. The last part, the description, can safely be null because
it is currently unused. Its potential role would surface in the eventuality
of the implementation of a feature allowing the user to create engines by
hand using some kind of (graphical) interface and the existing components.
The description would allow a user unfamiliar with the inner workings of
a component to make sense of the component’s capabilities without having
to rely on documentation or only on potentially cryptic parameter names.
The first part of a parameter definition signifies:
• 0: configuration parameter
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Algorithm 3.2 geo wlan raw.conf
# 1. INTERFACE
#
# Do not modify the interface definition unless you have or
# you will modify the component’s code to match the interface
# modifications.
#
1:0:component duration:u::
1:0:component consumption:u::
1:0:output:a::
1:0:addr:s:output:
1:0:sequence no:u:output:
1:0:quality:i:output:
1:1:max quality:i:output:
1:1:min quality:i:output:
1:1:signal level:i:output:
1:1:max signal level:i:output:
1:1:min signal level:i:output:
1:1:noise level:i:output:
1:1:max noise level:i:output:
1:1:min noise level:i:output:
4:0:interface dbus target:s:org.geo.WLAN.Raw:
5:0:interface dbus path:s:/org/geo/wlan/raw:
6:0:interface dbus interface:s:org.geo.WLAN.Raw:
7:0:interface dbus use name:s:CompUse:
# 2. OPTIONS
#
# You can modify the configuration options in order to tweak
# the component’s behaviour without having to modify the
component’s code.
#
0:0:reply to dbus target:s:org.heimdallr:
0:0:reply to dbus path:s:/org/heimdallr:
0:0:reply to dbus interface:s:org.heimdallr:
0:0:reply to dbus use name:s:CompReply:
0:0:device:s:eth0:
0:0:scan type:i:0:
0:0:max inq duration:i:10:
0:0:scan count:i:1:
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• 1: output parameter
• 2: input parameter
• 4: the D-Bus target for the method call used to start the component
and access the component’s functionality
• 5: the D-Bus object path of the component
• 6: the D-Bus interface name of the component
• 7: the D-Bus method name of the component
The second part of a parameter definition signifies:
• 0: mandatory parameter
• 1: optional parameter
At the current time, this parameter is not being used and all defined in-
put/output parameters are handled as mandatory.
There are two sections in a configuration file:
1. The interface section; which defines the interface of the component.
This is the section the framework is interested in. In this section, all
the parameters have the first definition part set to 1, 2, 4, 5, 6 or 7.
2. The configuration section; which defines various configuration param-
eters of the component. This is the section the component is interested
in. In this section, all the parameters have the first definition part set
to 0.
The interface section
This section describes to the framework the interface of the component. It
describes the outputs, the inputs and the D-Bus interface of the component.
This section has to mirror the implementation of the component. Any
changes in the definition of the interface section have to be reflected by
changes in the implementation.
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The configuration section
This section defines various configuration options available for tuning the
functioning of the component. Things like, what WLAN interface to use for
scanning, how long to scan, what D-Bus interface to use to get GPS raw
data from the GPS service etc. can be found in this section.
The reply to dbus * settings merit a little extra attention. They are
present in all components’ configuration files and they are used to define
the D-Bus interface that the components need to use to send their results
back to the framework. Their existence is a result of the fact that there is a
limitation in the D-Bus library implementation. It does not allow for making
D-Bus method calls and waiting for replies when this action is performed in
a multi-threaded environment. And because the component execution calls
are made from a multi-threaded environment, a workaround was needed in
order for the components to be able to send back results to the correct place
in the framework. Hence the addition of these parameters.
3.2.2. Engine configuration
The description of an engine starts from the root node and flows from there
following this set of rules:
1. There is one and only one root node.
2. As new nodes are added below the existing nodes, the interface be-
tween the output parameters of the child node and the input param-
eters of the parent node must be defined explicitly.
3. All the input parameter requirements of the parent node must be
satisfied.
The syntax of an engine configuration file is based on the same six part
definitions as those found in the component configuration files. In this case,
only parts 1, 2, 3 and 5 are in use. The first and second parts define the
type of each syntactically correct line. The third part is the source compo-
nent/parameter and the fifth is the destination component/parameter. In
the case of the root node, the definition of the node has no destination, just
a source. That source is the component associated with the root node.
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The first part of a definition signifies:
• 1: root node definition
• 2: non-root node definition
• 3: out-of-container parameter
• 4: in-container parameter
The second part of a definition makes sense just for node definitions and
it signifies:
• 0: the output of this node is always needed - without it, the result of
its parent node(s) can not be computed.
• 1: the output of this node is optional - without it, the result of its
parent node(s) can still be computed.
As an example, see the configuration file for an engine that computes
the centroid of the locations of all known devices discovered in a multi-
technology (Bluetooth + GSM + WLAN) scan in algorithm 3.3.
3.2.3. Engine run-time arguments
The purpose of adding this functionality was to provide the client with a way
of using a single set of configuration files for both the components and the
engines, and, at the same time, providing him with a way of influencing the
operation of the components used by an engine at runtime, thus obviating
the need to restart the sensor fusion framework daemon for any modification
of the components’ configuration.
The arguments are sent from the client to the sensor fusion framework as
a list of pairs of data when the request to run an engine is being sent. Each
pair or data is formatted as < component name >:< argument value >.
The arguments have no names and the sensor fusion framework just parses
the list and attaches the correct argument values to the commands used
to launch the components. The components handle what happens if they
receive parameters or not, if they received the correct number of parameters
etc.
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Algorithm 3.3 geo homogenizer.conf
1:0:geo homogenizer:::
2:1:geo bluetooth local::geo homogenizer:
3::output::input array:
4::latitude::latitude:
4::longitude::longitude:
2:0:geo bluetooth raw::geo bluetooth local:
3::output::input:
4::bdaddr::bdaddr:
2:1:geo gsm google::geo homogenizer:
3::output::input array:
4::latitude::latitude:
4::longitude::longitude:
4::cell coord acc::accuracy:
2:1:geo gsm opencellid::geo homogenizer:
3::output::input array:
4::latitude::latitude:
4::longitude::longitude:
4::cell coord acc::accuracy:
2:0:geo gsm shr raw::geo gsm google:
3::output::input:
4::cell::cell:
2:0:geo gsm shr raw::geo gsm opencellid:
3::output::input:
4::cell::cell:
2:1:geo wlan local::geo homogenizer:
3::output::input array:
4::latitude::latitude:
4::longitude::longitude:
2:0:geo wlan raw::geo wlan local:
3::output::input:
4::addr::addr:
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3.3. Sensor fusion location estimation example
Once the sensor fusion framework is functional, in order to implement a
location estimation sensor fusion solution, all that is left to devise is an
engine structure to accomplish that, and then to implement the necessary
components.
3.3.1. Location estimation engine architecture
As stated in the introduction, the goal of the location estimation research is
to combine multiple technologies capable of location estimation in order to
obtain better performance compared to using only one of these technologies.
The technologies available during this research were:
1. Bluetooth; there were 4 Bluetooth-enabled devices which could be
used as beacons for a location estimation system. They were deployed
in the William Penney Laboratory at Imperial College South Kens-
ington campus, on the 4th floor. A local database containing their
locations was created.
2. GPS; no extra setup was required.
3. GSM; two open cell databases were used: the openBmap cell database
and the OpenCellID cell database.
4. WLAN; Imperial College Information and Communication Technolo-
gies (ICT) allowed access to their WLAN management system which
contained floor plans with the locations of ICT WLAN access points
across all Imperial College campuses. A local database containing the
location of all the ICT WLAN access points across the core areas of
the South Kensington campus was created from the ICT data.
This information leads directly to the first eight components:
1. Bluetooth sensing component.
2. GPS sensing component.
3. GSM sensing component.
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4. WLAN sensing component.
5. component to use the Bluetooth raw data and return the locations
of the discovered Bluetooth beacons using the local Bluetooth beacon
database.
6. component to use the GSM raw data and return the locations of the
discovered GSM cells using the openBmap open database.
7. component to use the GSM raw data and return the locations of the
discovered GSM cells using the OpenCellID open database.
8. component to use the WLAN raw data and return the locations of the
discovered WLAN access points using the local WLAN access point
database.
At this point, all the data obtained by the previous eight components
could be sent to a ninth one to combine all the information and compute
an estimation. However, that would have meant stopping short of truly
putting the sensor fusion framework to the test and of exploiting the full
potential of the existing features of the framework.
For each technology, one could use multiple location estimation algo-
rithms, even when using the same type of system. Selecting the best al-
gorithm for any given technology and combining the results does not guar-
antee that the combined result is the best result. It makes sense to suspect
that the optimal estimation technique for a given individual technology is
not the optimal estimation technique for that technology when using that
result and combining it further with the results coming from other tech-
nologies. In order to do a thorough analysis of this issue, testing all the
combinations possible using all algorithms from all available technologies
was in order. As it will be seen in the next chapter, the total number of
combinations is significant. Creating one fusion component for each combi-
nation would have been prohibitively time consuming.
The solution to this is, instead of having a monolithic location estimation
sensor fusion component, a location estimation component would be created
for each technology and the results of these components would be combined
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by a much more generic and lightweight location estimation sensor fusion
component which would just take the existing estimations and combine
them. This way, instead of creating n Bluetooth * o GPS * p GSM * q
WLAN location estimation sensor fusion components, only n Bluetooth + o
GPS + p GSM + q WLAN location estimation components + 1 sensor fusion
component would be needed. Given the numbers involved, as we’re going
to see in the next chapter, this change in approach results in a massive
reduction of the number of components necessary for a thorough analysis
of all available combinations.
This new information leads to the following list of components:
1. Bluetooth sensing component.
2. GPS sensing component.
3. GSM sensing component.
4. WLAN sensing component.
5. component to use the Bluetooth raw data and return the locations
of the discovered Bluetooth beacons using the local Bluetooth beacon
database.
6. component to use the GSM raw data and return the locations of the
discovered GSM cells using the openBmap open database.
7. component to use the GSM raw data and return the locations of the
discovered GSM cells using the OpenCellID open database.
8. component to use the WLAN raw data and return the locations of the
discovered WLAN access points using the local WLAN access point
database.
9. [NEW] Bluetooth location estimation component.
10. [NEW] GPS location estimation component.
11. [NEW] GSM location estimation component.
12. [NEW] WLAN location estimation component.
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13. [NEW] location estimation fusion component.
The graph structure of the engine that accomplished that can be seen in
figure 3.2.
At this juncture, everything seems to be all right. Unfortunately, it is
not. The problem is that each location estimation component uses its own
technology’s raw data to create a frame of reference. That means that the
partial results computed by each location estimation component are not
100% compatible with each other because of the slightly different frames
of reference. In order to correctly combine the partial results, one needs a
single frame of reference. That, in turn, creates the need for a component
that could look at all the raw sensed data, create an single frame of reference
and feed the data characterizing that frame of reference into the location
estimation components and the sensor fusion component.
This final piece of information leads to the final list of components:
1. Bluetooth sensing component.
2. GPS sensing component.
3. GSM sensing component.
4. WLAN sensing component.
5. component to use the Bluetooth raw data and return the locations
of the discovered Bluetooth beacons using the local Bluetooth beacon
database.
6. component to use the GSM raw data and return the locations of the
discovered GSM cells using the openBmap open database.
7. component to use the GSM raw data and return the locations of the
discovered GSM cells using the OpenCellID open database.
8. component to use the WLAN raw data and return the locations of the
discovered WLAN access points using the local WLAN access point
database.
9. Bluetooth location estimation component.
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Figure 3.2.: Location estimation sensor fusion engine (first version)
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10. GPS location estimation component.
11. GSM location estimation component.
12. WLAN location estimation component.
13. location estimation fusion component.
14. [NEW] component to create a single frame of reference for all the
sensed location data.
The graph structure of the engine that accomplished that can be seen in
figure 3.3.
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Figure 3.3.: Location estimation sensor fusion engine (final version)
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4. Location estimation sensor
fusion components
implementation-level design and
implementation
In this chapter, all the components involved in the location estimation sensor
fusion engine are going to be described. The description of the components
is going to follow the flow of the data through the location estimation engine,
from the sensing components up to the sensor fusion component.
4.1. Bluetooth low-level components
4.1.1. Bluetooth sensing component
The Bluetooth sensing component is used to scan for usable Bluetooth bea-
cons. During the development of the location estimation senor fusion en-
gine, just off-the-shelf Bluetooth devices were available. As a result, the
Bluetooth beacons used in the experiments were regular Bluetooth-enabled
devices. Any Bluetooth device that could be set to discoverable mode for
an indefinite amount of time could be used as a Bluetooth beacon.
Given the off-the-shelf nature of the beacons, the Bluetooth sensing com-
ponent had to take into account the idiosyncrasies of the Bluetooth tech-
nology. In order to speed up its development, the Bluetooth sensing com-
ponent’s implementation is based on the code of hcitool application from
the tool suite that comes with the bluez [145] Bluetooth stack.
The Bluetooth sensing process has two phases:
1. beacon discovery
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2. beacon received signal strength measurement
Beacon discovery
The first phase consists of scanning for discoverable Bluetooth devices. In
the case of Bluetooth specification-compliant devices, scanning alone does
not give any information about the strength of the signal coming from the
discovered devices. It just returns a list of discovered devices.
Beacon received signal strength measurement
The discovery of Bluetooth beacons, without any associated signal strength
data, even though useful, it is not conducive to accurate location estima-
tion. In order for the location estimation to be more accurate, one needs to
collect signal strength data associated with the discovered beacons. Unfor-
tunately, the Bluetooth specification and the bluez driver, which respects
that Bluetooth specification, can return the received signal strength indica-
tion (RSSI) only for an established Bluetooth connection. If no connection
exists, then no RSSI measurement can be returned. So, in order to get
the RSSI of a discovered device, a connection to that device needs to be
established first and only then can the RSSI can be computed.
The duration of the beacon discovery phase does not depend on the num-
ber of discovered Bluetooth devices. The beacon RSSI measurement phase,
though, does depend heavily on the number of discovered devices because,
for each device, a connection has to be established. If connection estab-
lishment fails, time is spent until the Bluetooth stack gives up on trying to
establish the connection. If it does not fail, on top of the time spent trying
to establish the connection, time will be spent performing the required num-
ber of RSSI measurements. The more discovered devices, the more time is
spent attempting to gather RSSI data.
Given the ubiquitous nature of Bluetooth technology, any number of
Bluetooth-enabled discoverable devices can be present in the vicinity of
the scanning device. If the scanning device attempts to connect to all of
them in order to gather RSSI data, a significant amount of time is likely
to be wasted attempting to connect to devices at unknown locations or
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gathering RSSI data from devices at unknown locations. In order to avoid
this problem, a database containing a list of discoverable Bluetooth-enabled
devices and their locations (latitude/longitude/floor number) was created.
After the beacon discovery, all the discovered devices are looked up in the
database and only those found in the database are used in the RSSI data
gathering phase.
4.1.2. Bluetooth device lookup component
This component uses the list of valid beacons discovered by the Blue-
tooth sensing component(4.1.1) and tries to determine the location (lati-
tude/longitude/floor number) of each of them. In the case of the Bluetooth
low-level components, these two components could have easily merged into a
single component, as their implementation uses the same database to check
for valid beacons in the Bluetooth sensing component and to get the loca-
tions of those beacons in the Bluetooth device lookup component. The only
reason for having them separated is to maintain a measure of consistency
with the implementations of the GSM and WLAN low-level components.
4.2. GPS low-level components
4.2.1. GPS sensing component
The GPS sensing component is used to acquire a GPS fix and gather the
required number of location estimations. Unlike the other technologies used
(Bluetooth, GSM and WLAN), GPS has only one low level sensing compo-
nent, the GPS sensing component. There is no need for another component
in this case because GPS returns by default sets of location coordinates.
The GPS sensing component uses the D-Bus interface exposed by the GPS
daemon running on the mobile device used for development and testing.
Depending on the number of available GPS satellites, a GPS location
estimation could return a 2D coordinate (latitude and longitude) or a 3D
coordinate (latitude, longitude and altitude). Unfortunately, the vertical
accuracy of the GPS receiver in the mobile device used for experiments was
extremely poor. Fluctuations in excess of 100m while the device moved just
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15m on an horizontal plane was considered too inaccurate, so the estimated
altitude is ignored in all GPS measurements.
4.3. GSM low-level components
4.3.1. GSM sensing component
The GSM sensing component is used to scan for GSM cells. If a GSM signal
is available at all, then at least the serving cell will be discovered. Apart
from the serving cell, a maximum of another 6 neighboring cells are kept on
standby by the GSM chipset in a GSM-enabled device, if they are available.
If more than 6 are available, the 6 with the best signal strength are kept in
the neighbor cells’ list. The list is being constantly updated, so, even if the
serving cell stays the same, the neighbor cells list can change.
The GSM sensing component uses the D-Bus interface exposed by the
GSM framework running on the mobile device used for development and
testing. From the results of the GSM measurements gathering experiment,
it seems that having an empty neighbor cell list is not an uncommon occur-
rence. Given that the GSM sensing component uses a relatively high level
interface to access that data, this lack of neighbor cells may or may not
be a normal situation. Its dependence on the GSM chipset’s proprietary
firmware puts this problem outside the scope of this research.
4.3.2. GSM cell lookup components
In the case of the GSM technology, two device lookup components have
been implemented. Each one is used to look up the discovered cells in a
different database.
The openBmap cell lookup component
This component connects to the openBmap cell database. If the discovered
cell is found in the database, the database returns its latitude and longitude,
and the accuracy of that location. Because of the way their database has
been created, the locations of the cells in their database are not exact, thus
the need for this accuracy parameter. The accuracy is measured in meters
from the point defined by the returned latitude/longitude coordinates pair.
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If the discovered cell is not found in the database, the database returns the
centroid of the polygon that defines the GSM Local Area Code (LAC) used
in the query. If neither the cell nor the LAC are found, the database returns
of the centroid of the polygon that defines the GSM Mobile Network Code
(MNC) used in the query. If neither the cell, LAC or MNC are found, no
result is returned at all.
The OpenCellID cell lookup component
This component connects to the OpenCellID cell database. If the discovered
cell is found in the database, the database returns its latitude and longitude,
and the accuracy of that location. As in the case of the openBmap cell
database, the locations of the cells in this database are not exact and there
is an accuracy parameter to characterize this uncertainty. If the discovered
cell is not found, a placeholder latitude/longitude pair is returned and the
accuracy is set to 50000m. Given that, normally, the range of a GSM cell is
approximately 36000m, a 50000m accuracy denotes the placeholder nature
of the returned result.
None of the used cell databases contain any altitude information and,
given the radio properties of the GSM signal, even if it did, it would be of
less significance than in the case of Bluetooth and WLAN because of the
lower frequencies and higher power outputs which allow for longer ranges
and better obstacle penetration, thus making altitude estimation that much
more difficult.
4.4. WLAN low-level components
4.4.1. WLAN sensing component
The WLAN sensing component is used to scan for usable WLAN access
points. The scan being performed is an active scan, based on broadcasting
IEEE 802.11 probe request frames and listening for the IEEE 802.11 probe
response frames coming from the access points that managed to receive the
probe requests.
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In order to speed up its development, the WLAN sensing component’s
implementation is based on the code of iwlist application from the Wireless
Tools[146] suite.
Unlike in the case of Bluetooth, scanning for WLAN access points returns
a list of discovered access points and the RSSI of the signal coming from
these access points at the same time. This works because the WLAN chipset
can use the incoming probe response frames to compute the RSSI of the
signal coming from each access point.
4.4.2. WLAN device lookup component
This component uses the list of access points discovered by the WLAN sens-
ing component(4.4.1) and tries to determine the location (latitude/longitude/floor
number) of each of them. Because of the way the Imperial College ICT wire-
less network is implemented, multiple responses can be received from the
same physical access point. Each physical access point has a base MAC ad-
dress which is used to derive the MAC addresses of the virtual access points
running off each physical access point. In order to correctly match each
discovered access point to a physical device and then to a location, first the
base MAC address is extracted from the received MAC address and then
that MAC address is used to perform the lookup in the database in order
to determine the location of the discovered access point. The existence of
multiple virtual access points for each physical access point has the benefit
of allowing for the gathering of more data about the same physical device
in a single scan than it would be possible otherwise.
4.5. Homogenizer component
The homogenizer component performs the least complex task of all the
components involved in the location estimation sensor fusion engine, but,
at the same time, one of the most important ones. As previously stated
in 3.3.1, its task is to use all the valid coordinate pairs coming from the
low-level components and use them to create a single frame of reference for
the location estimation components and for the sensor fusion component.
Its task is twofold:
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1. determine the latitude/longitude pair of coordinates of the point that
is going to be the origin of the frame of reference used by the location
estimation components and the sensor fusion component.
2. determine the number of latitudinal and longitudinal decimal degrees
per meter at the given latitude and longitude.
Reference latitude & longitude
This is the least complex task of the homogenizer component. It simply uses
the latitude/longitude pairs it receives as input data coming from the low-
level components and computes the centroid of all these pairs. The result is
the reference latitude and longitude coordinates which are going to be used
as the origin of the reference system used by the high-level components.
Reference latitudinal & longitudinal degrees per meter
The latitudinal and longitudinal degrees per meter values are computed
based on the latitudes received as input by the homogenizer component.
First and foremost, their values vary depending on the latitude, but an-
other important factor that needed to be taken into consideration is the
form of the Earth. Considering the Earth a perfect sphere would result,
depending on the latitude, in incorrect results because the Earth is not a
perfect sphere. A more precise approximation of the Earth’s form is an ellip-
soid, thus, the World Geodetic System 1984 (WGS84) Reference Geoid[147]
was used for this purpose. Its major axis is 6378137.0m and its minor axis
is 6356752.3142m:
a = 6378137.0m[147] (4.1)
b = 6356752.3142m[147] (4.2)
Latitudinal degrees per meter This value depends only on the refer-
ence ellipsoid and the latitudes of the points involved in the computation.
In order to compute the latitude degrees per meter, first the north-most(α)
and south-most(β) latitudes are selected. If α and β are identical, which
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means that there is a single latitude received as input, then:
α = latitude + 0.0000001 (4.3)
β = latitude− 0.0000001 (4.4)
so that the algorithm could be executed successfully.
Then, for each one of them, the WGS84 ellipsoid’s radius is computed:
r1 =
ab√
(b cosα)2 + (a sinα)2
(4.5)
r2 =
ab√
(b cosβ)2 + (a sinβ)2
(4.6)
Computing the north-south distance between the north-most and south-
most points as an ellipse arc would involve numerically solving an incomplete
elliptic integral. Given the small distances involved, the Earth’s curvature
could be ignored, so the distance was computed as a straight line instead of
an ellipse arc:
dpmlat =
|latmax − latmin|√
(r2 cosβ − r1 cosα)2 + (r2 sinβ − r1 sinα)2
(4.7)
Longitudinal degrees per meter Like in the case of the latitudinal
degrees per meter value, this value depends only on the reference ellipsoid
and the latitudes of the points involved in the computation. The first step
is to determine one latitude that is most representative for all the points
involved. That can be done by computing the average of the north-most(α)
and south-most(β) latitudes:
θ =
α+ β
2
(4.8)
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The second step is to compute the number of meters per longitudinal
degree at the given latitude:
mpdlong =
2pi
(
ab√
((b cos(θ))2+(a sin(θ))2)
)
cos θ
360
; (4.9)
Finally, in order to get the longitudinal degrees per meter value:
dpmlong =
1
mpdlong
(4.10)
4.6. Common location estimation component
information
Before going into the details of each of the location estimation components,
some implementation details that all these components have in common
need to be presented.
When using Bluetooth, WLAN or GSM for location estimation, using
the received signal strength indication (RSSI) is at the core of the location
estimation mechanism. The RSSI is used to estimate the distance from the
mobile device to the Bluetooth beacon or WLAN access point. Unfortu-
nately, there is a lot of variance in the RSSI measurements which makes the
use of a geometric approach to estimating the location of the mobile device,
like those used by GPS, quite useless. As a consequence of this, the most
accurate methods of location estimation, when using Bluetooth, WLAN or
GSM, are based on a RSSI fingerprint map approach[71, 148]. The problem
with the fingerprint map approach is that creating it is an extremely time
consuming enterprise. Also, as a consequence of being very time consuming,
it scales very poorly.
Given that the main purpose of this research was to analyze the impact of
using sensor fusion for location estimation, the accuracy of each individual
location estimation technique was of secondary importance. That being
said, it meant that this was a good opportunity to see what kind of accuracy
could be obtained by using a geometric approach for location estimation
using Bluetooth, WLAN and GSM.
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Taking all this into account, the idea of using an analytical geometric
approach for location estimation would have meant analytically determin-
ing the intersection areas of any number of circles. This is far from trivial,
so, instead of analytically determining the intersection area in a continuous
space, a discrete grid was used and the best location estimation was de-
termined by simply inspecting the grid after the contributions from all the
involved devices have been added to the grid.
All the location estimation components use such a grid. The first idea
was to use the same grid step for all the location estimation components.
A grid step of 1 meter can work without any problems for Bluetooth, GPS
and WLAN, but in the case of GSM, where the ranges involved can go up
to 35km, using a 1m grid step would require massive amounts of memory
and, as a consequence, adding the GSM contributions to the grid would take
an inordinate amount of time. Thus, the need for supporting multiple grid
steps arose so that, in the case of the GSM location estimation component,
a significantly larger grid step could be used in order to keep the memory
requirements and the execution time in check. The different grid steps do
not make any difference whatsoever in the implementation of the location
estimation components but need to be taken into account in the sensor
fusion component.
4.7. WLAN location estimation component
The first location estimation component to be presented is the WLAN one.
It uses data coming from three components:
1. data characterizing the common frame of reference coming from the
homogenizer component;
2. raw measurement data coming from the WLAN sensing component;
3. beacon location data coming from the WLAN access point lookup
component.
The frame of reference data coming from the homogenizer component is
used for defining the grid that will be populated with information derived
72
from the raw measurement data and access point location data. In order
to be able to properly define even the grid itself, let alone populate it with
data, a method of estimating the contributions of each discovered access
point must be established. This entails:
1. determine a propagation model for the signals emitted by the access
points;
2. decide on a method of utilizing this propagation model for populating
the location estimation grid.
4.7.1. Experiment to determine the WLAN raw propagation
model
First, an experiment was devised in order to determine the propagation
model for the WLAN access points. The choice to create a propagation
model for this research, instead of using an existing propagation model, was
that, at the moment the background research was done, no suitable existing
model was found. In this case, the suitability criteria were:
1. widely, or at least relatively widely used model, to inspire confidence
that the model was indeed of, at least, acceptable quality, otherwise
any implementation issue that may have arisen would have ranged
from difficult to impossible to debug because of the difficulty of deter-
mining whether the errors were caused by improper implementation or
problems intrinsic to the model caused by using some obscure prop-
agation model. The goal here was to implement a WLAN location
estimation method that would be used for location estimation sensor
fusion research, not to work exclusively on the topic of WLAN location
estimation in order to improve the state of the art.
2. simple, or at least relatively simple to use model, ideally on the same
level of ease of use as the Hata model for urban areas[149] and the
COST-Hata[150] models used for GSM propagation.
Equipment
The access point used for this research was a Cisco Aironet 1130 series
802.11a/b/g WLAN access point with an integrated antenna. The exact
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model of the access point being used is AIR-LAP1131AG-E-K9 [151]. The
specifications of the integrated antenna of the Cisco Aironet 1130 series
access points can be found on the Cisco Systems web site[152]. The mobile
device was an Openmoko Neo FreeRunner smartphone. The Neo FreeRun-
ner has an Accton WM3236AQ 802.11b/g WLAN module based on the
Atheros AR6001GZ chip[153].
Experiment setup
The access point was placed in a fixed position. The access point was
at approximately 1.7m above the ground and the mobile device was at
approximately 1.5m above the ground. The mobile device was held by the
person taking the measurements at increasing distances from the access
point. The first measurements were taken 1m away from the access point
and subsequent measurements were taken at increasing distances using 1m
increments. At each position, 100 scans were made. For each scan that
resulted in a successful reply from the access point, the reported RSSI was
stored as useful data. At each measuring position, the person taking the
measurements was facing the access point, so that no significant obstacle
was present between the beacon and the mobile device. Measurements were
gathered until when, for five consecutive measuring locations, the access
point was not discovered during any of the 100 scans.
Measurements were taken only for the 802.11b/g (2.4GHz) radio. No
measurements were taken for the 802.11a (5GHz) radio. Given the access
point’s antenna radiation plane characteristics, the RSSI measurements and
the overall range of the access point depends on the access point’s orienta-
tion. When they are deployed, this type of access point is, usually, either
wall-mounted or ceiling mounted. Because of this, the propagation models
for both situations were of interest, so the measurement gathering was done
twice. Once with the access point having the same orientation it would
have were it ceiling-mounted and once with the access point having the
same orientation it would have were it wall-mounted.
Because of the range of WLAN access points, the experiment could not be
run indoors, or even on the South Kensington campus, because of the lack
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of sufficiently large open spaces. The experiment was run on the grounds
of the Silwood Park campus instead.
A large open area in which direct line-of-sight measurements could be
taken was identified. The initial estimation was that the maximum range
would be somewhere in the 100-150m range. The best identified location was
a place with almost 120m of unobstructed direct line-of-sight. Beyond that,
there was still a direct line-of-sight but three branches were relatively close
to the direct line-of-sight. That could prove to be problematic depending
on the maximum range of the access point because this vegetation could
end up being in the first Fresnel zone[154] between the access point and the
mobile device antennae.
The equation used to compute the first Fresnel zone radius at a point P,
somewhere between the endpoints of the link is:
Fn =
√
nλd1d2
d1 + d2
[154] (4.11)
where:
1. Fn = n
th Fresnel zone [in meters]
2. d1 = distance from P to one end [in meters]
3. d2 = distance from P to the other end [in meters]
4. λ = wavelength of transmitted signal [in meters]
In the case of the measurements using the access point in the ceiling-
mount type orientation, the maximum range ended up being 126m, and
the only object that risked being inside the first Fresnel zone were some
three branches approximately between the 115m and 118m marks. At that
distance, considering the approximately 1.7m clearance from ground level of
the access point, the approximately 1.5m clearance of the mobile device, the
115m distance from the access point to the obstacle, the 11m distance from
the mobile device to the obstacle and the fact that 802.11g WLAN uses the
2.4GHz ISM band, the clearance requirement of approximately 1.1m was
fulfilled. Unfortunately, the approximately 1.9m clearance required by the
ground itself when the 2 antennae were 126m apart was not fulfilled.
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In the case of the measurements using the access point in the wall-mount
type orientation, the situation was more complicated. Using this access
point-orientation, the range proved to be significantly greater. Measure-
ments were taken up to the 211m mark using the same area as before.
Unfortunately, at that range, the tree branches around the 115m mark and
some other tree branches around the 170m mark ended up being inside the
first Fresnel zone because the required clearances of approximately 2.5m and
1.8m respectively were not fulfilled. Also, the 2.5m clearance required by
the ground itself when the two antennae were 211m apart was not fulfilled
either. Moreover, the stop condition of 5 consecutive measuring locations
without any results was not met at the 211m mark. That meant that some
other alternative needed to be found to complete the experiment. The only
solution to this problem in Silwood Park was to place the access point in
a location on one side of a small depression and take measurements on the
plateau on the other side of that depression, starting from 211m away. The
problem created by this was that, because of the depression, suddenly there
were no more obstacles inside the first Fresnel zone, not even the ground.
In terms of the measured results, that translated in a jump by a value of
approximately 11 out of a maximum of 100, on average, in the measured
RSSI. The choice was made to use the measurements up to 211m as canonic
and subtract 11 out of all the measured RSSI values past the 211m mark
in order to have a coherent model. Without the adjustment, the maximum
range was 325m. With the adjustment, the maximum range became 287m.
Experiment results
The first version of a model extracted from the measurement contains one
set of data for each distance at which measurements were taken. Each set
of data contains the following:
1. maximum RSSI; the greatest RSSI value of all the RSSI measurements
taken at the given distance
2. average RSSI; the average RSSI value of all the RSSI measurements
taken at the given distance
3. number of measurements; the total number of measurement sets gath-
ered at the given distance
76
All the measurements used up to this point were taken when there was no
obstacle between the access point and the mobile device. As an example,
this kind of model, can be seen in table 4.1. One raw propagation model
was created for each of the two possible access point orientations.
The problem with this type of propagation model, if it were to be used
directly for location estimation, is that it handles only the situation when
there is no obstacle between the access point and the mobile device, which
makes it of little use in a real-life situation. It fails to take into account the
situations where there would be one or more human bodies, walls of various
types, or even floors, between the access point and the mobile device. Taking
1m spaced measurements for all such possible situations would be extremely
time consuming. Because of that, another way of factoring interference from
such obstacles needed to be used.
4.7.2. Algorithm to determine the obstacle interference
model
The used interference model is presented in appendix A.
4.7.3. Complete WLAN propagation model containing the
WLAN raw propagation model and the obstacle
interference model
The influence of at least the most common possible obstacles needed to be
determined and then used in concert with the data about the possibility of
obstacle presence. Measurements were taken at only one distance for each
of the following situations:
1. measurements through an internal wall; the access point was placed
on one side of an internal plaster wall and the measurements were
taken from a 1m distance, from the other side of the wall
2. measurements through a human body; the access point was placed in
a fixed position and the measurements were taken from a 1m distance,
with the person holding the mobile device facing away from the access
point
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dist. max. avg. no. of dist. max. avg. no. of dist. max. avg. no. of
[m] RSSI RSSI msmts. [m] RSSI RSSI msmts. [m] RSSI RSSI msmts.
1 46 39.13 100 43 19 15.7 100 85 8 4.71 31
2 41 34.71 100 44 19 14.41 100 86 7 3.58 36
3 41 34.26 100 45 18 12.69 100 87 5 3.07 30
4 36 30.26 100 46 22 14.97 100 88 9 4.7 61
5 40 30.89 100 47 26 17.85 100 89 6 3.27 55
6 32 24 100 48 22 15.52 100 90 7 4.4 15
7 30 21.14 100 49 23 16.3 100 91 9 4.73 100
8 29 23.23 100 50 22 14.96 100 92 9 5.05 86
9 28 21.03 100 51 23 16.64 100 93 4 2.78 27
10 28 22.04 100 52 16 8.47 100 94 9 5.11 87
11 32 25.49 100 53 17 5.41 87 95 12 5.51 76
12 38 26.13 100 54 11 5.79 97 96 10 5.2 93
13 28 22.86 100 55 18 10.42 100 97 9 4.78 89
14 24 18.01 100 56 16 7.29 49 98 10 5.33 86
15 23 15.71 100 57 22 13.9 100 99 9 5.73 92
16 25 18.12 100 58 16 10.3 100 100 8 5.19 67
17 21 16.26 100 59 15 10.3 100 101 10 4.89 90
18 20 14.59 100 60 12 6.6 99 102 8 4.19 70
19 24 20.08 100 61 16 8.86 100 103 8 5.04 47
20 23 16.37 100 62 13 8.67 100 104 8 4.42 52
21 14 9.12 100 63 16 8.3 100 105 7 4.38 34
22 17 12.41 100 64 12 7.27 100 106 8 4.55 44
23 16 10.79 100 65 11 7.14 100 107 8 4.84 49
24 18 12.63 100 66 15 7.71 100 108 9 4.98 55
25 23 12.07 100 67 13 7.39 100 109 6 5.5 6
26 21 15.25 100 68 10 6.62 100 110 8 4.72 79
27 23 15.93 100 69 11 6.07 96 111 9 4.58 78
28 24 17.22 100 70 11 6.36 100 112 8 4.45 49
29 26 15.22 100 71 11 6.36 100 113 7 5.5 6
30 27 15.45 100 72 9 6.33 100 114 4 3.6 5
31 18 13.76 100 73 11 6.29 100 115 8 5.81 21
32 21 17.21 100 74 9 5.05 100 116 9 5.07 60
33 26 17.56 100 75 10 6.12 97 117 7 3.75 53
34 27 20.03 100 76 12 5.79 90 118 7 4.28 18
35 25 17.22 100 77 10 5.2 59 119 5 3.92 12
36 29 25.01 100 78 9 5.2 59 120 6 4.67 9
37 25 17.94 100 79 9 4.38 65 121 7 3.06 17
38 25 18.97 100 80 9 5.46 100 122 7 4.78 40
39 25 20.43 100 81 8 4.19 90 123 5 3.67 6
40 25 20.6 100 82 7 4.15 66 124 7 7 3
41 25 13.98 100 83 9 4.82 66 125 3 3 2
42 20 16.51 100 84 7 4.24 66 126 5 5 3
Table 4.1.: WLAN propagation model mk.I for ceiling-mounted access point
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3. measurements through an indoor obstacle; the access point was placed
in a fixed position and the measurements were taken from a 8m dis-
tance, from the other side of a metallic filing cabinet
4. measurements through an external wall; the access point was placed
on one side of an external wall and the measurements were taken from
a 1m distance, from the other side of the wall
5. measurements through a floor; the access point was placed in a fixed
position on one floor and the measurements were taken from a 4m
distance, from the floor below
Twice the number of scans were done compared to the initial measurements.
The effect of each type of obstacle was determined by subtracting the values
obtained when measuring in the presence of obstacles from the values ob-
tained when measuring from the same distance but without any obstacles
present. The resulted difference signified the loss in signal strength, link
quality, beacon discovery and connection ability.
Out of these five types of obstacles, only three are used for creating the
final propagation model. There are two reasons for this. The first is that
the measurements through an internal wall had an average signal strength
higher than the average signal strength of the measurements taken at the
same distance when the initial, no obstacles, measurements were gathered.
This happened for both access point orientations. The same thing happened
in the case of the ceiling-mount access point orientation, when the measure-
ments were taken through an indoor obstacle. The second reason is that
the interference model presented earlier can take into account, at most, two
types of obstacles. The floors’ interference is factored in differently, without
using the interference model, so only two out of the remaining four types of
obstacles’ influence could be taken into account.
As a result, the measured external wall interference was factored in the
final propagation model using the external wall interference model. The
measured human interference was factored in the final propagation model
using the internal wall interference model. Two sets of propagation models
were created for each of the two raw propagation models. One that takes
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into account only the external wall interference and one taking into account
both the external wall and internal wall/human body interference.
The last step of creating a usable propagation model was to choose how
to structure the raw measurement data in order to create the final model.
One option was to use the basic raw WLAN propagation model, presented
earlier in this section, as a starting point. At each range, instead of sim-
ply using the values obtained during the measurement gathering to create
a model, like the one presented earlier, decrease the RSSI values by the
amount resulted from the measurements taken in the presence of the ap-
propriate obstacle in accordance with the estimated number of obstacles
found in the interference model. The newly created model will have the
interference of the obstacles accounted for in accordance with the interfer-
ence model being used. The other option was to create a histogram of all
possible distances between the access point and the mobile device for each
available RSSI value. By decreasing the RSSI values by the amount resulted
from the measurements taken in the presence of the appropriate obstacle in
accordance with the estimated number of obstacles found in the interference
model, the histogram-based propagation model will have the interference of
the obstacles accounted for in accordance to the interference model being
used.
According to all the information presented up to this point about the
WLAN location estimation component, there are three things that present
more than one alternative when when implementing the component:
1. access point orientation; when gathering the measurements for creat-
ing the propagation model, the WLAN access point could be oriented
in two ways:
a) ceiling-mount orientation
b) wall-mount orientation
2. type of propagation model; what form is the final propagation model
going to take:
a) basic model
b) histogram model
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3. interference model; there are two interference models available. One
for the external walls and one for the internal walls. The maximum
number of alternatives is four, but only two were selected to be used:
a) only external wall interference
b) external wall and internal wall/human body interference
In total, that makes for eight variants of the WLAN location estimation
component. Another possible variation would have been to use a different
set of interference models. Instead of using the approximating algorithm,
use the results for the first 20m and extrapolate the evolution to the max-
imum range of 287m. That would have meant a total of 16 variants of the
WLAN location estimation component and, when taking into account the
number of variants for the rest of the location estimation components, that
would have been too many possible combinations, so that variation was left
out.
Because the interference model varies from level to level, the propagation
model for each level is going to vary from level to level too. Also, because
the signal coming from a WLAN access point can be received on floors
above and below the floor on which the access point is located, for each
level, propagation models for devices receiving a signal on the floor above
and the floor below the floor on which the access point is found, need to
be computed. Depending on the situation, the appropriate propagation file
model is loaded and used. In total, for all the used variants of the WLAN
location estimation component, there are 344 propagation model files.
4.7.4. Implementation details
When it comes to implementing all the component variants, the access point
orientation and the interference model do not make any difference. The
only different thing that their respective component variants do is to load
different propagation models. The type of propagation model does, however,
affect the implementation.
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4.7.5. Common implementation details
The WLAN location estimation components use a 1m grid step. The size of
the grid(s) is computed based on the data received from the WLAN access
point lookup component and from the WLAN sensing component. The data
from the WLAN access point lookup component is used to determine the
minimum and maximum latitudes and longitudes of all the access points
involved in the location estimation. The area defined by these coordinates
is padded with an area which has the same width as the maximum possible
distance from an access point according to the used model and the data
received from the WLAN sensing component. Moreover, because the signal
coming from a WLAN access point can be received on floors above and
below the floor on which the access point is located, for each level on which
an access point’s signal can be received, according to the used model, a grid
is allocated. The allocated grids for all the levels have the same size and all
of them are initialized with 0 at all their locations.
For each measurement received from the WLAN sensing component, a
contribution according to the access point involved, the received RSSI and
the used model is added to all the grid levels on which the device might be
located. The way these contributions are computed is the only difference
between using a basic propagation model or a histogram-based propagation
model. For each individual location, the contribution is added using the
following equation:
Pnew ij =Pold ij + Pcontribution ij − Pold ijPcontribution ij (4.12)
For a graphical representation of the process, see figure 4.1.
82
Figure 4.1.: Graphical representation of how the contribution of each device is
added to the grid that represents the area of interest: the black X s mark the
locations of the devices and the white X s mark the locations on the grid with the
highest probability of being the real location of the device whose location is being
estimated.
After having added all the contribution to the grid(s), the component
returns the following results:
1. The size of the grid step (in meters)
2. The latitudinal offset of the point with the highest latitude and the
lowest longitude of the estimation grid, in report to the reference point
(in meters)
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3. The longitudinal offset of the point with the highest latitude and the
lowest longitude of the estimation grid, in report to the reference point
(in meters)
4. The latitudinal offset of the point with the lowest latitude and the
highest longitude of the estimation grid, in report to the reference
point (in meters)
5. The longitudinal offset of the point with the lowest latitude and the
highest longitude of the estimation grid, in report to the reference
point (in meters)
6. The highest floor level involved in the location estimation, according
to the results of this component (in floors)
7. The lowest floor level involved in the location estimation, according
to the results of this component (in floors)
8. The number of grid locations that contain any relevant information
(contain a non-zero value)
9. The list of all the x coordinates of all the grid locations that con-
tain any relevant information (in report to the point with the highest
latitude and the lowest longitude of the estimation grid)
10. The list of all the y coordinates of all the grid locations that con-
tain any relevant information (in report to the point with the highest
latitude and the lowest longitude of the estimation grid)
11. The list of all the floor numbers of all the grid locations that contain
any relevant information
12. The list of all the probabilities that the located device is present at
the exact position designated by the values from the previous 3 lists
4.7.6. Basic propagation model implementation details
There are two steps to adding the contribution of each measurement to the
grid levels when using the basic type of propagation model.
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The first step is to mark all the locations that are going to be used for the
contribution. Because the contribution can span multiple levels, for each
level which the contribution affects, data from a different file of the propa-
gation model is used. Thus, the actual propagation model used differs from
level to level, even in the case of the same measurement. For each level that
is affected by the contribution, the algorithm for adding the contribution
to the level stays the same. The algorithm for adding a contribution to a
level is: search the model of the level in question for the maximum range at
which the absolute maximum RSSI is greater or equal to the measured RSSI
and then mark all the locations within that range from the location of the
access point in question. This is done for all levels on which the signal can
be received, according to the model in use. The reason for this step is that,
according to the propagation model being used, the probability of being in
one of the marked locations for the device whose location is trying to be es-
timated is 1. But for determining the probability of being in one particular
location for the device, the number of marked positions is necessary.
The second step is to go through all the marked locations and assign to
each location the probability being in that exact location on the grid(s). If
the measured RSSI is small, then the covered area will be large and each
individual location will have a small probability of the device being there.
If the measured RSSI is large, then the covered area will be small and each
individual location will have a large probability of the device being there.
When using this type of model, all the locations of a single contribution
have the same probability of the device being in that exact location.
4.7.7. Histogram-based propagation model implementation
details
There is only one step to adding the contribution of each measurement to
the grid levels when using the histogram type of propagation model. This
is the case because the histogram model contains, not only the histograms
themselves, but the number of locations that can get marked for each RSSI
in the histogram model, thus eliminating the need for the first step.
In the case of the histogram-based model, the contribution can span mul-
tiple levels as well, as in the case of the basic type of model. For each level
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that is affected by the contribution, the algorithm for adding the contribu-
tion to the level stays the same. The algorithm for adding a contribution
to a level is: search the model of the level in question for the histogram of
the measured RSSI. If the measured RSSI is not found, then the histogram
of the first greater one is selected and used. After selecting the histogram
that is going to be used, the contribution of each bin in the histogram is
added using the probabilities derived from the values in the bins and the
total number of locations for the selected histogram.
4.8. Bluetooth location estimation component
The second location estimation component to be presented is the Bluetooth
one. It uses data coming from three components:
1. data characterizing the common frame of reference coming from the
homogenizer component
2. raw measurement data coming from the Bluetooth sensing component
3. beacon location data coming from the Bluetooth beacon lookup com-
ponent
As in the case of the previous component, the frame of reference data
coming from the homogenizer component is used for defining the grid that
will be populated with information derived from the raw measurement data
and beacon location data. In order to be able to properly define even the
grid itself, let alone populate it with data, a method of estimating the
contributions of each discovered beacon must be established. This entails:
1. determining a propagation model for the signals emitted by the bea-
cons
2. deciding on a method of utilizing this propagation model for populat-
ing the location estimation grid
4.8.1. Experiment to determine the Bluetooth raw
propagation model
First, as in the case of WLAN, an experiment was devised in order to
determine the propagation model for the Bluetooth beacons. Again, as
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in the case of WLAN, the choice to create a propagation model for this
research, instead of using an existing propagation model, was that, at the
moment the background research was done, no suitable existing model was
found. In this case, the suitability criteria were:
1. widely, or at least relatively widely used model, to inspire confidence
that the model was indeed of, at least, acceptable quality, otherwise
any implementation issue that may have arisen would have ranged
from difficult to impossible to debug because of the difficulty of deter-
mining whether the errors were caused by improper implementation
or problems intrinsic to the model caused by using some obscure prop-
agation model. The goal here was to implement a Bluetooth location
estimation method that would be used for location estimation sen-
sor fusion research, not to work exclusively on the topic of Bluetooth
location estimation in order to improve the state of the art.
2. simple, or at least relatively simple to use model, ideally on the same
level of ease of use as the Hata model for urban areas[149] and the
COST-Hata[150] models used for GSM propagation.
Equipment
Four Bluetooth beacons used for this research. The devices used as beacons
were the following:
1. alpha: MSI GX 630 laptop with a CSR BlueCore4-ROM Bluetooth
chip
2. beta: Integrated System Solution Corp. KY-BT100 USB Bluetooth
adapter dongle connected to a PC
3. gamma: HTC Touch HD (HTC Blackstone) smartphone with a Texas
Instruments Inc. BRF6350 Bluetooth chip
4. delta: HTC Magic (HTC Sapphire) smartphone with a Texas Instru-
ments Inc. BRF6350 Bluetooth chip
The mobile device was an Openmoko Neo FreeRunner smartphone. The Neo
FreeRunner has a Delta DFBM-CS320 class 2 Bluetooth module based on
the CSR BlueCore4-ROM chip[153].
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Experiment setup
A beacon was placed in a fixed position and set to discoverable mode for an
indefinite amount of time. There was direct line-of-sight between the bea-
con and the mobile device. Both the beacon and the mobile device were at
approximately 1.5m above the floor. The mobile device was held by the per-
son taking the measurements at increasing distances from the beacon. The
first measurements were taken 1m away from the beacon and subsequent
measurements were taken at increasing distances using 1m increments. At
each position, 5 measurement attempts were made. For each attempt, if
the beacon was discovered during the scan and if a connection could be
established between the mobile device and the beacon, 200 individual mea-
surement sets were taken. That would make for a possible maximum total
of 1000 measurement sets. Each measurement attempt could have three
outcomes:
1. the beacon was discovered and the connection to the beacon was suc-
cessful, thus allowing the gathering of measurement data sets;
2. the beacon was discovered but a connection to the beacon could not
be established;
3. the beacon was not discovered at all.
Each measurement set contained a RSSI measurement and a link quality
measurement. Also, at each measuring position, two types of measurements
were gathered: measurements where the person taking the measurements
was facing the beacon, so that no significant obstacle was present between
the beacon and the mobile device, and measurements where the person tak-
ing the measurements was facing away from the beacon, so that a human
body was the only significant obstacle present between the beacon and the
mobile device. Measurements were gathered until when, for three consec-
utive measuring locations, the beacon is not even discovered during the
scanning phase.
Because the four Bluetooth beacons used for this research were not iden-
tical, all the measurements needed to be done for each beacon.
88
The measurements of this experiment were taken on level 4 in the William
Penney Laboratory on the Imperial College South Kensington campus. The
layout of the William Penney Laboratory level 4 office space allowed for the
running of this experiment because of its 30m length and the fact that a
direct line-of-sight from one end to the other could be identified. Unfortu-
nately, the layout was not without problems though. Taking into account
the approximately 1.5m clearance from floor level, the approximately 3.5m
ceiling height, the maximum range of 26m and the fact that Bluetooth uses
the 2.4GHz ISM band, the clearance requirement of approximately 0.9m
for the first Fresnel zone is fulfilled in the case of the floor and the ceiling.
However, this requirement is not fulfilled in the horizontal plane because
past the 23m mark there is a door frame which is approximately 0.2m from
the direct line-of-sight and, almost all the way along the direct line-of-sight,
there are desks, tables or shelves which are closer than 0.9m to the direct
line-of-sight.
Experiment results
The gathered measurements show significant differences in the signal prop-
agation of the various Bluetooth beacons. The maximum ranges vary sig-
nificantly from one beacon to another. The RSSI and link quality change
with the distance in different ways from one beacon to another. The same
can be said about the ratio between the number of measurement attempts
with successful connection to the beacon and the number of measurement
attempts with beacon discovery but with failed connection, or about the
ratio between the number of measurement attempts with beacon discovery
but with failed connection and the number of failed discovery attempts, as
can be seen in table 4.2.
In the process of location estimation, either the individual propagation
models could be used, or a propagation model created from combining all
the individual propagation models. The combined beacon measurement
rates for all four devices can be seen in table 4.3.
The first version of a model extracted from the measurement contains one
set of data for each distance at which measurements were taken. Each set
of data contains the following:
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device alpha device beta device gamma device delta
dist. msmt. dscvry. complete msmt. dscvry. complete msmt. dscvry. complete msmt. dscvry. complete
[m] success success failure success success failure success success failure success success failure
[%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%] [%]
1 100 0 0 100 0 0 80 20 0 100 0 0
2 100 0 0 100 0 0 100 0 0 80 20 0
3 100 0 0 100 0 0 100 0 0 80 20 0
4 100 0 0 100 0 0 100 0 0 100 0 0
5 60 40 0 100 0 0 100 0 0 80 20 0
6 100 0 0 100 0 0 20 80 0 100 0 0
7 80 20 0 100 0 0 100 0 0 80 20 0
8 100 0 0 80 20 0 100 0 0 80 20 0
9 80 20 0 100 0 0 100 0 0 100 0 0
10 100 0 0 100 0 0 100 0 0 100 0 0
11 100 0 0 100 0 0 100 0 0 100 0 0
12 100 0 0 100 0 0 100 0 0 100 0 0
13 100 0 0 60 40 0 100 0 0 80 20 0
14 100 0 0 100 0 0 100 0 0 60 40 0
15 100 0 0 80 20 0 60 40 0 20 40 40
16 100 0 0 80 20 0 100 0 0 60 40 0
17 80 20 0 40 60 0 40 60 0 0 100 0
18 0 100 0 0 0 100 20 60 20 0 40 60
19 20 80 0 0 20 80 0 20 80 0 40 60
20 40 40 20 0 20 80 20 60 20 0 80 20
21 0 80 20 20 40 40 0 20 80 0 20 80
22 0 60 40 20 60 20 0 60 40 0 20 80
23 0 20 80 - - - 20 60 20 20 20 60
24 40 60 0 - - - 0 40 60 - - -
25 20 60 20 - - - 20 20 60 - - -
26 0 40 60 - - - - - - - - -
Table 4.2.: Bluetooth beacon measurement success, partial failure and total failure
rates for each individual beacon
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combined
dist. msmt. dscvry. complete
[m] success[%] success[%] failure[%]
1 95 5 0
2 95 5 0
3 95 5 0
4 100 0 0
5 85 15 0
6 80 20 0
7 90 10 0
8 90 10 0
9 95 5 0
10 100 0 0
11 100 0 0
12 100 0 0
13 85 15 0
14 90 10 0
15 65 25 10
16 85 15 0
17 40 60 0
18 5 50 45
19 5 40 55
20 15 50 35
21 5 40 55
22 5 50 45
23 10 25 65
24 10 25 65
25 10 20 70
26 0 10 90
Table 4.3.: Bluetooth beacon measurement success, partial failure and total failure
rates for all beacons combined
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1. maximum RSSI; the greatest RSSI value of all the RSSI measurements
taken at the given distance
2. average RSSI; the average RSSI value of all the RSSI measurements
taken at the given distance
3. maximum link quality; the greatest link quality value of all the RSSI
measurements taken at the given distance
4. average link quality; the average link quality value of all the RSSI
measurements taken at the given distance
5. number of measurements; the total number of measurement sets gath-
ered at the given distance
6. percentage of measurements; the percentage of successful beacon dis-
coveries with successful measurement set gathering attempts out of
the total number of measurement attempts at the given distance
7. percentage of discoveries; the percentage of successful beacon discov-
eries with failed measurement set gathering attempts out of the total
number of measurement attempts at the given distance
All the measurements used up to this point were taken when there was no
obstacle between the beacon and the mobile device. As an example, this
kind of model, for device alpha, can be seen in table 4.4.
The problem with this type of propagation model, if it were to be used
directly for location estimation, is that it handles only the situation where
there is no obstacle between the beacon and the mobile device, which makes
it of little use in a real-life situation. There are the measurements taken
when facing away from the beacon, which could be used to create a model
containing both sets of data, but that would still fail to take into account
the situations when there would be more than one body, or walls of various
types, or even floors, between the beacon and the mobile device. Taking
1m spaced measurements for all such possible situations would be extremely
time consuming. Because of that, another way of factoring interference from
such obstacles needed to be used.
92
dist. max. avg. max. avg. no. of msmt. dscvry.
[m] RSSI RSSI link link msmts. success success
quality quality [%] [%]
1 1 0.002 255 254.473 1000 100 0
2 0 -0.031 255 254.477 1000 100 0
3 0 -0.17 255 251.89 1000 100 0
4 0 -0.037 255 251.909 1000 100 0
5 0 -0.55 255 240.3417 600 60 40
6 0 -0.374 255 249.98 1000 100 0
7 0 -2.46 253 239.5163 800 80 20
8 0 -0.453 255 246.971 1000 100 0
9 0 -1.8838 255 242.9062 800 80 20
10 0 -3.393 254 242.662 1000 100 0
11 0 -0.644 255 250.122 1000 100 0
12 0 -2.466 253 233.754 1000 100 0
13 -3 -8.078 240 212.812 1000 100 0
14 0 -5.521 251 219.168 1000 100 0
15 -3 -6.751 246 224.9 1000 100 0
16 -4 -8.748 240 214.961 1000 100 0
17 -5 -9.3588 215 211.6138 800 80 20
18 0 0 0 0 0 0 100
19 -9 -11.19 213 210.425 200 20 80
20 -11 -13.8225 210 200.175 400 40 40
21 0 0 0 0 0 0 80
22 0 0 0 0 0 0 60
23 0 0 0 0 0 0 20
24 -7 -11.605 212 207.39 400 40 60
25 -11 -13.14 201 194.61 200 20 60
26 0 0 0 0 0 0 40
Table 4.4.: Bluetooth propagation model mk.I for device alpha
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4.8.2. Algorithm to determine the obstacle interference
model
The used interference model is the same one used for the WLAN location
estimation component, which is presented in appendix A.
4.8.3. Complete Bluetooth propagation model containing
the Bluetooth raw propagation model and the
obstacle interference model
The influence of at least the most common possible obstacles needed to be
determined, and then used in concert with the data about the possibility of
obstacle presence. Measurements were taken at only one distance for each
of the following situations:
1. measurements through an internal wall; the beacon was placed on one
side of an internal plaster wall and the measurements were taken from
a 1m distance, from the other side of the wall
2. measurements through an indoor obstacle; the beacon was placed in a
fixed position and the measurements were taken from a 8m distance,
from the other side of a metallic filing cabinet
3. measurements through an external wall; the beacon was placed on one
side of an external building wall and the measurements were taken
from a 1m distance, from the other side of the wall
4. measurements through a floor; the beacon was placed in a fixed posi-
tion on one floor and the measurements were taken from a 4m distance,
from the floor below.
The same number of attempts and the same number of measurement sets
were gathered as in the case of the initial measurements. The effect of
each type of obstacle was determined by subtracting the values obtained
when measuring in the presence of obstacles from the values obtained when
measuring from the same distance but without any obstacles present. The
resulted difference signified the loss in signal strength, link quality, beacon
discovery and connection ability.
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In the case of the human obstacle, because measurements were taken at all
the tested distances, instead of using the same loss amounts at all distances
as in the case of the other obstacle types, a set of loss values were computed
for each distance.
The rest of the process of computing the complete Bluetooth propagation
model is the same as the one used in the case of the WLAN propagation
model. The same interference models are used and the procedure through
which the final propagation model is created is also the same.
According to all the information presented up to this point about the
Bluetooth location estimation component, there are three things that present
more than one alternative when implementing the component:
1. beacon model; the beacon models can be handled in two ways:
a) multiple individual beacon models
b) single aggregated beacon model
2. type of propagation model; what form is the final propagation model
going to take:
a) basic model using just RSSI
b) histogram model using just RSSI
c) basic model using just link quality
d) histogram model using just link quality
e) basic model using both RSSI and link quality
f) histogram model using both RSSI and link quality
3. interference model; there are two interference models available. One
for the external walls and one for the internal walls. The maximum
number of alternatives is four, but only two were selected to be used:
a) only external wall interference
b) external wall and internal wall/human body interference
In total, that makes for 24 variants of the Bluetooth location estimation
component. Another possible variation would have been to use a different
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set of interference models, just as it would have been possible to do in the
case of the Bluetooth location estimation component. That would have
meant a total of 48 variants of the Bluetooth location estimation compo-
nent and, when taking into account the number of variants for the rest of
the location estimation components, that would have meant an excessive
amount of possible combinations, so that variation was left out.
4.8.4. Implementation details
The Bluetooth location estimation components uses a set of grids with a 1m
grid step. The grids are created following the same algorithm as the WLAN
location estimation component. Also, it returns the same set of results.
When it comes to implementing all the component variants, the interfer-
ence models do not make any difference. The beacon model has an effect
on the implementation. If multiple individual beacon models are used, for
each device coming from the Bluetooth beacon lookup component a differ-
ent propagation model is used and the models for all the devices need to
be available and loaded. If a single aggregated beacon model is used, then
a single model is loaded and used for all devices involved in the location
estimation process.
As in the case of the WLAN location estimation component, the most
significant differences are caused by the type of propagation model being
used. There are, again, as in the case of the WLAN location estimation com-
ponent, basic models and histogram-based models, the differences between
these two types of models being the same as in the case WLAN location
estimation component. However, on top of that differentiation, each one
of these two types have three other subtypes now because, in the case of
Bluetooth, the link quality can be used to do location estimation, not just
the RSSI. The first subtype uses just the RSSI part of the model, the second
uses just the link quality part of the model and the last uses both parts of
the model at the same time. Using the first two subtypes works as in the
case of the WLAN location estimation component. In the case of the third
subtype, for each measurement, two contributions are added: one for the
RSSI measured value and one for the link quality measured value. Because
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the the contributions are normed to 1, due to them representing the proba-
bilities of the device being in a particular location, using two contributions
for each measurement does not affect the correctness of the result.
There is, though, one significant difference between the Bluetooth and the
WLAN propagation models. In the case of Bluetooth devices, it is possible
that the mobile device discovers the beacon during scanning but fails to
establish a connection, and, as a result, fails to measure the RSSI and the
link quality. This can not happen in the case of WLAN devices. Of course,
both in the case of Bluetooth and of WLAN, the percentage of completely
successful measurements can be used to create a model to estimate the dis-
tance between the beacon/access point and the mobile device, but it is just
one of the options available. As a side note, this variation has been left out
because the number of existing location estimation components was large
enough already. Back on point, in the case of Bluetooth, using the percent-
age of successful beacon discoveries coupled with failed measurements can
sometimes be the only way of estimating the distance between the beacon
and the mobile device. That is the case when doing location estimation
with an engine which uses a Bluetooth sensing component that does only
one scan and one measurement attempt. If the discoveries percentage part
of the model would not be used then if during that single scan, a beacon is
discovered, but the subsequent measurement attempt fails, there would be
no way of completing the location estimation process successfully.
The difference this makes for the implementation is relatively limited.
All the measurement attempts with successfully gathered RSSI and link
quality values are handled as in the case of the WLAN location estimation
component. The measurements with only successfully discovered beacons
but failed measurement gathering are handled using the ”percentage of dis-
coveries” column of the model. Both when using the basic model of the
histogram-based model, the ”percentage of discoveries” column of the ba-
sic model is used for handling this type of measurement. The ”percentage
of discoveries” column is used exactly like any of the histograms from any
of the histogram-based models, thus, applying these contributions to the
grid(s) is done using the same algorithm.
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4.9. GPS location estimation component
The third location estimation component to be presented is the GPS one.
It uses data coming from two components:
1. data characterizing the common frame of reference coming from the
homogenizer component
2. raw measurement data coming from the GPS sensing component
As in the case of the previous components, the frame of reference data
coming from the homogenizer component is used for defining the grid that
will be populated with information derived from the raw measurement data.
This component is the simplest of all the location estimation components
because the GPS receiver integrated in the mobile device performs all the
location estimation computations. All the GPS location estimation compo-
nent has to do is to create a grid and add the contributions of all the GPS
measurements coming from the GPS sensing component.
There is only one thing that presents multiple alternatives when it comes
to interpreting the measurements coming from the GPS sensing component.
The GPS location estimation component receives from the GPS sensing
component two sets of data for each measurement. The first represents the
estimated location’s latitude, longitude and altitude coordinates while the
second represents the geometric positional, horizontal and vertical dilution
of precision[3] for that estimation. To quote from [3], the geometric dilution
of precision “is a dimensionless multiplicative factor that is an instantaneous
measure of the error in the positioning solution” (p. 3-4). In order for the
geometric dilution of precision to be usable in estimating the accuracy of
the coordinate set it characterizes, the base accuracy (the accuracy for a
geometric dilution of precision factor of 1) of a GPS set of estimated location
coordinates is needed. [3] gives an accuracy of 15.7m to 23.1m at the 95%
probability level when using the only the C/A-Code (the civilian signal).
This leads to two versions of the component:
1. best case; the best case of 15.7m accuracy is used when applying each
measurement’s contribution
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2. worst case; the worst case of 23.1m accuracy is used when applying
each measurement’s contribution
One thing that needs to be mentioned here is that [3] is 15 years old (from
1996), so the 15.7m and 23.1m accuracy estimations may not be accurate
anymore because of the increases in performance of GPS receivers that took
place over the last 15 years. Unfortunately no other authoritative source
was found for the accuracy of more modern GPS devices, so, in order not
to base the implementation of the GPS location estimation component on
anecdotal evidence, the choice was made to use the data from [3] as a point
reference.
4.9.1. Implementation details
The GPS location estimation component uses a set of grids with a 1m grid
step. The grids are created following the same algorithm as the WLAN and
Bluetooth location estimation components. The difference between these
two and the GPS location estimation component is that the latter uses a
single grid level because it does not take into account altitude data. The
component returns a similar set of results to those returned by the WLAN
and Bluetooth location estimation components, the difference being that
the altitude-related outputs are missing in the case of the GPS location
estimation component.
In reality, the same component implementation is used, but different com-
ponent configuration files are used for each case, so that the sensor fusion
framework considers them to be different components even though, in fact,
there is a single piece of software that is being used in both cases.
For each measurement coming from the GPS sensing component, a contri-
bution is added to the grid. The equation for adding the contribution to each
location is the same as the one used in the WLAN and Bluetooth location
estimation components: equation (4.12). The contribution of each measure-
ment is centered on the grid position characterized by the latitude/longitude
pair of the measurement set. Around that point, a circle with the radius
equal to the accuracy factor multiplied by the horizontal dilution of preci-
sion factor is drawn. The area within the circle is 1, meaning that the device
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is considered to be certainly within the designated area. Each individual
grid location within the designated area has the same probability of being
the location of the device, thus, each individual grid location within the
designated area has the probability of 1 divided by the number of locations
within the circle. This algorithm is applied for all the measurements coming
from the GPS sensing component.
4.10. GSM location estimation component
The fourth, and last, location estimation component to be presented is the
GSM one. It uses data coming from four components:
1. data characterizing the common frame of reference coming from the
homogenizer component
2. raw measurement data coming from the GSM sensing component
3. cell location data coming from the lookup component using the openBmap
open database
4. cell location data coming from the lookup component using the Open-
CellID open database
As in the case of the previous components, the frame of reference data
coming from the homogenizer component is used for defining the grid that
will be populated with information derived from the raw measurement data
and cell location data. In order to be able to properly define even the
grid itself, let alone populate it with data, a method of estimating the
contributions of each discovered beacon must be established. In the case
of GSM, this was a matter of choosing a propagation model for the signals
emitted by the cells.
The Openmoko NeoFreerunner device used for the experimental work has
a dual-band 900/1800MHz GSM radio. Because of the dual-band capabili-
ties of the mobile device, there were two major alternatives to choose from
when selecting the propagation model to be used. The first alternative was
to use a model that could handle both frequency bands. The second was
to use a different model for each frequency band. The second alternative
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was chosen. The model for the 900Mhz band was the Hata model for ur-
ban areas[149] while the model for the 1800Mhz band was the COST-Hata
model[150].
4.10.1. The Hata model for urban areas
The Hata model for urban areas is valid for frequencies between 150MHz and
1500MHz, mobile station antennae heights between 1m and 10m and base
station antennae heights between 30m and 200m. Because of the frequency
range it was created for, this model is used for location estimation when
using signals coming from cells operating on the 900MHz band. It is defined
by the following equation:
L =69.55 + 26.12 log f − 13.82 log hB−
3.2(log 11.75hM )
2 + 4.97 + (44.9− 6.55 log hB) log d[149] (4.13)
where:
1. L is the path loss in urban areas (in decibels)
2. hB is the height of the base station antenna (in meters)
3. hM is the height of the mobile station antenna (in meters)
4. f is the frequency of the transmission (in megahertz)
5. d is the distance between the mobile station and the base station (in
kilometers)
When using the model for location estimation, the unknown quantity is the
distance between the mobile station and the base station. This value can
be computed using equation 4.13 in its following form:
d = 10
L− 74.52− 26.12 log f + 13.82 log hB + 3.2(log11.75hM )2
44.9− 6.55 log hB (4.14)
4.10.2. The COST-Hata model
The COST-Hata model is valid for frequencies between 1500MHz and 2000MHz,
mobile station antennae heights between 1m and 10m and base station an-
tennae heights between 30m and 200m. Because of the frequency range it
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was created for, this model is used for location estimation when using sig-
nals coming from cells operating on the 1800MHz band. It is defined by the
following equation:
L =46.3 + 33.9 log f − 13.82 log hB−
(1.1 log f − 0.7)hM + 1.56 log f − 0.8 + (44.9− 6.55 log hB) log d+ 3[150]
(4.15)
just as in the case of the Hata model for urban areas:
1. L is the path loss in urban areas (in decibels)
2. hB is the height of the base station antenna (in meters)
3. hM is the height of the mobile station antenna (in meters)
4. f is the frequency of the transmission (in megahertz)
5. d is the distance between the mobile station and the base station (in
kilometers)
Again, when using the model for location estimation, the unknown quantity
is the distance between the mobile station and the base station. This value
can be computed using equation 4.15 in its following form:
d = 10
L− 48.5− 35.46 log f + 13.82 log hB + (1.1 log f − 0.7)hM
44.9− 6.55 log hB (4.16)
4.10.3. Caveats
The first caveat is that both the Hata model for urban areas and the COST-
Hata model have been created for GSM macro-cells, not for micro-cells,
pico-cells or femto-cells. Unfortunately, the mobile device can not detect
whether a cell is a macro-cell or any other type of cell. Moreover, the
used cell databases do not contain any information regarding the cell type.
This lead to having to make the assumption that all the detected cells are
macro-cells, even though, in an urban environment like the one used for the
location estimation experiment, the chances of encountering only macro-
cells are very slim.
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The second caveat is that placeholder values were used for 3 of the factors
involved in the models:
1. L can be described as the transmitted power output of the base sta-
tion minus the received power measured by the mobile station. The
received power is known but the transmitted power is unknown and
the used cell databases do not contain that information. In the case of
the United Kingdom, OFCOM’s Sitefinder website[155] can be used to
view the locations and the transmitted power values (in dBW) of all
the deployed GSM base stations. Unfortunately, no open API is pro-
vided and the base stations’ cell ids are not listed. As a result, it was
useful just for manually looking at a limited number of base stations
around the experiment’s area of interest and using the transmitted
power values of the macro-cells in the area to decide on a placeholder
value. The chosen placeholder value was 32dBW.
2. hB as in the case of the transmitted power, no information about the
base station antennae heights were available. As a result, another
placeholder value had to be chosen. That chosen placeholder value
was 30m.
3. hM the issue of the mobile station antenna height is even more of a
problem because measurements were taken starting from the ground
floor up to the 11th floor. When gathering GSM measurements, the
sensing component had no means of determining its altitude, so a
placeholder needed to be used in this case as well. The chosen place-
holder value was 1m.
The third, and last, caveat is that the models require that the base station
antennae are above the level of adjacent rooftops. Unfortunately, that was
rarely the case. Moreover, more than half of the measurements were taken
indoors.
4.10.4. Implementation details
Only one GSM location estimation component variant has been created.
The GSM location estimation component uses a set of a 101m grid step
and the grids are created following the same algorithm as all the previous
103
location estimation components. Both the GPS and the GSM location esti-
mation components use a single grid level. Again, as in the case of the GPS
location estimation component, it is because it does not take into account
altitude data. The component returns the same set of results as the GPS
location estimation component.
For each measurement coming from the GSM sensing component, a con-
tribution is added to the grid. The equation for adding the contribution
to each location is the same as used in the rest of the location estimation
components: equation (4.12). The contribution of each measurement is cen-
tered on the grid position characterized by the latitude/longitude pair of the
cell from which the signal was received. An estimation for the position of
each cell discovered by the GSM sensing component is provided by each of
the two GSM cell lookup components. The location estimation component
selects the most accurate estimation available. If no cell location estima-
tion is available, no contribution is added to the grid for that measurement.
Around that point, a circle with the radius equal to the distance between the
cell and the mobile device, as computed using the appropriate propagation
model, is drawn. The area within the circle is 1, meaning that the device
is considered to be certainly within the designated area. Each individual
grid location within the designated area has the same probability of being
the location of the device, thus, each individual grid location within the
designated area has the probability of 1 divided by the number of locations
within the circle. This algorithm is applied for all the measurements coming
from the GSM sensing component.
4.11. Sensor fusion component
This is the final component involved in the location estimation process, the
one that computes the final result. It uses data coming from five compo-
nents:
1. data characterizing the common frame of reference coming from the
homogenizer component
2. data containing the complete set of WLAN-based location estimation
information coming from the WLAN location estimation component
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3. data containing the complete set of Bluetooth-based location estima-
tion information coming from the Bluetooth location estimation com-
ponent
4. data containing the complete set of GPS-based location estimation
information coming from the GPS location estimation component
5. data containing the complete set of GSM-based location estimation
information coming from the GSM location estimation component
The component uses the reference data from the homogenizer component
and the offsets and floor number from the location estimation components
to create a complex set of grids used to combine all the contribution data
coming from the location estimation components. The location estimation
components’ data used to create the sensor fusion grid is contained within
the following parameters:
1. The size of the grid step (in meters)
2. The latitudinal offset of the point with the highest latitude and the
lowest longitude of the estimation grid, relative to the reference point
(in meters)
3. The longitudinal offset of the point with the highest latitude and the
lowest longitude of the estimation grid, relative to the reference point
(in meters)
4. The latitudinal offset of the point with the lowest latitude and the
highest longitude of the estimation grid, relative to the reference point
(in meters)
5. The longitudinal offset of the point with the lowest latitude and the
highest longitude of the estimation grid, relative to the reference point
(in meters)
6. [OPTIONAL] The highest floor level involved in the location esti-
mation, according to the results of this component (in floors)
7. [OPTIONAL] The lowest floor level involved in the location estima-
tion, according to the results of this component (in floors)
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The rest of the parameters, namely:
1. The number of grid locations that contain any relevant information
(contain a non-zero value)
2. The list of all the x coordinates of all the grid locations that con-
tain any relevant information (relative to the point with the highest
latitude and the lowest longitude of the estimation grid)
3. The list of all the y coordinates of all the grid locations that con-
tain any relevant information (in report to the point with the highest
latitude and the lowest longitude of the estimation grid)
4. [OPTIONAL] The list of all the floor numbers of all the grid loca-
tions that contain any relevant information
5. The list of all probabilities that the located device is present at the
exact position designated by the values from the previous 3 lists
contain the contributions data and are used to populate the sensor fusion
grid. The parameters marked ”[OPTIONAL]” are present only in the
output of the WLAN and Bluetooth location estimation components, which
handle multi-level estimations, but not in the output of the GPS and GSM
components, which do not contain any kind of altitude information.
The location estimation sensor fusion component has two distinctive steps:
1. The first step creates the grids and populates them with the contri-
butions coming from the location estimation components.
2. The second step goes through the populated grids and determines the
grid location containing the highest value. The location containing
the highest value is the most likely location of the mobile device.
4.11.1. Creating and populating sensor fusion grids
The first thing that needs to be done is to create a list of all the grid step
sizes used by the data coming from the location estimation components (see
figure 4.2 for a graphical representation of what a multi-step grid structure
is). For each grid step size, a structure which contains a no-altitude grid
106
and a multi-level grid set is created. Using the number of grid step sizes, a
list of the same size containing these objects is created. See figure 4.3 for a
graphical representation of a multi-step and multi-level grid. Then, starting
from the largest grid step size, the contributions coming from the location
estimation components are added to the grids. Also, for each grid step
size, first the contributions to the no-altitude grid are added and then the
contributions to the multi-level grid set. The reason for this is that, if the
area covered by the multi-level grid set overlaps with the no-altitude grid
area, the data present at the overlapping locations containing non-zero data
is added to the multi-level grid set and the same locations are marked as not
in use on the no-altitude grid. The probabilities from the underlying no-
altitude grid are divided equally among all the levels of the multi-level grid
set. Similarly, if the area covered by contributions coming from a component
with a smaller size grid step overlaps with the area covered by contributions
coming from a component with a larger size grid step, then the non-zero
data present at the overlapping locations in the grid with the larger size
grid step is added to the grid locations on grid with the smaller size grid
step and the same locations are marked as not in use on the grid with the
larger size grid step. Again, similarly, the probabilities from the larger step
grid locations are divided equally among all the overlapping locations on
the smaller size grid step grid. This is done until the contribution data
coming from all the location estimation components have been added to the
sensor fusion grids. The contributions to the grids are added using the same
procedure as the one previously described in the WLAN location estimation
component section (section 4.7.5).
4.11.2. Determining the best location estimation
After the grids have been populated, for each grid step size, the grid location
containing the largest value is determined. After that, these best values are
weighted with the area delimited by their respective grid steps. Finally,
the location of the largest weighted value is considered the best location
estimation.
Finally, the grid coordinates of the best location are translated to lati-
tude/longitude coordinates by using the reference data received from the
107
Figure 4.2.: Graphical represenation of a multi-step grid structure
Figure 4.3.: Graphical represenation of a multi-step grid structure
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homogenizer component and the grid calibration data. The results of this
operation are the results returned by the sensor fusion component and they
represent the final results of the location estimation sensor fusion engine.
4.11.3. Possible alternative fusion methods
The method that was just presented is not the only possible method of
performing sensor fusion, even when considering just the capabilities of the
other components that have been implemented during the course of this
research.
One other method would have been for the location estimation compo-
nents to send only the grid data related to their best location estimation,
instead of all the grid data information (the data defining only the grid lo-
cations marked by white X s in figure 4.1 instead of the data defining all the
coloured grid locations on the same figure). However, if that option were
used, the chances of having any overlap on the fusion grid, in the location
data coming from the various location estimation components, would be
significantly lower. In fact, in this situation, the sensor fusion component
would be reduced to choosing the estimation provided by the location esti-
mation technology which provided the most confident estimation (the best
estimation grid locations with the highest probability values). Taking this
into account, using this method is suboptimal, given that combining data
from multiple sources is proven to be more accurate in the performance
analysis chapter.
Another method would be for the location estimation components to send
their best estimation and a value describing the accuracy margin around
that location. However, this would have been a suboptimal choice as well
because the grid contributions coming from each location estimation com-
ponent is not symmetrical around the best location estimation (again, figure
4.1 clearly illustrates this). This approach does have the advantage of hav-
ing to transmit a much smaller volume of data from the location estimation
components to the sensor fusion component. If the components were run-
ning on different devices, this may be worth investigating. However, when
running all the components on the same device (as it was the case of this
research), the bulk of the data can be (and, actually, is) transmitted via
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shared memory, which reduces the data transmission overhead to almost
nothing because the only information that needs to be communicated be-
tween components is the memory address of the shared memory segment.
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5. Performance analysis of the
location estimation sensor
fusion architecture
In this chapter, the experiment used to get a measure of the performance
of the sensor fusion framework, when used for location estimation, is going
to be presented. First, the experimental setup is going to be described and,
then, the results of the experiment will be presented.
5.1. Experiment to determine the performance of
the location estimation sensor fusion
implementation
5.1.1. Overview
The intent behind this experiment is to use the sensor fusion framework to
run the location estimation engine presented in the previous chapter in a
number of locations whose latitude/longitude/floor no. set of coordinates
are known. The performance of the location estimation is ascertained by
comparing the coordinates returned by the location estimation engine with
the known coordinates of the locations.
5.1.2. Implementation details - setting up the sensor fusion
framework
Starting from the basic goal described in the previous paragraph, a series
of refinements were made to the sensor fusion framework setup in order to
improve on the amount of data that can be gathered and processed and
the amount of information that can be extracted from the results of the
experiment.
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First, as it was already stated in the presentation of the location estima-
tion components, the WLAN, Bluetooth and GPS components have more
than one version and there is no way of analytically deciding which one of
the versions is the best one to use. Moreover, running a limited experiment
to decide which version is the best for each location estimation component,
after selecting all the seemingly best versions, the combination of these ver-
sions might not be the best, even when taking into account only the data
from the limited experiment. Also, there is no definition of what makes
a location estimation component or a combination of location estimation
components the ”best” one. For example, selecting the ”best” combination
using availability as a metric might lead to suboptimal accuracy.
All this leads to the conclusion that a two-tiered experiment, where a best
combination is chosen on the basis of a limited experiment and then the cho-
sen combination alone is used for testing the performance of the location
estimation using a larger sample size, would, most likely, lead to suboptimal
results when using the larger sample and, ultimately, erroneous conclusions.
As a result, it was decided that, for each test location involved in the exper-
iment, all the possible location estimation component combinations would
be used.
At each location, for each technology(Bluetooth, GPS, GSM and WLAN),
three measurement gathering attempts are done. In the first attempt, only
one measurement is taken. On the second attempt, 10 measurements are
taken. In the third attempt, 50 measurements are taken. This is done in or-
der to investigate how the number of raw measurements used in the location
estimation process influences the performance of the location estimation.
There are 8 WLAN location estimation component versions, 24 Bluetooth
versions, 2 GPS versions and a single GSM version. That makes for a total
of 384 combinations. This large number of combinations is the reason why
some quite interesting variations of the location estimation components’
implementations had to be discarded in order to keep this experiment doable
within a reasonable time frame.
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Second, just running all the 384 location estimation engine versions at
each test location presents the following problem: if the 384 location esti-
mation engines are complete engines, meaning that they perform the whole
location estimation process, starting with gathering measurements and end-
ing with computing the location estimation, each engine would use slightly
different input data because subsequent measurements taken at the same
location do not mean identical measured values. This poses a significant
problem if the experiment is to be used to compare the performance of all
the location estimation combinations. In order to be able to compare the
performance of the combinations, all the engine versions have to work with
identical input data.
As a result of this, the experiment had to be split into two phases. In the
first phase, measurements are taken at all the intended locations and the
raw measurement data is stored for later use. In the second phase, for each
location and each measurement attempt data set, all the engine variants
are used to run the location estimation based on the raw measurement data
that has been stored in the first phase.
From an implementation point of view, this is easily accomplished by
using two types of sensing component. In the first phase, engines made
up of only sensing components are used. By using the run-time argument
passing feature of the sensor fusion framework, the sensing component gets
the identifier of the location where the sensing is done and the measurement
attempt identifier. The component, then, stores the results using these
identifiers as a key. In the second phase, complete engines are used, the
only difference being that instead of using sensing components that do actual
sensing, they use sensing components that use the location identifier and the
measurement attempt identifier received by way of the run-time argument
passing feature and use them to retrieve the sensed data from the data store.
The data storage is done in text files. The option of using a relational
database was investigated too. Because of the limited resources of the test-
ing device, something as lightweight as possible was needed. As a result,
SQLite was chosen. For small amounts of data, there were no problems, but
as the amount of data in the database increased, the the speed of working
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with the database started to decrease at a significant rate. It was con-
sidered that tens of seconds for storing a single measurement data set is
unacceptable. More so when saving the same data to a text file is done
almost instantaneously, regardless of how many other measurement sets are
already stored. Thus, using text files for the data store was the chosen
option.
Third, running 384 complete engines represents a significant waste of
computational resources and, thus, of time. For a full batch of 384 complete
engines, each WLAN location estimation component is run 48 times for the
same input data, each Bluetooth location estimation component is run 16
times, each GPS location estimation component is run 192 times and, worst
of all, the GSM location estimation component is run 384 times. Instead of
running each 4 types of components 384 times for every location, for a total
of 1536 location estimation component runs per location, why not do only
8 WLAN, 24 Bluetooth, 2 GPS and 1 GSM location estimation component
runs, for a total of just 35 location estimation component runs per loca-
tion? Doing this would mean the amount of time necessary for performing
all the computations done by the location estimation components would be
almost 44 (1536/35 = 43.8857142857143) times shorter. In order to do this,
a further refinement of the second phase mentioned previously is necessary.
Similarly to the way the initial process was split in the initial two phases,
the old second phase is split in the new second phase and the third phase.
In the new second phase, a new type of engine is used. These new engines
start from the sensing components that retrieve raw measurement data from
the data storage and end with a location estimation component. The ho-
mogenizer components and the location estimation components, on top of
sending their results to the framework, through the standard component in-
terface, they save their results to a data storage of their own. As in the case
of the data storing sensing components, the new types of homogenizer com-
ponents and the location estimation components use the location identifier,
and the measurement attempt identifier received by way of the run-time
argument passing feature, and use them as a key to store their results.
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Like the previous data store, this data store uses files as well. Unlike the
previous data store, the files are not text files anymore, but binary files.
This is done to save storage space and to simplify saving and loading the
data.
In the third phase, another new type of engine is used. This time, these
engines contain homogenizer components and location estimation compo-
nents that just load data that has been previously computed and stored.
The loading is done in accordance with the location identifier and the mea-
surement attempt identifier received by way of the run-time argument pass-
ing feature. The loaded data is passed to the sensor fusion component that
computes the final result. In the third phase there is an engine for each one
of the 384 combinations, but because the loading of data is relatively fast,
significant computing time is spent only in the sensor fusion component.
In conclusion, there are two major consequences of implementing all the
refinements discussed up to this point. The first is that the time it took to
do each of the steps was significantly reduced:
1. The first phase: which entailed gathering raw measurement data, took
approximately 15 days. This was not influenced much by the changes
that had to be made. The only way this was influenced by any of the
above is that, by using text files for storage, the time required by this
phase had not increased in a significant way.
2. The second phase: which entailed running all the components up to
and including the location estimation components, for all the locations
and all the measurement attempts, took approximately 4 days. This
was heavily influenced by the changes that had to be made. If the
44 times reduction in execution time would be factored in, this phase
would have taken approximately 176 days (approximately half a year)
to run without the changes.
3. The third phase: which entailed running, essentially, just the sensor
fusion components, for all the locations, all the measurement attempts
and all the location estimation components combinations, took ap-
proximately 14 days. This was not influenced at all by the changes.
All the processing that had been done, would have been done anyway.
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The second is that same input data could be used for all 384 location estima-
tion component combinations at each of the test locations and for each mea-
surement gathering attempt, thus, setting the grounds for the comparison
and analysis of the performance of all the 384 selected location estimation
component combinations.
As a side note, if more versions of location estimation components were
used, both the second and the third phases would have taken more time
to complete. The third phase is particularly sensitive to this. For exam-
ple, if the extrapolated interference models were to be created and used for
the WLAN and Bluetooth components, the number of location estimation
components handled by the second phase would have increased from 35 to
67 (16 WLAN, 48 Bluetooth, 2 GPS and 1 GSM location estimation com-
ponent runs), so, almost doubled, whilst the number of location estimation
components combinations handled by the third phase would have increased
4 times, to a total of 1534 combinations. That would have meant approxi-
mately 8 days for the second phase and approximately 56 days for the third
phase.
5.1.3. Implementation details - gathering the raw
measurement data
Equipment
The raw measurement data was gathered on the South Kensingtion cam-
pus of Imperial College. The WLAN access points used in the experiment
were those deployed by the Imperial College Information and Communica-
tion Technologies (ICT). At the time the data gathering was done, the vast
majority of them (though not all) were various models of the Cisco Aironet
1130 series of access points. The locations of these access points were known
by the ICT and were used later by the WLAN device lookup components,
when computing the location estimation results. The Bluetooth beacons
used in the experiment were the four devices previously presented in sub-
section 4.8.1. They were deployed around the William Penney Laboratory
building on the South Kensingtion campus, on the 4th level. Their loca-
tions were also known and were used later by the Bluetooth device lookup
components, when computing the location estimation results.
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The mobile device was an Openmoko Neo FreeRunner smartphone with
WLAN, Bluetooth, GPS and GSM capabilities. The Neo FreeRunner has
an Accton WM3236AQ 802.11b/g WLAN module based on the Atheros
AR6001GZ chip, a Delta DFBM-CS320 class 2 Bluetooth module based
on the CSR BlueCore4-ROM chip, an u-blox ANTARIS 4 AGPS chip and
a Texas Instruments Inc. Calypso 2.5G GSM/GPRS chipset[153]. The
sensor fusion framework and all its associated components were ported to
run on the Openmoko Neo FreeRunner smartphone. Also, the tool used to
gather the raw measurement data was ported to run on the Openmoko Neo
FreeRunner smartphone as well.
Experiment setup
Gathering the raw measurement data entails two things. The first part is
identifying, as accurately as possible, each location where the measurement
gathering attempts are made. The second part is actually performing the
measurement gathering and storing the results for future use. The second
part is trivial as long as the sensor fusion framework and the sensing com-
ponents are implemented properly.
All the remaining questions, when it comes to the gathering of raw mea-
surement data, are about determining the real world coordinates of the
locations selected for measurement gathering.
One alternative would be to use a survey-grade location estimation device
to estimate the latitude/longitude coordinates of each location. Survey-
grade location estimation devices can reach even centimeter accuracy. There
were two problems with this option. The first is that survey-grade location
estimation devices use GPS, and because the majority of the locations were
indoors and GPS does not work indoors, the coordinates of most of the
locations would be impossible to accurately determine. The second reason
is that survey-grade location estimation devices are very expensive (tens of
thousands of USD).
Another alternative that would work for both indoor and outdoor loca-
tions and is significantly cheaper than a survey-grade location estimation
device was needed. One such alternative would be to use an accurate enough
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map so that the coordinates of each location in the real world could be ac-
curately identified on the map. Courtesy of the Imperial College Estate
Division, the means to create such a map were available. The same maps
that were created and used to determine the interference models for the
WLAN and Bluetooth propagation models, were used to determine the co-
ordinates of all the locations where raw measurements were gathered as
well.
The map images were rendered for 4 zoom levels:
1. 1:1250 scale
2. 1:625 scale
3. 1:312.5 scale
4. 1:156.25 scale
then, the images for each zoom level were cut into tiles and used by the tool
developed for gathering the raw measurement data which was mentioned
previously. By calibrating the maps, any point on any of the maps can be
translated to latitude/longitude(/floor no.) sets of coordinates. By using
the largest zoom level (the maps with the 1:156.25 scale) in order to have
as much detail as possible and a visual inspection of the surroundings, each
location at which raw measurement data were gathered could be placed on
the map and, thus, have their coordinates in the real world determined and
stored to be used as a reference.
The calibration of the maps was done by identifying the same two real
world points both on the local maps used for determining the coordinates
of the test locations and the gathering of raw measurement data and on an
online map which could return the latitude and latitude associated with any
point on it. In this case, the online map used for obtaining the real world
coordinates of the two reference points was the OpenStreetMap[156] map
presented through the interface of gll.petschge.de[157]. The gll.petschge.de
interface allows one to determine the latitude/longitude coordinates of any
point on the displayed map. Using this feature, the coordinates of the
reference points were retrieved and plugged into the configuration file of
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the tool used for determining the coordinates of the test locations and the
gathering of raw measurement data. By using these coordinates, the tool
could interpolate the latitude/longitude coordinates of any point on the
local maps.
Having the measurement data gathering tool running and the local maps
calibrated, the process of determining the coordinates of the test locations
and the gathering of raw measurement data became a matter of:
1. identifying on the map the real world location where the measurements
were going to be taken
2. selecting the types the measurements that needed to be taken
3. starting the measurement gathering process
4. waiting for the measurement gathering process to finish
5. moving on to the next location, repeat
The three measurement attempts mentioned previously were done for the
selected measurement types at 225 test locations all over the Imperial Col-
lege South Kensington campus. Measurements were taken starting from the
ground level up to the 11th level, both indoors and outdoors.
This represents the first phase of the experiment, as it was described
earlier.
5.1.4. Implementation details - computing the results
Once all the raw measurement data has been gathered, the stored raw mea-
surement data can be used to run the location estimation process for each
raw measurement data set using each location estimation component com-
bination. There are 225 test locations, 3 measurement attempt sets at each
location and, for each measurement attempt set, 384 location estimation
components combinations are used. That makes for a total of 259200 loca-
tion estimation results.
All the computations are run on the same mobile device used to gather the
raw measurement data, so that the computation times are relevant to the
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topic of the performance of doing location estimation on a average smart-
phone. The performance analysis based on the results of these computations
is presented in the next section.
This represents the second and third phase of the experiment, as they
were described earlier.
5.2. Results analysis
5.2.1. Availability
The availability when using only one version of the Bluetooth location esti-
mation component is always very low: 3.56% when using the first attempts’
data and 3.11% when using the second and third attempts’ data. The avail-
ability when using only GPS is always 22.22%, which is better than the
availability of Bluetooth, but still relatively low. The availability when us-
ing only GSM is 85.33% when using the first attempts’ data and 85.78%
when using the second and third attempts’ data. In the case of these tech-
nologies, there was not very much variation when increasing the number of
measurements taken.
This changes in the case of WLAN. When using only WLAN and using
the first attempts’ data, the availability is always 82.22% (fusion 1 in table
5.1), except when using the 1a2b3a and 1a2b3a WLAN location estimation
component versions. When using these component versions, the availability
is 81.33% (fusion 2 in table 5.1). When using WLAN and the second
attempts’ data, the availability is 88.44%, which is a significant increase
when compared to the variations in availability exhibited by using the other
location estimation technologies. When using the third attempts’ data, the
availability is 93.33%, which is another significant increase.
Having the availabilities of each individual technology as a reference, the
effects of using sensor fusion on availability can be presented. When us-
ing the first attempts’ data, the sensor fusion availability is always 97.78%
(again, fusion 1 in table 5.1), except when using the 1a2b3a and 1a2b3a
WLAN location estimation component’s versions. When using these ver-
sions, the availability is 96.89% (and again, fusion 2 in table 5.1). When
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using the second attempts’ data, the sensor fusion availability is 97.78%.
When using the third attempts’ data, the sensor fusion availability is 98.22%.
The availability when all 675 measurements from all three attempts are
taken into account is 3.26% for Bluetooth, 22.22% for GPS, 85.63% for
GSM, 88% for WLAN, except when using the 1a2b3a and 1a2b3a WLAN
location estimation component versions and 87.7% for WLAN when using
them. The sensor fusion availability is always 97.93%, except when using
the 1a2b3a and 1a2b3a WLAN location estimation component’s versions.
When using these versions, the sensor fusion availability is 97.63%. All of
this can be seen in table 5.1.
Availability gains of using sensor fusion
The availability gains resulting from using sensor fusion instead of the in-
dividual technologies can be seen in table 5.2. When computing the avail-
ability gains of using sensor fusion, the results of the sensor fusion engines
providing the greatest availability are used. In this case, the best sensor
fusion engines are those that do not use the 1a2b3a and 1a2b3a WLAN
location estimation component’s versions.
5.2.2. Accuracy
The accuracy, for the purpose of this analysis, is defined as the horizontal
distance, in meters, between the location where a set of measurements were
taken and the estimated location returned by the sensor fusion engine, thus,
a lower value means better accuracy.
When it comes to accuracy, the first thing that needs to be decided upon
when analyzing the results is the metric used in establishing which sensor
fusion engine produces the best results. The selected metric is the average
of all the accuracy values for each measurement attempt involved in the
analysis. The sensor fusion engine with the lowest average is considered the
best one. There can be more than one engine that share that minimum
average.
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location estimation succes cnt. succes % succes cnt. succes % succes cnt. succes % succes cnt. succes %
method 1st attempt 1st attempt 2nd attempt 2nd attempt 3rd attempt 3rd attempt all attempts all attempts
bluetooth 1a2a3a 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1a2a3b 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1a2b3a 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1a2b3b 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1a2c3a 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1a2c3b 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1a2d3a 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1a2d3b 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1a2e3a 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1a2e3b 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1a2f3a 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1a2f3b 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1b2a3a 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1b2a3b 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1b2b3a 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1b2b3b 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1b2c3a 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1b2c3b 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1b2d3a 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1b2d3b 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1b2e3a 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1b2e3b 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1b2f3a 8 3.56 7 3.11 7 3.11 22 3.26
bluetooth 1b2f3b 8 3.56 7 3.11 7 3.11 22 3.26
gps best case 50 22.22 50 22.22 50 22.22 150 22.22
gps worst case 50 22.22 50 22.22 50 22.22 150 22.22
gsm 157 69.78 158 70.22 160 71.11 475 70.37
wlan 1a2a3a 185 82.22 199 88.44 210 93.33 594 88.00
wlan 1a2a3b 185 82.22 199 88.44 210 93.33 594 88.00
wlan 1a2b3a 183 81.33 199 88.44 210 93.33 592 87.70
wlan 1a2b3b 183 81.33 199 88.44 210 93.33 592 87.70
wlan 1b2a3a 185 82.22 199 88.44 210 93.33 594 88.00
wlan 1b2a3b 185 82.22 199 88.44 210 93.33 594 88.00
wlan 1b2b3a 185 82.22 199 88.44 210 93.33 594 88.00
wlan 1b2b3b 185 82.22 199 88.44 210 93.33 594 88.00
fusion 1 215 95.56 217 96.44 218 96.89 650 96.30
fusion 2 213 94.67 217 96.44 218 96.89 648 96.00
Table 5.1.: Availability results based on data gathered at the 225 measurement
locations, for each location estimation method depending on the used sensed data
set
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measurement count and
availability [%]
sensor fusion
location estimation method availability gain[%]
1 measurement/Bluetooth 3.56 94.22
1 measurement/GPS 22.22 75.56
1 measurement/GSM 85.33 12.45
1 measurement/WLAN
82.22 15.56
(except 1a2b3a and 1a2b3b)
1 measurement/WLAN
81.33 16.45
(1a2b3a and 1a2b3b)
10 measurements/Bluetooth 3.11 94.67
10 measurements/GPS 22.22 75.56
10 measurements/GSM 85.78 12
10 measurements/WLAN 88.44 9.34
50 measurements/Bluetooth 3.11 95.11
50 measurements/GPS 22.22 76
50 measurements/GSM 85.78 12.44
50 measurements/WLAN 93.33 4.89
Table 5.2.: Availability gains, as the difference between the availability[%] of the
sensor fusion solution and the availability[%] of the single-technology solutions
The differences between the best and the worst engines are not very big,
though. When using the first attempts’ data, the best engine has an average
accuracy of 223.54m and the worst has an accuracy of 226.88m (just 1.49%
more). When using the second attempts’ data, the best engine has an
average accuracy of 138.07m and the worst has an accuracy of 140.45m
(just 1.72% more). When using the third attempts’ data, the best engine
has an average accuracy of 126.02m the worst has an accuracy of 128.86m
(just 2.25% more). When using all the measurement attempts, the best
engine has an average accuracy of 162.60m and the worst has an accuracy
of 164.87m (just 1.40% more). Unlike in the case of availability, in the case
of accuracy the number of measurements used in the location estimation
process significantly increase the performance of the location estimation.
These results are obtained when using all the GSM cells that have a re-
ported accuracy of their location of less than 35000m. Because of this, some
of the cell locations returned by the openBmap cell lookup component are
quite imprecise as they represent the centroid of the respective cell’s area
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using the same LAC (or MNC, or, in the worst case scenario, MCC), not the
location of the actual cell tower. When only one or more such cells are avail-
able for location estimation, the the accuracies of the location estimation
result is more than 7000m, compared to the less than 2000m worst-case ac-
curacy when more precise cell tower location information is available. This
happens in the case of 5 out of the 225 measurement attempts when tak-
ing only one measurement, 3 out of 225 measurement attempts when taking
only 10 measurements and, again, 3 out of 225 measurement attempts when
taking only 50 measurements. Overall, when taking into consideration all
attempts at the same time, it happens in the case of 11 out of 675 measure-
ment attempts (1.63%).
If these cases, instead of being treated as successful location estima-
tion attempts, are treated as location estimation failures by not using the
cells located by their LAC area centroid by openBmap, the accuracy re-
sults become: 54.45m (from 223.54m) when using the first attempts’ data;
35.94m (from 138.07m) when using the second attempts’ data; 24.14m (from
126.02m) when using the third attempts’ data and 38.22m (from 162.60m)
when using all the measurement attempts’ data. Also, the differences be-
tween the best and the worst accuracies increases: the worst accuracy when
using the first attempts’ data becomes 56.47m (3.71% more than the best
accuracy); when using the second attempts’ data it becomes 38.35m (6.70%
more); when using the third attempts’ data it becomes 27.02m (11.91%
more) and when using all the measurement attempts’ data it becomes
40.53m (6.04% more). The accuracy analysis from this point onwards is
done by using the modified results.
For every location estimation sensor fusion engine, the accuracy results
follow a log-normal distribution. This means that most of the accuracy
values are clustered close 0, not around the average value, thus, in most
cases, the accuracies of the results are better than the reported average
while in a minority of cases they are much worse than the reported average.
Accuracy gains of using sensor fusion
The accuracy gains of using location estimation sensor fusion can be de-
termined by comparing the accuracies obtained by using an engine using
124
only one technology with the accuracies obtained using the best sensor fu-
sion engine. This comparison against the best location estimation sensor
fusion engine is done for all 35 versions of the single-technology engines.
The comparison is done by subtracting the accuracy value obtained using
the best location estimation sensor fusion engine from the accuracy value
obtained using a single-technology location estimation engine. A positive
value means that the sensor fusion estimation is more accurate while a neg-
ative value means that the sensor fusion estimation is less accurate than the
single-technology estimation. The values are in meters. For each attempt
set, the best location estimation sensor fusion engine for that particular at-
tempt set is used. The best location estimation sensor fusion engine differs
from attempt set to attempt set.
The comparison can be seen in table 5.3. The table contains only the
average of all the differences between the accuracies of each estimation.
As can be seen in table 5.3, when using sensor fusion, on an average, the
results are always better. Nevertheless, on a case-by-case basis, the results
are not always better. If all 35 versions of the single-technology engines
were to return a result for all the 225 first measurement attempts involved
in the experiment, there would be 7875 results. When using the first at-
tempts’ data, there are only 1925 successfully returned results (24.44%).
Out of these 1925 successful results, when comparing them with those of
the selected best location estimation sensor fusion engine, 804 (41.77%) are
more accurate when using sensor fusion, 799 (41.51%) are identical in both
cases and 322 (16.73%) are less accurate when using sensor fusion.
When using the second attempts’ data, there are only 2018 successfully
returned results (25.63%). Out of these 2018 successful results, when com-
paring them with those of the selected best location estimation sensor fu-
sion engine, 944 (46.78%) are more accurate when using sensor fusion, 624
(30.92%) are identical in both cases and 450 (22.30%) are less accurate when
using sensor fusion.
When using the third attempts’ data, there are only 2108 successfully
returned results (26.77%). Out of these 2018 successful results, when com-
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location estimation improvement using improvement using improvement using improvement using
method 1st attempts’ data[m] 2nd attempts’ data[m] 3rd attempts’ data[m] all attempts’ data[m]
bluetooth 1a2a3a 2.49 1.27 2.74 1.91
bluetooth 1a2a3b 2.06 1.15 0.38 0.96
bluetooth 1a2b3a 1.86 2.64 0.63 1.45
bluetooth 1a2b3b 1.85 0.62 1.78 1.17
bluetooth 1a2c3a 1.73 1.04 1.19 1.07
bluetooth 1a2c3b 2.35 1.77 1.66 1.68
bluetooth 1a2d3a 1.96 1.74 1.61 1.51
bluetooth 1a2d3b 2.35 1.66 2.19 1.81
bluetooth 1a2e3a 1.73 0.32 0.72 0.69
bluetooth 1a2e3b 2.35 1.95 1.76 1.76
bluetooth 1a2f3a 1.86 2.64 0.63 1.45
bluetooth 1a2f3b 1.85 0.62 1.78 1.17
bluetooth 1b2a3a 1.20 1.46 0.78 0.88
bluetooth 1b2a3b 0.75 0.98 0.47 0.46
bluetooth 1b2b3a 0.81 1.71 1.85 1.16
bluetooth 1b2b3b 0.87 1.59 1.59 1.06
bluetooth 1b2c3a 1.20 1.22 1.47 1.02
bluetooth 1b2c3b 1.22 0.98 1.82 1.06
bluetooth 1b2d3a 1.76 1.66 1.88 1.50
bluetooth 1b2d3b 1.42 1.56 2.19 1.44
bluetooth 1b2e3a 1.20 1.46 0.78 0.88
bluetooth 1b2e3b 0.75 0.98 0.47 0.46
bluetooth 1b2f3a 1.16 1.46 2.07 1.27
bluetooth 1b2f3b 1.42 1.45 1.84 1.29
gps best case 17.78 20.15 16.37 17.40
gps worst case 17.78 20.11 16.29 17.36
gsm 480.41 504.32 524.73 503.12
wlan 1a2a3a 0.42 0.92 0.47 0.49
wlan 1a2a3b 0.04 1.22 1.13 0.70
wlan 1a2b3a 1.28 1.49 1.94 1.47
wlan 1a2b3b 1.69 1.85 1.90 1.70
wlan 1b2a3a 0.57 1.36 1.30 0.97
wlan 1b2a3b 0.92 1.89 2.14 1.56
wlan 1b2b3a 2.00 2.48 2.77 2.31
wlan 1b2b3b 2.30 2.70 3.43 2.72
Table 5.3.: Accuracy gains, as the average accuracy improvement, in meters, when
using the best sensor fusion solution, over using the single-technology solutions
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paring them with those of the selected best location estimation sensor fu-
sion engine, 1039 (49.29%) are more accurate when using sensor fusion, 572
(27.13%) are identical in both cases and 497 (23.58%) are less accurate when
using sensor fusion.
If all 35 versions of the single-technology engines were to return a result for
all the 675 measurement attempts involved in the experiment, there would
be 23625 results. When using all the measurement attempts’ data, there
are only 6051 successfully returned results (25.61%). Out of these 2018
successful results, when comparing them with those of the selected best
location estimation sensor fusion engine, 2739 (45.27%) are more accurate
when using sensor fusion, 1997 (33.00%) are identical in both cases and 1315
(21.73%) are less accurate when using sensor fusion.
5.2.3. Time consumption
When it comes to time consumption, the performance analysis is done along
different lines than in the case of the availability and accuracy performance
analysis. The reason for this is that, currently, the sensor fusion framework
and the engines have been designed with a focus on gathering as much in-
formation as possible in order to get as large an availability and accuracy
improvement as possible. In concrete terms, this means that for each mea-
surement attempt, all available technologies are used to gather raw sensed
data. This means that, when using a sensor fusion engine, there is always
more time spent than when using an engine which uses only a subset of the
existing location estimation technologies. So, comparing the sensor fusion
time consumption against the time consumption of single-technology loca-
tion estimation engines will always results in the sensor fusion engine being
slower. Modifying the sensor fusion framework to use the first raw data
available and, thus, computing the location estimation as quickly as possi-
ble, while sacrificing availability and accuracy, is something that promises
to open up interesting further research opportunities, but that is beyond
the scope of this research.
In light of this, the time consumption performance analysis is focused on
profiling the location estimation sensor fusion engine’s time consumption in
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order to identify the slowest parts and whether their execution time could
be improved.
Profiling setup
The execution time of an engine is computed by adding up the durations of
four different types of actions:
1. results overhead; time spent by the framework sending the final results
to the client, through the D-Bus interface.
2. engine overhead; time spent by the framework controlling the exe-
cution of the engine. This also contains the task-switching overhead
if the engine has multiple components running in parallel on devices
which support only temporal multithreading.
3. component communication; time spent sending data from the engine
to the components and back, through the D-Bus interface (mostly).
4. component execution; time spent by the components executing their
tasks.
Ideally, the component execution time should be as close to 100% of the
total execution time as possible.
In order to be able to extract this information, when developing the ex-
perimental setup, two main additions to the setup described in the previous
section were necessary. These modifications add nothing at all when it comes
to assessing the availability and accuracy of the system, nor influence the
results in any way.
First, instrumentation code was added to all components to measure the
time they spend executing their tasks (see component execution above) and
to send the measured duration back to the engine. Also, an output pa-
rameter for the measured execution time was added to the the component
configuration files.
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The same kind of instrumentation code was added in the sensor fusion
framework’s software to measure the time necessary to send input data to
a component, run the component and receive the results from the compo-
nent. This measured time interval is this is the sum of component execu-
tion and component communication from above. Also in the sensor fusion
framework’s software, again the same kind of instrumentation was added
to measure the total time spent running an engine. This is the sum of en-
gine overhead and the component execution and component communication
values for all the components involved in the sensor fusion engine.
In the code of the software acting as the client, code was added to measure
the total time spent between sending the command for a given engine to
be executed to the sensor fusion framework and receiving the results from
the sensor fusion framework. This is the sum of results overhead, engine
overhead, component communication and component execution.
All these execution times were logged in microseconds.
Second, using just the engines proposed in the previous section poses a
significant problem for correctly extracting the necessary execution time
profiling data. The problem is that, if an engine runs multiple components
in parallel on a device which supports only temporal multithreading, the
component execution and component communication reported values will
be incorrect because of the way the operating system handles multitasking.
The operating system will keep switching from task to task, interleaving
them. Because of this, whenever multiple components are being run in
parallel on devices which support only temporal multithreading, the com-
ponents will report larger values for component execution and the sensor
fusion framework will report larger values for component communication
compared to the values obtained when the components are executed one at
a time. Thus makes it impossible to correctly determine the engine overhead
and results overhead.
In order to solve this problem, new engines, which run the components
of interest one at a time, needed to be created. The results overhead, en-
gine overhead, component communication and component execution values
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resulting from these engines would then be added up to determine the total
results overhead, engine overhead, component communication and compo-
nent execution for the entire location estimation sensor fusion process.
Profiling results
When using the first attempts’ data, the best engine has an execution time of
19.00s and the worst engine has an execution time of 22.11s (16.32% more).
When using the second attempts’ data, the best engine has an execution
time of 55.45s and the worst has an execution time of 78.04s (40.75% more).
When using the third attempts’ data, the best engine has an execution time
of 207.41s and the worst has an execution time of 314.31 (51.54% more).
When using all the measurement attempts, the best engine has an execution
time of 94.14s and the worst has an execution time of 138.15s (46.75% more).
As expected, the number of measurements used in the location estimation
process significantly increase the execution time.
When using the first attempts’ data, the best engine execution time split
between results overhead, engine overhead, component communication and
component execution is 0.62% - 33.96% - 10.47% - 54.95%, while the the
worst is 0.54% - 32.49% - 9.84% - 57.14%. When using the second attempts’
data, the best engine execution time split is 0.24% - 12.30% - 3.77% - 83.69%,
while the worst is 0.18% - 9.67% - 3.05% - 87.12%. When using the third
attempts’ data, the best engine execution time split is 0.10% - 3.21% - 0.98%
- 95.71%, while the worst is 0.06% - 2.38% - 0.76% - 96.80%. When using
all the measurement attempts’ data, the best engine execution time split is
0.32% - 17.06% - 5.05% - 77.58%, while the worst is 0.25% - 14.63% - 4.48%
- 80.63%.
What this suggests is that the amount of time spent during component ex-
ecution is increasing as the total execution time increases while the amount
of time spent in results overhead, engine overhead and component commu-
nication stays constant. This hypothesis is proven correct then plotting the
graphs of the results overhead, engine overhead, component communication
and component execution execution times against the total execution time,
as can be seen in figures 5.1, 5.3, 5.5 and 5.7.
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5.2.4. Energy consumption
In the case of energy consumption, the analysis is identical to that of the
time consumption. The same modifications were needed, only that instead
of logging execution times, charge consumptions were being logged. The
battery of the device used for the experimental work had a Coulomb counter
which could be used to measure the amount of electrical charge still left in
the battery at any given time. Unfortunately, the resolution of the Coulomb
counter was too rough to be used for analyzing the results. The problem was
that the Coulomb counter’s resolution was 1 Coulomb, which meant that
the counter decremented quite slowly. So slowly, in fact, that the smaller,
faster engines could be completed before the counter could decrement.
In order to still be able to estimate the energy consumption during the ex-
ecution of a location estimation sensor fusion engine, another route needed
to be taken. The execution time of each item making up the total execution
time of the location estimation sensor fusion process would be multiplied
with an appropriate consumption factor. In order to determine the con-
sumption factors, a list of consumption situations needed to be created.
The first step was to consider that all the radios(Bluetooth, GPS, GSM
and WLAN) of the mobile device were turned on all the time. Because
the GPS and GSM data was gathered automatically by the operating sys-
tem and all the GPS and GSM sensing components needed to do was to
ask for it, these sensing components, along with all the rest of the compo-
nents not interacting with the radios directly, would represent the first con-
sumption situation. The second and the third consumption situations are
represented by the WLAN and Bluetooth sensing components, respectively.
These components use the radios to actively scan for access points/beacons,
thus influencing the energy consumption.
For each situation, the mobile device was used to run engines that fit
their descriptions as best as possible. For the first situation, the engines
doing sensor fusion were used because they were doing just computations,
without actively using the radios. For the second situation, an engine that
contained only a WLAN sensing component was run over and over. The
same thing was done for the third situation with an engine containing only a
Bluetooth sensing component. While these engines were being run, a second
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process that logged the system clock and the amount of charge still left in
the battery once every 5 seconds, was being run.
For each situation a fully charged battery was used to run the experiment
until it was completely drained, four times. The resulted Coulomb/second
values were averaged for each situation and the final results were three
consumption factors measured in Coulombs/second. These consumption
factors were then used to determine the energy consumption by multiplying
the execution time of each item making up the total execution time of the
location estimation sensor fusion process with the appropriate consumption
factor. The profiling results were very similar to those obtained for time
consumption analysis.
Profiling results
When using the first attempts’ data, the best engine has an execution time
of 0.33C and the worst engine has an execution time of 0.39C (16.21% more).
When using the second attempts’ data, the best engine has an execution
time of 1.00C and the worst has an execution time of 1.39C (39.45% more).
When using the third attempts’ data, the best engine has an execution
time of 3.77C and the worst has an execution time of 5.63C (49.31% more).
When using all the measurement attempts, the best engine has an execution
time of 1.70C and the worst has an execution time of 2.47C (44.95% more).
As expected, the number of measurements used in the location estimation
process significantly increases the energy consumption.
When using the first attempts’ data, the best engine execution time split
between results overhead, engine overhead, component communication time
and component execution time is 0.61% - 33.61% - 10.36% - 55.41%, while
the the worst engine execution time split is 0.53% - 32.21% - 9.75% - 57.51%.
When using the second attempts’ data, the best engine execution time split
is 0.24% - 11.79% - 3.65% - 84.32%, while the worst is 0.17% - 9.39% - 2.96%
- 87.48%. When using the third attempts’ data, the best engine execution
time split is 0.09% - 3.04% - 0.94% - 95.92%, while the worst is 0.06% -
2.29% - 0.73% - 96.91%. When using all the measurement attempts’ data,
the best engine execution time split is 0.31% - 16.73% - 4.95% - 78.01%,
while the worst is 0.25% - 14.63% - 4.48% - 80.63%.
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What this suggests is that the amount of time spent during component ex-
ecution is increasing as the total execution time increases while the amount
of time spent in results overhead, engine overhead and component communi-
cation stays constant. This hypothesis is proven correct when plotting the
graphs of the results overhead, engine overhead, component communication
and component execution execution times against the total execution time,
as can be seen in figures 5.2, 5.4, 5.6 and 5.8.
5.3. Conclusions
The results from the previous section can be used to draw a series of con-
clusions regarding the performance of using sensor fusion for the purpose of
performing location estimations.
5.3.1. Availability
Using sensor fusion for location estimation always improves availability. The
amount of improvement depends on what technology is used as a reference
and how the location estimation is done when creating the reference. Never-
theless, the availability is always improved by using sensor fusion, both when
looking at the average improvement across all the sensor fusion attempts
done using the same engine, and when looking at each of the individual
sensor fusion attempts.
5.3.2. Accuracy
When using sensor fusion with a focus on accuracy, the accuracy is always
improved when looking at the average improvement across all the sensor
fusion attempts using the same engine and using the results of each of the
single technology sensor fusion engines as references. Nevertheless, when
looking at the accuracy results on an individual sensor fusion attempt basis,
sometimes using a single location estimation technology instead of sensor
fusion produces better results. This was the case for 21.73% of all the
sensor fusion attempts that successfully managed to complete the location
estimation process. The overall improvement in accuracy is due to the fact
that the 21.73% chances of less accurate results are counterbalanced by the
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45.27% chances of getting more accurate results as a result of using sensor
fusion.
5.3.3. Time consumption
The experimental setup was created with a focus on improving availabil-
ity and accuracy. With the current implementation of the sensor fusion
framework, this choice meant that the time consumption when using sen-
sor fusion would always be larger than when using the individual location
estimation technologies separately. Nevertheless, this presented the oppor-
tunity to create a profile of the time consumption when using sensor fusion
for location estimation. The profiling results suggest that sensor fusion and
communication overheads are constant and the total execution time of a
location estimation sensor fusion engine varies because of the variations in
the execution times of the components used by the engine. Also, the to-
tal execution time is dominated by the execution time of the components,
with the engine overhead being a distant second, most of the time, and the
communication overheads being even smaller. Thus, in order to improve
the execution times of sensor fusion, the components are the prime target.
Improvements to the sensor fusion framework are possible but they’re a less
promising way of improving performance, unless a significant redesign of
the framework is taken into consideration.
5.3.4. Energy consumption
The analysis of energy consumption follows that of time consumption closely.
Improving the execution time would improve the energy consumption as
well.
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Figure 5.1.: Time consumption breakdown when using 1st attempts’ data: (1)
- results overhead time consumption vs. total time, (2) - engine overhead time
consumption vs. total time, (3) - component communication time consumption vs.
total time, (4) - component execution time consumption vs. total time. All values
are measured in seconds.
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Figure 5.2.: Energy consumption breakdown when using 1st attempts’ data: (1) -
results overhead energy consumption vs. total consumption, (2) - engine overhead
energy consumption vs. total consumption, (3) - component communication energy
consumption vs. total consumption, (4) - component execution energy consumption
vs. total consumption. All values are measured in Coulombs.
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Figure 5.3.: Time consumption breakdown when using 2nd attempts’ data: (1)
- results overhead time consumption vs. total time, (2) - engine overhead time
consumption vs. total time, (3) - component communication time consumption vs.
total time, (4) - component execution time consumption vs. total time. All values
are measured in seconds.
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Figure 5.4.: Energy consumption breakdown when using 2nd attempts’ data: (1) -
results overhead energy consumption vs. total consumption, (2) - engine overhead
energy consumption vs. total consumption, (3) - component communication energy
consumption vs. total consumption, (4) - component execution energy consumption
vs. total consumption. All values are measured in Coulombs.
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Figure 5.5.: Time consumption breakdown when using 3rd attempts’ data: (1)
- results overhead time consumption vs. total time, (2) - engine overhead time
consumption vs. total time, (3) - component communication time consumption vs.
total time, (4) - component execution time consumption vs. total time. All values
are measured in seconds.
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Figure 5.6.: Energy consumption breakdown when using 3rd attempts’ data: (1) -
results overhead energy consumption vs. total consumption, (2) - engine overhead
energy consumption vs. total consumption, (3) - component communication energy
consumption vs. total consumption, (4) - component execution energy consumption
vs. total consumption. All values are measured in Coulombs.
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Figure 5.7.: Time consumption breakdown when using all attempts’ data: (1)
- results overhead time consumption vs. total time, (2) - engine overhead time
consumption vs. total time, (3) - component communication time consumption vs.
total time, (4) - component execution time consumption vs. total time. All values
are measured in seconds.
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Figure 5.8.: Energy consumption breakdown when using all attempts’ data: (1) -
results overhead energy consumption vs. total consumption, (2) - engine overhead
energy consumption vs. total consumption, (3) - component communication energy
consumption vs. total consumption, (4) - component execution energy consumption
vs. total consumption. All values are measured in Coulombs.
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6. Location estimation technology
state of the art
6.1. Navigation satellite systems (NSS)
Navigation satellite systems can be classified, by their coverage, in global
navigation satellite systems(GNSS) and regional navigation satellite sys-
tems(RNSS). Examples of global navigation satellite systems are GPS, GLONASS,
Galileo, COMPASS etc. These systems provide (GPS) or intend to provide
(GLONASS, Galileo & COMPASS) global coverage. They have been de-
signed with the intended purpose of location estimation and, from the users’
perspective, they are transmit-only systems.
6.1.1. GPS
“NAVSTAR Global Positioning System (GPS)”, commonly known as “GPS”
is a system developed and operated by the United States Department of De-
fense. It was initially designed for the main purpose of weapons’ guidance.
The first operational GPS satellite was launched in 1978. The first Block II
GPS satellite was launched in 1989. Since 1993, there has been a complete
24 Block II GPS satellite constellation in orbit[1, 2].
Even though it was designed primarily as a military system, the design
of the system permits civilian devices to use it freely. In order to prevent
civilian receivers being used for weapons’ guidance, the system had the
Selective Availability feature implemented from the beginning. This feature
was being used to introduce slight errors in the navigation signal which were
designed to cause additional inaccuracies of up to 100m. During the First
Gulf War, because of the short supply of military receivers, the United
States Department of Defense decided to turn off Selective Availability and
equip the Allied soldiers with civilian receivers. After the end of the war,
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the Selective Availability was turned back on[158]. Plans to definitively
disable Selective Availability have been on the table since 1996 and the
feature was, finally, disabled for good on the 1st of May, 2000[159]. All the
new GPS satellites that are going to be launched will not support Selective
Availability at all[160].
Without Selective Availability, the GPS location estimations’ accuracy
for the basic system is, between 15.7m and 23.1m in 95% of the cases[3] for
civilian receivers. There is still a difference between the accuracy of civilian
receivers and that of the military receivers because the civilian receivers
can use only the C/A-code on the L1 frequency band, which is transmitted
unencrypted. The military receivers can use both the C/A-code and the
P(Y)-code, which is encrypted. Given that the P(Y)-code is transmitted on
both the L1 and the L2 frequency bands, military receivers can use both
channels at the same time to better compensate for ionospheric interference,
which is the most important source of GPS location estimation errors. Thus,
the accuracy of military receivers is around 13m in 95% of the cases[3].
The first steps to work around the Selective Availability issue were taken
by the United States Coast Guard. When Selective Availability was en-
abled, the accuracy of GPS was not good enough to safely navigate coastal
waters and, even more critically, harbors. For that reason, they were ea-
ger to find a solution to this problem. The way they chose to do it was
to create a system that increased the accuracy of GPS. The easiest avenue
of achieving this goal was to remove the effects of Selective Availability.
The idea was that the errors introduced by Selective Availability were the
same over large geographic areas. Using this idea, the proposed solution
was to have base stations with precisely known positions receive the civilian
GPS signal, compute the difference between the known location and the
location computed from the GPS signal and then broadcast the difference.
Specialized Differential GPS (DGPS) receivers could receive the base sta-
tion signals and automatically make the necessary corrections to the GPS
position fix[4]. The initial requirement was for an accuracy of 8m to 20m in
99.7% of the cases, in real time[4]. After being commissioned, the system
proved capable of 1m to 3m accuracy[5]. The system has been in develop-
ment since 1985, a working prototype went online in 1990[4] and it achieved
144
full operational capability in 1999[5]. Similar systems have developed and
deployed all around the world, including in the UK[161, 162].
DGPS systems can be classified as Ground Based Augmentation Systems
(GBAS). A different approach to enhancing the accuracy of GPS are Satel-
lite Based Augmentation Systems (SBAS). The difference between GBAS
and SBAS is that the a SBAS architecture has an extra element in order to
provide better availability of the service. This extra element is the geosyn-
chronous communication satellites (the Space Segment) which relay to the
SBAS-enabled GPS receivers the corrections computed by the base stations
(the Ground Segment). There are currently multiple SBAS projects in var-
ious states of completion.
1. Wide Area Augmentation System (WAAS). The push in this direction
came from the United States Federal Aviation Administration (FAA).
The civilian GPS signal is not accurate enough to be useful for provid-
ing aircraft approach and landing assistance. Moreover, the vertical
accuracy of standard GPS is worse than the horizontal accuracy and,
in a landing, the vertical accuracy is essential. The goal of the FAA for
the WAAS was to improve the accuracy, availability and integrity of
the civilian GPS signal. This is because non-commercial DGPS signals
are available mostly in coastal areas but inland areas are not covered.
The FAA’s initial requirement for WAAS was 7.6m accuracy in 95% of
the cases both horizontally and vertically in Precision Approach mode,
and 100m horizontal accuracy in 95% of the cases in Non-Precision
Approach mode[163]. After being commissioned, performance of the
WAAS greatly surpassed the requirements by being able to achieve
accuracies of around 0.7m horizontally and around 1.1m vertically in
95% of the cases in Precision Approach mode and 1.5m horizontally in
95% of the cases in Non-Precision Approach mode[6]. The system has
been in development since 1994[4]. The final version of the require-
ments was formulated in 2001 and it reached initial operational capa-
bility in 2003[164]. Initially, the system used 2 commercial Inmarsat 3
(AOR-W and POR) geosynchronous communication satellites. After
the leases on the Inmarsat satellites expired, the system still uses 2
commercial geosynchronous communication satellites, but one is from
Intelsat (Galaxy XV), the other from Telesat Canada (Anik F1R)[165].
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2. European Geostationary Navigation Overlay Service (EGNOS). It is
a joint project between the European Space Agency (ESA), the Euro-
pean Commission (EC) and Eurocontrol, the European Organization
for the Safety of Air Navigation[7]. Its architecture is the same as
the one used for WAAS and the goals are similar. The project goal
in regard to the system’s accuracy states that it should provide an
accuracy of under 2m[7]. An extra goal of EGNOS, compared to
those of WAAS, is the interoperability of the system with other SBAS
systems. There are already two Interoperability Working Groups in
place: EGNOS/WAAS and EGNOS/MSAS[166]. Also, on the topic
of interoperability, EGNOS can be used to augment the location of
GLONASS fixes as well, not only of GPS fixes[7]. The system has
been in its pre-operational stage since 2006[7] and it is expected to
reach initial operational capability in late-2009 and full operational
capability in mid-2010[167].The system uses the ESA Artemis and 2
other commercial Inmarsat 3 (AOR-E and IND-W) geosynchronous
communication satellites[168].
3. MTSAT Satellite-based Augmentation System (MSAS). It is a SBAS
developed and run by the Japanese Ministry of Land, Infrastructure
and Transport’s Japan Civil Aviation Bureau (JCAB). In the testing
phase, the system achieved accuracies of around 0.8m horizontally and
around 1.3m vertically in 95% of the cases in Precision Approach mode
and 1.1m horizontally in 95% of the cases in Non-Precision Approach
mode[8]. The two geosynchronous communication satellites employed
by the system were launched in 2005 and 2006 respectively[8]. The
system reached initial operational capability in September 2007[169].
The system uses 2 Multifunctional Transport Satellites (MTSAT-1R
and MTSAT-2) geosynchronous communication satellites, owned and
run by the Japanese Ministry of Land, Infrastructure and Transport,
and the Japan Meteorological Agency (JMA)[170, 171].
4. GPS Aided Geo Augmented Navigation (GAGAN). It is a SBAS cur-
rently being developed by the Indian Space Research Organization.
It is still in development and the technology demonstrator system
achieved accuracies of 7.6m both horizontally vertically in 95% of the
cases[9]. The system is expected to reach full operational capability by
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early-2010[9]. The system uses a single commercial Inmarsat 4 (F1)
geosynchronous communication satellite[9].
There are also commercial SBAS services like John Deere’s StarFire and
Fugro’s OmniSTAR available. Decimeter and centimeter accuracy is claimed.
StarFire is advertised as having a real-time accuracy of under 30cm, with
a standalone receiver, but no information is given about the percentage of
cases where this accuracy is reached[10]. OmniSTAR is advertised as being
able to achieve an accuracy of 10cm horizontally in 95% of the cases, but
no information is given whether this accuracy can be achieved in real-time,
with a standalone receiver[11].
These services’ enhanced accuracies are a result of a feature developed by
commercial companies for enhancing the accuracy of civilian GPS receivers
before the advent of ground and satellite based augmentation systems. The
idea is in using the P(Y) code on both the L1 and the L2 frequency bands.
Even though the P(Y) code is encrypted, the carrier signal itself is analyzed.
The receiver analyzes the phase of the P(Y) code broadcasted on the L1 and
L2 bands in order to determine the effect of ionospheric interference and to
compensate for it[172].
It should be noted that both ground and satellite based augmentation
systems do not have global coverage. Even if all the existing and proposed
augmentation systems reach full interoperability, they would still not cover
the entire surface of the planet. This is the case with public systems. In the
case of commercial systems, the coverage area depends on the subscription
package.
Another very interesting observation is that, functionally, the services
provided by an augmentation system are orthogonal to the services provided
by a navigation satellite system. Even if seamless interoperability between
the various systems is not available, a trend towards full interoperability
and, by extension, full orthogonality is noticeable, driven by the prospect
of financial gain generated by the widespread adoption of satellite-based
navigation tools.
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At the time this research was started (beginning of 2009), the system em-
ployed a constellation of 31 Block II/IIA/IIR/IIR-M operational satellites[173].
By the time this research was completed (end of 2011), the number of satel-
lites in the system was the same as in the beginning.
6.1.2. GLONASS
“Globalnaya Navigatsionnaya Sputnikovaya Sistema (GLONASS)”, trans-
lated to English as “Global Navigation Satellite System” or more commonly
known as “GLONASS” is a GNSS developed in the former Soviet Union as
the answer to the United States’ GPS. The first satellite was launched in
October 1982, four years after the first GPS satellite was launched. The sys-
tem was officially inaugurated by presidential decree in 1993, even though a
complete constellation of 24 satellites, allowing full operational capability,
was only scheduled to be in place in 1995[14].
After 1995, the system fell into disrepair and by 2001 only 13 satellites
were still in operation[14]. The reasons for this were twofold; on one hand,
the lack of funds prevented the maintenance of the system already in place,
and, on the other hand, the first generations of GLONASS satellites had a
very short design life compared to the GPS satellites[174]. The situation
changed in 2001, when the system returned to the list of priorities of the
Russian Federation[16]. The reasons behind this decision are twofold; apart
from the military applications, a GNSS has already numerous commercial
uses. Because of that, being able to offer an alternative to GPS is seen as
having the potential of becoming a considerable source of income. There are
already companies providing devices that can use both GPS and GLONASS
signals. These devices, even if they are not as accurate as devices using
GPS and a SBAS, they are still more precise than basic GPS devices. Also,
the availability of satellite signals is enhanced by using the signals of both
systems[18].
The accuracy of the current system, using GLONASS-M satellites, is 30m
in 95% of the cases, which is considerably worse than the accuracy of GPS.
The older generations of satellites had an accuracy of 60m in 95% of the
cases. The future generation of satellites (GLONASS-K) are being designed
to have a better design life (of 10 to 12 years) and an accuracy of 5m to
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8m in 95% of the cases[16]. Also, the GLONASS-K satellites will be using
CDMA modulation instead of the FDMA modulation of the current and
past generations. This design choice was done in order to achieve easier and
better interoperability with GPS, Galileo and COMPASS, all of which use
CDMA[17].
At the time this research was started, there were still significant prob-
lems with the system though. For example, difficulties in purchasing com-
ponents for the satellites and the user devices, the low accuracy of the
system and the short life span of the current satellites are cited. Even
if dual technology GPS/GLONASS receivers from foreign manufacturers
were showing up on the international market[18], Russian-built GLONASS-
only receivers were still produced in insufficient quantities and were of
low quality[19]. By the time this research was completed, dual-technology
GPS/GLONASS devices were already produced by multiple integrated cir-
cuits hardware manufacturers[20, 21] and were already present in high-end
consumer devices[22].
Also at the time this research was started, there were only 19 operational
satellites in the constellation, with another one being under maintenance.
No GLONASS-K satellites were yet in orbit. 17 of them were GLONASS-M
while the other 3 were from the older generation. At the time this research
was completed, there were 23 operational satellites in the constellation, one
in the process of being prepared for operational status, 2 in maintenance
and one in reserve. The satellite being prepared for operational status was
the first GLONASS-K satellite[15].
6.1.3. Galileo
Galileo is a GNSS project lead by the European Commission (EC) and
the European Space Agency (ESA). Talk about the project is known to
have been circulating since 1998[23]. The project was officially launched in
2002[24]. The original plan was to have the development phase completed
by 2005, the deployment phase by 2007 and to begin commercial operations
in 2008[25]. The project specifications state that 30 satellites are needed for
the system to reach full operational capability[26, 27].
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In the beginning, what set Galileo apart from the other GNSS was that it
was conceived as a civilian system[175, 176] funded by a public-private part-
nership between the European Union and various European contractors[177].
Nevertheless, the plan fell through, as it can be easily deduced by the mas-
sive slide in the schedule. Despite the lack of accurate information about
the reasons of the failure of the partnership, there is some speculation that
the reason is that the involved companies were not sure about the prof-
itability of the system[178, 179]. Since December 2007, Galileo became a
100% publicly-funded project[180], after which, the European Parliament
adopted the “Space and security” resolution, on the 10th of July 2008. In
this resolution it is stated, in the “Navigation - positioning - timing” sec-
tion, at point 12, that Galileo will be necessary “for autonomous ESDP
operations, for the Common Foreign and Security Policy, for Europe’s own
security and for the Union’s strategic autonomy”[181], thus officially giving
Galileo a military role on top of its civilian one.
There are 5 levels of service envisaged for Galileo[182]:
1. Open Service (OS), which is a free to use service, similar to the civilian
GPS and GLONASS services;
2. Safety-of-Life Service (SoL), which will offer an integrity guarantee on
top of the OS service;
3. Commercial Service (CS), which is designed to offer two aditional
signals in order to provide better accuracy. These signals will be
encrypted and the service will be available for a fee;
4. Public Regulated Service (PRS), which is similar to the CS service,
with the difference that it is designed for enhanced availability and ro-
bustness against jamming and spoofing. This service will be reserved
for government-authorized applications, like use by the police, coast
guard or customs. Given the fact that Galileo is not a civilian-only sys-
tem any more, the European weapons manufacturers will, most likely,
incorporate this service into their products as it closely resembles the
GPS military signals;
5. Search and Rescue Service, which is the European contribution to
international Search and Rescue activities.
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The projected accuracy of the system is going to be 4m horizontally in
95% of the cases and 8m vertically in 95% of the cases[28], which is consid-
erably more than the current capability of civilian GPS[28]. As in the case
of EGNOS, the system is being designed with interoperability with similar
systems as one of the main goals. Currently, there are workgroups in place
for Galileo’s interoperability with GPS, GLONASS, QZSS and IRNSS[29].
At the time this research was started, the system was still in develop-
ment, with only 2 satellites used for development purposes already in orbit.
GIOVE-A which was launched in 2005 and GIOVE-B which was launched
in 2008. Shortly before this research was completed, two of the first four
operational satellites had just been launched. These four satellites are going
to be used for the In-Orbit validation phase[26].
6.1.4. Compass (Beidou-2)
The first Chinese satellite-based navigation system, “Beidou-1”, is a re-
gional navigation satellite system based on a constellation of four geosta-
tionary satellites (2 active and a spare), two-way communication between
the satellites and the user devices and TDMA-based 2D only positioning
developed by China Academy of Space Technology (CAST). The satellites
were launched in late-2000 and the system reached initial operational ca-
pability in 2001. The third satellite was launched and the system reached
full operational capability in May 2003. Its navigation signals were made
available to the civilian users in April 2004. A fourth satellite was added to
the system in February 2007. The system’s accuracy is 100m using only the
satellites’ signals. Using an augmentation system, the accuracy can be in-
creased up to 20m. No information is available about the percentage of the
cases in which these accuracies can be achieved. The most important lim-
itation of the signal is the two-way communication of the design. Because
of this limitation, the user devices are much more expensive compared to
GPS user devices because of the additional complexity and only 150 users
can be served simultaneously by the system[183]. The design choice might
have been political because, by using two-way communication and having
the position estimation computations done on the central control station,
the system can keep track of all the users of the system.
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“Compass”, also known as “Beidou-2” is the the second, and latest, gen-
eration satellite-based navigation system project coming from China. It
is developed by the China Satellite Navigation Project Center (CSNPC),
which is part of the Ministry of National Defense of the People’s Republic
of China. There are still doubts about whether the system will be a regional
or global one. Initially, the system was planned as a regional one but, cur-
rently, the system is planned to become a global one. However, there are
a number of issues that are yet to be addressed. The ones that stand out
the most are China’s ability to deploy a worldwide ground segment and
the current overlapping of two of Compass’ open signals with Galileo’s PRS
signals[30, 31]. The complete constellation of the global system is planned
to have 30 medium-Earth orbiting (MEO) satellites and 5 geostationary
satellites[32].
The planned accuracy of the Compass system is 10m using only the open
satellite signals[32] and 1m using augmentation systems[33]. No information
is available about the percentage of the cases in which these accuracies are
planned to be achieved.
At the time this research was started, there were two Compass satellites
in orbit. The first one was launched in April 2007 and it is a MEO satel-
lite. The second was launched in April 2009 and it is a geosynchronous
satellite[184]. There were plans to launch another 9 satellites by the end of
2010[33], but there was no information about when the whole constellation
was planned to be in place. The declared goal is to cover the whole China
by 2010, but the information is limited to that[32]. At the time this research
was completed, there were 9 Compass satellites in orbit, the last one having
been launched in July 2011[185].
6.1.5. Regional navigation satellite systems (RNSS)
Apart from these global navigation satellite systems, there are also some re-
gional navigation satellite systems. The most important in this category are
Japan’s QZSS and India’s IRNSS, both of which are still in the development
phase.
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6.1.6. International cooperation
On the 1st and 2nd of December 2005, at the United Nations International
Meeting for the Establishment of the International Committee on Global
Navigation Satellite Systems (ICG), which took place in Vienna, the “ICG
was established on a voluntary basis as an informal body for the purpose of
promoting cooperation, as appropriate, on matters of mutual interest related
to civil satellite-based positioning, navigation, timing, and value-added ser-
vices, as well as compatibility and interoperability among the GNSS”[186].
The IGC acts as a workgroup for satellite-based navigation and position-
ing systems. Periodic meetings are held for the members to try and agree
on interoperability principles and present their progress. Nevertheless, the
whole landscape of satellite-based navigation and positioning systems is very
much in flux at the present moment because of the large number of projects
in development. Right now, apart from GPS, which is at full operational
capability, every other satellite-based navigation and positioning system is
still in development, even in the case of augmentation systems. Moreover,
even GPS is currently going through a modernization process, so we could
easily surmise that the landscape is very dynamic.
There are a number of unresolved issues on the agenda. The most inter-
esting one is the overlapping of two of Compass’ signals over Galileo’s PRS
signals. There is talk that the Chinese asked the Europeans for non-GNSS
related concessions in order to back-off from the PRS concessions[187]. In
light of this information, the decision of the Chinese to transform Com-
pass in a global system might be just a gambit to force the Europeans to
give them access to PRS signals. Also, the lack of a timeline for a global
Compass system might be seen as another indication that the Chinese do
not really intend to create a global system but intend to use the project as
leverage. The Chinese participated in the Galileo Joint Undertaking until
it ended in 2007 and now participate in the GNSS Supervisory Authority.
Nevertheless, their participation in Galileo is a civilian undertaking, being
led by National Remote Sensing Center of China (NRSCC), which is a part
of China’s Ministry of Science and Technology (MOST). Compass, on the
other hand, is first and foremost a military undertaking of China’s Satel-
lite Navigation Project Center (CSNPC), which is a part of the Chinese
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defense ministry. They did tried to gain access to the PRS signals but were
refused[30].
Another interesting issue is between Europe, India and Russia. The In-
dians were also a part of the Galileo Joint Undertaking[177]. Nevertheless,
since 2004, the Indians entered into an agreement with the Russians to par-
ticipate in the GLONASS project and, in return, get access to the military
signals[188, 189]. This was during a period when Galileo was still planned
only for civilian use. Since 2007 India has access to the GLONASS signals
and is going to actively participate in the development of the system[190].
It is still unclear whether the Indian regional navigation satellite system
IRNSS is still being pursued as an essential system after the GLONASS
deal.
The Americans have not been strangers to controversy in the past. Right
from the beginning they tried to kill off Galileo because they felt threatened
by the involvement of Russia and China in the Galileo Joint Undertaking[177].
In 2004, they were threatening to shoot down Galileo satellites if the Eu-
ropeans made it available to “hostile power such as China”[191]. Also,
right from the launch of the Galileo project, in 2002, the Americans were
complaining that the PRS signals were overlapping with the GPS military
signal and that they would not be able to jam the PRS signal without jam-
ming their own military signal at the same time[192]. In the end, the PRS
frequencies were modified so that they would not overlap with the GPS
military signal[193] and access to the PRS signals would not be available to
a non-EU member without it being decided by the European Council[194].
This decision of not making the PRS signals easily available to non-EU
members could be seen as the root of Galileo’s problems with the Chinese,
who would have liked easy access to these signals. Also, inside the EU,
there are divergences between those considering the PRS signals as being
essential, like the French and the Italians, who have been relatively distant
towards the US and self-reliant in terms of military hardware and those that
rely heavily on the US in terms of military technology, like the British, who
feel that the PRS signals are not necessary[195].
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6.2. Mobile telephony provider network
technology
6.2.1. Mobile telephony network coverage
The coverage areas of mobile telephony networks are extensive but not
global, or even regional, unlike that of the satellite-based navigation sys-
tems. Nevertheless, also unlike satellite-based navigation systems, the mo-
bile telephony networks have coverage inside man-made structures. The
reason for this is twofold:
1. First, some of the mobile telephony networks use signals with frequen-
cies lower than those used by the satellite-based navigation systems.
Satellite-based navigation systems operate, roughly, in the frequency
band from 1.1GHz to 1.6GHz[196]. In contrast, mobile telephony net-
works use a larger range of frequencies. Some of them are lower than
1.1GHz: CDMA/CDMA2000 (450MHz, 850MHz and 950MHz) and
GSM (850MHz and 900MHz in use and 380MHz, 410MHz, 450MHz,
480MHz, 710MHz, 750MHz and 810MHz in the standard). Others are
higher than 1.6GHz: CDMA/CDMA2000 (1800MHz, 1900MHz and
2100MHz), GSM (1800MHz and 1900MHz) and UMTS (1700MHz,
1900MHz and 2100MHz in use and 2600MHz in the standard)[197,
198]. It is very important to note that a radio signal’s attenuation in-
creases with the frequency[34]. Nevertheless, the second reason com-
pensates the attenuation loss for the technologies using higher fre-
quencies:
2. Second, the strength of the signal received by mobile telephony re-
ceivers is, usually, higher than the strength of the signal received by
satellite-based navigation systems’ receivers. This is true because, in
absolute terms, the strength of the satellite-based navigation systems’
signal at the receiver is, actually, below the noise floor. The CDMA
encoding of the signal is used to extract the signal out of the noise[35].
Given that the signal strength is so faint at ground level, being able to
recover anything indoors is virtually impossible in normal conditions.
On the other hand, the cell density in the areas with good cellular
coverage is high enough that high-frequency technologies have strong
signals even indoors. Moreover, in these areas, because of the high cell
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density, the mobile telephony receiver is rarely receiving the network
signals at the minimum specified signal strength. Also, the maximum
transmitted power of GSM base stations is very high. In the UK,
Ofcom interface requirements state that GSM base stations may have
a maximum transmitted power of up to 62dBm for some of the GSM
frequency bands, which means almost 1.6kW EIRP[36, 37], so it is
safe to assume that at least some of the deployed GSM base stations
reach that limit. Another factor leading to this better coverage is
the increasing usage of micro-cells, pico-cells and femto-cells by the
operators to fill the blind spots of the classic macro-cells.
The range of GSM cells vary widely. The, classic, macro-cells can have
maximum ranges from 35km up to 120km, in theory[199, 200]. “In theory”
because, given the properties of radio signals, the actual coverage areas
are not the same as the theoretical coverage areas. The radio signals are
interfered with by obstacles which absorb and reflect them, thus creating
blind spots in places which, theoretically, should have been covered. The
answer to this type of problem are the micro-cells, pico-cells and femto-cells.
Micro-cells have ranges of up to 500m[200] while pico-cells and femto-cells
have ranges of up to 200m[201, 202]. The difference between pico-cells and
femto-cells are significant[203], but not to this analysis, which is concerned
only with the coverage range of these technologies.
Despite the superior indoor coverage, the accuracy of mobile telephony
networks depends on the location techniques employed by the provider net-
work. On top of that, purely network-based location estimation is less ac-
curate than satellite-based or satellite-based assisted location. For example,
this fact is acknowledged by the US FCC requirements for Enhanced 911
which state that GPS assisted location estimation accuracy must be at least
50m in 67% of the cases, and 150m in 95% of the cases, while network-based
location estimation accuracy must be at least 100m in 67% of the cases, and
300m in 95% of the cases[38].
6.2.2. Assisted GPS
A NSS-based enhancement of the accuracy of the mobile telephony net-
works is Assisted GPS (A-GPS/AGPS/aGPS). The system was developed
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in the wake of the FCC requirements mentioned earlier[39, 40]. The pur-
pose of the system is to augment network-based location estimation using
the GPS receivers integrated in the users’ phones. AGPS has two modes of
operation[41, 42]:
1. MS-Based; the mobile station uses data (satellites’ almanac, ephemerids
etc.) received from the mobile telephony network in order to ac-
quire the satellites’ signals faster, thus reducing the Time To First
Fix (TTFF)[43, 44, 45]. Also, it allows the MS to acquire the satel-
lites’ signals in situations in which it would not be able to do on its
own[44]. The computation of the MS’s location is done on the MS
itself[46, 47];
2. MS-Assisted; the mobile station uses data (satellites’ almanac, ephemerids
etc.) received from the mobile telephony network in order to acquire
the satellites’ signals faster. Then it sends the signals received from
the satellites to an assistance server which computes the MS’ location
and sends the computed location back to the MS through the mobile
telephony network[46, 47].
The implementation of AGPS is based on standards from 3gpp and Open
Mobile Alliance(OMA)[43, 42]:
1. 3gpp handles the control plane protocols for the various circuit-switched
networks used by mobile phone operators:
a) Radio Resource LCS Protocol (RRLP) is a protocol designed
specifically for location estimation within GSM networks. It is
defined in the 3GPP TS 44.031 specification[43, 204].
b) Radio Resource Control (RRC) is a protocol that, amongst other
things, can be used for location estimation within UMTS net-
works. It is defined in the 3GPP TS 25.331 specification[43, 205].
c) LTE Positioning Protocol (LPP) is a protocol designed specifi-
cally for location estimation within LTE networks. It is defined
in the 3GPP TS 36.355 specification[206].
d) Position Determination Service for cdma2000 is a protocol de-
signed specifically for location estimation within CDMA2000 net-
works. It is defined in the TIA-801-A specification[43, 207].
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2. OMA handles the user plane protocols to support location estimation
protocols over packet-switched networks:
a) Secure User Plane Location (SUPL) is a protocol designed to
provide location estimation assistance over IP networks[43]. The
latest version is defined in the SUPL v3.0 draft[208].
6.3. Wireless LAN (WLAN) technology
Even though WLAN access points are very common and WLAN signals are
readily available in urban areas, the coverage areas of contiguous WLAN-
based networks is extremely limited. Most of the WLAN access points in use
are deployed by private individuals or businesses use them just internally. As
a result, roaming between access points is almost always impossible. Also,
nowadays, most of the access points are secured. This means, from the point
of view of everybody except their owner, that they are useless for most ap-
plications. Another very important point to take into consideration is that
WLAN technology uses the 2.4GHz and 5GHz ISM (Industrial-Scientific-
Medical) frequency bands. These frequencies are license exempt and any
device can use them. The advantage of using the ISM frequency bands,
compared to mobile telephony network, is that no license is required to use
them. The downside is that other technologies could be using the same
frequency bands and interfere with the WLAN signals. Taking these facts
into consideration, we can not currently talk about WLAN-based networks
being used for wide area communication as in the case of mobile telephony
networks. The concept of metropolitan WLAN-based networks has been
toyed with but no such network has been deployed yet. Currently, the only
project that is showing any promise of a wider area WLAN-based network
is the one currently in development for the Bay Area Rapid Transit (BART)
in San Francisco, California[57, 58].
The issue preventing WLAN-based networks from being adopted as a
mobile communication technology is the short range of the WLAN access
points. The short range of WLAN devices is the result of two factors:
1. Low emission power; usually, the regulations created by the various
national regulatory agencies, that handle the radio frequency spec-
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trum allocation, mandate a relatively low maximum power output for
devices that use the most common WLAN frequency bands. For ex-
ample, in the UK, Ofcom interface requirements state that WLAN
equipment operating in the 2.4GHz frequency band may have a maxi-
mum transmitted power of up to 20dBm (100mW) EIRP and WLAN
equipment operating in the 5GHz frequency band may have a maxi-
mum transmitted power of up to 23dBm (200mW) EIRP[59, 60]. Both
of these are significantly lower than the maximum transmitted power
allowed for mobile telephony base stations;
2. High frequency signal; WLAN technology uses the 2.4GHz and 5GHz
frequency bands. Both these frequency bands are considerably higher
than all the frequency bands currently in use by mobile telephony net-
works. Currently, most devices use the 2.4GHz band (IEEE 802.11b/g
devices[61, 62, 63]) to gain better range and obstacle penetration
capability, but there are devices that use the 5GHz (IEEE 802.11a
devices[61, 64]) to achieve greater bandwidth. The IEEE 802.11n
WLAN standard uses both the 2.4GHz and 5GHz bands[65].
Taking this into account, the ranges of WLAN access points are, approxi-
mately:
1. IEEE 802.11b/g (2.4GHz):
a) indoor: from 27m to 140m
b) outdoor: from 37m to 610m
2. IEEE 802.11a (5GHz):
a) indoor: from 13m to 100m
b) outdoor: from 30m to 350m
depending on the access point model[66, 67, 68, 69]. These ranges will be
further restricted by the topology of the area in which the access point is
deployed.
The accuracy provided by WLAN-based system range from 4.7m in 75%
of the cases and approximately 12m in 95% of the cases for the simplest
implementations[70], to under 1m in 90% of the cases for more sophisticated
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systems[71]. The advantage of WLAN-based location estimation systems is
the low cost and flexibility of the infrastructure. The hardware is off-the-
shelf hardware and the software can be implemented using readily available
open source technologies. Because of these considerations, WLAN-based
location systems are a good way of implementing indoor location systems.
6.4. Bluetooth technology
The coverage areas for Bluetooth technology is even more limited than that
of WLAN technology. Currently, Bluetooth is used mostly for personal area
network (PAN) applications like wireless headsets or wireless input devices
like keyboards, mice, remotes, game controllers etc. This was the intended
purpose for the technology, thus, the limited range was a feature.
The scenarios in which Bluetooth devices are used for location estima-
tion are the same scenarios in which WLAN devices are used for location
estimation, namely, indoor location estimation systems. Bluetooth use the
same 2.4GHz ISM frequency band as IEEE 802.11b/g WLAN. There are
three classes of Bluetooth devices depending on the power output[81, 82].
The range of the devices in each class varies with the power output:
1. Class 1; 100mW maximum power output and 100m range
2. Class 2; 2.5mW maximum power output and 10m range
3. Class 3; 1mW maximum power output and 10cm range
A summary research into the availability of the different classes of Blue-
tooth devices on the market shows that most of the Bluetooth devices are
Class 2 devices. Class 1 devices are rarer but not unheard of. Class 3 devices
are even more rare than Class 1 devices. Class 1 devices are very similar to
WLAN devices for the purposes of location estimation, given that both the
frequency band and power output and, incidentally, range are similar. In
the case of the more common Class 2 devices, because the shorter range of
the technology, more devices would be necessary than in an WLAN-based
location estimation system.
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6.5. Radio frequency identification (RFID)
technology
The previous technologies allow the user device to estimate its own location
or to use some infrastructure to estimate the location and then communicate
it to the device. In contrast, an RFID based infrastructure can be used
to estimate the location of an RFID-enabled user device but it can not
communicate the estimated location to the user device by itself, without
using some other technology. RFID, as a technology, has been developed
for tracking, authentication/authorization and automated tolling.
RFID devices operate on a wide range of frequencies. The most important
frequencies used by RFID devices are:
1. 0-135kHz
2. 6.78MHz
3. 13.56MHz
4. 27.125MHz
5. 40.68MHz
6. 433.92MHz
7. 869MHz
8. 915MHz (not in Europe)
9. 2.45GHz
10. 5.8GHz
11. 24.125GHz
All these frequency bands, except the one below 135kHz, are ISM frequency
bands. Because of the large variety of frequency ranges, RFID can have
from very short rages (a few millimeters for contactless smart cards) to very
long ranges (over 1000km for those using the frequency band below 135kHz
and up to a few 100km using the 6.78MHz frequency band). Most of these
frequency bands are used by multiple other technologies, so interference is
a real issue[84].
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6.6. Location estimation sensor fusion
Combining multiple location estimation technologies is an idea that has
already been tackled by some companies.
On the other hand, there are already a comparatively large number of
industry efforts focused on location estimation sensor fusion. By far, the
most important one is the mobile telephony providers’ Assisted GPS, which
combines satellite-based location estimation with mobile telephony network-
based location estimation[43]. In addition to AGPS, there are a number of
other industry-based location estimation sensor fusion projects.
6.6.1. Skyhook Wireless
Skyhook Wireless developed a system that combines GPS location estima-
tion, mobile telephony cell tower location estimation and WLAN location
estimation[91]. The system is made up of a client (the Mobile Location
Client) and a server (the Location Server), which, in turn, is backed up by a
database containing location data on the WLAN access points used by the
system[92]. Initially, the database was created by wardriving. To maintain
the coherence of the database, their website has a feature that allows the
users to register an access point and its location in the WLAN database.
Registering an access point is free. No remuneration is given to the users
for registering access points either. Also on their website, they claim that
they periodically rescan whole coverage areas to maintain the coherence
of the WLAN database[93]. No information is given on which cell tower
database(s) they are using.
They claim WLAN location estimation coverage over North America,
Europe and Asia and cell tower location estimation coverage over most of
the US, Canada and Europe[93, 94]. The Skyhook Wireless website also
claims an overall accuracy of 10m in 99.8% of the cases[95].
6.6.2. Navizon
Navizon developed a system similar to that of Skyhook. It uses mobile
telephony cell tower location estimation and WLAN location estimation.
Like Skyhook’s system, Navizon is made up of a client and a server backed
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up by a database containing location data on the WLAN access points used
by the system[96]. The most notable difference from Skyhook’s system,
apart from the lack of GPS location estimation, is that Navizon’s WLAN
database has been created and is maintained by crowdsourcing[97]. The lite
version of the client is free and uses only cell tower location estimation while
the premium version uses both cell tower and WLAN location estimation
and is not free[98]. People with GPS-enabled devices do the wardriving for
discovering new WLAN access points and upload the data to the Navizon
database. When they accumulate a certain number of points for discovering
WLAN access points, they are paid, depending on their choice, either in cash
via PayPal, or with an upgrade to the premium client[97].
Maps of the system’s coverage can be found on the Navizon website. It
currently covers mainly North America and Europe[99]. No information is
given about the accuracy of the system.
6.6.3. Google Gears Geolocation API
The Google Geolocation API is a part of the Google Gears API. This API
can be used to determine the position of the user device by using local re-
sources (like an integrated GPS receiver) or network-based resources (third
party location servers). The current version of the Geolocation API, which
can be found in the current version of the Gears API, can use local GPS
devices and the Google location provider in order to do location estimation.
Currently, the Google location provider supports location queries based on
cell tower data and WLAN access point data[100, 101].
Google’s intention is on legally allowing queries to their database only
through the Geolocation API[102, 100]. Technically, directly accessing the
Google location database and bypassing the Gears API and the Geolocation
API altogether, is extremely simple. Nevertheless, in order to develop a
commercial product that uses the Google location database, one would have
to either use the whole Gears API or enter into a licensing agreement with
Google.
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6.6.4. Microsoft GPS Intermediate Driver
The Microsoft GPS Intermediate Driver has been a part of the Microsoft
Windows Mobile SDK since version 5.0. It acts as an intermediary between
the application software and the location estimation driver(s). Its purpose
is to hide the details of the technology-specific drivers from the user and ap-
plication developer and provide a consistent output across multiple location
estimation technologies[103].
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7. Location privacy architecture
design
7.1. Introduction
7.1.1. Motivation
Location estimation is seeing an increase in popularity and in the number of
ways it’s being used lately. The newer ways location estimation technology
are used in lately are much less critical than the older ones presented at
the beginning of this thesis, in section 1.1. Some examples of these new
uses are: geotagging, friend finder services, event detection etc. Moreover,
the increase in user base and availability of location estimation technologies
means an increase in the number of people unaware of all the implications
of this technology. More precisely, the effects of location estimation tech-
nologies on privacy are not yet fully understood. The second purpose of this
work is to identify the privacy aspects of various location estimation tech-
nologies and to find ways of removing, or at least mitigating, the privacy
risks.
7.1.2. Background
Location privacy prior art
Current research in location privacy can be classified in two categories:
1. Research on physical layer privacy, which is concerned with protecting
the radio frequency transmissions of mobile devices against tracking
done by third parties.
2. Research on logic layer privacy, which is concerned with protecting
the identity of the location based services user from the location based
services provider.
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Work on these two topics has been ongoing, with some exceptions[209], on
completely separate tracks.
Most of the work on privacy is based on anonymity. More specifically,
research in this domain is based on the concept of mixes, which has been
introduced in [210] and k -anonymity, which has been introduced in [211].
A mix represents a place, situation, device or system with multiple ingress
paths and multiple egress paths. The purpose of a mix is to prevent the
linking of the ingress paths to the egress paths, thus creating an anonymizer.
K -anonymity means that an item in a given set can not be distinguished
from other k-1 items in the same set. The greater the value of k, the better
the anonymity. Although the concept of k -anonymity does not make explicit
reference to mixes, it can be used to quantify the effectiveness of a mix.
The physical layer: Work on addressing physical layer privacy concerns
has focused mainly on the topic of mixes and identifier updates. The funda-
mental idea is that device identifiers like MAC addresses, IP addresses etc.
can ultimately be linked to the identity of the device’s user through vari-
ous means, even if they are initially unlinked[212, 213, 214, 215, 216, 217].
Research on this topic has revolved around unlinking the device identifiers
from the user identity by periodically modifying the device identifiers[218,
212, 219, 220, 221, 222, 223, 224]. Identifier updates alone are not enough
to break the link between the device identifier and the device user be-
cause correlation attacks can be used to link the old and the new device
identifiers. As a result, much of the research on identifier updates has
been about creating mixes that can be used to safely update the device
identifiers[218, 212, 220, 221, 222, 223]. In this context, a mix is a situation
in which an identifier update can be performed so that the new identifier
can not be linked to the old identifier.
The logic layer: Work on logic layer privacy has focused on using third-
party anonymizers that would act as as intermediary between a user who
knows his location and a location based service provider that needs the
user’s location in order to provide a service by providing k -anonymity[213,
225, 226, 227, 228, 229]. There is work being done on this topic but none of
it addresses the thorny issue of trust. The problem with centralized, third-
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party anonymizers is that the user needs to trust the entity running the
anonymizer, which is not always the case. This is the same problem faced
by the IETF Geopriv workgroup, which is yet to have found any means of
technologically enforcing location privacy[230].
Internet privacy prior art
Anonymity, not just privacy, used to be taken for granted on the Internet
not so long ago. Unfortunately, that is not the case anymore. Internet
privacy is under threat from multiple directions:
1. Behavioral advertisers
2. Unscrupulous web-based service providers
3. Internet Service Providers not wanting to be ”just the dumb pipes”
anymore
4. Copyright holders’ associations and their enforcers
5. Heavy handed governments
Reports of intrusions into people’s digital lives by such entities are too many
to start listing here. All of them have one thing in common: they exploit
single points of failure.
The classic way of avoiding Internet surveillance are proxies, which, ac-
cording to the definition given earlier, are mixes. However, proxies have
multiple disadvantages. First, the proxy operator must be trustworthy,
and, as discussed earlier, trust is an issue that can not be solved by tech-
nological means. Second, the proxy can be hacked or the operator can be
subpoenaed even if trust is not an issue. The users’ only way of dealing with
these threats is choosing the proxy wisely. This is because, on one hand,
there is no solution to hacking, except taking steps to mitigate the risk, and
the other, the solution to the risk of having the proxy subpoenaed would be
using proxies located outside the jurisdiction of the entities that would have
to gain anything from compromising the proxy clients’ anonymity. Proxy-
ing through multiple proxies is a further step that can be taken to enhance
one’s anonymity, but the risks are still there. Also, it must be noted that
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every proxy is a potential bandwidth bottleneck. In practice, that is al-
most always the case with free proxies. The bottom line is that the proxies
themselves are single points of failure.
In order to eliminate the single points of failure, a distributed anonymizing
system is required. The foundation for such a system has been laid by the de-
velopment of the concept of onion routing[231]. The most widespread onion
routing system currently in use is Tor (a.k.a The Onion Router). Tor is an
overlay network which has been designed to anonymize TCP sessions[232].
Nevertheless, Tor also has a single point of failure: its relay directory. All
working Tor relays register in the directory so that other relays can find
out about them and use them. It presents a lower risk compared to clas-
sic proxies, but it has to be taken into account. Another, much greater,
issue with Tor is that the relatively small number of exit relays. The way
Tor is implemented, the Tor relay operator can filter the TCP connections
exiting the Tor network through his relay. Many Tor relay operators do
not configure their relays as exit relays because of fear of litigation. This is
happening because, unlike the US, many other countries do not have a safe
harbor provision for the entities providing Internet services.
There are a myriad of anonymizing peer-to-peer overlay networks. Some
are relatively famous, like Freenet[233] or GNUnet[234], others are quite ob-
scure to the general public, like I2P[235], StealthNET[236], Perfect Dark[237]
etc. Obscurity can be seen as an enabler, because the more obscure they
are, the less they are likely to draw unwanted attention. On the other hand,
one of the, if not THE greatest weakness of an anonymizing system is low
penetration. In the world of anonymizing system, the concept of “strength
in numbers” actually applies. There is a lot of material on anonymous peer-
to-peer networks to be analyzed. A good start for further investigation
would be the [238] and [239] surveys.
7.1.3. Identified problems
The following problems have been identified in the field of interest:
1. Limited scope; most of the previous research in the field of location
privacy has been focused only on particular aspects of location privacy,
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but without investigating the problem from all possible angles.
2. Limited integration; there has been no effort of integrating the so-
lutions to particular problems into a comprehensive location privacy
system.
7.1.4. Design goals
The following solution is being proposed to the problems identified in the
previous section:
1. In order to solve the location privacy problems, a comprehensive solu-
tion that touches the issues of both physical layer location privacy and
logic layer location privacy is being proposed. The solution of loca-
tion privacy is strongly coupled with Internet privacy. The proposed
privacy architecture is presented in chapter ??.
7.2. Location privacy architecture
The privacy of location estimation technologies is currently just a conse-
quence of the inherent design of each location technology. The goal is,
first, to identify the strengths and weaknesses of each technology, improve
on what is already there and find ways to fix the issues that can not be
addressed only by mere improvements.
1. Global navigation satellite systems
a) This technology has no inherent privacy weaknesses because all
the processing is performed on the client device. The system
itself can not determine the location of the client.
2. Mobile telephony provider network systems
a) The system has to determine the location of the client in order to
function correctly. The reason for this is that the system needs
to know the location of the client in order to provide seamless
roaming between cells.
b) In urban environments, the accuracy is lower because of more
signal attenuation and multi-path signal propagation, both of
which are caused by the relatively high number of obstacles.
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3. Wireless LAN (WLAN) technology
a) The level of privacy of WLAN-based location estimation systems
depends on the type of system being deployed. There are two
types of systems that can be implemented:
i. Network-based location systems: If this type of system is
employed, the system will always be able to determine the
location of the client. This kind of location estimation sys-
tem is similar to location estimation systems based on mobile
telephony provider networks. Nevertheless, WLAN network
are rarely configured to provide roaming services, which re-
moves the imperative for the network to always perform lo-
cation estimation. If the WLAN network provides roaming,
then the system is functionally identical to mobile telephony
networks.
ii. Client-based location systems: If this type of system is em-
ployed, the system would be functionally identical to global
navigation satellite systems for the client if a passive scan-
ning system is implemented. Nevertheless, an adversarial
network could still gather data by covertly running a network-
based location system in parallel with the client-based loca-
tion system, which is impossible with global navigation satel-
lite systems. This would be the case if the WLAN device was
active on the network or if the location system employed an
active scanning mechanism. The increasing adoption sensor
network technology and sinking prices of WLAN hardware
makes this a plausible scenario that must not be ignored.
b) The relatively short range of WLAN technology makes this loca-
tion estimation technology more precise than mobile telephony
provider network infrastructures.
4. Bluetooth technology
a) Bluetooth location estimation systems are almost functionally
identical to WLAN location estimation systems, with one very
important exception. A passive scanning system can not be im-
plemented using standard-compliant Bluetooth devices because
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of the design of Bluetooth technology[82].
b) The even shorter range of Bluetooth technology makes this lo-
cation estimation technology more precise compared to WLAN
location estimation systems and even more precise than mobile
telephony provider network infrastructures.
5. Radio frequency identification (RFID) technology
a) Because RFID devices are always on, there is little the client can
do to stop them.
b) RFID technology is, by design, very well suited for tracking items.
Also, because of the design of RFID technology, there is no way
a user could use RFID to determine his own location without
outside intervention (see 6.5). Given these considerations, RFID
technology poses a great risk to location privacy.
c) On top of the architectural issues of RFID technology with re-
gard to location privacy, another danger to location privacy posed
by RFID technology is its range. Even if the most common de-
vices have extremely short ranges, RFID devices can also have
extremely long ranges, which exacerbates the privacy concerns.
It is easy to notice that technologies that enable the user to determine
its own location, with minimal or no involvement from the infrastructure,
inherently provide more privacy than systems in which the location is done
by the infrastructure with minimal or no involvement from the client. At one
end of the spectrum are the satellite-based systems, which are the best from
the privacy standpoint because the location is estimated only on the client
device. At the other end of the spectrum are mobile telephony provider
networks and RFID systems which do not allow any choice to the client
when it comes to location privacy.
The privacy of WLAN and Bluetooth based solutions depends on the spe-
cific implementation. That being said, only the issues posed by WLAN and
Bluetooth can be addressed because the individual user has no influence
over the mobile telephony provider network infrastructures or RFID scan-
ner infrastructures deployed by third parties. RFID tags can be avoided or
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jammed, but there is not much that could be done apart from that. The mo-
bile telephony provider networks could be avoided if WLAN networks would
cover entire cities and VoIP would be used instead of CDMA/GSM/UMTS/etc.
mobile telephony. Nevertheless, this is, currently, not the case.
In order to create the ultimate cure, one has to create, or at least imag-
ine, the ultimate disease. By following this school of thought, in order to
imagine a airtight location privacy system, a very powerful adversary must
be imagined. Such an adversary would be able to perform surveillance on
all traffic going through the Internet and log all its timing and addressing
metainformation as well as carried data. It would be able to access all data
stores of all online service providers. It would also be able to perform data
mining on all captured data in order to create movement and timing pat-
terns of its targets. Last but not least, it would be able to do all these things
undetected by its targets. NOTE: Unfortunately, nowadays, one does not
even have to be paranoid to imagine such a scenario.
In order to have location privacy, the issue must be tackled on multiple
levels. If any of the layers in the location privacy fabric fails, then the loca-
tion privacy is compromised as a whole. As stated in the previous chapter,
up until now, research has been focused on the individual levels but little
comprehensive work has been done on the whole range of location privacy is-
sues. Conceptually, location privacy can be analyzed using a layered model,
with the layers being:
1. The physical layer; location privacy can be compromised by the at-
tacker analyzing the radio signals that are transmitted by the target.
The contents of the transmissions are completely irrelevant. Depend-
ing on the system employed by the attacker, the metainformation
contained in the transmission may or may not be relevant.
2. The logic layer; the location privacy can be compromised by the at-
tacker gathering information about the target over a longer period of
time and correlating all obtained information to determine the move-
ment and timing patterns of the target.
3. Procedure; while the first two layers are backed by technologies, these
technologies can help the target protect itself, but can not necessarily
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protect the target from itself. This is being proved time and time
again when it comes to network security.
7.2.1. The physical layer
As previously stated in the introduction(7.1.2), work on addressing physical
layer privacy concerns have focused mainly on the topic of identifier updates.
Nevertheless, identifier updates are not enough if successive identifiers of the
same device/user can be linked using correlation attacks. The work on this
topic is specific to WLAN technology.
In order to create a WLAN based location estimation system that pro-
vides as much privacy as possible, a client-based system will need to be
created. because this architecture inherently provides more privacy than
any network-based location system implementation. Moving forward with
the client-based location system, the requirements for such a system can be
split into two categories:
1. Mandatory requirements, which are easy to satisfy and provide a rea-
sonable amount of location privacy in normal circumstances:
a) The client device must not be required to send any message in
order to determine its position. As a consequence, the WLAN
infrastructure must periodically send frames which could be used
in the location estimation process. Fortunately, the IEEE 802.11
specifications state that the WLAN access points must periodi-
cally send beacon frames in order to be discoverable by the mo-
bile devices[61]. These beacon frames can be easily used by client
devices to perform location estimation.
b) All the computations must be done on the client device. Given
the computational power of the current generation of WLAN en-
abled handsets, this should not be an unreasonable requirement.
Moreover, this is a very useful way of utilizing the processing
power of current generation handsets.
2. Optional requirements, which are considerably more difficult to satisfy
and that are absolutely necessary for providing location privacy when
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a resourceful attacker, as described previously, tries to compromise
the users’ privacy:
a) The client device should perform identifier updates. The pro-
posed methodology for performing identifier updates is rather
complex so it will discussed separately, later.
b) The identifier updates should be coupled with logic layer privacy
measures.
Identifier updates
The need for identifier updates stems from the fact that a mobile device’s
identifier could be linked to a real identity. A few potential methods of
doing this would be, for example:
1. An easy way would be for the retailer, who knows the identifier of
each device it sells, to store the identity of each buyer that pays with
a credit/debit card along with the device identifier.
2. A more sophisticated, though not impossible, method would be that,
if the movements of an anonymous user are tracked continuously, the
identity of the user can be determined by identifying the places where
he or she is spending most of the time (home and/or work place ad-
dress) and then linking that identity information to the tracked de-
vice identifier. This is possible only if the location estimation tech-
nology used for tracking is accurate enough, but, as we are going to
see later, WLAN-based location estimation is quite accurate so this
hypothesis can not be discarded. Research on Multi Target Track-
ing (MTT) has already shown the possibility of compromising the
privacy of previously anonymous users by tracking their movement
patterns[212, 213, 214, 215, 216, 217].
Most probably, other methods of linking a person’s identity to a device
identifier could be imagined but these two will be enough for now. The
point here is that even if the user is determining his or her location on the
mobile device, an attacker can use the radio signals emitted by the mobile
device while communicating with the network and it will be able to estimate
the mobile device’s location independently. This is the reason for identifier
updates.
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Even with an anonymous user using an anonymous device identifier, an
attacker that can either use the WLAN infrastructure covertly, or deploy its
own WLAN sensor network to monitor the wireless transmission medium
and track the devices using the medium. The location estimation sys-
tem used for tracking could be based on trilateration (using received signal
strength indications - RSSI, signal to noise ratios - SNR or time of arrival
- TOA techniques), triangulation (using angle of arrival - AOA techniques)
and environment metainformation and/or calibration maps for the area of
interest.
Accuracy-wise, WLAN-based location estimation has comparatively high
accuracy with off-the-shelf hardware and software that can be created rel-
atively easily by programmers familiar with operating systems drivers and
kernel programming. Given the high accuracy and relatively low cost of
WLAN-based medium surveillance, this threat can not and must not be
underestimated.
Given the whole range of attack vectors available to a powerful adversary,
mechanisms to counter these attacks must be created. The best tool for
that is the identifier update. However, identifier update by itself will not be
enough so it will have to be enhanced in response to the attacks that could
be staged. The iterations in this process of refining the location update
mechanism are:
1. The device updates its identifier each time it connects to a new ac-
cess point[219]. The problem here is that if the client camps on the
same access point for a long time, the attacker could infer that the
respective location is the client’s home or office, which could link the
device to the user’s identity. Another possible example would be that,
at some point in the future, it would be plausible to expect that each
tube carriage or bus would have its own access point[57, 58]. If a
user’s device camps on that access point for the whole trip, an at-
tacker could determine the user’s movement patterns, which, in turn,
could be used to determine the user’s identity. The last hypothesis
presented at this point is that, even if the user is just passing through
the coverage area of a given access point, the device’s, and implicitly,
the user’s trajectory can be tracked for a few tens, if not hundreds, of
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meters. Supposing that the WLAN network is configured for roam-
ing, when the handoff is performed and the mobile device switches
access points and identifiers, the new and the old identifier could be
linked by performing a correlation attack. If the number of devices
being connected to the WLAN network is small, Multi Target Track-
ing (MTT) algorithms could be implemented to track the devices’
trajectories even if the devices are completely anonymous. This can
be done using Kalman filtering and is the basis for radar tracking, so
there is a lot of potentially useful information about this technology
that could be used to implement such a tracking system. As a result,
with MTT, even with complete identifier anonymity, the movement
patterns of a particular user could be determined and, as a result, his
identity could be compromised. This leads to two observations about
the device identifier update mechanism. The first is that if a large
number of users using identifier update exist in the same area, MTT
will start to fail by incorrectly correlating identifiers. The second is
the next iteration.
2. The mobile device, instead of updating its identifier immediately at
handoff, should wait for a random time interval before using its new
identifier[220]. The silent period must be random because if the same
time delay is used, it would be just a matter of factoring in the re-
spective time delay by the attacker. This silent period should not be a
huge problem for data connections, but it should be thoroughly ana-
lyzed with a proof of concept system to see what would be the impact
on VoIP connections.
3. An even further improvement would be to perform the identifier up-
date at random intervals[221], not only when associating with an ac-
cess point. This should increase the number of correlations that must
be made by the attacker, thus putting more processing strain on the
attacking system and forcing it more often into a situation in which
it could correlate incorrectly and lose track of the user. The increased
number of silent periods will pose even more problems to VoIP calls.
4. Switching access points by the mobile device does not mean that the
attacker’s listening devices will lose track of the mobile devices in the
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area. Their job can be made more difficult by overwhelming them with
identifier updates and non-deterministic silent periods, but they can
still use the RSSI and/or SNR of the devices updating their identifiers.
Thus, another step would be for the mobile device to use power con-
trol and modify its power output too when performing the identifier
update.
5. In order to increase the effectiveness of identifier update and disrupt
MTT, the identifier update should be performed when the mobile de-
vice performs trajectory changes[223]. Nevertheless, more research is
needed to find out how the device could determine trajectory changes
by itself. Determining its own location and updating the identifier at
road intersections is an idea that could lead to some useful results. An
easy feature to add would be to allow the user to force an identifier
update at will. Because the user knows its movement path, he or she
can decide when it would be most useful to force an identifier update.
Also, if the WLAN device is equipped with a satellite-based navigation
device, a trajectory change could be automatically inferred when the
mobile device reaches a crossroads. This is one example of a situation
in which a device capable of location estimation sensor fusion could
enhance location privacy.
As in the case of Internet anonymizing networks, the identifier update
mechanism would become more efficient with the increase of the number of
devices that use the technology. If there is only one active device in the
tracked area, even if it updates its identifier following all the recommenda-
tions from the previous paragraph, an attacker would have all the reasons
to correlate the old and the new identifier instead of simply believing that
one device went silent and another one became active, even if that were the
case.
If all of the above was implemented, including increasing the number of
users to such a level that the lone device scenario becomes the exception,
then the users’ location privacy would be enhanced. Nevertheless, the qual-
ity of service would be affected in multiple ways:
1. Connection drop; each identifier update will cause a connection drop.
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The mobile device’s WLAN driver could be modified in order to min-
imize or even eliminate this problem.
2. Connection temporal gap; as stated before, this would not be a mas-
sive problem for data traffic, but it would pose serious problems for
VoIP traffic. This is a very important aspect because the privacy of
the system increases with the number of users using it. In order for
users to be attracted by this system, apart from the privacy features,
the system should provide at least acceptable levels of quality of ser-
vice. The data service should not be impacted negatively because the
system is WLAN-based, so it provides better bandwidth and shorter
delay than UMTS anyway, so there should be enough room for an
acceptable drop in performance. Nevertheless, the VoIP traffic can be
seriously affected by the silent periods. Extensive experimental test-
ing is an absolute necessity in order to determine the quality of service
and address the issues posed by this aspect of the problem.
3. Identifier updates: updating the mobile device’s identifier during an
established communication session will cause the remote party to lose
the ability to reach the mobile device. A method for addressing this
issue is proposed in the logic layer subsection.
7.2.2. The logic layer
At the logic layer, work has focused on using a third party that anonymizes
the location measurements gathered by the location systems and used by
the location service providers. Another proposed system is to have the
third party store all the personal information and disclose only what is
necessary to the location service providers, instead of the third party being
just an anonymizer. However, both approaches are fundamentally the same
from the privacy perspective. Unless the user trusts the third party, these
approaches are useless. This is the case because they create single points
of failure in the location infrastructure that can be cracked or subpoenaed,
thus rendering them useless as privacy enablers. The work on this topic is
of general interest for any location technology which could be employed for
location estimation.
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An obvious solution to the lack of trust in third parties would be for
each user to use a trusted system as an anonymizer when interacting with
the location based service provider. The big question is: what is a trusted
system? Depending on the privacy needs of each user, the trusted system
could be:
1. A monolithic third party anonymizer; the users who are not very pri-
vacy conscious or who do not feel the need for privacy, could use the
third party anonymizers proposed in the previous works cited in 7.1.2.
2. A distributed third party anonymizer; the users who do not trust third
parties that can easily identify them with their privacy, could use dis-
tributed systems like Tor. “Tor” stands for “The Onion Router” and is
a system based on the concept of onion routing[232]. It is a system lay-
ered over TCP/IP which allows anonymous communications between
endpoints connected to the Tor network. If all the communication be-
tween the user and the location-based service provider goes through
such a system, this provider will not be able to link the anonymous
user’s location to a real identity. Because of the distributed nature of
such systems, compromising them is more difficult than compromising
a monolithic anonymizer, even though it is not impossible.
As it was previously mentioned when physical layer privacy was being
discussed, identifier updates pose a challenge for communication protocols
that depend on maintaining an open session between endpoints in order to
function correctly. This is the case because updating the identifier on the
lowest layer of the networking stack, without updating all the identifiers
from higher up on the stack, will negate all the benefits of performing the
identifier update in the first place. To wit, in the case of a network using
802.11 wireless equipment and IP on top of the 802.11 wireless equipment,
an identifier update would mean the update of the MAC address of the
802.11 device used by the user device to connect to the network. If the
MAC address update was performed without updating the IP address of
the user device, then the update itself would be meaningless because the
network would still be able to track the user device despite the identifier
update.
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In order for the identifier update to maintain its usefulness the IP address
of the user device would need to be updated along with the MAC address.
The problem is that updating the IP address is going to cause problems
higher in the networking stack. If TCP[240, 241], or any other connection-
oriented protocol, is used over IP, the TCP connections are going to be lost
because of the IP address update. To overcome this issue, instead of using
connection-oriented protocols over IP, like TCP, message-oriented protocols
need to be used over IP, like UDP[242], or, better, SCTP[243], so that when
the IP address is updated, there is no connection to be lost because of the
update.
The reason the issue of connection-oriented protocols is brought forward
is that Tor works only over TCP in its current implementation because the
connections between Tor nodes are created using TLS[244], which normally
works over TCP. Also, Tor currently has no support for UDP or SCTP.
There is a proposal to add UDP support to Tor, but it has not evolved past
the proposal state[245]. There is an IETF RFC document which describes
the use of TLS over SCTP[246], but no work has been done yet on getting
Tor to work with TLS over SCTP. Also, in order to be able to use latency-
sensitive protocols/technologies (like VoIP) over Tor, support for message-
oriented protocols is a must because VoIP uses RTP for delivering audio
data and RTP works on top of UDP[247, 248]. Some research on running
RTP over SCTP has been done[249], but this setup is much less common
than RTP over UDP.
For the identifier update mechanism to work in conjunction with a dis-
tributed anonymizing network like Tor, there are two alternatives:
1. either have the distributed anonymizing network support message-
oriented transport layer protocols (This can be done by implementing
any of the features mentioned in the previous paragraph)
2. or have the ingress and egress points of the distributed anonymizing
network translate the message-oriented protocol traffic into connection-
oriented protocol traffic as it enters the network, and the connection-
oriented protocol traffic into message-oriented protocol traffic as it ex-
its. The implementation of such a daemon already exists for DNS[250]
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but no generic UDP to TCP daemon exists as yet.
Either of these mechanisms would permit a device using identifier updates
to establish connections to other devices outside the distributed anonymiz-
ing network while maintaining its privacy. Nevertheless, a device using these
privacy technologies would be unable to receive connection requests from
other devices of any kind, or to establish connections to other devices us-
ing the same privacy technologies. The solution for this is to have a trusted
server connected to the distributed anonymizing network that always knows
the current identifiers of the device using identifier update technology.
Unlike in the case of message-oriented protocols support, Tor already has
support for such a feature under the name of Tor Hidden Services[232, 251].
Using the Hidden Services feature, any device connected to the Tor network
can be reached by devices outside the Tor network while maintaining its
anonymity. Using this feature, any entity (individual, foundation, corpo-
ration etc.) can run their own server, which removes the any trust issues.
The first issue when using such a hidden services server is where should it
reside? Either
1. on a device that is dedicated to this task, performs it for one or more
client devices and does not need to perform identifier updates (If this
is the case then the client devices’s communication has to go through
this server which means an increase in communication latency, which
may or may not be significant)
2. or on a device that has to perform identifier updates, thus making
the server operate for a single device and has to share the hardware
with multiple other pieces of software (If this is the case, there is no
communication latency increase, but Tor and the Tor Hidden Services
feature must be upgraded to handle identifier updates, which requires
significant further research and development).
Currently, the dedicated device without identifier updates approach is the
more feasible one because the changes necessary to make the Tor Hidden
Services feature work, with identifier updates, are by no means trivial, so
the rest of this subsection will be based on this assumption. If the dedicated
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device without identifier updates option is chosen, then all the client devices
served by the hidden services server maintain a connection to the server. In
order to establish a communication channel between a third party caller and
one of the served client devices, the hidden server relays the data between
the caller(s) and the client device(s). If needed, the server may also be able
to filter incoming calls according to various criteria.
The reason for having the client devices maintain a connection to the
server is that the client devices perform identifier updates. In order for the
server to be able to relay messages to the client devices, it needs to be able
to reach them. Given that the server can not establish a connection to the
client devices but the client devices can establish a connection to the server,
it follows that the client must maintain a connection to the server.
A single hidden services server would require an always-on server but the
advent of wide spread use of broadband Internet connections minimizes the
restrictions imposed by this requirement. On the other hand, a single server
could be used by one person, by all the members of the same household or
by all the employees of the same company, which would reduce the impact
even further.
7.2.3. Procedure
Because comprehensive location privacy systems have not been developed,
the adoption of location estimation has not gained a lot of ground so no set
of best practices for location estimation privacy have been published. The
closest thing to a best practices document are the IETF GEOPRIV drafts,
because the proposed standards do not specify any technology that can
enforce privacy. Instead it is focused on forcing accountability on location
service providers and advocates enforcement by legal means.
7.3. Internet privacy architecture
Anonymity seems to be hitting a brick wall when it comes to the issue of
authentication, access control and billing. This is the case because these
features are a mandatory requirement in the following two situations:
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1. when the mobile device tries to use the services of the wireless network;
2. when the user tries to use the services of the location based services
provider.
Currently, the problem of access control in IEEE technology-based networks
can be handled using technologies based on the 802.1x standard. For ex-
ample, the most common implementation of 802.1x authentication is using
a RADIUS authentication server. However, using present day authentica-
tion mechanisms would defeat the purpose of all the privacy mechanisms
described up to this point. Is there a way of modifying a 802.1x authenti-
cation infrastructure to preserve privacy? Further research is needed in this
area, but a good place to start is the concept of blind signatures. With digi-
tal blind signatures, the client can authenticate itself to the service provider
but the service provider can not determine which client is being authenti-
cated, only that the respective client has the right of being authenticated
successfully.
Using blind signatures to authenticate, anonymize access control and
billing, PGP for authorization at the anonymizer and Tor for Internet-based
communication, brings out the image of a distributed architecture based on
the collaboration of the members of a community. This, in itself, has the ad-
vantage of eliminating the problem of single points of failure in the system.
Moreover, every increase in the number of the members of the community
represents an increase in the privacy of the system as a whole.
The community can be empowered even further by using open technolo-
gies and open source software. This has multiple benefits:
1. open technologies should stimulate technology interoperability and
standards compliance. Even though the proposed technology is far
from standards compliant, it could shape its own standards in the fu-
ture. This has been proved to be entirely accurate in the past for the
evolution of the PC market and of the Internet.
2. open source software has the benefit of being peer reviewed and up-
dated by a large number of members of the community, thus contin-
ually enhancing its robustness, security and usability.
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8. Further research
The presented research can be built upon in several ways, as, for example:
Improvement of the sensor fusion execution time: In order to im-
prove execution time, instead of waiting for all components that are exe-
cuted in parallel to finish running, the sensor fusion framework would use
the results returned by the first one that finishes running successfully, thus
decreasing the time needed to get a result. Doing that alone would be quite
easy to implement but would also have two significant disadvantages. The
first is the most obvious one, namely that the results of the fastest compo-
nents would always be used, and, chances are, that the fastest sensing com-
ponents are those using the least accurate technologies. The result would
be that the chances of always getting inaccurate results would increase. The
second, and less obvious one, is that even though the framework moves on
with running the engine after the first valid result is received, the rest of
the components are still running and, right now, there is no way for them
to be stopped. This is a problem with this implementation of the sensor
fusion framework because, if the engine finished while one of the ignored
components are still running, and if the framework receives the request to
run an engine that uses the component that is still running, the framework
would try to start the component again and fail. A solution to this would
be not only to use the first component that returns a valid result when
having multiple such components running in parallel and then moving on,
but having a framework architecture in which, as new results are returned,
the new results would be used to improve the results of the whole engine.
This would mean that instead of system in which location estimation re-
sults are computed synchronously as requests come from the clients, the
location estimation results would be computed asynchronously as new data
is sensed, and they would take the form of a stream of results and all the
clients interested in getting them would listen for that stream.
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Analyzing the location estimation performance when using dif-
ferent location estimation technologies and/or sensor fusion tech-
niques: Other technologies that could be used for location estimation are
radio-based, like WiMAX or RFID, or non-radio-based, like landmark recog-
nition or accelerometers and digital compasses that could be used for inertial
navigation. Also, research on the way that raw data is used can be done,
essentially focusing on improving the performance of one or more location
estimation technologies. Essentially, research on improving any of the parts
of the location estimation sensor fusion engines can be done. Also, research
on the engines themselves could be done, in order to determine whether the
existing engine structure is optimal or if it can be improved upon.
Dynamically creating sensor fusion engines: Using the components’
configuration files, the first step would be to create a GUI for easily creating
sensor fusion engines and the second step would be to create a software
module that interacts with sensor fusion framework. It would get the list
of all the loaded components and their interfaces and dynamically create
engines according to a high-level configuration done by the user. This could
go as far as having an AI running inside this dynamic engine generator.
Implementation of the location privacy architecture design: The
whole design has already been thought of. What is needed is to implement
it and test it first in the lab and then in the field.
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9. Conclusions
The goals identified at the beginning of the thesis (1.4) have been reached:
9.1. Location estimation conclusions
1. A highly-modular component-based sensor fusion framework has been
successfully designed and implemented. The design of the sensor fu-
sion architecture has been presented in chapter 2, its implementation
details have been presented in chapter 3 and the design and imple-
mentation of the components used for location estimation has been
presented in chapter 4.
2. The performance of the solution has been analyzed in chapter 5. The
availability was always improved, both on average and on a case-by-
case basis, by using senor fusion. The accuracy was always improved
on average, while on a case-by-case basis it improved twice as often
as it diminished. The time and energy consumption could not be
improved with the current implementation of the sensor fusion frame-
work, but the sensor fusion framework was able to be used to create a
time and consumption profile of the location estimation setup so that
improvements could be made in the future. Overall, the analysis of
the results suggests that using sensor fusion techniques on location es-
timation data can improve the performance of the location estimation
process.
9.2. Location privacy conclusions
1. At least from a theoretical standpoint, a system to improve the pri-
vacy of location estimation technology could be devised. The solution
for a comprehensive location privacy is strongly coupled with the topic
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of Internet privacy. The proposed privacy architecture has been pre-
sented in chapter 7. In order to test the viability of the proposed
design, it needs to be implemented and tested in practice.
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Appendices
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A. Algorithm to determine the
obstacle interference model
What was needed in order to address this problem was a way of estimating
the chances of various types of obstacles being present between a beacon
and a mobile device. Courtesy of the Imperial College Estates Office, plans
of all the floors from all the buildings on the South Kensington campus
were available. Despite the fact that the floors of various buildings did not
always match perfectly, using these floor plans, one campus-wide map could
be created for each level on which at least one building had a floor. In total,
that meant 15 campus-wide floor plans. For each level, an interference model
needed to be extracted. Not all buildings were the same height, meaning
that on different levels, the campus-wide map was different, which, in turn,
meant a different interference model. Also, even in the case of the levels
which had the the same buildings present, the inside layout of the individual
buildings’ floors were different, which, again, meant a different interference
model.
An interference model could have been created using just the campus-
wide maps. Unfortunately, in their initial form, the campus-wide maps
could not be used to distinguish between different types of obstacles. The
campus-wide maps were created by using the individual buildings’ floor
plans. These plans were available as .dwg files. They were combined to cre-
ate the campus-wide maps and the .dwg files containing the campus-wide
maps were rendered into grayscale .png image files. The only two types of
obstacles that could be extracted from the campus-wide maps were internal
walls and external/support walls. The way to visually differentiate between
the two types was by using the fact that the internal walls were represented
either by one line or by two lines close together, because the internal walls
are thinner, while the external walls and the support structures were rep-
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resented by two lines spaced further apart, because they are considerably
thicker. Unfortunately, this way of representing the different types of walls
was not conducive to extracting the needed interference model. As a conse-
quence, a way of algorithmically separating the outer walls from the inner
walls was needed. This algorithmic separation of walls would not be perfect,
of course, but, on one hand, it would be faster than doing it manually and,
on the other, having developed a method of separating the internal walls
from the external walls, if the need to extract an interference model from
another set of maps in the future arose, the separation could be performed
easily, without the need for extensive manual work.
The steps of the algorithm are:
1. Clean up the selected campus-wide map by removing as much as pos-
sible all the non-wall items represented on the map and to create a
black&white image. Given that the map picture is a grayscale image
and that the non-wall items were rendered as lighter shades of gray
when the map image was rendered, the threshold tool from the GIMP
image manipulation program[252] could be used to easily accomplish
this goal, using a lower threshold value of 200 and an upper threshold
value of 255.
2. Try to have the external walls represented as only one line, by any
means necessary. A way of accomplishing this is to apply a Gaussian
blur to the image until the two lines making up the external walls
become one. This is achieved, again in GIMP, using the Gaussian
blur filter, with both the horizontal and vertical blur radii set to 2
pixels and using the run-length encoding method. The filter needs to
be applied twice with the aforementioned settings in order to get good
results.
3. Make the map image black&white again. In order to do that, the
threshold tool from GIMP is used again, using a lower threshold value
of 255 and an upper threshold value of 255.
4. Use a thinning algorithm until the most, if not all, inner walls become
one pixel wide. To accomplish this task, the Zhang-Suen algorithm[253]
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was used in a custom-built program that runs the Zhang-Suen algo-
rithm on the image obtained at the end of step 3 and saves one image
for each iteration. After inspecting the images produced at each it-
eration, the image produced after running the 9th iteration of the
Zhang-Suen algorithm on the image obtained at the end of step 3 was
selected as the best alternative.
5. Get rid of all the one-pixel-wide inner walls. GIMP’s Gaussian blur
filter, with both the horizontal and vertical blur radii set to 2 pixels
and using the run-length encoding method is used to make the one-
pixel-wide inner walls a shade of gray instead of black.
6. Use GIMP’s threshold tool, with a lower threshold value of 100 and
an upper threshold value of 255 to remove all the gray pixels, thus
removing the inner walls from the picture.
7. Run the Zhang-Suen algorithm on the image obtained at the end of
step 6.
8. Use GIMP’s Gaussian blur filter, with both the horizontal and vertical
blur radii set to 2 pixels and using the run-length encoding method
to make the one-pixel-wide walls wider in the picture obtained at the
end of the previous step.
9. Use GIMP’s threshold tool, with a lower threshold value of 255 and
an upper threshold value of 255 in order to turn all non-white pixels
black in the picture obtained at the end of the previous step.
10. Remove all the non-white groupings of pixels with a total of less than
200 pixels from the picture obtained at the end of the previous step.
The reason for this is to clean up the picture of all the elements that
have just small chances of being actual walls. This is done using a
custom-built program that runs the clean-up algorithm.
11. Run the Zhang-Suen algorithm on the image obtained at the end of
step 4.
12. Use GIMP’s Gaussian blur filter, with both the horizontal and vertical
blur radii set to 2 pixels and using the run-length encoding method in
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order to make the one-pixel-wide walls wider in the picture obtained
at the end of the previous step.
13. Use GIMP’s threshold tool, with a lower threshold value of 255 and
an upper threshold value of 255 in order to turn all non-white pixels
black in the picture obtained at the end of the previous step.
14. Remove all the non-white groupings of pixels with a total of less than
200 pixels from the picture obtained at the end of the previous step.
The reason for this is to clean up the picture of all the elements that
have just small chances of being actual walls. This is done using the
same custom-built program that runs the clean-up algorithm previ-
ously used at step 10.
15. Subtract the image obtained at the end of step 14 (the one containing
only the external walls) from the image obtained at the end of step 10
(the one containing all the walls) in order to determine all the internal
walls.
16. Remove all the non-white groupings of pixels with a total of less than
30 pixels from the picture obtained at the end of the previous step.
The reason for this is to clean up the picture of all the elements that
have just small chances of being actual walls. This is done using the
same custom-built program that runs the clean-up algorithm previ-
ously used at step 10 and 14.
17. Run the Zhang-Suen algorithm on the image obtained at the end of
step 14. The result is an image that contains only one-pixel-wide
representations of the external walls.
18. Run the Zhang-Suen algorithm on the image obtained at the end of
step 16. The result is an image that contains only one-pixel-wide
representations of the internal walls.
19. Use the picture obtained at the end of step 17 to extract data needed
for creating the interference model for the external walls. This is done
using a custom-built program that implements the algorithm discussed
next.
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20. Use the picture obtained at the end of step 18 to extract data needed
for creating the interference model for the internal walls. This is done
using a custom-built program that implements the algorithm discussed
next.
21. Use data obtained at the end of step 19 to extract the interference
model for the external walls. This is done using a custom-built pro-
gram that implements the algorithm discussed next.
22. Use data obtained at the end of step 20 to extract the interference
model for the internal walls. This is done using a custom-built pro-
gram that implements the algorithm discussed next.
A.1. Algorithm for determining the probabilities
of walls being present at any given distance
from a given point
The algorithm mentioned in steps 17 and 18 is used to estimate the prob-
abilities of a wall being present at any given distance d from a given point
P. In order to get a better estimation, more than one point P is used. Ini-
tially, it was intended to perform the wall presence determination part of
the algorithm for all the points of the input image. The input images were
4243x3477 in size. That made for a prohibitively large number (14752911)
of points to be used in the estimation. In order to alleviate this problem,
one wall presence determination for every square meter was tried. This still
resulted in a number of computations that was too large to handle in a
short enough time frame. Finally, it was decided the wall presence determi-
nation algorithm was to be run for every 100 square meters. As a term of
comparison, the whole area represented in the pictures was approximately
128000 square meters. That would result in a maximum of approximately
1280 wall presence determinations for each level. This maximum value was
never reached because only the points P that were determined to be within
a building were used, the rest being ignored. On the lower levels, where the
indoor and outdoor areas were relatively closely matched, the number of
used points was relatively high. On the top levels, where the indoor areas
were much smaller, the number of used points was also quite small.
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level points
sublevel 2 44
sublevel 1 62
ground level 409
level 1 454
level 2 411
level 3 388
level 4 385
level 5 246
level 6 211
level 7 107
level 8 64
level 9 25
level 10 19
level 11 14
level 12 2
total 2841
Table A.1.: The number of points used for wall presence determination for each
level
In order to simplify the algorithm’s implementation, the image containing
the wall data is padded so that, from each point of the wall image, a circle
with the radius of 278m can be drawn around it. The maximum range of
287m is used because it is the maximum range of the signal coming from a
WLAN access point, as determined in the WLAN measurement gathering
experiment. For each usable selected point, a circle with the radius of 287m
is drawn, using the selected point as the center of the circle. For each pixel of
this circle, a line is drawn between the circle pixel and the center of the circle.
For each pixel of this line, a check is made to determine whether or not the
image pixel with the same coordinates is a wall or not. If it is, it is marked
as such by incrementing a counter. There is a counter for each distance.
The distances increase in 1m steps. Given the maximum range of 287m,
that means that there are 287 counters. The real distances for each pixel
of the line is rounded up and the appropriate counter is incremented. Also,
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a count of how many pixels were checked in total is kept. The algorithm
produces, as a result, a list of 287 data sets. Each data set is made up of
maximum count and wall count.
The algorithm uses as inputs one of the external or internal wall images
and a mask image, which is used to determine whether a point is inside a
building or not. The external and internal wall images and the mask image
have the same size.
In its implementation, instead of running the whole algorithm twice for
each type of wall (internal and external), the program loads both images
and, for each checked pixel, it checks both the internal wall image and the
external wall image. The output comes as a .csv file containing 287 data
sets. Each data set is made up of maximum count, internal wall count
and external wall count. The pseudocode for the wall presence probabilities
algorithm can be seen in algorithm A.1.
A.2. Algorithm for determining how many walls
are most likely to exist between a given
point and a point at any given distance from
the first point
The algorithm mentioned in steps 19 and 20 is used to estimate the most
likely number of walls present between an access point placed at a given
location and a mobile device situated d meters away from the access point.
This algorithm uses the output of the previous algorithm and creates the
final interference model.
The previous model produced data for each level that can be used to
determine two sets of probabilities (again, for each level). The algorithm
itself works on one level at a time, so the ”for each level” part will be
omitted for the rest of the presentation of this algorithm. The two sets of
probabilities are:
1. A list of the probabilities of an internal wall being present at each of
the distances starting with 1m from a reference point and up to 287m
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Algorithm A.1 Wall presence probabilities algorithm
for i = 0; i < image width; i += 10m do
for j = 0; j < image height; j += 10m do
if point[i,j] is inside building then
draw circle with 287m radius around point[i,j];
for all pixel of drawn circle do
draw line from selected circle pixel to center of circle;
for all pixel of drawn line do
range = ddistance from center of circle to the location identi-
fied by the selected pixel, in meterse;
total count[range] += 1;
if internal wall image[selected point’s coordinates] is black
then
internal wall count[range] += 1;
end if
if external wall image[selected point’s coordinates] is black
then
external wall count[range] += 1;
end if
end for
end for
end if
end for
end for
for range = 0; range < 287; range++ do
print to file ”total count[range],internal wall count[range],external wall count[range]”;
end for
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from the same reference point.
2. A list of the probabilities of an external wall being present at each of
the distances starting with 1m from a reference point and up to 287m
from the same reference point.
This data, in its raw form, is not very useful because, given any distance
d, there could be any number of walls, from 0 up to d, present between the
reference point P and the point dm way from the reference point P. The
information needed is the most likely number of walls present between the
two points. Let the event of a wall being present at distance d from P be
called Wd. Then, the probability of exactly 1 wall being present between P
and a point 1m away from P is:
P11 =P (W1) (A.1)
The probability of exactly 2 walls being present between P and a point 2m
away from P is:
P22 =P (W1 ∩W2) (A.2)
The probability of exactly 1 wall being present between P and a point 2m
away from P is:
P21 =P (W1 ∪W2)− P22 (A.3)
Similarly, for d = 3:
P33 =P (W1 ∩W2 ∩W3) (A.4)
P32 =P ((W1 ∩W2) ∪ (W1 ∩W3) ∪ (W2 ∩W3))− P33 (A.5)
P31 =P (W1 ∪W2 ∪W3)− P32 − P33 (A.6)
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for d = 4:
P44 =P (W1 ∩W2 ∩W3 ∩W4) (A.7)
P43 =P ((W1 ∩W2 ∩W3) ∪ (W1 ∩W2 ∩W4) ∪
(W1 ∩W3 ∩W4) ∪ (W2 ∩W3 ∩W4))− P44 (A.8)
P42 =P ((W1 ∩W2) ∪ (W1 ∩W3) ∪ (W2 ∩W3) ∪
(W1 ∩W4) ∪ (W2 ∩W4) ∪ (W3 ∩W4))− P43 − P44 (A.9)
P41 =P (W1 ∪W2 ∪W3 ∪W4)− P42 − P43 − P44 (A.10)
and for d = k:
Pkk =P (
k⋂
i=1
Wi) (A.11)
· · ·
Pki =P

⋃
j1,j2,···,ji:j1<j2<···<ji=
(
k
i
)(Wj1 ∩Wj2 ∩ · · · ∩Wj i)
−
−
k∑
j=i+1
Pkj (A.12)
· · ·
Pk1 =P (
k⋃
i=1
Wi)−
k∑
i=2
Pki (A.13)
Expanding this algorithm up to d = 287 would solve the problem of what
is the most likely number of walls present between the reference point P and
the point dm way from the reference point P. Unfortunately, the algorithm
is extremely computationally intensive, being executed in O(n4). For small
values of d, the execution time is reasonable, but it quickly becomes excessive
even for relatively small values of d, such as 30.
A solution to this problem is to find an approximation to the algorithm
defined by equations (A.1) to (A.13) that has a faster execution time. One
such approximation is if equations (A.14) to (A.16) are assumed to be cor-
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rect, even though they are not.
P ((A ∪B) ∩ C) =P ((A ∩ C) ∪ (B ∪ C)) (A.14)
P ((A ∪B ∪ C) ∩D) =P ((A ∩D) ∪ (B ∪D) ∪ (C ∪D)) (A.15)
· · ·
P ((A ∪ · · · ∪K) ∩ L) =P ((A ∩ L) ∪ · · · ∪ (K ∪ L)) (A.16)
In reality, the actual relationship between the terms of the equations (A.14)
to (A.16) is that from equations (A.17) to (A.18).
P ((A ∪B) ∩ C) ≤ P ((A ∩ C) ∪ (B ∪ C)) (A.17)
· · ·
P ((A ∪ · · · ∪K) ∩ L) ≤ P ((A ∩ L) ∪ · · · ∪ (K ∪ L)) (A.18)
Demonstration: The fact that P ((A ∪ · · · ∪ K) ∩ N) ≤ P ((A ∩ N) ∪
· · · ∪ (K ∪N)) can be demonstrated by induction:
1. P ((A ∪B) ∩ C) ≤ P ((A ∩ C) ∪ (B ∪ C)) needs to be true:
P ((A ∪B) ∩ C) =P ((A ∩B))P (C)
=(P (A) + P (B)− P (A)P (B))P (C)
=P (A)P (C) + P (B)P (C)− P (A)P (B)P (C)
P ((A ∩ C) ∪ (B ∪ C)) =P ((A ∩ C)) + P ((B ∪ C))− P ((A ∩ C))P ((B ∪ C))
=P (A)P (C) + P (B)P (C)− P (A)P (B)P (C)2
P (A)P (C) + P (B)P (C)− P (A)P (B)P (C) ≤ P (A)P (C) + P (B)P (C)− P (A)P (B)P (C)2
−P (A)P (B)P (C) ≤ − P (A)P (B)P (C)2
−P (C) ≤ − P (C)2
P (C) ≥ P (C)2
which is true, because P (C) ∈ [0, 1].
2. if P ((A ∪ B ∪ · · · ∪ K) ∩ N) ≤ P ((A ∩ N) ∪ · · · ∪ (K ∪ N)), then
P ((A ∪ B ∪ · · · ∪K ∪ L) ∩ N) ≤ P ((A ∩ N) ∪ · · · ∪ (K ∪ N) ∪ (L ∪ N))
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needs to be true as well:
PK1 =P ((A ∪B ∪ · · · ∪K) ∩N)
PK2 =P ((A ∩N) ∪ · · · ∪ (K ∪N))
PL1 =P ((A ∪B ∪ · · · ∪K ∪ L) ∩N)
PL2 =P ((A ∩N) ∪ · · · ∪ (K ∪N) ∪ (L ∪N))
PL1 =P ((A ∪B ∪ · · · ∪K ∪ L) ∩N)
=P (A ∪B ∪ · · · ∪K ∪ L)P (N)
=P (A ∪B ∪ · · · ∪K)P (N) + P (L)P (N)−
P (A ∪B ∪ · · · ∪K)P (L)P (N)
=PK1 + P (L)P (N)− PK1P (L)
PL2 =P ((A ∩N) ∪ · · · ∪ (K ∪N) ∪ (L ∪N))
=P ((A ∩N) ∪ · · · ∪ (K ∪N)) + P (L ∪N)−
P ((A ∩N) ∪ · · · ∪ (K ∪N))P (L ∪N)
=PK2 + P (L)P (N)− PK2P (L)P (N)
PK1 + P (L)P (N)− PK1P (L) ≤ PK2 + P (L)P (N)− PK2P (L)P (N)
PK1 − PK1P (L) ≤ PK2 − PK2P (L)P (N)
PK1(1− P (L)) ≤ PK2(1− P (L)P (N))
PK1 ≤ PK2 is known as being true. That means that, in order for PL1 ≤ PL2
to always be true, 1− P (L) ≤ 1− P (L)P (N) needs to be true:
1− P (L) ≤ 1− P (L)P (N)
−P (L) ≤ − P (L)P (N)
P (L) ≥ P (L)P (N)
which is true, because P (L), P (N) ∈ [0, 1]. As a result, the initial hypothesis
of P ((A ∪ · · · ∪K) ∩N) ≤ P ((A ∩N) ∪ · · · ∪ (K ∪N)) is true.
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Using this approximation, the equations defining the algorithm for com-
puting the interference model become: the probability of exactly 1 wall
being present between P and a point 1m away from P is:
P11 =P (W1) (A.19)
The probability of exactly 2 walls being present between P and a point 2m
away from P is:
P22 =P (W1 ∩W2) (A.20)
The probability of at least 1 wall being present between P and a point 2m
away from P is:
P21 =P (W1 ∪W2) (A.21)
In the modified algorithm, subtracting
k∑
j=i+1
Pkj from Pki is done in a second
phase of the algorithm, after all the Pki have been computed. The major
changes begin from d = 3:
P33 =P (W1 ∩W2 ∩W3) (A.22)
P32 =P ((W1 ∩W2) ∪ (W1 ∩W3) ∪ (W2 ∩W3))
≈P (W1 ∩W2 ∪ ((W1 ∪W2) ∩W3))
=P (W1 ∩W2) + P ((W1 ∪W2) ∩W3)−
P (W1 ∩W2)P ((W1 ∪W2) ∩W3)
=P22 + P21P (W3)− P22P21P (W3) (A.23)
P31 =P (W1 ∪W2 ∪W3) (A.24)
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for d = 4:
P44 =P (W1 ∩W2 ∩W3 ∩W4) (A.25)
P43 =P ((W1 ∩W2 ∩W3) ∪ (W1 ∩W2 ∩W4) ∪
(W1 ∩W3 ∩W4) ∪ (W2 ∩W3 ∩W4))
≈P ((W1 ∩W2 ∩W3) ∪ (((W1 ∩W2) ∪
(W1 ∩W3) ∪ (W2 ∩W3)) ∩W4))
=P ((W1 ∩W2 ∩W3)) + P ((((W1 ∩W2) ∪
(W1 ∩W3) ∪ (W2 ∩W3)) ∩W4))−
P ((W1 ∩W2 ∩W3))P ((((W1 ∩W2) ∪
(W1 ∩W3) ∪ (W2 ∩W3)) ∩W4))
=P33 + P32P (W4)− P33P32P (W4) (A.26)
P42 =P ((W1 ∩W2) ∪ (W1 ∩W3) ∪ (W2 ∩W3) ∪
(W1 ∩W4) ∪ (W2 ∩W4) ∪ (W3 ∩W4))
≈P ((W1 ∩W2) ∪ (W1 ∩W3) ∪ (W2 ∩W3) ∪
((W1 ∪W2 ∪W3) ∩W4))
=P ((W1 ∩W2) ∪ (W1 ∩W3) ∪ (W2 ∩W3)+
P ((W1 ∪W2 ∪W3) ∩W4))−
P ((W1 ∩W2) ∪ (W1 ∩W3) ∪ (W2 ∩W3)P ((W1 ∪W2 ∪W3) ∩W4))
=P32 + P31P (W4)− P32P31P (W4) (A.27)
P41 =P (W1 ∪W2 ∪W3 ∪W4) (A.28)
and for d = k:
Pkk =P (
k⋂
i=1
Wi) (A.29)
· · ·
Pki =P(k−1)i + P(k−1)(i−1)P (Wk)− P(k−1)iP(k−1)(i−1)P (Wk) (A.30)
· · ·
Pk1 =P (
k⋃
i=1
Wi) (A.31)
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After computing all Pki,
k∑
j=i+1
Pkj needs to be subtracted from each Pki in
order for the results to have the same meaning as those of the unmodified
algorithm. Using this modified algorithm, the execution time for computing
the interference model becomes O(n2). This means that it becomes feasible
to compute the interference model on a regular computer in a reasonable
amount of time.
The fact that P ((A∪ · · · ∪K)∩N) ≤ P ((A∩N)∪ · · · ∪(K∪N)) is true for
the computed interference model means that the estimated number of walls
at all distances is going to be less than the estimated number of walls that
would have resulted by using exact equations. The initial difference between
the actual value needed for the purpose of computing the interference model
and the computed value is P (W1)P (W2)P (W3) − P (W1)P (W2)P (W3)2.
With each step, the difference increases by a factor of
1−P (Wk)P (Wk+1)
1−P (Wk) .
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