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ABSTRACT
The push to study the atomic and molecular dynamics at ever smaller time scales has been the main
driving force for developing laser systems with ever shorter pulse durations. Thus far, picosecond
lasers and femtosecond lasers have been used with great success in femtochemistry to study molec-
ular dynamics such as molecular rotation and vibration, which all occur in the tens to hundreds of
femtosecond. To study electron dynamics however, which are on the order of attoseconds (1 as
= 10−18 s), one needs attosecond laser sources to be able to have the time resolution required
to probe ultrafast electron dynamics such as AC Stark shifts, Rabi oscillations and other more
complex dynamics such as charge migration. By using few-cycle Titanium:Sapphire femtosecond
lasers focused tightly into a generating gas like argon and neon, extreme ultraviolet spectra could
be produce through high harmonic generation (HHG).
Initial attosecond light sources based on Titanium:Sapphire sources produced HHG spectra up to
150 eV. In order to be able to probe the inner valence shells of atoms and molecules, increasing
the cutoff energy of the harmonic spectra becomes necessary. Since the harmonic cutoff energy
scales with λ2 [1], longer wavelength driving lasers were developed to increase the harmonic cutoff
energies. However, since the harmonic yield at constant laser intensity scales with ∼ λ−6 [2, 3],
thus driving laser photon flux must also increase as the driving laser wavelength increases. It is for
this reason that in our lab, a 3 mJ 1.7 µm optical parametric-chirp pulse amplification (OPCPA)
laser system was developed and the spectra can reach as high as 450 eV using helium as the
generating gas. A number of numerical simulations were done to make suggested improvements
to the OPCPA and the DFG seed source. The Titanium:Sapphire amplifiers for the OPCPA were
also rebuilt from a three-stage system to a two-stage system while producing similar output pulse
energies after compression. This laser system will thus be more stable and maintenance will be
easier.
iii
In this work, an OPCPA system which delivers CEP stable 2 mJ 12-fs pulses centered at 1.7
µm was used to conduct experiments near the water window. This system was used to study
below-threshold harmonics produced in Argon, to perform Attosecond Transient Absorption Spec-
troscopy (ATAS) of Argon at 249 eV and to develop the semi-infinite gas cell which is a high flux
soft x-ray source.
iv
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CHAPTER 1: INTRODUCTION
The invention of the ruby laser [4, 5] set off a wave of innovation in various scientific and indus-
trial fields. The application of coherent light in various fields allowed for the fine manipulation
of matter in intrinsic ways only possible thanks to the invention of the laser. The pursuit of ever
shorter pulses, from Q-switched nanosecond (10−9 s) lasers [6] to mode-locked picosecond (10−12
s) lasers [7], has been relentlessly pursued over the course of decades. The more recent develop-
ment of femtosecond (10−15 s) mode-locked lasers, particularly ultrafast Kerr-lens mode locked
Titanium:Sapphire femtosecond lasers [8–10] paved the way for ultrafast laser science. The devel-
opment of chirped-pulse amplification [11] allowed for the safe amplification of ultrafast pulses to
produce the large pulse energies required for various applications.
One field that has benefited from the development of femtosecond lasers is femtochemistry, or fem-
tosecond pump-probe spectroscopy [12], where the general objective of pump-probe spectroscopy
is to study electron dynamics in atomic and molecular systems. In such experiments, a sample is
irradiated by the pump laser pulse which initiates the electron dynamics and then the atomic or
molecular system is probed by a delayed probe laser pulse. By recording the interaction between
the probe pulse and the sample, either through photoemission, absorption or reflection or other
means, it is thus possible to follow the temporal evolution of the photo-induced dynamics. While
femtosecond lasers provide sufficient time resolution to study certain rotational (∼ 10−12s) and vi-
brational dynamics (∼ 10−15s) in molecular systems, they do not offer the time resolution required
to observe electron dynamics of the order of ∼ 10−18s. Furthermore, the ability to probe the core
levels of heavy elements requires laser sources which can reach into the keV region. While large
synchrotrons or X-ray free-electron lasers can provide the photon energies required, much work
needs to be done for them to produce pulses of the order of attoseconds.
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The development of attosecond light sources, whereby an intense laser pulse is tightly focused into
gas atoms and produces extreme ultraviolet (XUV) light through high harmonic generation [13,14],
has opened up an entire new field of science. Typical laser intensities required are of the order
of 1014 W/cm2. Attosecond light pulses were first observed in 2001 [15] where 250 as pulses
were produced through high harmonic generation. The theoretical development of the three-step
model [16] has allowed us to better understand the processes behind high harmonic generation and
has given the field new directions to pursue.
Many initial experiments were done using 800 nm Titanium:Sapphire laser systems, allowing the
production of attosecond pulses with cutoff energies reaching up to 150 eV. These have been used
to perform some of the first attosecond pump-probe experiments [15, 17] and attosecond transient
absorption spectroscopies (ATAS) [18, 19], thus allowing us to make time-resolved measurements
of electron motion in gases [20] and in condensed matter systems [21, 22]. However, to probe the
inner-valence and core electrons of atoms and molecules, photon energies of hundreds to thousands
of eV are required. This led to a push to develop longer wavelength sources to take advantage
of the quadratic wavelength scaling of the harmonic cutoff energy [1]. The advances in optical
parametric amplification (OPA) and optical parametric chirped-pulsed amplification (OPCPA) has
led to the production of high energy short-wave infrared (SWIR) and mid-wave infrared (MWIR)
femtosecond pulses to produce HHG spectrum far beyond the Carbon K-edge [23–32] and offer
the possibility of studying the huge breadth of molecules in the “water window” (284-543 eV).
The large spectral bandwidth afforded by these lasers has allowed the achievement of the shortest
possible attosecond pulses at 53 as [33] and 43 as [34] and the achievement of cutoff energies as far
as 1.6 keV using a 3.9 µm laser source [31]. Such high cutoff energies have allowed pump-probe
spectroscopies to be performed at the Carbon K-edge (284 eV) [35, 36], Nitrogen K-edge (400
eV) [37] and Argon L2,3-edge [38] (249 eV).
2
Si P S Cl Ar K Ca Sc Ti V Cr Mn Fe Co Ni Cu
Be B C N O F Ne
Water Window
Figure 1.1: K- and L- absorption edges up to 1000 eV. The longer black lines mark the energy
levels of K-edges of elements. The red lines mark the energy levels of L-edges of elements.
This dissertation is divided into 7 chapters. Chapter 2 covers the theory behind high harmonic
generation. Chapter 3 covers the theory behind attosecond transient absorption spectroscopy and
gives an overview of the experimental setup used for experiments and the developmental work done
on the semi-infinite HHG gas cell. Chapter 4 covers the principles behind our OPCPA laser source
and gives an overview of the simulation work done to understand the OPCPA and also rebuilding
of the Ti:Sapphire laser system. Chapter 5 and chapter 6 describe two experiments which were
done using our OPCPA, namely below threshold harmonics and ATAS of Argon at the L2,3 edge
respectively. Finally, the last chapter gives an outlook for the future progress.
3
CHAPTER 2: ATTOSECOND PULSE GENERATION
High harmonic generation was first observed in 1987 [14] where a 248 nm laser beam was focused
tightly with intensities 1015 − 1016 W/cm2 in noble gases. The highest harmonic produced in
neon was the 17th order. Subsequently, Paul Corkum published his seminal paper describing
the mechanisms behind high harmonic generation in 1993 [16]. In that paper, he described the
recollision model that has been quite successful in explaining the cutoff photon energy of high
harmonic generation. Attosecond pulses were later first observed and characterized in 2001, when
researchers successfully produced a train of 250 as pulses [15].
In this section, an overview of the theory of attosecond pulse generation will be described. We will
use atomic units.
High Harmonic Generation - The Semi-Classical Picture
A typical high harmonic spectrum is shown in 2.1. Such a typical spectrum is characterized by the
plateau of odd ordered high harmonics and then an abrupt steep cutoff at
Ecutoff = Ip + 3.17Up (2.1)
where Ip is the binding energy of the atom, Up is the ponderomotive potential and is defined as
Up =
F 2
4ω2L
(2.2)
where F is the peak electric field amplitude and ωL is the central frequency of the laser pulse.
This is in stark constrast to perturbatively generated optical harmonics [39] which exponentially
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Figure 2.1: A Sample High harmonic spectrum. Note the signature High Harmonic Plateau and
the steep cut off at Ecutoff = Ip + 3.17Up.
decreases in intensity with the harmonic order. Paul Corkum, in 1993, proposed the recollision
model to explain the origins of the high harmonics. The recollision model is a semi-classical
model that describes how an electron and its parent atom interacts with an intense laser field to
generate an attosecond pulse. The model consists of three steps: tunnel-ionization of the valence
electron, the acceleration of the electron by the electric field and finally the recombination of the
electron with the parent ion. Note that this model is only applicable for above-threshold harmonics,
i.e. harmonics with energy greater than the ionization energy of the target gas whereby one could
discount the influence of the Coulomb potential on the electron wavepacket. For below threshold
harmonics, the Coulomb potential of the atom cannot be ignored [40–42] and the mechanisms are
still the subject of debate.
The recollision model is illustrated best in Fig. 2.2 [43]. For simplicity, we will only consider a
5
Figure 2.2: The Recombination Model. Here, the three steps in the recombination model are
illustrated: tunnel-ionization of the valence electron, the acceleration of the electron by the electric
field and finally the recombination of the electron with the parent ion. Adapted from [43].
monochromatic continuous wave polarized in the x-axis. Let the electric field F be
F
(
t
)
= FL cos
(
ωLt
)
(2.3)
To generate an attosecond pulse, a linearly polarized intense femtosecond laser pulse with intensity
IL is focused into a noble gas. The intensity of the beam is typically of the order of 1013 −
1014 W/cm2. If the electric potential of the laser field is sufficiently large and comparable to the
Coulomb potential, the Coulomb barrier is formed such that the electron can tunnel-ionize through
it. This process can be described by quantum mechanics and constitutes the first stage of the three-
step model: ionization. Typically, this step occurs near the maximum amplitudes of the sinusoildal
electric field and the electric field should not be so strong as to outright photoionize the atoms and
thus produce no harmonics.
Once the electron has escaped the binding potential, one can treat the electron as a free particle
and freed of the influence of the Coulomb potential. The electron is accelerated away from the
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parent ion by the strong electric field and follows a trajectory that depends on the time at which
the electron is ionized relative to the phase of the electric field. After a quarter of a laser cycle, the
electric field crosses the zero point and changes polarity. The electron follows the electric field and
is then accelerated in the reverse direction when the electric field changes polarity and continues
gaining in energy. This constitutes the second stage: acceleration. With this picture in mind, the
equation of motion of the electron can be written as
d2x
dt2
= −F(t) = −FL cos (ωLt) (2.4)
Let the time t′ be the time at which the electron tunnel ionize through the barrier and let the position
of the parent ion to be at x = 0. The velocity and the position of the electron can be solved as such:
v
(
t
)
= −FL
ωL
[
sin
(
ωLt
)− sin (ωLt′)] (2.5a)
x
(
t
)
=
FL
ω2L
{[
cos
(
ωLt
)− cos (ωLt′)]+ ωL sin (ωLt′)(t− t′)} (2.5b)
Finally, the electron accelerates and gains hundreds of electron volts of energy and if the trajectory
is favorable, the electron recombines with the parent atom and the excess energy is emitted as a
photon. This step is the final stage of the three-step model: recombination. To solve for the time
at which recombination occurs, one needs to solve for x
(
t
)
= 0 or
cos
(
ωLt
)− cos (ωLt′)+ ωL sin (ωLt′)(t− t′) = 0 (2.6)
Eqn. 2.6 can be solved numerically, or one could instead use the analytical formula [44]
ωLt =
pi
2
− 3 sin−1
(
2
pi
ωLt
′ − 1
)
(2.7)
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The kinetic energy of the returning electron is then
KE =
1
2
v2 =
F
2ωL
[
cos
(
3 sin−1
(
2
pi
ωLt
′ − 1
))
− sin (ωLt′)]
= 2Up
[
cos
(
3 sin−1
(
2
pi
ωLt
′ − 1
))
− sin (ωLt′)] (2.8)
The maximum kinetic energy is approximately 3.17Up and thus the maximum emitted photon
energy, while taking into account the energy between the continuum and the ground state, is Ip +
3.17Up which brings us back to the result stated in Eqn. 2.1. Furthermore, we can rewrite Eqn. 2.1
in terms of the laser wavelength λL
Ecutoff
[
eV
]
= Ip + 3.17×
(
9.33× 10−14ILλ2L
)
(2.9)
where IL is in units of W/cm2 and λ is in units of µm. The cutoff photon energy Ecutoff can be
alternatively calculated by directly solving the Schro¨dinger equation with Strong Field Approxi-
mation [45–47].
Eqn. 2.9, in eV units, indicates to us that to increase the cutoff, one must either increase the
laser intensity or the laser wavelength. Increasing the laser intensity has many limitations, such
as excessive ionization which will deplete the population of atoms available for high harmonic
generation. Increasing the laser wavelength is thus a more feasible route to generating higher
photon energies. This has been experimentally verified by Shan et al. [1] where the high-order
harmonic cutoff was observed to have increased by a factor of two when the driving wavelength
was switched from 0.8 to 1.51 µm. However, as the wavelength increases, the harmonic yield
also falls a result of the larger spreading of the electron wavefunction as it is accelerated further
away from the parent ion. The harmonic yield at constant intensity scales with ∼ λ−6 [2, 3]. This
has important implications for future laser development, as it is not only necessary to increase the
laser wavelength and bandwidth, but also the driving laser flux must increase in order to produce
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sufficient x-ray fluence for experiments.
Multiphoton Ionization and Tunneling Ionization
It is important that the laser intensities involved in high harmonic generation are not excessively
high. Generally, high harmonic generation is governed by tunneling ionization. However, if the
laser intensity is too high, instead of tunneling ionization, multiphoton ionization will dominate
and no harmonics are produced since electrons are instead stripped from the parent ion and are
accelerated far away from the parent ion and no recombination occurs. Multiphoton ionization is a
process in which an atom is ionized by the sequential absorption of many photons over many laser
cycles. A parameter used to gauge whether a given electric field is sufficiently strong enough to
allow for tunneling-ionization is the Keldysh parameter γ [48]. The Keldysh parameter is defined
as the ratio between time ttu it takes for the electron to tunnel through the Coulomb barrier and
the time T0 during which the barrier is lowered by the laser field. Typically, T0 is assumed to be
comparable to the laser cycle. It is defined as
γ =
ttu
T0
=
√
Ip
2Up
(2.10)
The Keldysh parameter has two regimes. If γ  1, the tunneling time is much less than the laser
cycle and thus tunneling ionization dominates. However, if γ  1, the tunneling time is much
greater than the laser cycle and thus multiphoton ionization dominates. However, one should
not simply use extremely large laser intensities to achieve a small Keldysh parameter to achieve
tunneling ionization as we shall soon see.
It is often useful to model and estimate the ionization probability as a function of time to estimate
the fraction of the population of atoms which are ionized. Perelomov et al. proposed a formula for
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the photoionization rate for hydrogen-like atoms [49] for an arbitrarily given ground state denoted
by the principal, orbital and magnetic quantum numbers n, l, and m respectively. This formula,
often referred to as the PPT formula after its creators Perelomov, Popov and Terent’ev [49], was
further simplified the by Ammosov et al. for the case where the Keldysh parameter γ  1 [50].
The formula known as ADK after its creators Ammosov, Delone, and Krainov, gives the ionization
rate wADK as
wADK
(
t
)
= |Cn∗l∗|2GlmIp
(
2F0
F
(
t
))2n∗−|m|−1e− 2F03F (t) (2.11)
where
|Cn∗l∗ |2 = 2
2n∗
n∗Γ
(
n∗ + l∗ + 1)Γ
(
n∗ − l∗) (2.12a)
Glm =
(
2l + 1
)(
l + |m|)!
2|m||m|!(l − |m|)! (2.12b)
Here, F0 =
(
2Ip
)3/2, and the principal quantum number n∗ = Z/√2Ip where Z is the charge of
the ion after ionization and the effective orbital quantum number l∗ = n∗ − 1. F(t) here again is
the electric field. Z = 1 for single ionization. The ionization probability p is thus
p
(
t
)
= 1− exp
[ ∫ t
−∞
wADK(t)dt
]
(2.13)
An example of an ADK calculation for various laser intensities at 1.7µm wavelength and pulse
width of 11.4 fs is shown in Fig. 2.3. The point along in the laser cycle at which the ionization
probability reaches its maximum varies with the laser intensities. Generally, one should not overly
ionize the atoms as excessive ionization reduces the number of atoms available for high harmonic
generation. The saturation intensity is the intensity at which the ionization probability p(t) at t
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= 0 is 0.98. Thus, from Fig. 2.3, one can see only the intensity 2.9 × 1014 W/cm2 (brown) has
any atoms available left for high harmonic generation at t = 0. Approximately 67% atoms are left,
whereas the atoms for the other intensities are completely ionized. As a result, extremely high laser
intensities, and conversely extremely small Keldysh parameters, are not very useful for attosecond
pulse generation. Thus, as mentioned in the previous section, there are fundamental limits to which
one could use laser intensity to increase the photon cutoff energy. Thus, the more feasible way of
increasing the harmonic cutoff is to increase the laser wavelength.
An alternative formulae for calculating ionization rates is the ionization formulae derived by
Figure 2.3: Ionization probability for various laser intensities using a 1.7µm driving laser wave-
length: 2.9× 1014 W/cm2 (brown), 5.8× 1014 W/cm2 (blue) and 11.6× 1014 W/cm2 (green). The
corresponding Keldysh parameters γ are 0.32, 0.22 and 0.16 The electric field (red) is shown for
comparison.
Yudin et al. [51]. This formulae takes into account the subcycle electron dynamics which play
an important role especially when the intensity varying substantially between cycles in few-cycle
laser pulses. Thus, it is not meaningful to simply cycle-average the ionization rate as was done in
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ADK theory. ADK theory is regarded as valid only for the limit where γ  1 [51] though it is
accurate up to γ ∼ 0.5 [52].
For a given linearly polarized electric field F (t) = Ef(t)cos(ωLt + ϕCEP ), where E is the ampli-
tude, f(t) is the envelope and ΦCEP is the offset CEP phase, the ionization rate wY I of an atom
according to the Yudin-Ivanov formulae is given to be
wY I = N
(
t
)
exp
[
− E
2f 2(t)
ω3L
Φ
(
γ(t), θ(t)
)]
(2.14)
where
Φ
(
γ, θ
)
=
(
γ2 + sin2 θ +
1
2
)
lnc− 3
√
b− a
2
√
2
sin |θ| −
√
b+ a
2
√
2
γ
a = 1 + γ2 − sin2 θ
b =
√
a2 + 4γ2 sin2 θ
(2.15)
and θ is such that
θ(t) = ωLt+ ϕCEP − pik, k ∈ Z (2.16)
where k is selected such that |θ| ≤ pi/2. The N(t) pre-exponential factor is used to match the
ADK (or PPT) result and is given to be
N
(
t
)
= |Cn∗l∗|2GlmCPPT
(
3κ
γ3
1/2
)
Ip
(
2F0
Ef(t)
)2n∗−|m|−1
e−
2F0
3F (t) ,
κ = In
(
γ +
√
γ2 + 1
)− γ√
γ2 + 1
(2.17)
where CPPT = (1 + γ2)|m|/2+3/4Am(ωL, γ) and Am(ωL, γ) is defined in Eqn. (55) in [49].
One immediately notes that Φ
(
γ, θ
)
exhibits θ dependence for small γ and thus varies with the
phase of the evolving electric field. However, as γ increases and γ  1, the phase dependence
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diminishes and one could set θ = 0 in the average rate. Furthermore, in the limit of γ  1,
CPPT = 1, if γ  1 and m = 0, then C ≈ 1.2/√γ.
Strong field Approximation
Lewenstein et al. [47] gave a more formal quantum mechanical approach to HHG. In their seminal
paper, the Schro¨dinger equation in the length gauge and atomic units is given by
i
∂|Ψ(x, t)〉
∂t
=
[
− 1
2
∇2 + V (x)− FL cos (t)]|Ψ(r, t)〉 (2.18)
Lewenstein et al. made a number of assumptions here. First, they assumed that the ponderomotive
potentialUp is comparable or much larger than the atom ionization potential Ip and Ip ' 5−20 laser
photons. Up is also insufficient to ionize all the atoms and is less than the saturation ponderomotive
potential, and thus barely depleting the ground state |0〉. The electrons are assumed to also ionize
generally through tunneling ionization, i.e. electrons tunnel out of the electric potential and the
Keldysh parameter γ < 1. Second, all the bound states of the system except the ground state |0〉
were neglected. Third, the electron, when accelerated beyond the electric potential, is regarded as
a free particle free of the effects of the electric potential V
(
x
)
.
The wavefunction |Ψ(x, t)〉 can be expanded as
|Ψ(x, t)〉 = eiIpt
[
a
(
t
)|0〉+ ∫ d3vb(v, t)|v〉] (2.19)
where a(t) is the ground state amplitude and is assumed to be not depleted i.e. a(t) ' 1, and
b
(
v, t
)
is the continuous amplitude function for the continuum states. Inserting the above into
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Eqn. 2.18 yields
∂b(v, t)
∂t
= −i
(
v2
2
+ Ip
)
b
(
v, t
)
− E cos (t)∂b(v, t)
∂vx
+ iE cos
(
t
)
dx
(
v
) (2.20)
dx
(
v
)
is the x-axis component of the dipole moment for electron transition between the bound
state and the continuum, i.e. d(v) = 〈v|x|0〉. The solution for b(v, t) is of the form [47]
b(v, t) = i
∫ t
0
dt′FL cos(t′)dx(v +A(t)−A(t′))
× exp
{
− i
∫ t
t′
dt′′
[
(v +A(t)−A(t′′))2/2 + Ip
]} (2.21)
where A(t) = −FL sin(t) is the vector potential of the electric field FL. The x-component of the
time dependent dipole moment x(t) = 〈Ψ(t)|x|Ψ(t)〉 can now be calculated, and by introducing
the canonical momentum p = v +A(t), one obtains [47]
x(t) = i
∫ t
0
dt′
∫
d3pFL cos(t
′)dx(p−A(t′))
× exp[− iS(p, t, t′)]d∗x(p−A(t)) + c.c. (2.22)
where
S(p, t, t′) =
∫ t
t′
{
[p−A(t′′)]2
2
+ Ip
}
(2.23)
which is the quasiclassical action. Eqn. 2.22 can be broken down into three parts and interpreted
as such:
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1. FL cos(t′)dx(p−A(t′)), or the electric dipole moment, is the probability amplitude of an
electron transitioning between its ground state and the continuum at the birth time
t′ with canonical momentum p.
2. The electron wavepacket is accelerated in space by the electric field until recombination
time t and acquires phase in the form of the quasiclassical action S(p, t, t′). Hence, the
phase factor exp
[− iS(p, t, t′)].
3. Finally, the electron recombines with the parent ion at time t with probability amplitude
d∗x(p−A(t)).
By applying saddle point approximation about ∇pS(p, t, t′) = 0, Eqn. 2.22 can be simplified
further to [47]:
x(t) = i
∫ 0
∞
dt′
[
FL cos(t− τ)dx(pst(t, τ)− Ax(t− τ))
]
× exp[− iSst(t, τ)]
×
(
pi
+ iτ/2
)3/2
d∗x(pst(t, τ)− Ax(t)) + c.c.
(2.24)
where τ = t− t′ is the return time and
pst(t, τ) = E[cos(t)− cos(t− τ)]/τ (2.25)
and
Sst(t, τ) =
1
2
∫ t
t−τ
dt′′(pst − A(t′′))2 (2.26)
It was from here that the cutoff formula 3.17Up + Ip was estimated. These equations serve as the
foundation of strong field theory. The mechanisms behind using polarization gating to produce an
isolated attosecond pulse will next be discussed.
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Generation of Isolated Attosecond Pulse
It is actually more useful for purposes of experiments to produce isolated attosecond pulses. A
single linearly polarized laser pulse would produce a series of attosecond pulses every half laser
cycle, and often of varying intensity. Thus, in order to generate a single attosecond pulse, special
techniques must be used to generate an isolated attosecond pulse. A very commonly used technique
is polarization gating, which will be discussed here.
Polarization Gating
Polarization gating [53–57] exploits the ellipticity dependence of high harmonic generation to
generate a narrow attosecond pulse. Whereas recombination probability is relatively much higher
for linear polarization, for elliptical polarization, the recombination probability decreases with
increasing ellipticity ε and for circular polarization (ε = 1), recombination is impossible. This is
further substantiated by fact that the ellipticity dependence of the harmonics intensity yield, for
small ellipticity ε2  1, has a Gaussian dependence [58]. Defining an elliptically polarized beam
as
~F =
F√
1 + ε2
[
cos
(
ωt
)
xˆ+ ε sin
(
ωt
)
yˆ
]
(2.27)
The relative intensity yield is a Gaussian function of the ellipitical parameter ε
Ixuv(ε)
Ixuv(ε = 0)
≈ exp
[
− β
2
√
2IpIL
4pi2c2
λ2Lε
2
]
(2.28)
where β is a parameter that depends on the harmonic order and β ≈ 1.59 for cutoff harmonics. The
intensity yield has been experimentally observed to drop off sharply and this was observed with
our 1.7 µm femtosecond driving source in Fig. 2.4 when high harmonics were generated using
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neon gas at laser intensity 5× 1014 W/cm2 [32].
Figure 2.4: (a) Dependence of HHG yield on the driving laser ellipticity over the range of 50-325
eV; (b) dependence of HHG yield on the driving laser ellipticity at 200 eV (dot) with its Gaussian
fitting (solid line); (c) measured (dot) and calculated (solid line) threshold ellipticity at a field
intensity of 5× 1014 W/cm2 [32].
The central premise of polarization gating exploits this ellipticity dependence: by varying the el-
lipticity as a function of time such that there is a brief short and sharp period where polarization
is linear, a single attosecond pulse can be produced. The general method is as follows: A linear-
polarized pulse is first separated into two orthogonal linear polarizations using a birefringent plate
such as quartz with its slow and fast axis orientated 45◦ to the linear polarization. With suitable
material thickness, a relative time delay ∆t is introduced between the two orthogonal linear po-
larizations. This time delay ∆t is chosen such as to allow for some overlap between both pulses.
Finally, a quarter wave plate is oriented such that the slow/fast axis is 45◦ to both pulses and thus
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we have two counter-rotating circularly polarized laser pulses. In the small overlap between the
two pulses, the ellipticity would vary sharply and yield a linear polarization at the middle of the
overlap. Thus, the attosecond pulse generation is largely confined around the middle of the overlap
between the two pulses where the intensities of the two pulses are equal. Fig. 2.5 illustrates the
process.
(a) Experimental Scheme for Polarization Gating. (b) Overlap of Two pulses and the Ellipticity Variation.
Figure 2.5: Illustration of Polarization Gating Mechanism. Adapted from [59].
The polarization gate width δtG is given to be [57]
δtG =
εth
ln2
τ 2p
∆t
(2.29)
where εth is the threshold ellipticity and τp is the pulse duration. The threshold ellipiticity εth is
specified as the ellipticity εth at which the harmonic yield drops to 10% of the maximum harmonic
intensity. Taking the ellipticity dependence shown in Fig. 2.4 as an example, the threshold el-
lipticity εth = 0.1, indicating that there is strong elliptical dependence for a 1.7µm driving laser
wavelength at 5× 1014 W/cm2 when compared to εth = 0.2 for 800 nm lasers [58]. The polariza-
tion gate width should be less than or equal to half a laser cycle in order for only one attosecond
pulse to be produced. Thus, the laser pulse duration τp and the relative time delay ∆t should be
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varied accordingly to meet this requirement.
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CHAPTER 3: ATTOSECOND TRANSIENT ABSORPTION
SPECTROSCOPY
The focus of attosecond transient absorption spectroscopy (ATAS) [18, 19] is the study of fast
electron dynamics in a given atomic or molecular system. Attosecond transient absorption spec-
troscopy builds upon previous work done using femtosecond lasers such as those done by Pollard
et al. [60–62] and Berera et al. [63]. However, the time resolution of the experiment depends on
the pulse duration of the laser pulses and such femtosecond pulses are very broad when compared
to purely electronic processes in atoms and molecules, which are typically of the order of attosec-
ond or few femtosecond time scales [64]. Thus, attosecond lasers present an advantage as their
short pulse durations allow us to time resolve electronic dynamics on much smaller time scales.
Molecules, in particular, present a richer set of dynamics as electronic excitation is accompanied
by charge redistribution and subsequently, nuclei rearrangement in the form of rotation, torsion
and bond elongation [65].
The general principle of attosecond transient absorption is to excite a given atomic or molecular
wave packet consisting of a superposition of multiple excited electronic states either using a weak
isolated broadband attosecond extreme-ultraviolet (XUV) pulse [19,66–68] or using a strong pump
pulse that subjects the atoms to strong field ionization [18, 69] and then probing these excited
states using a broadband attosecond pulse or infrared pulse. The relative time delay between both
pulses is varied and the absorption spectrum is recorded as a function of time delay which. The
changes in the absorption spectrum depict the evolution of the electron wavepacket. The challenge
in any attosecond transient absorption experiment is to reconstruct the wavepacket to explain the
dynamics observed.
This chapter will cover the theory behind ATAS and also the experimental setup we use for ATAS.
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It will also discuss our developmental work on the semi-infinite HHG gas cell that has shown to
produce more x-ray flux than previous gas cell designs we have used in the lab.
Theory of Attosecond Transient Absorption Spectroscopy
Any discussion on attosecond transient absorption spectroscopy ultimately starts with the time-
dependent Schro¨dinger equation (TDSE) that describes the interaction between light and matter.
The TDSE is normally solved using the single active atom (SAE) approximation [70], where the
assumption is that the spectroscopy involves only one atom and macroscopic effects such as pulse
propagation phenomena could be ignored. The typical electric field intensities (∼ 107 photons for
the attosecond pulse and 1015 photons for the IR pulse) are sufficiently large such that the semi-
classical TDSE is enough to describe the light-matter interaction. The formalism used here can be
found in references [67, 70–74]. Define a laser electric field ~F linearly polarized along the z-axis
as
~F(~r, t) = rˆ′F0 cos(−~k ·~r+ ω0t+ φ) (3.1)
where F0 is the electric field strength, ~k is the wave vector, rˆ′ is the polarization vector, ~r is the
position vector, and ω0 is the angular frequency and φ is the phase. The TDSE, in the length gauge
with the dipole approximation, is
i
∂Ψ(~r, t)
∂t
= Hˆ|Ψ(~r, t)〉 (3.2)
where Hˆ is the Hamiltonian given by
Hˆ = Hˆ0 + Hˆ
′(t) (3.3)
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where Hˆ0 is the Hamiltonian of the atomic or molecular system in the absence of any external
perturbations, and Hˆ ′ is the interaction Hamiltonian defined as
Hˆ ′(t) = −~r · ~F = −~r · [~FXUV (t− τD)− ~FIR(t)] (3.4)
and |Ψ〉 is the electron wavefunction, ~F is the total electric field, ~FXUV is the electric field for the
XUV pulse, ~FIR is the IR pulse and τD is the time delay between pulses. For the sake of simplicity,
and also without loss of generality, let all fields be linearly polarized along the z-axis. We may then
write the interaction Hamiltonian as
Hˆ ′(t) = zFz = z
[
FXUVz (t− τD) + zF IRz (t)
]
(3.5)
Solving the TDSE requires application of perturbation theory. The wavefunction is expanded
as a sum of the orthogonal eigenstates ψi of the atomic/molecular Hamiltonian H0, each with a
corresponding energy eigenvalue of Ei, and then substituted into the Schro¨dinger equation. Thus,
the sum of orthogonal eigenstates can be written as
|Ψ(~r, t)〉 =
∑
i
ci(t)|ψi(~r)〉 (3.6)
where cj(t) is the time-dependent amplitude. Substituting Eqn. 3.6 into Eqn. 3.2 and we get
i
∂
∂t
∑
i
ci(t)|ψi(~r)〉 =
∑
i
[
Ei + zF
XUV (t− τD) + zF IR(t)
]
ci(t)|ψi(~r)〉 (3.7)
By multiplying the eigenstate 〈ψj| on both sides of the equation and taking the inner product, we
get
ic˙j = Ejcj +
∑
i 6=j
dji
[
FXUV (t− τD) + F IR(t)
]
ci(t) (3.8)
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where dji = 〈ψj|z|ψi〉 is the dipole moment. This equation is normally solved numerically. How-
ever, for molecules and heavy atoms, obtaining their eigenstates is actually a nontrivial task. Also,
ab initio approaches to the TDSE might actually be required to obtain more accurate solutions.
There are other molecular dynamics that cannot be calculated exclusively with this model.
Once the values for ci have been obtained, the time dependent dipole moment can then be calcu-
lated and subsequently the transient absorption spectrum. Two approaches in literature have been
seen, yet both are related. One method involves calculating the single atom response function cal-
culated. The single atom response function S˜(ω) can be derived by noting that the total energy
gained by the atom ∆E can be equated to the mean single atom response function
∆E =
∫
dE
dt
dt =
∫
ωS˜(ω)dω (3.9)
The derivative of the energy E is simply the derivative of the mean of the Hamiltonian
dE
dt
=
d
dt
〈ψ|Hˆ|ψ〉
= 〈ψ|dHˆ
dt
|ψ〉+ 〈ψ˙|Hˆ|ψ〉+ 〈ψ|Hˆ|ψ˙〉
= 〈ψ|z|ψ〉dFz
dt
= 〈z〉dFz
dt
(3.10)
Returning to Eqn. 3.9 and expanding 〈ψ|z|ψ〉 and dFzdt in terms of their Fourier representations and
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rearranging the equation as appropriately, Eqn. 3.9 becomes
∆E =
1
2pi
∫∫∫ ∞
−∞
[
z(ω)e−iωt
][− iω′Fz(ω′)e−iω′t]dtdωdω′
=
1
2pi
∫∫ ∞
−∞
−iω′z(ω)Fz(ω′)
[ ∫ ∞
−∞
e−i(ω+ω
′)tdt
]
dωdω′
=
∫∫ ∞
−∞
−iω′z(ω)Fz(ω′)δ(ω + ω′)dωdω′
=
∫ ∞
−∞
iωz(ω)Fz(−ω)dω
=
∫ ∞
−∞
iωz(ω)F ∗z (ω)dω
(3.11)
Let f(ω) = z(ω)F ∗z (ω). Note that f(−ω) = f(ω)∗, then
∆E = i
{∫ ∞
0
ωf(ω)dω +
∫ 0
−∞
ωf(ω)dω
}
= i
{∫ ∞
0
ωf(ω)dω −
∫ −∞
0
ωf(ω)dω
}
= i
{∫ ∞
0
ωf(ω)dω +
∫ ∞
0
−ωf(−ω)dω
}
= i
{∫ ∞
0
ω
[
f(ω)− f ∗(ω)]dω}
= −
∫ ∞
0
ωIm
[
z(ω)F ∗z (ω)
]
dω
(3.12)
Hence,
S˜(ω) = 2Im
[
d˜(ω)F ∗(ω)
]
(3.13)
where d˜(ω) = −z(ω) is Fourier transform of the dipole moment d(t). An alternative way of
calculating the absorption spectrum is to follow the approach taken in [73]. Start with the Maxwell-
Bloch scalar wave equations,
[
∇2 − 1
c2
∂2
∂t2
]
~F(~r, t) = µ0
δ2~P(~r, t)
δt2
(3.14)
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where ~P(~r, t) is the time-dependent polarization. Assuming cylindrical symmetry, we can focus
on one spatial dimension only. Both P and F have Fourier representations
F (x, t) =
∫ ∞
0
dω
2pi
F (x, ω)e−iωτdt+ c.c.
P (x, t) =
∫ ∞
0
dω
2pi
P (x, ω)e−iωτdt+ c.c.
(3.15)
where τ = t− x/c is the retarded time. Applying differentiation by parts to F (x, t), we have
∂2F (x, t)
∂t2
= −ω2
∫ ∞
0
dω
2pi
F (x, ω)e−iωτdt+ c.c.
∂2F (x, t)
∂x2
= −iω2
∫ ∞
0
dω
2pi
[
∂2
∂x2
+
2iıω
c
∂
∂x
− ω
2
c2
]
F (x, ω)e−iωτdt+ c.c.
(3.16)
Eqn. 3.14 can then be rewritten as
[
∂2
∂x2
+
2iω
c
∂
∂x
]
= −4piω
2
c2
P (x, ω) (3.17)
If one were to apply the slow varying envelope approximation, where the electric varies slowly
spatially, the higher order derivatives can be eliminated and becomes
i
∂F (x, ω)
∂z
≈ i2piω
c
P (x, ω) (3.18)
If the polarization P (x, ω) is proportional to F (x, ω) where
P (x, ω) = Nχ(x, ω)F (x, ω) (3.19)
where χ(x, ω) is the linear susceptibility and N is the number density. The partial derivative can
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now be solved and the following can be obtained
F (L, ω) = F (0, ω) exp
[
2pii
ω
c
N
∫ L
0
dx′χ(x′, ω)
]
(3.20)
where L is the length of interaction. If we assume a single atom response or homogeneous gas
medium and taking the absolute square of both sides
Iout(ω) = Iin exp
[
A(ω)
]
= Iin(ω) exp
{
− 4piω
c
Im
[
P˜ (ω)
Fin(ω)
]
NL
}
(3.21)
where Iout(ω) = |F (L, ω)|2 and Iin(ω) = |F (0, ω)|2 are the output and input intensities, NL is
the density-length product. A(ω) is the absorbance which is the natural logarithm of the ratio of
the output and input intensity. Normally in experiments, the absorbance A(ω) = log
[
Iin
Iout
]
=
−4piω
c
Im
[
P˜ (ω)
Fin(ω)
]
NL is the quantity that is measured. In some literature (and including this au-
thor’s), optical density (OD) is instead the prefered quantity, and instead of using natural logarithm,
common logarithm, or logarithm base 10, is used instead. Nevertheless, it is easy to convert ab-
sorbance to OD by multiplying a constant factor to all measurements.
Thus, by solving the TDSE, the polarization P (ω) could be obtained and the absorbance A(ω) can
be calculated to give us the resulting spectrum.
One immediately notes that the absorbance A(ω) and single atom response function S˜(ω) are
related since the polarization of an atom is really P (ω) = Nd˜(ω). So one could relate A(ω) to
S˜(ω) as
A(ω) = −4piω
c
Im
[
S˜(ω)
|Fin(ω)|2
]
L (3.22)
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Attosecond Transient Absorption Spectroscopy Experimental Setup
Optical and Spectrometer Layout
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Figure 3.1: Schematic of Transient Absorption Spectroscopy Setup. BS: Beamsplitte; FLXUV,
FLIR: Focusing Lens for XUV and IR beams respectively.
Our transient absorption setup consists of four vacuum chambers and is shown in Fig. 3.1. The
optical path layout is that of a typical Mach-Zehnder type interferometer, with the incoming 1.7
µm SWIR laser beam from the OPCPA [75] is split into two beams by the beamsplitter, namely
the HHG beam line and the IR delay beam line. The SWIR beam in the HHG beam line, with
full diameter of around 20 mm, is focused using a CaF2 lens onto the HHG gas cell in the HHG
chamber to generate the attosecond pulses. The focusing lens typically has a focal length between
400-500 mm. The HHG gas cell has a diameter of about 1.5mm. A tin (Sn) filter from Lebow
Company is used to isolate the soft x-ray spectra within the range 119 - 544 eV and to remove the
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residual IR. The soft x-ray beam is imaged onto the sample gas cell using a toroidal mirror which
has an effective focal length (EFL) of 270 mm and angle of incidence (AOI) of 86.5◦. The toroidal
mirror is in a 2f-2f imaging configuration, imaging the HHG generation point 1:1 onto the sample
gas cell. The distance from the HHG generation point to the toroidal mirror is thus 540 mm and
the distance from the toroidal mirror to the sample gas cell is 540 mm as well. The sample gas cell
in this case is made of copper with a laser-drilled hole.
For the IR beam in the IR delay line, a mirror mounted on a piezo-electric (PZT) driven stage
is used to apply a time delay to the IR beam. A hole mirror placed along the path of the XUV
beam is aligned such that the XUV beam is transmitted through the hole in the mirror, while the
IR beam reflects off the beam such that it now follows a collinear path with the soft x-ray beam.
A 450 mm focusing lens is used to focus the IR beam onto the target gas cell. A 100 nm Al filter
is used to filter out the IR after transmission through the sample gas cell. Not shown in Fig. 3.1 is
a retractable mirror which sends the IR beam out of the vacuum system and imaged onto a CCD
camera via a 2f-2f focusing lens which images the IR laser beam at the sample gas cell. This is
largely for diagnostics and to check the alignment of the IR laser through the vacuum system.
Delay control stabilization involves having a green laser beam with about 1 cm beam diameter
running collinear through the soft x-ray and IR beam arms. The resulting interference pattern is
imaged on a CCD camera and a Labview software program performs a FFT on the fringe pattern to
obtain the phase of the fringes. The error signal is essentially the difference in phase ∆φ between
the instantaneous phase with the set phase. By shaping the error signal with appropriate PI param-
eters, the feedback electric signal is sent to the PZT stage to stabilize the time delay between the
XUV and IR pulses within 20 as for experiments. Prior to the start of the scan, time step and phase
step for each delay is set by inputting the appropriate time into the LabView program, taking into
account the camera integration time and the time it takes for the camera to draw out the image from
the sensor itself. In addition, the maximum scan voltage is set which determines the maximum ap-
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plied voltage to the delay stage. At the start of every experiment, the voltage of the delay stage
is set an appropriate start voltage (while taking into account at which voltage were the two pulses
in the IR and soft x-ray arm were time overlapped) and the phase set point of an experiment will
be zero. When the time step is completed, the software shifts the phase set point by a phase step
and the camera will again start taking data. This will continue until the maximum scan voltage is
reached as set prior to the start of the scan. More details for the feedback mechanism can be found
in [76].
The XUV spectrometer consists of a Hitachi 001-659 X-ray flat field grating that has a wavelength
range of 1-6 nm, and a Princeton instruments PIXIS-XO-2KB XUV camera with a 2048x512 pixel
CCD sensor. The active sensor area is 27.6 mm × 6.9 mm and each pixel is 13.5 µm x 13.5 µm.
The XUV CCD camera is aligned along the focal plane of the flat field grating. The camera
quantum efficiency is shown in Fig. 3.2 obtained from company data.
Figure 3.2: Princeton Instruments PIXIS-XO-2KB CCD quantum efficiency curve.
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Characterizing the Spectrometer
For a spectrometer, the spectral resolution is one of the key parameters. Resolution is dependent on
the grating design and the point spread function of the grating at a particular energy. It is possible
to use simple equations or more complex ones to obtain a rough estimate of the resolution, or to
use ray tracing software to simulate the ray paths accurately. Alternatively, one can just empirically
measure it after calibrating the spectrometer.
Modeling the grating would first start with the Bragg grating equation
mλ = σ(sin θi + sin θr) (3.23)
where σ is the groove spacing (typically in mm), m is the diffraction order and θi and θr are the
incident and reflection angles respectively. This equation is especially important as it is also used to
calibrate the spectrometer. Diffraction gratings of this type are also effectively grazing incidence
mirrors with a reflective metallic coating on top of a substrate where the grooves are ruled on.
Such gratings have a radius of curvatureR, a design incident angle θi and a corresponding range of
incident angles from θr1 to θr2 for the design range of wavelengths. In addition, there is an object
distance r and a horizontal imaging distance r′. These parameters are shown in Fig. 3.3(a).
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Figure 3.3: (a) Grating Alignment Schematic. θi is the incident angle, and θr1 and θr2 is the angle
of refraction for the shortest and longest design wavelength respectively. r and r′ are the object
distance and horizontal imaging difference. The blaze angle is marked accordingly and is in the
opposite direction to the incoming beam. (b) The Grating image plane for the Hitachi 001-659 flat
field grating.
The focal plane is along the x-axis in Fig. 3.3. Each light ray of wavelength λ or energy E (eV)
would arrive at a different position along the focal plane of the grating as shown in Fig. 3.3b. This
position is given by x = cot θr. Thus, rearranging equation 3.23, one arrives at
x =
r′
√
1−
[
mλ
σ
− sin θi
]2
[
mλ
σ
− sin θi
] (3.24)
One could make a substitution λ/nm = 1243/(E/eV ) and then take the derivative with respect to
the photon energy E to obtain the resolution dE/dx. The resolution ∂E ' dE/dx × ∂x can then
be estimated. Since the pixel size is approximately 13.5µm × 13.5µm, we can take ∂x = 13.5µm
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and the ∂E resolution curve with respect to photon energy can be obtained. For the Hitachi grating
used for this experiment, the curve is shown in Fig. 3.4.
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Figure 3.4: Grating Resolution with varying Photon Energy.
However, the resolution curve alone is insufficient to determine the resolution and other factors
must be considered such as the flatness of the image plane. The first important matter to calculate
the flatness of the image plane of the grating where the camera is expected to be mounted. If the
image plane wavefront has aberrations, then one cannot expect the image quality to be optimal.
Flat field gratings generally have a polynomial curvature designed such that the aberrations at the
image plane are minimized. The groove spacing σ on the flat field grating varies with position and
can be expressed as [77]:
σ = σ0
/(
1 +
2b2
R
w +
3b3
R2
w2 +
4b4
R3
w3 + ...
)
(3.25)
32
where σ0 is the grating spacing at the center and b2, b2, ... are parameters that are used to correct for
aberrations and to ensure a flat image plane. In fact, genetic algorithms are employed to optimize
the grating parameters for the best image quality possible [77]. For the Hitachi 001-659 X-ray flat
field grating, the parameters are given to be [77]: σ0 = 1/2400 mm, R = 57.68m, b2 = −95.97,
b3 = 9.492× 103, and b4 = −9.78× 105.
One could model the curvature of the image plane of the flat-field grating using the following
equation [77]:
r′ =
rR cos2 θr
r
[
cos θi + cos θr − 2(sin θi + sin θr)b2
]−R cos2 θi (3.26)
Using the parameters as given in Ref. [77], one could calculate the curvature of the focal plane as
shown in Fig. Fig. 3.3(b). Notice that the image plane is only relatively flat in the 2-5nm region
but starts to become increasingly aberrated past that.
One can also try using ray-tracing software like Zemax to determine the point spread function.
Fig. 3.5 shows the ray traced image of 5 nm photons (or 248.6 eV) originating from a 100 µm
diameter radial source with 4 mrad divergence that best approximates the source. One notes that
the ray traced image looks very similar to the ray trace result in Fig. 5 in ref [77]. The width of the
point spread function is within a micron which is smaller than the size of the camera pixel which
indicates that the spectral resolution is limited by the size of the camera pixel, not the point spread
function of the grating. To quantify the resolution experimentally, we can instead measure the
resolution by using a known absorption line as a reference. This will be done in the next section.
Calibrating the Spectrometer
To calibrate the spectrometer, 2 sets of spectral lines are typically used. The following Argon
and Acetylene (C2H2) absorption lines are easy to measure and thus are used for calibrating the
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Figure 3.5: Ray Traced Image on Detector for 5nm photons. The x-axis is identical to the x-axis
in Fig. 3.3(a) and the z-axis is into the plane of Fig. 3.3(a).
spectrometer:
These spectral lines cover a decent section of the image plane and are thus useful for calibrating
the spectrometer and an example of the Argon and Acetylene transmitted spectra is shown in Fig.
3.6. Using these two lines along with the grating equation (Eqn. 3.23), one can then calibrate the
spectrometer.
Once the spectrometer is calibrated, it is now possible to determine experimentally the resolution of
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Table 3.1: Spectral lines used for Calibration
Element Energy Line Designation Energy (eV)
Argon (Ar) 2p−13/24s 244.39 [78]
Argon (Ar) 2p−13/25s/3d 246.9 [78]
Acethylene (C2H2) 1s−1pi∗ 285.7 [79]
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Figure 3.6: Spectral Lines used for Calibration. Argon and Acethylene transmitted spectrum with
the very strong absorption lines are typically used to calibrate the spectrometer.
the spectrometer. The linewidth of the Argon 2p−14s line has been measured to be 121 meV [78].
Hence, one could measure the approximate spectral resolution of the spectrometer at ∼ 250eV by
assuming that the spectral line follows that of a Voigt lineshape where the Lorentzian function is
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the atomic lineshape in the absence of any broadening effects, and the spectrometer point spread
function is a Gaussian. By fitting a Voigt lineshape with the necessary fitting parameters, one could
determine the spectrometer resolution. One such fitting reveals that the spectrometer resolution at
250 eV is approximately 0.6 eV.
High Harmonic Generation Spectrum
After calibrating the spectrometer, it is now possible to quantify the X-ray spectrum generated
through high harmonic generation. The spectrum shown in Fig. 3.7 was generated by focusing the
SWIR pulse to an intensity of ∼ 5× 1014 W/cm2 inside a gas cell with a backing pressure of 1 bar
of Neon gas. Notice the dip in absorption around 284 eV which is due to carbon contamination
within the vacuum system. In order to find the optimal gas backing pressure, pressure scans are
done by starting at a starting pressure, optimizing the focusing lens position relative to the HHG
gas cell, and then start varying the gas pressure accordingly. An example of one such pressure
scan is shown in Fig. 3.8 and was done with similar laser intensity to the spectrum in Fig. 3.7.
One notes that while at higher pressure, one gets higher overall HHG count, the harmonic cutoff
is less. This is likely due to plasma defocusing that reduces the intensity of the laser and hence the
harmonic cutoff.
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Figure 3.7: [HHG Spectrum using 1.7µm wavelength ∼ 5× 1014 W/cm2 SWIR intensity.
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Figure 3.8: HHG Pressure Scan using 1.7µm wavelength ∼ 5× 1014 W/cm2 SWIR intensity
Semi-Infinite HHG Gas Cell
Initially, HHG was produced using a simple cylindrical glass cell with an outer cylinder which
was differentially pumped with a dry roughing pump to reduce the gas load on the turbopumps.
However, the low x-ray flux, estimated to be 5×106 photons per laser shot for the 53 as pulse the lab
demonstrated [33], made it difficult to conduct experiments with relatively short integration times
and good signal-to-noise (S/N) ratio. Subsequently, we developed a semi-infinite HHG gas cell
[36,80–82] to increase the x-ray flux produced through high harmonic generation. The experiment
setup is illustrated in Fig. 3.9. The laser beam in this case is focused using a 450 mm CaF2 lens
through a long gas cell, typically 30cm long with a small laser drilled hole at the end of the cell.
The gas cell has many parts to it; it consists of a 15 cm long vacuum flange with gas inlets to direct
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the gas into the cell, and a barbed gas outlet where a flexible perfluoroalkoxy alkane (PFA) tube is
connected to a plastic cell with a hole drilled at the end. The hole is sealed with a thin glass slide,
typically 1mm thick. The laser would be used to drill a hole through this glass slide. The plastic
cell is mounted on a xyz-stage to allow us to shift and position the gas cell as appropriate. This
design was first designed and built by Dr. Yi Wu from our laboratory in his own setup and then
replicated in the ATAS experimental setup.
FLXUV
CaF2
window
Gas inlet
IR laser
beam
Flexible 
PFA tube
XYZ stage
Vacuum gas cell
Plastic gas cell
Iris
Soft
X-ray
Figure 3.9: Schematic layout of the Semi-Infinite HHG Cell.
The focus of the laser is approximately at the end of the plastic gas cell around the region of the
laser drilled hole. The gas cell hole is aligned with the xyz stage to optimize the HHG flux. Both
neon and helium have been used to produce harmonics, with pressures typically about 0 PSI and
24 PSI respectively. We found that the flux produced by the semi-infinite cell at least two orders of
magnitude better and we get strong signal count on the CCD camera with just 10 s of integration,
more than even what we get with 60 s of integration with HHG produced with the previous 1.5 mm
diameter gas cell. The mechanism for HHG phase-matching is not quite understood, though careful
tuning of the pressure and the diameter of the iris in front of the lens is required to achieve optimal
signal count. Fig. 3.11 shows HHG spectra produced using neon with and without a carbon mylar
filter applied. The HHG cutoff energy with neon is about 330 eV. Fig. 3.10 is another example of
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HHG spectra this time made with helium from Dr Wu’s setup showing the cutoff energy up to 450
eV, well past the nitrogen K-edge. Fig. 3.11 shows a HHG spectrally filtered with a carbon mylar
filter. The divergence of the HHG is small; approximately 1 mrad.
Figure 3.10: HHG spectra produced from a semi-infinite HHG gas cell using Neon and Helium.
Helium data was obtained using Dr. Yi Wu’s setup.
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a)
b)
Carbon Absorption
Figure 3.11: HHG Spectra produced with a semi-infinite HHG gas cell with Carbon Mylar filter.
a) HHG produced with 0 PSI of Neon with cut off energy around 340 eV. b) Same spectra, now
with Carbon Mylar filter. The Carbon absorption line is marked.
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CHAPTER 4: THE OPTICAL PARAMETRIC CHIRPED
AMPLIFICATION SOURCE
This chapter will give an overview of optical parametric processes and will discuss the rationale
for the use of BiB3O6 as the gain medium for the Optical Parametric Chirped Pulse Amplifica-
tion (OPCPA) and Difference Frequency Generation (DFG) seed source. It will also go over our
OPCPA laser and discuss the improvements made to the system.
Our 1700 nm Short-Wave Infrared Femtosecond Source
A longer wavelength laser source is required to extend the photon energy cutoff of the attosecond
spectrum. Thus, a 1.7 µm wavelength, 2 mJ, 1 kHz, two-cycle (11.7 fs) Carrier Envelope Phase
(CEP) stable OPCPA laser source [75] was constructed to meet this requirement with the ultimate
aim of generating a continuum that extends up to 500 eV. This section will give an overview of this
new laser source.
Design Of Optical Parametric Chirped Pulse Amplifier System
Fig. 4.1 shows the original schematic setup of the OPCPA system. It consists of a Ti:Sapphire
oscillator and a three-stage home-built Ti:Sapphire Chirped Pulse Amplifier (CPA) that is used
to seed and pump a three-stage OPCPA system. The individual Ti:Sapphire CPAs utilize a multi-
pass design and is architecturally similar to the iFAST system in our laboratory [83]. Chirped pulse
amplifier designs are particularly advantageous as chirped pulses are temporally wider and the pos-
sibility of material damage is reduced [11]. Special attention was paid to shaping the bandwidth
and compressing the wideband pulse especially in an OPCPA as phase-matching between the spec-
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tral components of the pump and signal pulses will occur only if these same spectral components
overlap temporally as well. The Ti:Sapphire CPA was subsequently rebuilt into a two-stage system
with similar power output. I was in charge of constructing the laser with the new design. This will
be outlined in the next section.
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mirrors
2.2 mJ , 30 fs Hollow core fiber with 30 psi Neon
Si BW BIBO DFG
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80 MHz, 8fs
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Delay 1 Delay 2
BIBO 2 BIBO 3
Delay 3
18 mJ , 5 ps BS 1
BS 2
Filter
2 mJ, 11.4 fs
Figure 4.1: Schematic Setup of OPCPA System. Adapted from [75].
In the original three-stage Ti:Sapphire amplifier system, nanojoule energy oscillator pulses of
bandwidth 730-830 nm are stretched to 360 ps using an Offner-type stretcher. A 14-pass Ti:Sapphire
multi-pass amplifier, with Ti:Sapphire crystal cooled to 173 K by the cold finger of a liquid im-
mersion chiller, amplifies the pulse to 4 mJ. This output is split into two beams: a 2.6 mJ pulse
is directed to a gas-filled Hollow core fiber, and a 1.4 mJ pulse that is sent through a 760-810 nm
band-pass filter and then the second and third stage Ti:Sapphire CPA, each with a cryogenically
cooled Ti:Sapphire crystal. The 760-810 nm spectral bandwidth was chosen to provide efficient
pumping for the OPCPA with minimal gain narrowing. The second stage Ti:Sapphire CPA is a six-
pass laser that produced 11 mJ of energy and subsequently amplified to 25 mJ by the single-pass
third stage amplifier. A transmission grating pair negatively chirps the output pulse to 5 ps with 18
mJ energy output. This pulse is then split into 3 parts to pump each of the OPCPA stages.
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The 2.6 mJ pulse is compressed to 2.2 mJ, 30 fs by a transmission grating pair and then sent
through a hollow core fiber filled with 30 psi of Neon. The self-phase modulation produces white
light which is then compressed to 7 fs by chirped mirrors. The strong middle part of the spectrum
(760-840 nm) is filtered out to prevent laser induced damage of the DFG crystal. The white light
spectra before and after the band-pass filter is shown in Fig. 4.3. The pulse is then focused into a 0.3
mm type-II BIBO crystal with phase-matching angle at θ = 57◦, φ = 0◦, generating a 1 µJ IR seed
pulse with 1.2-2.2 µm bandwidth through intra-pulse difference frequency generation (DFG). It
should be noted that this angle is often tuned for maximum power and spectral bandwidth. The NIR
component at 780 nm is filtered out using a Silicon mirror. Using a FASTLITE Dazzler acoustic-
optic programmable dispersive filter (AOPDF) HR45-1100-2200, this seed pulse is stretched to
4.4 ps with energy 50 nJ. The FASTLITE Dazzler uses a 45 mm TEO2 crystal. The refractive
index and GDD data for TEO2 is shown in Fig. 4.2. The data is based on the following dispersion
equation [84] for the ordinary wave:
n2 = 1 +
2.584λ2
λ2 − 0.13422 +
1.157λ2
λ2 − 0.26382 (4.1)
For the three-stage OPCPA, each stage consists of a type-I BIBO crystal with a phase matching
angle of θ = 10.8◦, φ = 0◦ and a noncollinear angle of α = 0.6◦. The thickness of the BIBO
crystals in the first, second and third stages are 5 mm, 3 mm and 4 mm respectively. The pumping
energy of the first, second and third stages are 360 µJ, 3.2 mJ and 14.4 mJ respectively. The output
energy of the first two stages are 30 µJ and 400 µJ respectively. The output of the third stage after
the compressor is 2 mJ with a conversion efficiency of 18%. The IR pulse is compressed using a
150 mm fused silica bulk compressor to a pulse width of 11.4 fs and spectral range from 1.3 µm
to 2.1 µm. The SHG FROG trace of the pulse is shown in Fig. 4.5.
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a) b)
Figure 4.2: a) Refractive Index and b) GDD of 45 mm long TEO2 [84].
The CEP of this system exploits the passive CEP stabilization due to the constant preservation of
the input phase of the seed signal pulse in any parametric process [85]. The phase and angular
frequencies of the signal, idler and pump are related by the following equations:
ω1 = ω3 − ω2 (4.2a)
φ1 = −pi/2 + φ3 − φ2 (4.2b)
where φ and ω are the phase and angular frequency respectively and the subscripts 1, 3 and 2
refer to the idler, pump and signal respectively. Thus, the CEP of the idler would vary accordingly
to accommodate the phase difference between the signal and pump pulses plus an added phase
constant of pi/2, thus preserving the phase of the input signal pulse. In our case, the DFG seed
is a result of an intra-pulse DFG process where the signal and pump are from the same pulse.
The CEP of both the long and short parts of the white light spectrum share the same CEP and
can be designated as the signal and pump respectively. Any CEP instabilities between the pump
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and seed are both negated and the resulting idler pulse has a CEP phase of pi/2. This CEP is
preserved through the OPCPA as any instabilities in the CEP of the pump pulse is transferred to
the idler. The main issue would be timing jitter of the pulses which may affect the CEP. The CEP
was characterized with a single-shot f-to-2f interferometer that used a sapphire plate to generate a
white light continuum and a BBO crystal for second harmonic generation. The CEP stability was
found to vary at about 165 mrad (RMS) after one hour [75] as shown in Fig.4.6. Thus, our laser
source is CEP stable which is a great advantage when it comes to certain types of experiments.
Figure 4.3: Hollow core fiber spectrum before and after band-pass filter. Red and green are the
output spectrum before and after band-pass filter respectively.
46
DFG
First stage
Second stage
Third stage
Figure 4.4: Spectral output of each stage of the OPCPA [75].
Figure 4.5: (a) Experimental SHG FROG trace; (b) retrieved SHG FROG trace; (c) independently
measured spectrum (black), retrieved spectrum (red), and retrieved spectral phase (green); (d)
retrieved pulse (red), and retrieved temporal phase (green) [75].
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Figure 4.6: Top: f-to-2f interferograms collected for one hour; bottom: CEP fluctuations (165
mrad RMS) in one hour [75].
Attosecond Pulse Generation using the 1.7 µm femtosecond laser source
The 1.7 µm femtosecond laser source was subsequently used to generate attosecond pulses by
focusing the laser beam into a 1.5mm diameter neon gas cell with 1 bar of backing pressure and the
HHG spectrum was focused onto a Shimadzu 03-005 XUV grating that covers a spectral range of
155-350 eV. The spectrum was then imaged onto a microchannel plate (MCP). Polarization gating
was applied to generate the attosecond continuum. As noted before in Fig. 2.4, for a field intensity
of 5× 1014 W/cm2 and driving laser wavelength of 1.7 µm, the threshold ellipticity εth = 0.1. For
a two-cycle time delay ∆t = 11.3 fs, a 379 µm thick quartz plate was set to 45◦ with respect to the
linear polarization axis of the driving laser. The resulting polarization gate width was calculated,
using Eqn. 2.29, to be δtG = 1.8 fs. The resulting HHG spectra, with a CEP of -0.9 pi, is shown in
Fig 4.7 [32]. The spectrum supports a transform-limited pulse duration of 13 as.
48
Rebuilding the Ti:Sapphire Amplifiers
Replacing the First Stage Amplifier Vacuum Chamber.
Owing to issues involved with the liquid immersion cooler which resulted in a leaky vacuum
chamber and resulted in the laser crystals getting contaminated repeatedly, a decision was made to
rebuild the Ti:Sapphire CPA into a two-stage system utilizing the two cryogenic cooling systems.
The vacuum chamber had poor vacuum as the immersion cooler cold finger was not welded and
insulated within a vacuum flange and was instead simply thermally insulated from the vacuum
flange with a piece of plastic which was glued onto a vacuum flange. The poor vacuum meant that
ice repeatedly formed on the surface of the crystal, acting as a cold trap for contaminants within the
chamber, which was previously pumped with an oil-based roughing pump. After an extended pe-
riod of running time, the crystal became contaminated, leading to significant laser instability. The
hollow core fiber output was particularly susceptible to the laser instability, affecting the overall
performance of the laser system.
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Figure 4.7: HHG spectrum from via two-cycle-delay polarization gating (CEP = -0.9 pi) with
spectrum bandwidth supporting a transform-limited pulse duration of 13 as. Spectrum below 35
eV is clipped by the edge of our microchannel plate detector. Adapted from [32].
The crystal chamber for the first stage was replaced with the crystal chamber from the second stage
and the crystal chamber for the third stage was now used for the new second stage. The pump lasers
for the previous second and third stage were repurposed. It should also be noted that the oscillator
was changed to a Coherent Vitara and the stretcher was realigned such that the oscillator pulse was
stretched to 120 ps instead of the previous 360 ps due to the issues with spatial chirp. Switching
over to a cryostat to cool the 1st stage crystal also had the effect of shifting the center wavelength
of the spectrum to around 780 nm owing to the shift in the gain profile [86]. The old and new
spectrum for the 1st stage amplifier is shown in Fig. 4.8. A comparison between the hollow core
fiber spectrum and the 1st stage spectrum is shown in Fig. 4.18.
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Designing the Second Stage Amplifier.
There are two key performance objectives that must be achieved: high pulse energy and good beam
quality. Both objectives must be achieved in order to facilitate effective pumping of the OPCPA.
To meet our objectives, proper control of the divergence and beam size of the pump and seed
beams must be achieved. To improve the pump beam quality, beam homogenizers were used to
produce a flat top beam at the laser crystal. The Photonics Industries DM60 and DM100 pump
lasers beam profiles were generally poor and it was hoped that improving the beam profile would
ensure efficient pumping of the Ti:Sapphire crystal and that the resulting output beam profile of
the seed would be excellent for pumping the OPCPA. Beam homogenizers are diffractive optical
components which consist of a lenslet array which could be designed to produce a variety of beam
shapes at the focus depending on the shape of the lenslets when they are placed in front or behind a
focusing lens [87,88]. The desired shape for the beam at the focus for our laser is that of a flat-top
beam to ensure homogenous pumping over the seed beam. The goal was to achieve a flat-top beam
with a diameter of ∼1.5mm.
Homogenizers are best used for large M2 beams which is the case for both our pump lasers as
evident from the beam profiles of the DM100 and DM60 in Fig. 4.9. A typical way to use a
homogenizer is shown in Fig. 4.10. Here, the beam spot size is estimated to be [87]
DFT =
∣∣∣∣dLAfEFLfLA
∣∣∣∣ (4.3)
51
740 760 780 800 820 840 860
0.0
0.2
0.4
0.6
0.8
1.0
In
te
ns
ity
 (a
.u
.)
Wavelength (nm)
 Cryostat-cooled Ti:Sapphire
 Immersion Cooler-Cooled Ti:Sapphire
Cryo FHWM: 766-801nm
Cooler FHWM: 770-808.8nm
Figure 4.8: Old vs new output spectrum of the 1st stage Ti:Sapphire laser amplifier.
a) DM 100 beam profile b) DM 60 beam profile
Figure 4.9: Beam Profile for Photonics Industries DM100 and DM60 pump lasers. a: Beam profile
of DM100 laser without homogenizer. b: Beam profile of DM60 laser without homogenizer.
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Figure 4.10: Typical use of a homogenizer.
L1 L2 L3HOMO
Laser
Crystal
D2
DM100/60 527nm 
pump laser
Beam emission
D1
Figure 4.11: Optical layout of the imaging system for the pump lasers. The resulting beam profile
is that of a flat-top beam as shown in the inset image of a beam profile. Abbreviations: HOMO:
Homogenizer.
where dLA is the aperture diameter of the individual lenslets, fLA is the focal length of the individ-
ual lenslets, fEFL is the effective focal length of the imaging lens and DFT is the focal spot size
at the imaging plane. One way to use a homogenizer is to move the homogenizer along the beam
path of a focusing beam, before and after the imaging lens, and thereby change the spot size of
the beam at the focus. The general optical layout of the imaging system for both pump lasers is
shown in Fig. 4.11. A typical set of optics used would be a f = -150 mm lens for lens L1, a 200
mm lens for lens L2 and a 1000 mm lens for lens L3. The beam focus spot size at the crystal can
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be tuned by moving the front lens L3 back and forth, i.e. adjusting distance D2, and then adjusting
the distance D1 between lenses L1 and L2 (while lens the position of L1 stays fixed) to bring the
focus of the system to be at the laser crystal. The homogenizer is then shifted along the beam path
before or after the last lens L3 until the desired beam spot size at the focus is achieved.
In addition to designing the optical imaging system for the pump lasers, we also modeled the
system using the Frantz-Nodvik model [89]. Let the number densities of the ground and excited
states be N1(x, t) and N2(x, t) respectively and the photon density be n(x, t). The total number
density N = N1 + N2 is a constant. The population inversion is defined as ∆ = N2 − N1. The
laser beam travels a distance x with range 0 ≤ x ≤ L in a crystal of thickness L.
Pump 
radiation
Tunable
Laser 
Output
Collisional 
Relaxation
Collisional 
Relaxation
2
E
2
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Figure 4.12: Titanium:Sapphire energy level schematic [90].
The photon transport equation is
∂n
∂t
+ c
∂n
∂x
= σcn(N2 −N1) (4.4)
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where σ is the absorption cross section and c is the speed of light in the medium. The number
densities N1 and N2 are of course governed by the rate equations
∂N1
∂t
= σcn(N2 −N1) (4.5a)
∂N2
∂t
= −σcn(N2 −N1) (4.5b)
The boundary conditions for these equations are as follows: the initial population difference ∆0(x)
is described as
N2(x,−∞)−N1(x,−∞) = ∆0(x), 0 ≤ x ≤ L (4.6)
and the photon density n0(t) at x = 0 is n(0, t) = n0(t). The solution to the system of equations
was derived in [89]:
n(x, t) =
n0(t− x/c)
1− {1− exp [− σ ∫ x
0
∆0(x′)dx′
]}
exp
[− 2σc ∫ t−x/c−∞ n0(t′)dt′] , (4.7)
∆(x, t) =
∆0(x) exp
[− σc ∫ x
0
∆0(t
′)dt′
]
exp
[
2σc
∫ t−x/c
−∞ n0(t
′)dt′
]
+ exp
[− σ ∫ x
0
∆0(t′)dt′
]− 1 (4.8)
These equations will be used to model the system. The code was written by a previous group
member Kai Hu. The crystal in question is a brewster cut 8x8x8 mm crystal, with an absorption
coefficient of 4 cm−1 based on manufacturer supplied data. The stimulated emission cross-section
for the seed at 790 nm is σ790 = 3 × 10−19 cm2 [91], while the absorption cross-section of the
pump at 532 nm is σ532 = 3 × 10−20 cm2 [92]. The pump beam profile is assumed to be flat-top
and the seed beam profile is assumed to be Gaussian. We will set the pump and seed beam size as
1.5 mm FWHM diameter and simulate for a range of pump energies to see at what pump power
and the number of passes would be sufficient to amplify the seed to the desired energy level. The
beam sizes were chosen based on past experience with the 2nd and 3rd stage Ti:Sapphire amplifiers
where the size was deemed safe enough to operate the amplifier without any laser induced damage.
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Since transmission loss through the crystal chamber and after two mirrors is about 1- 0.63/0.75 =
∼15%, the loss per pass will be set to be 15%. The input pulse energy is 0.75 mJ. Up to six laser
passes are simulated for a range of pump energies, as from past experience, it is much easier to
manage the beam divergence with just six passes only as it was with the previous second stage
amplifier. The laser induced damage threshold (LIDT) for sapphire is 17 J/cm2 at 50 ps [93].
Scaling the LIDT using the damage threshold scaling formula [94],
LIDT (J/cm2) at τ2 = LIDT (J/cm
2) at τ1 ×
√
τ2
τ1
(4.9)
where τ1 is the reference pulse duration, and τ2 is the new pulse duration the damage threshold
is being calculated at. The equation yields an LIDT of 24 J/cm2 at 100 ps. A 20 mJ 1.5 mm
diameter beam would have an intensity of 0.3 J/cm2, which is lower than the LIDT. The results for
the simulation are shown in Fig. 4.13 for a range of different pump energies. It would seem that
100-110 mJ of pumping and 6 passes through the crystal should be sufficient.
Results
The optical layout of the new second stage is shown in Fig. 4.14. The optical path of the seed from
the 2nd stage amplifier is as follows. A positive and negative lens pair (400 mm and -250 mm) are
used to shrink the input seed beam down to control the divergence over the course of 3 beam passes
before another lens pair (175 mm and -150mm) are used to shrink the seed beam down again for
the last 3 passes. It is important to check that the beam spot size of the final two passes does not
shrink below a certain spot size (typically 1.4 mm FWHM diameter). The initial input energy after
the band-pass filter is about 0.7 mJ, and the final output is about 23 W with about 110-120 mJ
of pumping. A final lens pair is used to enlarge the beam to make it safe for use in the grating
compressor.
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Figure 4.13: Frantz-Nodvik simulation of the second stage Ti:Sapphire for different total pump
energies.
The gain curve for the amplifier is show in Fig. 4.16. The beam profiles of the two pump lasers
with the imaging plane at the laser crystal were imaged and shown in Fig. 4.15. Both pump beams
are flat-top, and clearly the homogenizers are performing as intended. The beam sizes are about
1.5-1.6mm. The final beam output was also imaged outside the amplifier and shown in Fig. 4.15
and the beam profile was clearly a smooth Gaussian which is one of our intended goals.
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Figure 4.14: Layout of second stage Ti:Sapphire multi-pass amplifier. Abbreviations: HOMO:
Homogenizer.
a) DM 100 beam profile 
with homogenizer
b) DM 60 beam profile
with homogenizer
c) Output beam profile
Figure 4.15: Beam profile for Photonics Industries DM100 and DM60 pump lasers and the output
beam profile. a) Beam profile of DM100 laser with homogenizer. b) Beam profile of DM60 laser
with homogenizer. c) Beam profile of the amplifier output.
Comparing the simulation result in Fig.4.13 and the empirical result in Fig.4.16, both curves show
slightly different characteristics. Both simulation and empirical results show higher gain for the
first three passes, before tapering off for the last three passes. However, the gain per pass for the
empirical result is less than that of the simulation result. It is possible that there is a mismatch in
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the beam radii between the pump and seed in the last three passes which would lead to less gain
achieved. Regardless, it would seem that both simulation and empirical results point to the need to
pump the crystal with about 110 mJ of laser energy in order to obtain at least 20 mJ of seed energy.
The output spectrum of the amplifier was recorded in Fig. 4.17 and an estimate of the FWHM was
made in order to adjust the grating compressor to negatively chirp the pulse to ∼5 ps. Next the
OPCPA was realigned and we obtained about 1.65 mJ of signal pulse energy after the compressor.
The input and output spectrum of the OPCPA is recorded in Fig. 4.19 and is similar to past spectra
produced.
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Figure 4.16: Second stage Ti:Sapphire multi-pass amplifier power curve
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Figure 4.17: Output spectrum of the oscillator spectrum, and the first and second stage Ti:Sapphire
amplifiers.
Figure 4.18: Output spectrum of hollow core fiber and first stage amplifier.
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Figure 4.19: Input and output spectrum of OPCPA.
Optical Parametric Amplification
Optical Parametric Amplification (OPA) is a second order nonlinear process that involves the three-
wave mixing of three electromagnetic waves: signal, idler and pump. In OPA, a birefringent crystal
is pumped with a strong pump wave used to amplify the seed and idler waves. Denoting the angular
frequencies of the idler, signal and pump waves as ω1, ω2 and ω3 respectively and the wavevector
for each wave ~k1, ~k2 and ~k3 respectively. The subscripts 1, 2 and 3 denote the idler, signal and
pump wave respectively. The magnitude of the wavevector is of course defined as ki = 2pini/λi
where ni is the refractive index of the wave and λi is the corresponding wavelength in vacuum.
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The three waves are related by the following relationships [95]:
ω1 + ω2 = ω3 (4.10a)
~k1 + ~k2 = ~k3 (4.10b)
ω1 < ω2 < ω3 (4.10c)
Essentially, the pump photon is split between the signal and idler photon, both of which have
a total energy equal to the pump photon by conservation of energy. Eqn. 4.10b is the phase-
matching condition. Both relationships must be satisfied in order to efficiently amplify the signal
and idler.
To adequately describe the relationship between the three waves, one must derive the coupled wave
equations. The approach in [95] will be taken and one must first start with the Maxwell Equations
(in SI form) :
∇ · ~D = ρ
∇ · ~B = 0
∇× ~E = −∂
~B
∂t
∇× ~H = ∂
~D
∂t
+ ~J
(4.11)
where ~E and ~D are the electric field and electric displacement field respectively, ~B and ~H are the
magnetic flux density and magnetic field strength respectively. Since these processes take place in
the absence of charge and free currents, then
ρ = 0
~J = 0
(4.12)
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and the material is assumed to be nonmagnetic, and thus ~B = µ0 ~H, but the material is nonlinear
in nature, and thus the electric displacement field and the electric field are related by
~D = 0~E+ ~P (4.13)
where ~P is the polarization vector and 0 is the vacuum permittivity. Taking the curl of the curl of
~E and substituting Eqn. 4.13, we have
∇×∇× ~E+ 1
c2
∂2~E
∂t2
= − 1
0c2
∂2~P
∂t2
(4.14)
Using the appropriate vector calculus identity,∇×∇× ~E = ∇(∇· ~E)−∇2~E and since∇(∇· ~E)
is negligibly small, the wave equation can be written as
∇2~E− 1
c2
∂2~E
∂t2
=
1
0c2
∂2~P
∂t2
(4.15)
The polarization vector ~P(t) can be expressed as
~P(t) = 0
[
χ(1)~E+ χ(2)~E~E+ χ(2)~E~E+ χ(3)~E~E~E+ ...
]
(4.16)
where χ(2), χ(3), ..., χ(n), .... are the nth order nonlinear optical susceptibilities and are nth ranked
tensors. For the case of optical parametric amplification, only the second order nonlinear optical
susceptibility needs to be considered. Hence, for the sake of simplicity, the polarization vector can
be split into the linear and nonlinear parts as ~P = ~P(1) + ~PNL where the term ~P(1) = 0χ(1)~E is the
part of the polarization vector which varies linearly with the electric field and the ~PNL consists of
the nonlinear component of the ~P. χ(1) has real and imaginary components, where the imaginary
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component refers to the absorption by the material. χ(1) can be written in the form:
χ(1) = χ(1)′ + iχ(1)′′ (4.17)
Finally, assuming ~PNL and ~E are linearly polarized plane waves travelling along the z-axis both
with angular frequency ω and wavevector kNL and k, i.e.
~E(z, t) = E(z, t)ei(kz−ωt) + c.c.
~PNL(z, t) = PNL(z, t)ei(k
NLz−ωt) + c.c.
(4.18)
Substituting Eqn. 4.18 and 4.17 and noting that the refractive index n =
√
1 + χ(1)′ into the wave
equation, one obtains
2ik
∂E
∂z
+ 2iω
(
n
c
)2
∂E
∂t
+ i
χ(1)′′
c2
ω2E = −µω2PNLei(kNL−k)z (4.19)
The second order derivatives of E(z, t) were neglected under the slow varying envelope approxi-
mation (SVEA). The first order derivatives with respect to t can also be neglected if 1/L n/ctp
where L is the interaction length and tp is the pulse duration, i.e. the pulse must be sufficiently
long to satisfy the SVAP approximation. Finally, by making a change of coordinates to retarded
time τ = t − nz/c and assuming the medium has low absorption loss, i.e. χ(1)′′ → 0, one is left
with
∂E(z, τ)
∂z
= i
ω
2nc
PNL(z, τ)ei(k
NL−k)z (4.20)
The kNL − k in the exponent is the phase-matching term and will be an important quantity when
determining the efficiency of the OPA process. To determine PNL, recall Eqn. 4.16. Since OPA is
a second order nonlinear process, the second term should be our focus. For the given input electric
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fields E(t) = E1e−iω1t + E2e−iω2t + c.c., PNL can be written as
PNL = P (2)(t) = 0χ
(2)(E1e
−iω1t + E2e−iω2t + c.c.)(E1e−iω1t + E2e−iω2t + c.c.) (4.21)
Expanding, one has
P (2)(t) = 0χ
(2)
[
E21e
−i2ω1t + E22e
−i2ω2t + 2E1E2e−i(ω1+ω2)t + ...
+ 2E1E
∗
2e
−i(ω2−ω1)t + c.c.
]
+ 20χ
(2)
[|E1|2 + |E2|2] (4.22)
The three-wave frequency mixing processes corresponding to each term in Eqn.4.22 are summa-
rized in Table 4.1. Of our particular interest, would be the DFG process, though in truth, in any
Table 4.1: Second Order Polarization Frequency Components
Frequency Component Amplitude Nonlinear process type
P (2)(2ω1) 0χ
(2)E21 Second Harmonc
and P (2)(2ω2) and 0χ(2)E22 Generation (SHG)
P (2)(ω1 + ω2) 20χ
(2)E1E2 Sum Frequency
Generation (SFG)
P (2)(ω2 − ω1) 20χ(2)E1E∗2 Difference Frequency
Generation (DFG)
P (2)(0) 20χ
(2)
[|E1|2 Optical
+|E2|2
]
Rectification
three-wave mixing process, both DFG and SFG processes occur simultaneously. χ(2) is often re-
placed by 2deff and thus, the DFG and SFG polarization amplitude terms can be written as
PNL(ω1 + ω2) = 40χ
(2)E1E2e
−i(ω1+ω2)t (4.23a)
PNL(ω1 − ω2) = 40χ(2)E1E∗2e−i(ω2−ω1)t (4.23b)
With these relations, one can now write the coupled wave equations for the pump ω3 = ω1 + ω2,
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signal ω2 = ω3 − ω1 and idler ω1 = ω3 − ω2. Instead of using E for the electric field complex
amplitude, Ai will be used, and the subscript i = 1, 2, 3 will denote the idler, signal and pump
respectively. The coupled wave equations are thus [95]:
∂A1
∂z
= i
2deffω
2
1
k1c2
A∗2A3 exp(−i∆kz) (4.24a)
∂A2
∂z
= i
2deffω
2
2
k2c2
A∗1A3 exp(−i∆kz) (4.24b)
∂A3
∂z
= i
2deffω
2
3
k3c2
A1A2 exp(i∆kz), (4.24c)
where ∆k = kp − k is the wave vector mismatch. The wave vector mismatch ∆k is correspond-
ingly given to be
∆k = |~k1 + ~k2 − ~k3| (4.25)
The efficiency of the phase-matching could be calculated as follows. If one assumes the fields do
not change too much over a distance L, integrate ∂A2/∂z from z = 0 to L, and using the time-
averaged Poynting vector I = 2n0c|A|2, the intensity of the field A2 is
I2 =
8d2effω
2
1I1I3
n1n2n30c2
L2Sinc2
(
∆kL
2
)
(4.26)
Thus, the efficiency of the phase-matching could be calculated using Sinc2
[
∆kL/2
]
[95] where L
here is the thickness of the material.
It is useful to analyze these equations in the regime where the pump wave A3 is relatively unde-
pleted, in which case, ∂A3
∂z
= 0 and A3 is a constant. Thus, only Eqn. 4.24a and 4.24b need to be
solved. Perfect phase-matching is assumed, i.e. ∆k = 0 and the idler wave is assumed to be zero
initially. Solving, one has [95]:
A2(z) = A2(0) coshκz (4.27a)
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A1(z) = i
(
n2ω1
n1ω2
)1/2
A3
|A3|A
∗
2(0) sinhκz (4.27b)
where
κ2 =
4deffω
2
1ω
2
2
k1k2c4
|A3|2 (4.28)
Of course, these equations assume that phase-matching is perfect and the process is completely
lossless and the pump is not depleted. Reality is more complicated. It is quite possible to have
the pump depleted to the point that there is back conversion between the pump and the signal and
idler waves if the pump is intense enough or the thickness of the crystal thick enough to allow back
conversion to happen. This necessitates solving all the coupled wave equations at once to fully
model the OPA process. The next section will go over design considerations of an OPA.
OPA Design Considerations
The choice of the nonlinear crystal and the orientation to achieve the best conversion bandwidth
and conversion efficiency is highly dependent on the following design criterion:
1. Optical transmission of the nonlinear crystal.
2. Phase-matching conditions as a result of the crystal orientation.
3. Minimizing the group velocity phase mismatch.
4. The effective nonlinearity.
5. The damage threshold.
Of the above, the phase-matching conditions and the group velocity phase mismatch are closely
related, as they are highly dependent on the phase-matching conditions and the choice of center
wavelengths. Good phase-matching and minimizing the group velocity across a wide range of
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wavelengths is critical to achieve broadband amplification across a large range of wavelengths. It
is of course a necessity to choose the right crystal with a large effective nonlinearity, with high
optical transmission and high damage threshold in order to achieve high gain. Our OPA system
utilizes BiB3O6 (BIBO) crystals and will be the focus of our study here. The focus of discussion
will be on phase-matching and group velocity mismatch.
Phase-matching
As mentioned in the previous section, phase-matching is critical for an OPA design. The key
objective is to make the phase-matching quantity ∆k as close to zero as possible over a wide
range of wavelengths in order to achieve broadband amplification. Achieving this requires careful
orientation of the crystal axis relative to the incoming pump, signal and idler beams.
Generally, two types of birefringent crystals are used for nonlinear conversion: uniaxial and biaxial
crystals. It is useful to visualize the refractive indices in terms of the refractive index ellipsoid as
illustrated in Fig. 4.20 and also establish the frame of reference for a wave travelling through the
birefringent crystal. There are two important angles: θ and φ are the polar and azimuthal angles
of the wave vector in spherical coordinates. θ (0 ≤ θ ≤ pi) is the angle the wave makes with the
z-axis and φ (0 ≤ φ ≤ 2pi) is in the x-y plane and is positive as the wave rotates from x to y. There
are 3 orthogonal axes for the three refractive indices na, nb and nc.
In the case of uniaxial crystals, the electric displacement wave ~D = []~E has dielectric constant
tensor [] that is of the form [96]:
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Figure 4.20: Biaxial and Uniaxial crystal.
 = 0

no 0 0
0 no 0
0 0 ne
 (4.29)
Thus, if the waves travel in the x-z, y-z, and x-y planes, the angle φ is unimportant, but rather the
angle θ that the wavevector makes with the z-axis is now the most crucial. Examples of uniaxial
crystals are beta-barium borate (BBO) and quartz. If the electric field ~E were to be travelling at an
angle of θ to the z-axis in the x-z plane, the component of the field polarized orthogonal to the x-z
plane is the ordinary (o) wave ~Eo which travels with the refractive index no. The polarized field
that lies in the x-z plane is the extraordinary (e) wave ~Ee and it travels with the effective refractive
index neff(θ, λ)
1
n2eff(θ, λ)
=
cos2 θ
n2o(λ)
+
sin2 θ
n2e(λ)
(4.30)
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Nonlinear processes involving uniaxial crystals are split into two categories: Type I where the
signal and idler waves are identically polarized whereas the pump wave is orthogonal to both
waves, and Type II where the signal (or idler) and pump are identically polarized but the idler (or
signal) is orthogonally polarized. For example, in the case of negative uniaxial crystals, where
no > ne, Type I phase-matching processes are o + o → e where the signal and idler are both o-
waves and the pump is an e-wave. In such a process, typically termed as “ooe”, the angle at which
the pump makes with the z-axis is tuned until the optimal phase-matching conditions are reached.
For example, in a negative uniaxial crystal where no > ne, in a collinear case where all the waves
are collinear, an “ooe” process is possible. The signal and idler would be ordinary waves and the
pump would be the extraordinary wave and the phase-matching condition would be:
∆k =
no(λ1)
λ1
+
no(λ2)
λ2
− neff(θ, λ3)
λ3
(4.31)
For Type II phase matching, in negative uniaxial crystals, “oee” processes are possible, where the
signal and idler are orthogonally polarized and both signal and pump are in the x-z plane as well.
In which case, the phase-matching condition, if the waves were all collinear, would be
∆k =
neff(θ, λ2)
λ2
+
no(λ1)
λ1
− neff(θ, λ3)
λ3
(4.32)
In the case of biaxial crystals, the situation is more complicated. The dielectric constant tensor []
is now of form [96]
 = 0

na 0 0
0 nb 0
0 0 nc
 (4.33)
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In the usual notation, nc ≥ nb ≥ na, and it is assumed is that the input wavelengths are far from
resonance, or this inequality relationship will not hold. These axes need not be exactly collinear
with any of the crystal axes. The phase-matching for such crystals can be fairly nontrivial and the
both angles θ and φ are required to define the path of the waves. As a result, generally, they are
used such that the waves propagate in the x-z, y-z, or x-z plane with polarization in the plane or
orthogonal to the plane or both orthogonal and in the plane. In such a case, the phase-matching
resembles that of the uniaxial problem; the waves with polarizations parallel to one axis are treated
as ordinary waves, whereas the waves with polarization in the plane in which the wave is traveling
are treated as extraordinary waves. Examples of biaxial crystals are BIBO and potassium titanium
oxide (KTA).
If for example, a wave is travelling in the x-z plane at an angle θ to the z-axis and an angle φ = 0,
and the wave has an ordinary wave electric field Eo polarized in the y-axis and the extraordinary
wave electric field Ee in the x-z plane, the refractive indices no and ne for the two polarizations
respectively are
no = nb (4.34a)
1
n2e(λ)
=
1
n2eff(λ)
=
sin2 θ
n2c(λ)
+
cos2 θ
n2a(λ)
(4.34b)
For a case of a wave travelling in the x-y plane at an angle φ to the x-axis and angle θ = pi/2, the
refractive indices of the ordinary and extraordinary waves are
no = nc(λ) (4.35a)
1
n2e(λ)
=
1
n2eff(λ)
=
sin2 φ
n2a(λ)
+
cos2 φ
n2b(λ)
(4.35b)
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And of course, the case for the y-z plane is similar to the x-z plane case:
no = na(λ) (4.36a)
1
n2e(λ)
=
1
n2eff(λ)
=
sin2 θ
n2c(λ)
+
cos2 θ
n2b(λ)
(4.36b)
Achieving effective phase-matching between all the 3 waves involved in the OPA process comes
down to propagation direction through the crystal and tuning the angles θ and φ the wave vector
makes with the crystal physical coordinate system. For example, for an “ooe” case with the signal
and idler waves as ordinary waves in the y-axis and the pump wave as an extraordinary wave in the
x-z plane, one would have the phase matching condition:
∆k =
na(λ1)
λ1
+
na(λ2)
λ2
− neff(θ, λ3)
λ3
(4.37)
with neff(θ, λ3) taking the form of Eqn. 4.34b. A point of note: in some texts, for biaxial crystals,
instead of using ‘o’ and ‘e’ to define waves, the terms ‘slow’ and ‘fast’ are instead used to denote
which waves are travelling slower and faster depending on their refractive indices. Of course, a
wave travelling with a large refractive index is going to be slower than one that is travelling with a
smaller refractive index.
Group Velocity Dispersion
There exist many possible solutions to achieve broadband OPAs, such as non-collinear phase-
matched OPA [97] and frequency domain amplification [98]. However, one possible approach
is degenerate OPA [26, 99–102]. An OPA is said to be degenerate when both signal and idler
are identical. Expanding the wavevector phase-mismatch ∆k = k1 + k2 − k3 as a Taylor series
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[26, 99–102]:
∆k = ∆k0 + ∆ω
(
∂k2
∂ω2
− ∂k1
∂ω1
)∣∣∣
ω1=ω2=ω0
+
1
2!
(∆ω)2
(
∂2k2
∂ω22
+
∂2k1
∂ω21
)∣∣∣
ω1=ω2=ω0
+
1
3!
(∆ω)3
(
∂3k2
∂ω32
− ∂
3k1
∂ω31
)∣∣∣
ω1=ω2=ω0
+
1
4!
(∆ω)4
(
∂4k2
∂ω42
+
∂4k1
∂ω41
)∣∣∣
ω1=ω2=ω0
+ ...
(4.38)
where the derivatives are evaluated at the central wavelength ω0. The subscripts 1 and 2 again
denote the signal and idler waves. Since the pump is assumed to be monochromatic, the wave
vector derivatives for the pump are all zero. At near degeneracy with both signal and idler identical
and assuming perfect phase-matching, i.e. ∆k0 ' 0, the odd order derivative terms of the signal
and idler waves in the Taylor expansion cancel out each other:
1
(2n+ 1)!
(∆ω)2n+1
(
∂2n+1k2
∂ω2n+12
− ∂
2n+1k1
∂ω2n+11
)∣∣∣
ω1=ω2=ω0
' 0, n ∈ N (4.39)
Thus, Eqn. 4.38 can be reduced to just the even ordered derivatives. If the Group Velocity
Dispersion (GVD) of the center wavelength of the seed is chosen such that it is at the zero
GVD wavelength of the said crystal, then only the fourth and higher order even derivatives are
left [26, 99–102]:
∆k '
∞∑
n=2
2
(2n)!
(∆ω)2n
∂2nk2
∂ω2n2
∣∣∣
ω1=ω2=ω0
(4.40)
Thus, it is possible to operate a degenerate OPA at a signal wavelength where the GVD is zero
with a broad amplification bandwidth. This will be shown when BIBO is studied later.
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BiB3O6 as a Gain Medium for OPA and DFG
Bismuth triborate, BiB3O6 (BIBO) is widely used for nonlinear frequency-conversion processes.
It has a large second-order optical nonlinearity and has excellent transmission from the ultraviolet
(UV) to to the shortwave infrared (SWIR). It is non-hydroscopic, has a high damage threshold
and offers flexible phase-matching and spectral properties [103]. BIBO is a biaxial crystal of
the noncentrosymmetric monoclinic group C2 with group 2 symmetry [103, 104], with different
refractive indices in 3 different axis. The Sellmeier’s equations [105] are given to be
n2x = 3.07403 +
0.03231
λ2 − 0.03163 − 0.013376λ
2
n2y = 3.16940 +
0.03717
λ2 − 0.03483 − 0.01827λ
2
n2z = 3.6545 +
0.05112
λ2 − 0.03713 − 0.02261λ
2
(4.41)
When transformed into the orthogonal dielectric xyz frame, the nonlinearity tensor, dil, in units of
pm/V, is of form [106]:
[d] =

d11 d12 d13 d14 0 0
0 0 0 0 d25 d26
0 0 0 0 d34 d36
 =

2.53 2.3 −1.3 2.3 0 0
0 0 0 0 2.4 2.8
0 0 0 0 −0.9 2.4
 (4.42)
where d11 = 2.53 pm/V, d12 = 2.3 pm/V, d13 = −1.3 pm/V, d14 = 2.3 pm/V, d25 = d36 = 2.4
pm/V, d26 = 2.8 pm/V and d35 = −0.9 pm/V. This is the nonlinearity tensor that Hussar uses.
There are other values for the nonlinearity tensor, notably in the references [103, 107]. Some
references, such as [103, 107], assume Kleinman symmetry, some do not. Table 4.2 gives a list of
deff formulae from [103, 107].
In our laser system, BIBO is used for the generation of the seed for the OPCPA as well as the gain
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Table 4.2: List of useful deff formulae for phase-matching in the x-z plane.
Phase-matching scheme deff (pm/V) formula
o + o→ e d12 cos θ
e + e→ o −d14 sin 2θ
e + o→ o d26 cos θ
medium for our OPCPA. To generate the seed for the OPCPA, an intra-pulse DFG Type II “eoo”
process was used, whereas for the OPCPA, a Type I “ooe” process was used. We will now go over
the DFG and OPCPA processes used in our laser.
The DFG seed is generated using a 0.3 mm thin type-II BIBO crystal with phase-matching angle at
θ = 57◦, φ = 0◦. The principal Type II interaction is 0.588 µm (o) - 0.93 µm (o)→ 1.6 µm (e). The
wave mixing configuration is illustrated in Fig.4.21b. This being an intra-pulse interaction, both
the pump (0.588 µm) and signal (0.93 µm) come from the same NIR pulse, which was broadened
through white light generation after propagating through a 1.5 meter long hollow core fiber filled
with 30 PSI of Neon gas. Since only the long and short wavelength tail ends of the pulse spectrum
are required for the DFG interaction and to reduce the possibility of laser induced damage on the
BIBO crystal, the center part of the spectrum is filtered out using a bandpass filter (760-840nm).
The resulting spectrum is shown in Fig. 4.3. The resulting idler wave is an extraordinary wave in
the x-z plane. Fig. 4.21c shows the phase-matching efficiency contour plot for the idler wave and
the signal wave, i.e. Sinc2
[
∆kL/2
]
. Each point in the plot where the phase-matching between the
idler (1.0-2.3 µm) and the signal (0.9-1 µm) is excellent derives from a corresponding pump wave
(0.5-0.7 µm). One notes that the area of excellent phase-matching (Sinc2
[
∆kL/2
] → 1) for the
idler is in the wavelength range of 1.0 to 2.3 µm.
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Figure 4.21: BIBO Intra-Pulse DFG phase-matching and Schematic layout. a) shows the refractive
indices of the different axis of the crystal and the effective refractive index of the extraordinary idler
wave for the case of a phase-matching angle of θ = 57◦. b) shows the schematic layout of the intra-
pulse DFG. The pump and signal polarizations are oriented along the y-axis while the idler wave
polarization is along the x-z plane. The wavevector travels at 57◦ to the z-axis. c) shows a contour
plot of the phase-matching efficiency of the DFG process. The lighter shaded area corresponds
to area of possible phase-matching between the 0.5-0.7 µm and the 0.8-1.0 µm part of the input
pulse.
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BiB3O6 Type I OPA
BIBO was chosen as the OPA crystal primarily because the ordinary wave along the y-axis has
zero Group Velocity Dispersion (GVD) at 1580 nm [26,99,100]. The OPA process is described as
degenerate; the signal and idler waves are identical as a Type I interaction process was chosen: 1.6
µm (o) + 1.6 µm (o) → 0.8 µm (e). As noted previously, designing an OPA near the zero-GVD
wavelength point has its advantages in ensuring that the phase mismatch term ∆k is minimized
over a broad range of wavelengths [26, 99–102].
It is illustrative to see why the Type I ooe process is the best choice. There are 3 possible collinear
phase-matching schemes on the x-z plane and they are shown in Table 4.3.
Table 4.3: Possible Phase-matching schemes in the x-z plane
Phase matching scheme θ, φ deff (pm/V)
1.6 µm (o) + 1.6 µm (o)→ 0.8 µm (e) 11◦, 0◦ 2.26
1.6 µm (e) + 1.6 µm (e)→ 0.8 µm (o) 35.1◦, 0◦ -2.16
1.6 µm (e) + 1.6 µm (o)→ 0.8 µm (o) 44.1◦, 0◦ 2.01
For both the “ooe” and “eeo” processes, they are both degenerate, and both seed and idler share
the same zero-GVD wavelength. For “ooe”, the zero GVD wavelength is 1.58 µm. In the case
of the “eeo”, the zero GVD wavelength is 1.636 µm. In the case of the “oeo” process, the signal
and idler are not degenerate and do not share the same GVD for a large bandwidth of wavelengths,
and this is quite evident when we calculate phase-matching efficiency curves in Fig. 4.22 for a
fixed monochromatic pump wavelength of 0.8µm and 1mm crystal thickness. Whereas both “ooe”
and “eeo” processes have fairly large phase-matching bandwidths, the phase matching for the
“oeo” process is only restricted to around 1.6µm wavelength. When the difference in group delay
between the signal and idler are calculated, one immediately notes that the group delay for both
the “ooe” and “eeo” processes both have a large bandwidth where the the group delay difference
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is close to zero. However, for the “oeo” process, this is never the case as illustrated in Fig. 4.23.
Clearly, the “oeo” process is not suitable for our wide bandwidth OPA, but the “ooe” and “eeo”
are good candidates. However, the |deff | for the “ooe” is slightly larger than that of the “eeo” one.
Thus, the conversion efficiency is likely to be higher and hence the “ooe” is the preferred process.
For our laser system, pump is not assumed to be monochromatic, and instead it has a 760-810
nm bandwidth and it is negatively chirped to 4-5 ps with a grating stretcher. In the simulations, it
was assumed to have a super Gaussian pump spectrum. To increase the phase matching bandwidth
to take advantage of the pump bandwidth, a small noncollinear angle was added to increase the
phase-matching bandwidth slightly [97]. The phase-matching angle θ is 10.8 ◦ to the z-axis and a
α = 0.6◦ non-collinear angle between the signal and pump. All three waves propagate in the x-z
plane, with the o-waves polarized in the y-axis. A schematic of the wave mixing configuration is
illustrated in Fig. 4.25b. The noncollinear angle α can be tuned to optimise the phase-matching
bandwidth and adds a degree of freedom. In the noncollinear configuration, the wavevector mis-
match ∆k is calculated by applying some trigonometry as shown in Fig. 4.25c and can be written
as
∆k =
√
|ks|2 + |kp|2 − 2|ks||kp| cosα− |ki| (4.43)
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Figure 4.22: Phase-matching efficiency comparison between three phase-matching schemes. The
three phase-matching processes, “ooe”, “eeo” and “oeo”, are shown here, as indicated in the leg-
end.
The subscripts i, s, and p refer to the idler, signal and pump respectively. Fig. 4.25d has the phase-
matching efficiency contour plot for a 5 mm thick crystal. The phase-matching bandwidth can
be somewhat sensitive and the noncollinear angle can make subtle shifts to the phase-matching
contour plot. Fig. 4.26 shows a comparison between two cases where in one case, the phase-
matching angle θ was increased slightly to 10.82◦ and in Fig. 4.26b, the noncollinear angle was
eliminated altogether in Fig. 4.26a.
79
Figure 4.23: Difference in group delay between signal and idler waves for different phase match-
ing schemes. The three phase-matching processes, “ooe”, “eeo” and “oeo”, are shown here, as
indicated in the legend.
0.8mm 1.6mm
Figure 4.24: Refractive indices of the BIBO as used for the OPCPA. The refractive indices of the
different axis of the crystal and the effective refractive index of the extraordinary pump wave for
the case of a phase-matching angle of θ = 10.8◦ and a 0.6 ◦ non-collinear angle between the signal
and pump.
80
ki
ks
kp
Dk
q
a
x
z
y
Seed ls
x
z
qy
Idler li
a
Pump lp 
a b
c
Figure 4.25: BIBO optical parametric phase-matching and schematic layout. a) shows the
schematic layout of the OPCPA optical arrangement. The idler and signal polarizations are ori-
ented along the y-axis while the pump wave polarization is along the x-z plane. The wavevector
travels at θ = 10.8◦ to the z-axis. b) Shows how the wavevector mismatch ∆k was calculated. c)
shows a contour plot of the phase-matching efficiency of the OPCPA process.
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a) b)
Figure 4.26: BIBO OPCPA phase-matching comparison. a) Phase-matching contour plot for θ =
10.8◦ with α = 0. b) Phase-matching contour plot for θ = 10.82◦ with α = 0.6◦.
Numerical Modeling the OPA and DFG process
Two approaches were done to simulate the BIBO OPCPA process. In the original publication
[75], split step modelling, which will be described in this section, was used to model the OPCPA
process. The split step model used assumed that all waves were plane waves, and does not take
into account propagation of the beam mode through the medium. More recently, we have decided
to use the Hussar package [108] which implements the unidirectional pulse propagation equation
(UPPE) [109] which does not assume a slow varying envelope. Appendix A provides a more
comprehensive treatment of the UPPE derivation. This section will provide an overview of both
approaches and the results obtained from them.
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Split-Step Modelling
Numerically modelling the three-wave mixing process can be done through the split-step model
[110] and its implementation has been described in [111]. Essentially, the split-step model as-
sumes that the distance step size ∆z is small enough that one could treat the dispersion and the
time-dependent components as independent of each other and apply the dispersion in the Fourier
frequency domain while the time-dependent part is applied in the time domain. For the split-step
model implemented for modeling the OPCPA, the coupled wave equations assuming slow-varying
envelope approximation was used, i.e. Eqn. 4.24.
Thus, in the time domain, one would apply time-dependent part in the time space:
Ai
(
t, z
)→ Ai(t, z)+ ∂Ai
∂z
∆z (4.44)
Then in the frequency domain, the complex field amplitude Ai
(
t, z
)
is inverse Fourier transformed
to the angular frequency domain F−1[Ai(t, z)] = Ai(ω, z) and the dispersion is applied:
Ai
(
ω, z
)→ Ai(ω, z)× ein(ω)ω∆z/c = Ai(ω, z + ∆z) (4.45)
where n(ω) is the refractive index as a function of angular frequency which can be obtained from
the appropriate Sellmeier equations. The application of the dispersion also establishes the traveling
frame of reference for the numerical simulation. Thus any simulation would start with initial
appropriate complex field amplitudesA1,2,3
(
t, z0
)
for the idler, signal and pump waves at the initial
distance step z0 and then the subsequent repeated recursive applications of the time-dependent
partial derivative in the time domain and the dispersion in the angular frequency domain until the
final nth distance step zn will yield the final complex field amplitudes A1,2,3
(
t, zn
)
. Note that
programming wise, the exponential phase mismatch term in the coupled wave equations is already
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incorporated in the simulation when the material dispersion is applied to each individual complex
wave amplitude.
One could simulate the BIBO intra-pulse DFG processes using this algorithm by selecting portions
of the input spectrum and designate accordingly the pump and signal waves. As mentioned before,
the phase-matching is θ = 57◦, φ = 0◦ in the x-z plane, with the principle Type II interaction
0.588 µm (o) - 0.93 µm (o)→ 1.6 µm (e). The signal, idler and pump waves are all super Gaussian
spectra:
Ai
(
ω, z0
) ∝ exp [− 2ln(2)(ω − ω0)4
∆ω42
]
(4.46)
The idler, signal and pump are centered at 1.6 µm, 0.93 µm and 0.588 µm respectively. The
wavelength bandwidth of the signal and pump are 80 nm, while the starting wavelength bandwidth
of the idler is 500 nm. From Table 4.2, deff = d26 cos(θ) = 1.52 pm/V. The simulation is done in
a series of 1024 equal distance steps. Three crystal thicknesses were simulated and compared: 0.3
mm, 0.4 mm and 0.5 mm. The initial and final conditions for the simulation for 0.3 mm thickness
are shown in Fig. 4.27. The comparison between the three thicknesses are shown in Fig. 4.28.
The idler spectra for the three different thicknesses are similar, but clearly the spectra narrows with
increasing thickness. The idler energy also increases with increasing thickness.
The simulations for BiBO for the OPCPA laser were also performed using this split-step method
[75]. For the signal and idler wave, the center wavelength ω1,2 is 1600nm and the wavelength
bandwidth ∆λ1,2 is 420 nm, and for the pump wave, the center wavelength ω3 is 785 nm and
angular bandwidth is ∆λ3 is 25 nm. There are some other chirp parameters as well but they will
not be listed here. The phase-matching conditions are: θ = 10.88◦, φ = 0◦ and the noncollinear
angle α = 0.5◦. The results of those simulations are shown in Fig. 4.29 and 4.30. The intensities
of the signal and pump waves are 1.5 × 106 W/cm2 and 8.2 × 109 W/cm2. The simulated gain is
1081. Generally, the utility of such modelling is to give one a guide as to what phase-matching
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conditions and signal and pump intensities used would be ideal for the OPA.
a) b)
Figure 4.27: Initial conditions and final results of idler, signal and pump waves for 0.3 mm thick-
ness crystal. a) Normalized initial condition for pump and signal. b) Normalized final result for
idler, signal and pump.
a) b)
Figure 4.28: Idler Spectra comparison between different crystal thicknesses. a) Normalized idler
spectra comparison between different crystal thicknesses. b) Idler spectra comparison between
three different thicknesses relative to the 0.5 thickness.
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(a) Input and output signal and idler Wavelengths.
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Figure 4.29: Inputs and Outputs using Dr. Yin’s split-step code. [75]
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Figure 4.30: Inputs and outputs using Dr. Yin’s Split-Step code. [75]
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The Hussar software code package
The Hussar software [108] attempts the solve the Unidirectional Pulse Propagation Equation (UPPE)
[109, 112] of the form:
∂zE = ikzEi +
ω
20c2kz
(iωP ) (4.47)
where P (ω, kx, ky, z) is the nonlinear polarization. The electric field E is of the form
E˜(t, x, y, z) =
∑
i
A˜i(t, x, y, z)e
iωit−(ki0+(ω−ωi)/vg)z (4.48)
or its fourier transform:
E(ω, kx, ky, z) =
∑
i
Ai(ω − ωi, kx, ky, z)e−i(ki0+(ω−ωi)/vg)z (4.49)
where ωi is the reference angular frequency of the envelope Ai(ω − ωi, kx, ky, z) and its Fourier
transform A˜i(t, x, y, z), ω is the angular frequency of electric field in the envelope. Each electric
field envelope, denoted by the superscript i, propagates in the z-direction with the wavevector kiz:
kiz(ω, kx, ky) =
√(
ωn(ω, kx, ky)
c
)2
− k2x − k2y (4.50)
ki0 = k
i
z(ωi, 0, 0) is the reference wave number, vg is the local time window velocity. From these
equations, one derives the expressions for the DFG/OPA process [108]:
∂zA1 = iK
1
zA1 +
deffω
2
1
c2k1z
F[A˜∗2A˜3]ei∆kz (4.51a)
∂zA2 = iK
2
zA2 +
deffω
2
2
c2k1z
F[A˜∗1A˜3]ei∆kz (4.51b)
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∂zA3 = iK
3
zA3 +
deffω
2
3
c2k1z
F[A˜1A˜2]e−i∆kz (4.51c)
where Kiz = k
i
z(ω, kx, ky) − ki0 − (ω − ωl)/vg is the modified propagation constant. A more
detailed derivation of the UPPE can be found in the appendix.
Modeling the BIBO DFG using Hussar
Hussar was used to model the DFG process and the OPA process. We will start with the DFG
process. In our laser, the DFG is produced through an intra-pulse nonlinear interaction using white
light from a hollow core fiber. The white light from the fiber is compressed using chirp mirror pairs
before being focused through the BIBO crystal. The DFG as stated before is a Type II process with
phase-matching angle θ = 57◦, φ = 0◦, with the interaction as 0.588 µm (o) - 0.93 µm (o)→ 1.6
µm (e) [75]. From Table 4.2, deff = d26 cos(θ) = 1.52 pm/V. In the actual experiment, a band-pass
filter removes the strong center (760-840 nm) to reduce the intensity of the white light that seeds
the BIBO crystal.
For the sake of simplicity, though not necessarily realistic, the incoming laser pulse is split into two
sets of wavelengths centered at 588 µm and 0.93 µm. Following the usual convention, the pump
wave is centered at 588 µm and the signal wave is centered at 0.93 µm. The idler wave is then
centered at 1.6 µm. Both the pump and signal waves are super Gaussian pulses with wavelength
bandwidth ∆λ3 = 75 nm and ∆λ2 = 35 nm respectively. The pulse duration for pump and signal
are 4.8 fs and 25.9 fs respectively. Increasing the angular bandwidth of the signal excessively
seems to produce an idler spectrum that did not appear to be physically possible. In any case, the
actual bandwidth of the signal is not extremely large since the spectral output from the hollow core
fiber is blue shifted and most of the spectrum is in the blue rather than in the red. The simulation
was done at a number of intensities to understand the effect the intensity of the white light would
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have on the final idler pulse energy. Since the red side of the spectrum is weaker than the blue side,
the ratio of the energy between the pump and signal wave is kept at 2:1. For example, if the total
pulse energy is 0.45 mJ, the signal pulse energy would be 0.15 mJ, while the pump pulse energy
would be 0.3 mJ. The 1/e2 beam radius is 1.25 mm. The crystal thickness is about 0.3 mm as it is
in the experiment. The simulation results are shown in Fig. 4.31 and 4.32, with the plot legends
showing the total energy of the combined signal and pump waves. The initial beam profiles signal
and pump waves are shown in Fig. 4.33 and the final beam profiles for the idler, signal and pump
waves are shown in Fig. 4.34. From the simulation results, the idler bandwidth and pulse duration
appear unaffected by the input energies, which seem to be consistent with daily experience. The
idler spectral bandwidth is also close to what we get experimentally as well, as one sees in Fig. 4.4.
It seems that the higher the input intensity, the higher the idler energy, with the limiting factor being
the material damage threshold of BIBO, which at 800 nm has a laser induced damage threshold
> 300GW/cm2 at 45 fs [103]. The laser intensities used for the simulation are shown in Table 4.4.
In our experiment, with a beam diameter of 2.5 mm, the laser intensity is approximately at most
2.7 TW/cm2 combined assuming the energy is about 0.5 mJ and pulse duration is still about 7 fs
despite being band pass filtered, though the pulse duration is likely longer.
Table 4.4: Beam intensities for pump and signal used for the simulation for Type II 0.588 µm (o) -
0.93 µm (o)→ 1.6 µm (e)
Total Energy Pump Energy Signal Energy Pump Intensity Signal Intensity GW/cm2
(mJ) (mJ) (mJ) (GW/cm2) (GW/cm2)
0.3 0.2 0.1 1050 97.90
0.45 0.3 0.15 1576 147.8
0.6 0.4 0.2 2101 195.8
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a) b)
Figure 4.31: Hussar simulation result for the signal and pump wave for BIBO Type II interaction
0.588 µm (o) - 0.93 µm (o)→ 1.6 µm (e). The plot legend shows the combined signal and pump
energies.a) Pump spectra. b) Signal spectra.
a) b) c)
Figure 4.32: Hussar simulation result for the idler wave for BIBO Type II interaction 0.588 µm (o)
- 0.93 µm (o)→ 1.6 µm (e).. The plot legend shows the combined signal and pump energies. a)
Idler spectra. b) Pulse energy as a function of propagation distance. c) Normalized pulses. Pulse
durations for 0.3 mJ, 0.45 mJ and 0.6 mJ are 13.7 fs, 13.8 fs, and 14.0 fs respectively.
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a) Initial Signal Beam Profile b) Initial Pump Beam Profile
Figure 4.33: BIBO Type II signal and pump beam profiles used for the Hussar simulation.
b) Final Signal Beam Profile c) Final Pump Beam Profilea) Final Idler Beam Profile
Figure 4.34: BIBO Type II final idler, signal and pump beam profile results from the Hussar
simulation.
As a side exercise, a different part of the spectrum was selected for modeling. The new Type II
interaction is 0.560 µm (o) - 0.85 µm (o)→ 1.641 µm (e). The phase-matching angle is similar, at
θ = 61.6◦, φ = 0◦. Normally on a daily basis, the white light spectra tapers off at 900 nm and there
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is very little spectrum beyond 900 nm. This interaction is more reflective of daily experience. The
wavelength bandwidth for the pump at 0.56 µm is ∆λ3 = 60 nm and that of the signal at 0.85 µm
is ∆λ2 = 25 nm. All other parameters are kept the same. The results are shown in Fig. 4.35 and
4.36. The spectrum produced is broadly similar to the spectrum shown in Fig. 4.32, indicating that
even if the spectral bandwidth of the white light were to be slightly less than optimal, it would still
be possible to produce a DFG spectrum sufficient for amplification. The beam profile results are
identical to the previous simulation and will not be repeated here. The beam intensities are listed
in Table 4.5.
Table 4.5: Beam intensities for pump and signal used for the simulation for Type II 0.560 µm (o) -
0.85 µm (o)→ 1.641 µm (e)
Total Energy Pump Energy Signal Energy Pump Intensity Signal Intensity GW/cm2
(mJ) (mJ) (mJ) (GW/cm2) (GW/cm2)
0.3 0.2 0.1 931.3 84.25
0.45 0.3 0.15 1397 126.4
0.6 0.4 0.2 1862 168.5
a) b)
Figure 4.35: Hussar simulation result for the signal and pump wave for BIBO Type II interaction
0.560 µm (o) - 0.85 µm (o)→ 1.641 µm (e). The plot legend shows the combined signal and pump
energies. a) Pump spectra. b) Signal spectra.
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a) b) c)
Figure 4.36: Hussar simulation result for the idler wave for BIBO Type II interaction 0.560 µm (o)
- 0.85 µm (o)→ 1.641 µm (e). The plot legend shows the combined signal and pump energies. a)
Normalized spectra. b) Pulse energy as a function of propagation distance. c) Normalized pulses.
Pulse duration for 0.3 mJ, 0.45 mJ and 0.6 mJ are 13.2 fs, 13.3 fs and 13.4 fs respectively.
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Figure 4.37: Schematic layout of BIBO Type I DFG process.
We also attempted to model a more complicated BIBO DFG process as a possible replacement to
the existing Type II process. This is a Type I “ooe” process with phase-matching angle θ = 10.3◦,
φ = 0, with the interaction as 0.600 µm (e) - 750 µm (o) → 3.0 µm (o) [113]. The nonlinear
coefficient deff = d12 cos θ = 2.3 pm/V, which suggests that this process is more efficient than
the Type II process. This OPA process has a large phase-matching spectral bandwidth as shown
in the phase-matching contour plot for a 0.4 mm crystal in Fig. 4.38, with the area that is lightly
shaded corresponding to the bandwidth of the white light (0.5-0.95 µm) and the area where the
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phase-matching efficiency exceeds 80%. Outside this shaded area, the phase-matching efficiency
is either less than 80% or the spectral bandwidth of the white light does not stretch far enough to
allow for the said DFG process. The shortest wavelength for which the phase-matching efficiency
is greater than 80% is about 2 µm.
The BIBO crystal is seeded by the white light output from the hollow core fiber without any
spectral filtering and is rotated such that a small part of the seed is in the y-axis as the ordinary
wave, while the majority is in the x-z plane as the extraordinary wave which is similar to how the
input white light was split into the o- and e-wave as shown in Fig. 4.37. This DFG process is
a cascaded process where part of the idler bandwidth produced would interact with the long side
of the white light spectrum and produce a new signal wave (0.95 - 1.8 µm) while amplifying the
idler wave itself. It is therefore difficult to model such a complex process involving such a wide
bandwidth without producing results that do not look physically possible. The experimental result
in Fig. 4.39 shows how the output is divided up accordingly: the idler spectrum is from 1.8-4.5 µm
in (a) and 1.8-3.5 µm in (b) and is shaded in purple, and the signal wave in the cascaded process is
from 0.95-1.8 µm and is shaded in yellow. The green shaded area is the white light spectrum [113].
To model this process, a similar Type I interaction would instead be modeled: 0.6 µm (e) - 0.79
µm (o)→ 2.494 µm (o). The simulation used a phase-matching angle of θ = 10.1◦, φ = 0◦, and a
nonlinear coefficient of deff = d12 cos θ = 2.2593 pm/V. The 1/e2 beam radius is 1.25 mm and the
pump and signal energy are 0.5 mJ. The crystal thickness is 0.2 mm. The bandwidth for the pump
and signal are ∆λ3 = 45 nm and ∆λ2 = 55 nm respectively. The pump and signal intensities are
1521 GW/cm2 nd 1073 GW/cm2 respectively. The results are shown in Fig. 4.40 and 4.41. The
bandwidth is indeed rather large as we can see in Fig. 4.41a, extending from 1.8 µm to 4.5 µm.
This scheme has already successfully been used to seed the 2.5 µm Cr2+:ZnSe amplifier [114,115].
To address the issue of whether this Type I process could seed the 1.6 µm OPCPA, one immediately
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notes that the phase-matching efficiency for a 0.560 µm (e) - 0.85 µm (o)→ 1.641 µm (o) process
is far less than 80% (the region where this DFG process lies is in the purple region of the phase-
matching contour plot Fig. 4.38). The only plausible way for the spectra to reach into the 1.2-
1.8 µm spectral region is for a cascade process between the pump and idler waves to produce a
separate new signal wave as highlighted by Yin et. al. [113]. Thus, on its own, the white light
cannot generate spectral bandwidth between 1.2 - 1.8 µm. However, an interaction between the
idler wave and the white light would. For example, the process: 0.92 µm (e) - 2.167 µm (o) →
1.6 µm (o) where the 0.92 µm wavelength comes from the white light and 2.16 µm comes from
the generated idler wave. The phase matching for such an interaction is actually excellent as we
can see from the phase-matching contour plot Fig. 4.38. However, this itself presents some issues
as whereas the original idler is supposed to be free of CEP drift thanks to the intra-pulse DFG
process, the white light is not and thus any CEP drifts in the white light would in turn transfer to
the new signal generated in the 1.2 - 1.8 µm region. This process is perhaps not suitable for the
1.6 µm OPCPA as a result. The cascaded process however, as highlighted in [113], would further
amplify the idler wave.
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1.6 mm
Figure 4.38: Phase-matching contour plot for BIBO Type I DFG. The white shaded portion consti-
tutes the area covered by the signal wave within the bandwidth of the hollow core fiber output. The
white dotted box is the area in which the simulation was conducted. The yellow circle points to the
phase-matching efficiency of the 0.92 µm (e) - 2.167 µm (o) → 1.6 µm (o) cascaded interaction
between the idler wave and the white light. Adapted from [113].
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Figure 4.39: Output bandwidth for BIBO Type I DFG. (a) and (b) are results for 0.4 mm and 0.8
mm crystals respectively. The green, yellow and purple shaded regions refer to the white light
spectrum, the cascaded Adapted from [113].
Figure 4.40: Hussar simulation result for the pump and signal spectra for BIBO Type I DFG
interaction 0.6 µm (e) - 0.79 µm (o)→ 2.494 µm (o).
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a) b) c)
Figure 4.41: Hussar simulation result for the idler wave for BIBO Type I DFG interaction 0.6 µm
(e) - 0.79 µm (o) → 2.494 µm (o). a) Normalized spectrum. b) Pulse energy as a function of
propagation distance. c) Normalized pulse. Pulse duration is 21.4 fs.
Modeling the BIBO OPA using Hussar
The ideal OPA design is to design each stage of the OPA such that the amplification reaches the
depletion point of the pump and the signal energy reaches the maximum value. It is at this point
where the energy conversion efficiency is at its highest and stability at its best [116]. To account
for fluctuations in the pump energy of about ±5%, one should then identify the “convergence”
point for the signal energy where the signal output energy curves as a function of crystal thickness
for +5% and −5% pump energy intersect and set the thickness of the crystal to be around this
convergence point [117, 118]. This convergence point is typically past the peak of the gain curve
where some back conversion has started. In addition, the pump beam size should be below that of
the laser induced damage threshold and the beam size and profile should be chosen to minimize
beam distortion due to birefringent walk-off [117].
To first see how our OPCPA was performing with Hussar, initial simulations were done with cur-
rent pump beam waist sizes. Hussar cannot simulate noncollinear phase-matching now, but since
the noncollinear angle is small, simulating the collinear phase-matching should be close enough
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an approximation. The seed signal beam profile for each stage was not measured due to the diffi-
culty in measuring them accurately, especially for the first stage. The seed signal beam size was
thus estimated close to the pump beam waist size. The simulation parameters for pulse energy and
beam radii are described in Table. 4.6. All three simulations use the same signal and pump super
Gaussian spectrums based on Eqn. 4.46: for the signal wave, the center wavelength λ2 is 1600nm
and the angular bandwidth ∆ω2 is 4.6859× 1014 rad Hz, and for the pump wave, the center wave-
length λ3 is 785 nm and angular bandwidth is ∆ω3 is 1.0818 × 1014 rad Hz. The phase-matching
is set to θ = 11◦, φ = 0◦. The pump and the signal pulse are negatively chirped 5 ps and positively
chirped 4.4 ps respectively. The deff = d12 cos θ = 2.26 pm/v. The simulation results are shown
in Fig. 4.42, 4.43, 4.44, 4.45 and 4.46. The initial and final beam profiles are shown in Fig. 4.47,
4.48, 4.49, 4.50, 4.51 and 4.52.
Table 4.6: Simulation parameters based on the current configuration.
Values for each stage
Simulation Parameter Stage 1 Stage 2 Stage 3
Crystal Thickness(mm) 5 3 3
Pump pulse energy (mJ) 0.36 3.5 14.5
Pump intensity (GW/cm2) 17.2 74.5 173.5
Seed pulse energy (µJ) 0.050 20 400
Pump beam radius (mm) 0.5 0.75 1
Seed beam radius (mm) 0.2 0.6 1
The simulated first stage shows typical parametric amplification but the second stage and the third
stage simulations indicate that substantial back conversion occurs between three waves. Histor-
ically, the second and third stage were prone to damage when the pump laser was focused too
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tightly onto the crystal, or the output might show “flaring” if the focus was too tight, indicating
higher order nonlinear effects are in play and it is difficult to get a good FROG trace. So such back
conversion was possible and quite likely. The pulse energy gain for the three stages are also in
line with expectations, though the wavelength bandwidth for the third stage shows some degree of
artefacts which might be indicative of issues with the Fourier transform and how Hussar handles
cross-phase modulation (XPM) or self-phase modulation. Regardless, it is clear from the simula-
tion results that with the current pump beam waist size, our pump beam intensity is too high. In
subsequent simulations, it was decided to increase the beam size such that the beam intensity would
be kept at or below 20 GW/cm2 to prevent damage of the crystals. We also consulted Dr. Ishii who
had built a similar laser at the University of Tokyo [26, 99, 100] and he also stated that his pump
beam sizes were also kept such that the beam intensities would be also at around 20-30GW/cm2.
Thus, a series of simulations were conducted to see how the OPCPA process would behave when
pumped with beam intensities of around 20 GW/cm2. The same wavelength bandwidth parameters
are used and the beam parameters are shown in Table 4.7. The results are shown in Fig. 4.53, 4.54,
4.55, 4.56 and 4.57. The initial and final beam profiles for the second and third stage are shown
in Fig. 4.58, 4.59, 4.60 and 4.62. Essentially, the approach taken emulates that of [116] where the
aim is to have the parametric amplification of the seed at its highest just as the pump is starting to
get depleted. As little back conversion is allowed as possible. This configuration is supposed to
be the best for stability and for the best possible amplification gain. From the simulations, we can
conclude that it is possible to get almost 4 mJ of energy.
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Table 4.7: Simulation parameters based on the proposed new configuration.
Values for each stage
Simulation Parameter Stage 1 Stage 2 Stage 3
Crystal Thickness(mm) 5 3 3
Pump pulse energy (mJ) 0.36 3.5 14.5
Pump intensity (GW/cm2) 17.2 18.6 14.2
Seed pulse energy (µJ) 0.050 20 400
Pump beam radius (mm) 0.5 1.5 3.5
Seed beam radius (mm) 0.2 1 3
As a side exercise, a set of simulations were done to compare two different phase matching con-
ditions: the normal θ = 11◦, φ = 0◦ phase-matching against θ = 10.8◦, φ = 0◦ phase-matching.
A summary of the simulation parameters is show in Table 4.8. The simulation results are shown
in Fig. 4.63 and 4.64. The obvious stand out is that the wavelength amplification bandwidth is
different, and in the case of the θ = 10.8◦, φ = 0◦ phase-matching, the amplication bandwidth is
biased mostly towards the longer side of the spectrum. This may have benefits for high harmonic
generation where one might want longer wavelengths for producing higher energy photons near
the cutoff. However, the disadvantage would be the OPCPA process is less efficient, producing
less energy than the normal θ = 11◦, φ = 0◦ phase-matching.
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Table 4.8: Simulation Parameters
Values for each stage
Simulation Parameter θ = 11◦, φ = 0◦ θ = 10.8◦, φ = 0◦
Crystal Thickness 3 mm 3 mm
Pump Beam Energy 3.5 mJ 3.5 mJ
Seed Beam Energy 400 µJ 400 µJ
Pump Beam Waist 1.45 mm 1.45 mm
Seed Beam Waist 1 mm 1 mm
a) b) c)
Figure 4.42: Hussar simulation result for the energy gain with the crystal thickness for each OPCPA
stage based on current configuration. a) First stage. b) Second stage. c) Third stage.
a) b) c)
Figure 4.43: Hussar simulation result for the signal energy gain with the crystal thickness for each
OPCPA stage based on current configuration. a) First stage. b) Second stage. c) Third stage.
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a) b) c)
Figure 4.44: Hussar simulation result for the pump spectra based on current configuration. a) First
stage. b) Second stage. c) Third stage.
a) b) c)
Figure 4.45: Hussar simulation result for the signal and idler spectra based on current configura-
tion. a) First stage. b) Second stage. c) Third stage.
103
a) b) c)
Figure 4.46: Hussar simulation result for the signal normalized pulse before compression based on
current configuration. a) First stage. b) Second stage. c) Third stage.
a) Initial Signal Beam Profile b) Initial Pump Beam Profile
Figure 4.47: First stage initial signal and pump beam profiles used for the Hussar simulation based
on current configuration. a) Signal. b) Pump.
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b) Final Signal Beam Profile c) Final Pump Beam Profilea) Final Idler Beam Profile
Figure 4.48: First stage final idler, signal and pump beam profile results from the Hussar simulation
based on current configuration. a) Idler. b) Signal. c) Pump.
a) Initial Signal Beam Profile b) Initial Pump Beam Profile
Figure 4.49: Second stage initial signal and pump beam profiles used for the Hussar simulation
based on current configuration. a) Signal. b) Pump.
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b) Final Signal Beam Profile c) Final Pump Beam Profilea) Final Idler Beam Profile
Figure 4.50: Second stage final idler, signal and pump beam profile results from the Hussar simu-
lation based on current configuration. a) Idler. b) Signal. c) Pump.
a) Initial Signal Beam Profile b) Initial Pump Beam Profile
Figure 4.51: Third stage initial signal and pump beam profiles used for the Hussar simulation based
on current configuration. a) Signal. b) Pump.
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b) Final Signal Beam Profile c) Final Pump Beam Profilea) Final Idler Beam Profile
Figure 4.52: Third stage final idler, signal and pump beam profile results from the Hussar simula-
tion based on current configuration. a) Idler. b) Signal. c) Pump.
a) b) c)
Figure 4.53: Hussar simulation result for signal and idler output spectra for each OPCPA stage
compared against the input signal spectra for proposed new configuration. a) First stage. b) Second
stage. c) Third stage.
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a) b) c)
Figure 4.54: Hussar simulation result for pump output wavelength bandwidth for each OPCPA
stage compared against the input pump spectra for proposed new configuration. a) First stage. b)
Second stage. c) Third stage.
a) b) c)
Figure 4.55: Hussar simulation signal pulse energy as a function of crystal thickness for each
OPCPA stage for proposed new configuration. a) First stage. b) Second stage. c) Third stage.
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a) b) c)
Figure 4.56: Hussar Simulation result for signal output normalized pulse compared against signal
input normalized pulse before compression for proposed new configuration. a) First stage. b)
Second stage. c) Third stage.
a) b) c)
Figure 4.57: Hussar Simulation result for the energy gain with the crystal thickness for each
OPCPA stage for proposed new configuration. a) First stage. b) Second stage. c) Third stage.
109
a) Initial Signal Beam Profile b) Initial Pump Beam Profile
Figure 4.58: Second stage initial signal and pump beam profiles used for the Hussar simulation for
proposed new configuration. a) Signal. b) Pump.
b) Final Signal Beam Profile c) Final Pump Beam Profilea) Final Idler Beam Profile
Figure 4.59: Second stage final idler, signal and pump beam profile results from the Hussar simu-
lation for proposed new configuration. a) Idler. b) Signal. c) Pump.
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a) Initial Signal Beam Profile b) Initial Pump Beam Profile
Figure 4.60: Third stage initial signal and pump beam profiles used for the Hussar simulation for
proposed new configuration. a) Signal. b) Pump.
b) Final Signal Beam Profile c) Final Pump Beam Profilea) Final Idler Beam Profile
Figure 4.61: Third stage final idler, signal and pump beam profile results from the Hussar simula-
tion for proposed new configuration. a) Idler. b) Signal. c) Pump.
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Figure 4.62: Third stage signal beam profile results from the Hussar simulation for proposed new
configuration.
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a) b) c)
Figure 4.63: Differing output conditions for two phase-matching conditions. a) The difference in
signal wavelength bandwidth output between θ = 11◦ and θ = 10.8◦ compared against the initial
signal bandwidth. b) The difference in pump wavelength bandwidth output between θ = 11◦ and
θ = 10.8◦. c) The difference in idler wavelength bandwidth output between θ = 11◦ and θ = 10.8◦.
Figure 4.64: Differing signal output energy for two phase-matching conditions.
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Atmospheric Propagation
As more ultrafast femtosecond laser systems are being developed with center wavelengths in the
infrared region, absorption by air molecules such as water vapor and carbon dioxide becomes a
greater concern than ever before. This issue becomes particularly more acute when the infrared
laser beam propagates over the course of many meters in air.
Figure 4.65: Absorption cross-section of water vapor. Data was from the HITRAN database [119].
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The water vapor spectral absorption cross-section shown in Fig. 4.65 is based on spectral absorp-
tion data for water vapor from the HITRAN database [119]. An upper envelope fit curve was made
to make it easier to calculate the absorption due to water vapor. Given that the typical relative hu-
midity in the laboratory is about 50% and the saturation water vapor density at 20 degrees Celsius
is 17.3 g/m2, the actual vapor density is 8.65 g/m2. Since the molar mass of water vapor is 18.015 g
and using the Avogadro’s number of 6.022× 1023 molecules/mol, the weight of one H2O moecule
is 2.9915 × 10−23g/molecule. The number density of water vapor n is thus 2.8915 × 1017 cm−3.
We will use the Beer-Lambert law to estimate the absorption as a function of wavelength and it is
given by
I(z, λ) = I0(λ)e
−nσ(λ)z (4.52)
where n is the number density, σ(λ) is the absorption cross section as a function of wavelength
λ and z is the propagation distance. I0(λ) is the initial intensity as a function of wavelength.
The upper envelope fit curve would be used as the absorption cross section function. The output
spectra result produced using the Hussar simulation for the third stage OPCPA would be the initial
intensity I0. One can estimate the absorption in air due to water vapor as a function of propagation
distance. Fig. 4.66 shows how the OPCPA output spectrum varies at different distances; at the
origin, one meter, two meters and five meters.
One notes that the OPCPA spectrum has strong absorption centered at 1.36 µm and 1.8 µm, leaving
a central portion of the OPCPA spectrum at 1.4 - 1.8 µm, Given that our SHG FROG is at about 1-2
meters from the third stage of the OPCPA, this central portion of the spectrum corresponds well
to the portion of the spectrum that appears well compressed in the SHG FROG spectrum in Fig.
4.5. This illustrates the deleterious effect water absorption has on the higher order spectral phase;
the complex phase due to the absorption reduces the maximum transform limited bandwidth of our
OPCPA. The situation is particular acute as the distance from the OPCPA third stage to the HHG
chamber is approximately five meters and degree of water vapor absorption is even worse than the
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water absorption at one and two meters. By padding the OPCPA output spectrum with zeros on the
side to increase the time resolution and applying a Fast Fourier Transform (FFT) on the spectrum
while assuming no complex phase was applied to the spectrum, the resulting transform limited
pulse is shown in Fig. 4.67. One notes that the transform limited pulse is modified as a result of
the water absorption, reducing the central peak and introducing some broadening to the base of the
central pulse. Multiple sideband pulses start to emerge at increasing propagation distances in air
and the sidebands grow stronger relative to the central pulse with increasing propagation distance,
i.e. energy is being redistributed from the central pulse to the sideband pulses. This implies that
more attention must be paid to propagation of the OPCPA laser output through air.
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Figure 4.66: Changes to OPCPA output spectra as a result of water absorption at different distances.
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Figure 4.67: Changes to OPCPA transform-limited pulse duration as a result of water absorption
at different distances.
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CHAPTER 5: BELOW THRESHOLD HARMONICS
This chapter focuses on our studies on below threshold harmonics in Argon using our 1.7 µm laser
source. The work was unpublished but was presented at DAMOP 2016.
Motivation
Newer ultrafast laser sources extending into the shortwave- and midwave-IR wavelength range
provide an opportunity to revisit old experiments in new unique regimes of interaction. Previ-
ous experiments conducted by the research group to study below threshold harmonics in Argon
using an 800 nm Ti:Sapphire laser source showed the emergence of a new regime in below thresh-
old harmonics where resonance-enhanced structures (RES) start to emerge when the appropriate
phase-matching condtions are met [120]. These RESs lie largely within the 9th harmonic which
is below the argon ionization potential (Ip = 15.76 eV) and are largely consistent with energy
transitions from the argon 3p5 energy levels to the Rydberg levels. These RESs exhibit narrow
linewidths and small divergences (< 4mrad). The intensity of these RESs also decreases mono-
tonically with increasing driving laser polarization ellipticity as well as show driving laser CEP
dependence. The characteristics of the RESs also evolve with laser intensity; at low laser intensi-
ties (∼ 1013W/cm2− 3× 1013W/cm2, the linewidths of the RESs are narrow and the RESs largely
dominate the harmonic spectrum. At moderate intensities (∼ 3× 1013W/cm2 − 8× 1013W/cm2),
the intensity of the above threshold harmonics start to become comparable to those of the RESs
and the RESs have shifted and broadened. By 1014W/cm2, the RESs are no longer observed. Fig.
5.1 and Fig. 5.2 illustrates the RESs that was observed and their characteristics.
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Figure 5.1: Below-threshold harmonic generation resonance-enhanced structures produced in Ar-
gon using a 800nm femtosecond laser source. a)The harmonic spectrum produced with laser inten-
sity 3× 1013 W/cm2 and pressure-length prodct of 10 torr mm. b) The resonance structures evolve
with increasing laser intensity and totally disappear when the intensity is too high. [120]
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Figure 5.2: Waveform control of the resonance-enhanced structures in Argon produced using a
800nm femtosecond laser source. a)Divergence of RESs marked A and B and the 11th Harmonic
in Fig. 5.1. b) Ellipticity dependence of the RESs and 11th Harmonic. c) CEP dependence of the
harmonics. [120]
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The three-step model [16] adequately describes above-threshold harmonics, where the atomic po-
tential does not play significant role in the emission of harmonics as the electron wavefunction
is accelerated away from the parent atom. Below-threshold harmonic generation is complicated
by the presence of the atomic potential as the electron wavefunction does not travel far from the
atomic potential and any theoretical calculations must take into account the atomic potential [40].
Experiment
Our experimental setup is similar to what was used in the previous experiment using a Ti:S laser
source, except this time, the 1.7µm OPCPA was instead used. In this experiment, we focused the
laser using a 500mm focal length concave mirror onto a 1 mm gas cell containing 50 torr of Argon,
producing a HHG spectra which is filtered using a 200nm thick Indium foil. Thus, only the 17th,
19th, and 21st order harmonics were observed. The spectrometer was calibrated by identifying
the plasma lines or energy absorption lines in the spectrum using data from [121, 122] and the
calibrated spectrum is shown in Fig. 5.3.
Two CEP scans were done at a number of driving laser intensities. The data for two intensities,
7.9× 1014 W/cm2 and 2× 1015 W/cm2 are shown in Fig. 5.4 with the harmonic orders marked at
the side. The CEP pi periodic dependence is quite clear for the harmonics produced with a driving
laser intensity of 2 × 1015 W/cm2 whereas the lower intensity 7.9 × 1014 W/cm2 showed little
to no CEP dependence at all. We collaborated with the same theorists who collaborated with us
in [120]. They applied the Time-Dependent Density Functional Theory (TDDFT) with long-range
potentials [123–125]. The assumed electric field had a FWHM of 10.3 fs and they calculated the
spectra for two different laser intensities, I0 = 2.0 × 1014W/cm2 and I0 = 5.4 × 1014W/cm2 as
illustrated in 5.5.
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13.1 eV
14.8 eV
16.2 eV
Figure 5.3: HHG Spectrum produced Argon with calibration points. The Argon ionization poten-
tial is marked by the dotted red line.
At I0 = 2.0 × 1014W/cm2, the near- and below-threshold harmonics are produced at the peak of
the electric field (marked B in the time-frequency spectra plot in Fig. 5.5a) whereas multiphoton
ionization occurs at peak A. Resonant structures, such as 3p54s, 3p53d, could be observed. At
I0 = 5.4×1014W/cm2 however, all peaks of the electric field produced below-threshold harmonics
and the resonant structures are much weaker. Greater CEP variation of the spectra occurs at I0 =
5.4 × 1014W/cm2 compared to the lower intensity case as illustrated in Fig. 5.6 which concurs
with our own experimental observations. The stronger laser intensity drives stronger multi-photon
ionization. As an aside, we also observed interesting ellipticity dependent behavior with the below-
threshold harmonics at 7.9× 1014 W/cm2. However, we have been unable to deduce the reason for
this occurrence. It may well be that the recombining electron recombines with the parent ion with
a net angular momentum in one of the hyperfine levels.
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Conclusion
In conclusion, we have produced below-threshold harmonics in Argon with a driving laser with
a longer laser wavelength of 1.7 µm. We also established that below threshold harmonics exhibit
stronger CEP dependence at higher laser intensities likely due to stronger multi-photon ionization
whereas CEP dependence at lower laser intensities is largely absent.
a b
21st
19th
17th
21st
19th
17th
I0= 7.9 x 10
14 W/cm2 I0= 2 x 10
15 W/cm2
Argon Ip Argon Ip
Figure 5.4: CEP dependence of below threshold harmonics produced in Argon using a 1700nm
femtosecond laser source. The Argon IP is marked with the white line. The laser intensities at
which the harmonics were produced at are also marked accordingly. The Argon Ip is also indicated.
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a) I
0
= 2.0 x 1014 W/cm2
b) I
0
= 5.4 x 1014 W/cm2
Figure 5.5: Simulated below-threshold HHG and time-frequency spectra. Two intensities are
shown, I0 = 2.0× 1014W/cm2 and I0 = 5.4× 1014W/cm2,
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0
= 2.0 x 1014 W/cm2 I
0
= 5.4 x 1014 W/cm2
Figure 5.6: Simulated CEP Dependence of Below Threshold Harmonics. Two intensities are
shown, I0 = 2.0× 1014W/cm2 and I0 = 5.4× 1014W/cm2,
I
0
= 7.9 x 1014 W/cm2
Figure 5.7: Simulated CEP dependence of below threshold harmonics. Two intensities are shown,
I0 = 2.0× 1014W/cm2 and I0 = 5.4× 1014W/cm2,
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CHAPTER 6: ATTOSECOND TRANSIENT ABSORPTION
SPECTROSCOPY OF ARGON AT THE L2,3 EDGE
The work here was based on a paper published Physical Review A 97, 031407(R) (2018) [38].
Motivation
The increasing center wavelength of table-top attosecond sources to take advantage of the quadratic
scaling of harmonic cutoff [1] offers new opportunities to study absorption edges within and near
the water-window, so-called because water in this region between Carbon K-edge at 282 eV and
the Oxygen K-edge at 533 eV is highly transparent to x-rays but carbon molecules and other
molecules with absorption edges in this region are highly absorbing. This section shall focus on
attosecond transient absorption spectroscopy (ATAS) of Argon at the 2p−1 L2,3-edge (∼250 eV)
with subcycle time resolution and high energy resolution. In this experiment, the Argon atom is
dressed by a strong shortwave infrared (SWIR) pulse that is polarized either parallel or orthogonal
to the incident soft X-ray probe.
The Argon Atom
The Argon atom was previously studied within this group by He Wang et al. [19] at the 3s−1
threshold and by Wei Cao et al. [126] at the 3p−1 threshold. By contrast, in our experiment, our
work focuses on the excitation of electrons from the 2p level to the Ryberg bound states and to
the continuum. The excitation of electrons from the 2p level to the Rydberg bound states tend
to decay via Auger decay [78] especially given the proximity of the Argon 2p level to the core.
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The field-free Auger decay of 2p-holes in Argon arising due to spectator electrons has been well
studied [78,127–129]. The strongest Auger lines arise from LM2,3M2,3 transitions [127], indicating
that many of the Auger lines arise from spectator electrons are from the 3p level.
It is in principle possible to use a sufficiently strong dressing field that could alter the Auger decay
channels by further exciting the excited electrons in the Rydberg bound states or autoionizing states
into the continuum. For example, an X-ray photon would excite an electron from the 2p level to the
4s level and then in the presence of a dressing shortwave infrared (SWIR) laser be further ionized
into the continuum. Under most circumstances, an electron from the M levels would fill the 2p
hole and eject one electron in the M level as an Auger electron and the electron in the 4s state
would then fill one of the holes in the M level. However, the excitation of the 4s electron removes
that possibility. Thus, the combination of the X-ray and dressing laser excitation would modify the
decay channels.
Hence, the focus of this ATAS experiment is in the vicinity of the Argon 2p−1 threshold. The
following sections detail the experimental setup and the experimental and theoretical data.
Experimental Setup
The experimental setup is as described in section 3. Figure 6.1a shows the experimental setup. The
SWIR output from the OPCPA is split into the HHG arm and the SWIR dressing arm. In the HHG
arm, the SWIR is focused into a 1.5 mm diameter neon gas cell, where it reaches an estimated
intensity of∼ 4.7×1014 W/cm2, to generate the attosecond pulse. Fig. 6.1b shows a typical X-ray
spectrum. The region between 230 eV and 280 eV shows no evidence of any harmonic peaks,
which suggests that the X-ray generation is gated by the field amplitude of the driving pulse such
that only one pulse in the train contributes to the spectrum at these energies. Harmonic peaks can
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however be observed at lower energies. The argon absorption spectra is also shown in the same
subfigure. The typical Argon backing pressure used for the experiment is about 40 torr.
Data Acquisition
Fig. 6.2 shows an ATAS spectrum that was recorded using a SWIR dressing pulse which has a
laser intensity of 1013 W/cm2 and has a polarization parallel to that of the X-ray’s. The X-ray-
SWIR time delay τd, in the interval −30 fs≤ τd ≤ 30 fs, is defined such that the X-ray arrives first
when the time delay τd is negative. In addition, each time step is 0.423 fs and with an uncertainty
of 0.11 fs. The relevant autoionizing states near the 2p−1 2P o3/2 and 2p
−1 2P o1/2 are marked on
the scale on the left of the figure. The CCD camera integration time at each delay time step is
60s, or 60,000 accumulated spectra. The transient optical density OD(ω, τd) is calculated using
the formula OD(ω, τd) = log10(I0/Ispectra) where Ispectra(ω, τd) is the spectrum of the X-ray light
transmitted through the dressed target, and I0(ω) is the original HHG spectrum. All spectra are
generally normalized to the spectral region just before the steep absorption edge.
One issue with the Argon spectra is the strong absorption edge that arises from the ionization of
the Argon atom by the x-ray photons, thus making it difficult to resolve the absorption lines which
are embedded in the strong absorption edge. To improve the contrast of the absorption lines, two
approaches were taken to process the data. One approach is to subtract the rising background by
first selecting one of the spectra far from the τ = 0 overlap point and manually removing the
absorption peaks and then fitting a smooth interpolated line ODbg(ω) over the OD curve and then
subtracting the smooth interpolated curve ODbg(ω) from the OD curve, i.e. OD(ω, τd)−ODbg(ω).
This flattens out the spectrum and the ATAS spectrum in Fig. 6.2 was processed in this fashion.
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PIXIS-XO 2K
B CCD
Camera1.7 mm 11.4 fs
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PZT
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F2
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b)
Figure 6.1: a) The experimental setup. Legend: BS: Beamsplitter. L1: CaF2 focusing lens (f =
550mm). L2: CaF2 focusing lens (f = 450mm). G: 1-6 nm 2400 line/mm grating. TM: Toroidal
Mirror. GC1: Neon Gas Cell. GC2: Argon Gas Cell. PZT: Piezo-electric transducer. F1: 100
nm Sn Filter. F2: 100nm Al Filter. b) The HHG and Argon absorption spectra as measured by
the spectrometer. The insert gives an enlarged view of the Argon absorption lines at the L2,3 edge.
Adapted from [38].
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Figure 6.2: The ATAS spectra for parallel polarized X-ray and dressing SWIR. The energy levels
are marked accordingly. The dressing laser intensity is approximately 1013 W/cm2. Adapted from
[38]
The alternative is to instead calculate the ∆OD(ω, τd) where
∆OD(ω, τd) = log10[IX(ω)/Ispectrum(ω, τd)] (6.1)
where IX(ω) represents the spectrum transmitted through the target gas when the dressing pulse
is entirely blocked. This method will be used for comparisons between the theoretical and experi-
mental data.
The ATAS spectrum features absorption lines from both the 2P o3/2 (L3 edge) and
2P o1/2 (L2 edge)
Ar+ 2p−1 ionic states, which are separated by a large spin-orbit splitting of (∼2 eV). The most
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prominent lines in the spectra are the 2p−13/24s state, at∼ 244.4 eV, the 2p−13/25s/3d group, at∼ 246.9
eV, and the 2p−11/25s/3d group, at ∼ 249 eV. The primary focus of our study will be on the 2P o3/2
ionic states as the states belonging to the 2P o1/2 ionic state are far weaker in terms of signal strength
and are less perturbed when the X-ray and SWIR pulses overlap. When the X-ray and SWIR pulses
overlap, the spectrum features the following changes:
1. Both the 2p−13/24s state and the 2p
−1
3/25s/3d group display a large AC-Stark shift towards the
lower and higher energies respectively.
2. A broad signal between 245 eV and 246 eV emerges as a result of the formation of light
-induced states [130] and modulates at twice the SWIR frequency.
3. The linewidth of the 2p−13/25s/3d peak broadens as the states are shifted.
4. The spectrum is modulated across the whole energy range by prominent, almost vertical
interference fringes, with the time periodicity which is twice as large as the SWIR’s (time
period of 5.67 fs). This is reminiscent of the sub-cycle AC Stark shift that was seen in
Ref [131] which appears when the dressing near-IR field was sufficiently strong enough to ionize the
Helium atom.
Missing from the spectra is the presence of hyperbolic fringes typically associated with free-
induction decay of isolated states [132–134]. The absorption peaks do seem to be broader at
negative time delays which might give some faint indication of hyperbolic lines. It is possible that,
if there are any fringes, they are buried in the large absorption edge.
To ensure that the transient absorption spectrum is due to single-atom response, an ATAS exper-
iment was done with both X-ray and SWIR having collinear polarizations at a higher pressure of
80 torr. The same features were reproduced, albeit at higher signal-to-noise ratio. This showed
that the features that was observed in the ATAS spectrum is due to the single atom response and
is absent of macroscopic propagation effects. One such ATAS scan done at higher Argon pressure
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(80 torr) is shown in Fig. 6.3. Notice that in the delay time interval−30 fs≤ τd ≤ 30 fs, the ATAS
spectrum is near identical to what was observed for lower pressure. The odd revival of the pulse
was also observed as well might well be the result of side bands in the main pulse overlapping with
the x-ray pulse. These side bands count be the result of water absorption or due to some high order
chirp.
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Figure 6.3: ATAS spectrum of Argon taken with a SWIR laser dressing field intensity of 1013
W/cm2 and at 80 torr of backing pressure.
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Figure 6.4: Measured, (a) and (c), and computed, (b) and (d), ∆OD spectra for ISWIR = 1012 W/cm2 (upper
panels) and ISWIR = 1013 W/cm2 (lower panels) for collinear X-ray and SWIR polarization.
Experimental and Theoretical Data
Two sets of data are presented in this section. One set has collinear X-ray and SWIR polarizations,
while the other set has the orthogonal polarizations. Fig. 6.4 compares the measured and simu-
lated ∆OD spectra for collinear SWIR and X-ray polarization, at two different SWIR intensities,
ISWIR = 10
12 W/cm2 and ISWIR = 1013 W/cm2.
To determine the time-evolution of the various quantum states, our collaborators integrated numer-
ically |Ψ(t+ dt)〉 = U(t+ dt, t)|Ψ(t)〉 where U(t+ dt, t)|Ψ(t)〉 is a split-step propagator defined
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as such
U(t+ dt, t) = exp[−iHeff(t+ dt/2)dt/2] exp[−iHI(t+ dt/2)dt]×
exp[−iHeff(t+ dt/2)dt/2]
(6.2)
where HI(t) = −~E(t) · ~µel is the field-atom interaction Hamiltonian in the dipole approximation
which dictates the radiative coupling between the bound and autonizing states. The electric field
~E(t) accounts for the X-ray and SWIR pulses ~E(t) = ~EX(t) + ~ESWIR(t; τd) and in the simulation,
are approximated as Fourier-limited Gaussian pulses with FWHM of 200 as and 12 fs respectively.
[Heff(t)]ij = δij[Ei − iΓi/2 − iΓsfi (t)], where the Ei is the time-independent state energy Ei, Γi
is the state decay rate, and Γsfi is the tunnel-ionization rate estimated using the Perelomov-Popov-
Terent’ev (PPT) model [49]. At large positive delays, therefore, the theoretical spectrum coincides
with the field-free absorption spectrum. In the experiment, on the other hand, the main SWIR pulse
is accompanied by a pedestal, which is presumably the origin of the residual background signal at
τd = 30 fs in Fig. 6.4c.
Our collaborators used an updated version of Stock [135] to calculate the transition dipole moments
(TDMs) involving relevant bound and autoionizing states. Stock is a continuum-atomic-structure
code based on the ATSP2K library [136, 137]. Once the wavefunction Ψ(t, τd) of the TDSE has
been computed, the time-dependent dipole moment µel,z(t, τd) = 〈Ψ(t, τd)|µˆel · zˆ|Ψ(t, τd)〉, where
zˆ is the X-ray polarization axis, can then be computed.
The transient single-atom optical density OD(ω, τd) = 4piωc =m
[
µ˜el,z(ω, τd)/E˜X(ω)
]
was then fi-
nally evaluated. Here, µ˜el,z(ω, τd) and E˜X(ω) are the Fourier transforms of the dipole moment and
the X-ray electric field, respectively. Our collaborators also calibrated the intensity ISWIR of the
SWIR beam by comparing the low-intensity collinear spectra to the theoretical values and adjusted
the ISWIR accordingly and maintained this ratio between the theoretical intensity and the observed
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intensity throughout all the simulations. The agreement between theory and experimental spectra
seems to be good.
In Fig. 6.4, the lower intensity experimental and theoretical spectra at ISWIR = 1012W/cm2, i.e.
Fig. 6.4a and Fig. 6.4b respectively, show a clear AC-Stark shift of the 2p−13/24s and the 2p
−1
3/25s/3d
states. At large negative delays, the 2p−13/25s/3d state also gradually converges to the field-free limit,
which is an indication of resonance free-induction decay. Our collaborators noted that the verti-
cal fringes are qualitatively reproduced when the PPT model [49] is used to model the tunneling
ionization rate, whereas photoionization of the autoionizing states above the L3 threshold, or the
coupling between the autoionizing and continuum states, while neglecting continuum-continuum
transitions, do not seem to produce these fringes.
In the higher intensity experimental and theoretical spectra at ISWIR = 1013W/cm2, i.e. Fig. 6.4c
and Fig. 6.4d respectively, the AC-Stark shifts are much larger and the 2p−13/25s/3d group stretches
across more excited satellites, giving rise to a horizontal structure beneath 248 eV. Both the widths
of the 2p−13/24s and the 2p
−1
3/25s/3d states broaden as both X-ray and SWIR pulses overlap. The
broadening for both states could be attributed to different causes. In the case of the 2p−13/24s state,
photoionization due to the stronger field could be the cause. In the case of the 2p−13/25s/3d complex,
in addition to photoionization, the broadening might possibly be the result of radiative couplings
between the 2p−13/25s/3d and other states.
In the case of orthogonal polarizations, the X-ray pulse would polarize the atom in along one axis,
but the dressing SWIR laser in the orthogonal polarization would couple the excited states to other
states only if the transition selection rules allow for it. In the case of our experiment, couplings to
the Se states is suppressed for geometrical reasons. Figure 6.5 shows the same comparison as in
Fig. 6.4, but for orthogonal X-ray and SWIR polarization. It is largely similar to the collinear case,
though there is a smaller shift of the 2p−13/25s/3d group.
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Figure 6.5: Same as in Fig. 6.4 for orthogonal X-ray and SWIR polarization, with ISWIR = 2.3 × 1012 W/cm2
(upper panels) and 1.7× 1013 W/cm2 (lower panels).
Conclusion
In conclusion, we have demonstrated for the first time the measurement of the ATAS spectrum for
autoionizing states next to the water window and with sub-cycle time resolution. These measure-
ments open the way to extend attosecond time-resolved spectroscopies into the soft x-ray energy
range and to explore the interplay between strong-field ionization and many-electron dynamics
such as Auger decay.
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CHAPTER 7: OUTLOOK
In this dissertation, I have discussed two experiments which were done using our SWIR OPCPA
laser source and the improvements made to our SWIR OPCPA laser source. In chapter 2, I outlined
the fundamental strong field theory behind high harmonic generation and the mechanism behind
polarization gating that is used to produce isolated attosecond pulses. In chapter 3, I covered
the theory behind attosecond transient absorption and described the experimental setup. I also
described the developmental work on the semi-infinite HHG gas cell. In chapter 4, I covered
the OPCPA laser system and went through in detail the considerations behind OPA design. The
phase-matching and group velocity dispersion design considerations were also outlined. I further
went on to detail the use of BIBO in producing the OPCPA signal seed through an intra-pulse
DFG process and the use of BIBO as the OPCPA gain medium. I numerically modeled the DFG
and OPCPA processes and made suggestions for further improvement of the system through the
careful management of the pump beam intensity. I then described the rebuilding of the Ti:Sapphire
amplifier system. Finally, in chapter 5 and 6, I described our below threshold harmonics work and
the ATAS of Argon at the L2,3 edge.
The current trend in the field is to develop high energy long wavelength laser sources to extend
the HHG cutoff energy while producing enough x-ray flux for experiments. The developmental
work done on the semi-infinite HHG gas cell would allow the production of high flux x-rays even
as the wavelength of the driving laser increases. The the numerical modeling and the suggested
improvements to our OPCPA system would hopefully lead to an increase in the x-ray flux available
for experiments and make the laser more robust for future use.
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APPENDIX A: DERIVATION OF UPPE
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The derivation for the Unidirectional Pulse Propagation Equations (UPPE) here is largely based
on the derivation by Kolesik et al. [109, 112]. The derivation here is for the z-propagated UPPE.
The starting point is the Maxwell’s equations for a wave propagating in the positive z-direction of
a nonlinear crystal:
~j+ ∂t~P+ 0∂t
∫ t
−∞
dt′˜(t− t′)~E(t′) = ∇× ~H (A.1a)
−µ0∂t ~H = ∇× ~E (A.1b)
In these equations, 0 and ˜(t) are the vacuum permittivity and time-domain relative permittivity
of the medium respectively, µ = µ0 is the vacuum permeability. ~P = ~P(~E) and~j = ~j(~E) are the
nonlinear polarization and current density respectively and both are functions of the driving electric
field. The current density~j(~E) is typically zero in nonlinear media. The frequency-domain relative
permittivity (ω, x, y) is material dependent and constitute the linear part of the displacement field
~D, whereas ~P constitutes the nonlinear portion. The displacement field ~D(t) is of the form:
~D(t) = 0˜(t) ∗ ~E(t) + ~P(t) (A.2)
Note that ∗ here is the symbol for convolution as ˜(t, x, y) convolves with ~E in the time domain.
For the general derivation of UPPE, the authors in [109, 112] did not assume that ˜(t, x, y) was
independent of time, hence the need for a convolution here. In the frequency domain, the displace-
ment field will be
~D(ω) = 0˜(ω)~E(ω) + ~P(ω) (A.3)
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The electromagnetic fields can be written as a superposition of electromagnetic modal fields:
~E(x, y, z, t) =
∑
m,ω
Am(ω, z)~Em(ω, x, y)e
ikm(ω)z−iωt (A.4a)
~H(x, y, z, t) =
∑
m,ω
Am(ω, z)~Hm(ω, x, y)e
ikm(ω)z−iωt (A.4b)
where Am(ω, z = 0) would be the initial condition at z = 0, and ~Em and ~Hm are the modal fields,
which can refer to polarization or any other modes in the medium. For the sake of simplifying the
writing, ~Em and ~Hm will be written in shorthand notation:
~Em(x, y, z, t) = ~Em(ω, x, y)e
ikm(ω)z−iωt (A.5a)
~Hm(x, y, z, t) = ~Hm(ω, x, y)e
ikm(ω)z−iωt (A.5b)
In addition, both ~Em and ~Hm satisfy the following orthogonality relation:
∫
~z · [~Em × ~H∗n − ~Hm × ~E∗n]dxdy = 2δm,nNm(ω) (A.6)
where Nm(ω) is the normalization constant. Returning back to the Eqn. A.1, apply the dot product
of ~Em and ~Hm to A.1a and A.1b respectively:
~E∗m ·
(
∂t~P
)
+ 0~E
∗
m · ∂t
(
˜ ∗ ~E) = ~E∗m · (∇× ~H) (A.7a)
−µ0 ~H∗m · ∂t ~H = ~H∗m · ∇ × ~E (A.7b)
Using the vector identity,~b · (∇× ~a) = ∇ · (~a×~b) + ~a · (∇×~b), the equations reduce to
~E∗m ·
(
∂t~P
)
+ 0~E
∗
m · ∂t
(
˜ ∗ ~E) = ∇ · (~H× ~E∗m) + ~H · (∇× ~E∗m)
−µ0 ~H∗m · ∂t ~H = ∇ · (~E× ~H∗m) + ~E · (∇× ~H∗m) (A.8)
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Since the modal fields would of course be solutions to the Maxwell’s equations
∇× ~Em = −∂
~H
∂t
∇× ~Hm = 0∂(˜ ∗
~E)
∂t
+ ~J (A.9)
and thus
~E∗m ·
(
∂t~P
)
+ 0~E
∗
m · ∂t
(
˜ ∗ ~E) = ∇ · (~H× ~E∗m)− µ0 ~H · ∂t ~H∗m
−µ0 ~H∗m · ∂t ~H = ∇ · (~E× ~H∗m) + 0~E · ∂t(˜ ∗ ~E∗m) (A.10)
Rearrange the equations and subtracting one from the other and applying some product rule, we
have
~E∗m ·
(
∂t~P
)
+ ∂t
[
0~E
∗
m ·  ∗ ~E
]
+ ∂t
[
µ0 ~H
∗
m · ~H
]
= ∇ ·~(H× ~E∗m)−∇ ·~(E× ~H∗m) (A.11)
Integrate the equation over the x-y plane and time t. Excepting the term with current density and
the nonlinear polarization, the time derivative terms go to zero since they the functions vanish at
infinities. The same applies to the derivatives in the x-y plane. That leaves only:
∫
~E∗m ·
(
∂t~P
)
dxdydt = ∂z
∫
~z · (~H× ~E∗m)dxdydt− ∂z
∫
~z · (~E× ~H∗m)dxdydt (A.12)
Expanding the shorthand notation and integrating over t reduces the exponentials to kronecker
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deltas which simplifies the equation further
∫
~E∗m(ω, x, y)e
ikm(ω)z−iωt · (∂t~P)dxdydt =
∂z
∑
n
An(ω, z)e
ikn(ω)ze−ikm(ω)z×∫
~z · [~Hn(ω, x, y)× ~E∗m(ω, x, y)−
~En(ω, x, y)× ~H∗m(ω, x, y)
]
dxdydt
(A.13)
Using the orthogonality relation Eqn. A.6, we finally have
∂zAm(ω, z) = − 1
2Nm(ω)
∫
e−ikm(ω)z+iωt~E∗m(ω, x, y)e
ikm(ω)z−iωt · (∂t~P) (A.14)
To derive the scalar form of the z-propagated UPPE, let the modal fields be plane waves of form
~Ekx,ky ,s,±(ω, z) = ~ese
ikxx+ikyy±ikz(ω,kx,ky) (A.15)
~Hkx,ky ,s,±(ω, z) =
1
µ0ω
~k× ~Ekx,ky ,s,± (A.16)
± denotes the propagation direction in the z-direction; positive/negative would be in the posi-
tive/negative z direction. ~es is the unit polarization normal to the wave vector
~k = (kx, ky, kz) =
(
kx, ky,
√
ω2(ω)
c2
− k2x − k2y
)
(A.17)
and s = 1, 2 would be the polarization index. kz =
√
ω2(ω)
c2
− k2x − k2y The normalization constant
Nm(ω) integrated over a finite volume Lx × Ly × T for x, y and t respectively and thus
Nkx,ky ,s,±(ω, z) = ±
kz(ω, kx, ky)
µ0ω
LxLyT (A.18)
142
The transverse electric field which would be a sum of the modal fields would then be of form:
~E⊥kx,ky ,+(ω, z) =
∑
s=1,2
~e⊥s Akx,ky ,s,+(ω, z)e
ikz(kx,ky ,ω)z (A.19)
Putting all this into Eqn. A.14 and performing a spatial and temporal Fourier transform and we get
∂zAkx,ky ,s,+(ω, z) =
ω
2ckz
e−ikzz~es ·
[
iω
0c
~Pkx,ky(ω, z)
]
(A.20)
By doing a derivative of Eqn. A.19 with respect to z and substituting Eqn. A.20, we obtain the
UPPE for homogenous medium:
∂z~E
⊥
kx,ky ,+(ω, z) = ikz∂z
~Ekx,ky ,+(ω, z) +
∑
s=1,2
~e⊥s ~es ·
[
iω2
20c2kz
~Pkx,ky(ω, z)
]
(A.21)
If the field is paraxial, one could write the scalar form of the UPPE:
∂zEkx,ky(ω, z) = ikz∂zEkx,ky(ω, z) +
iω2
20c2kz
Pkx,ky(ω, z) (A.22)
For Hussar, the equation used in [108] is slightly different. The UPPE is of the form
∂zE = ik
i
zE +
ω
20c2kiz
(iωP ) (A.23)
It also appears that the electric field is defined as
~E(ω, kx, ky, z) '
∑
j
Aj(ω − ωj, kx, ky, z)ei(k
j
0+(ω−ωl)/vg)z (A.24)
where Ai(ω − ωj, kx, ky, z) is the envelope function, ωi is the reference angular frequency of the
envelope Ai, ω is an electric field frequency within the span of the envelope. The expression (ki0 +
(ω−ωi)/vg) is a Taylor expansion of the wavevector kiz, assuming the transverse wavenumbers kx
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and ky are small, which is given by
kiz(ω, kx, ky) =
√(
ωn(ω, kx, ky)
c
)2
− k2x − k2y (A.25)
ki0 = k
i
z(ωi, 0, 0) is the reference wavenumber, and vg is the local time window velocity. By using
Eqn. A.24 and reapplying the same nonlinear polarization (Eqn. 4.23) used for the coupled waved
equations for OPA [108]
∂zA1 = iK
1
zA1 +
deffω
2
1
c2k1z
F[A˜∗2A˜3]ei∆kz (A.26a)
∂zA2 = iK
2
zA2 +
deffω
2
2
c2k1z
F[A˜∗1A˜3]ei∆kz (A.26b)
∂zA3 = iK
3
zA3 +
deffω
2
3
c2k1z
F[A˜1A˜2]e−i∆kz (A.26c)
where Kiz = (k
i
z(ω − ωl, kx, ky)− ki0 − (ω − ωl)/vg is the modified propagation constant.
144
APPENDIX B: SPLIT STEP CODE FOR DFG MODELING
145
Note: Source code was partly based on code written by Dr Yanchun Yin who previously used
Mathematica. This code was meant to be run on Matlab.
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function [signalf,idlerf,pumpf,...
    tau,At1,At2,At3,Aw1,Aw2,Aw3] = opcpa3_BIBO(nx,ny,nz,theta,thickness,...
    input_wavelength, bandwidth, intensity, delay_tau,chirp)
 
%Model OPCPA
%1. n supplies the coefficients required to generate the refractive index for
%wavelengths within the frequency span.
%2. thickness refers to the crystal thickness. 
%3. wavelength = [signal idler pump] are the input wavelengths in nm units.
%4. bandwidth = [signal_bw idler_bw pump_bw]
%5. delay_tau = [signal_delay idler_delay pump_delay]
%6. intensity = [signalI idlerI pumpI]
%7. frequency in Hz.
%8. Chirp delay in fs^2
%9. Chirp = [signal idler pump]
 
 
%Define Constants
c = 2.99792458e8;
V = 1;
cm = 1e-2;
mm = 1e-3;
nm = 1e-9;
pm = 1e-12;
s = 1;
ps = 1e-12;
fs = 1e-15;
Hz = 1;
THz = 1e12;
PHz = 1e15;
deff = 2.11*pm/V;
 
%Define center wavelength and bandwidth
 
signal = input_wavelength(1);
idler = input_wavelength(2);
pump = input_wavelength(3);
 
lambda1 = signal*nm;
lambda2 = idler*nm;
lambda3 = pump*nm;
 
signal_bw = bandwidth(1);
idler_bw = bandwidth(2);
pump_bw = bandwidth(3);
 
delta_lambda1 = signal_bw*nm;
delta_lambda2 = idler_bw*nm;
delta_lambda3 = pump_bw*nm;
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f1 = c/lambda1;
f2 = c/lambda2;
f3 = c/lambda3;
 
delta_f1 = c*(1/(lambda1-delta_lambda1/2)-...
    1/(lambda1+delta_lambda1/2));
delta_f2 = c*(1/(lambda2-delta_lambda2/2)-...
    1/(lambda2+delta_lambda2/2));
delta_f3 = c*(1/(lambda3-delta_lambda3/2)-...
    1/(lambda3+delta_lambda3/2));
 
%define FFT parameters
nt = 2048*16;freq_factor = 8; %define array length
numz = 1024; zstep = thickness/numz;
freq_span = delta_f1*freq_factor;
freq_step = freq_span/nt; %sampling rate
freq = [-nt/2:nt/2-1]*freq_step;
wavelength = c./freq;
dtau = 1/freq_span;
tau = (-nt/2:nt/2-1)*dtau;
Tmax = dtau*nt/2;
 
%Dispersion control
signalf = freq + f1;signalw = c./signalf;
idlerf = freq + f2;idlerw = c./idlerf;
pumpf = freq + f3;pumpw = c./pumpf;
 
idler_n = effrf_BIBO(nx,nz,idlerw*1e6,theta);
signal_n = refractiveindexBIBO(ny,signalw*1e6);
pump_n = refractiveindexBIBO(ny,pumpw*1e6);
 
dispersion1 = exp(1i*2*pi*real(signal_n).*signalf/c*zstep);
dispersion2 = exp(1i*2*pi*real(idler_n).*idlerf/c*zstep);
dispersion3 = exp(1i*2*pi*real(pump_n).*pumpf/c*zstep);
 
 
%Time Delay
 
signal_delay = delay_tau(1);
idler_delay = delay_tau(2);
pump_delay = delay_tau(3);
 
Delay1 = exp(1i*2*pi*signal_delay*freq);
Delay2 = exp(1i*2*pi*idler_delay*freq);
Delay3 = exp(1i*2*pi*pump_delay*freq);
 
%chirp
 
chirp1 = chirp(1);
chirp2 = chirp(2);
chirp3 = chirp(3);
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pulsechirp1 = exp(1i*(2*pi*freq).^2/2*chirp1*fs^2);
pulsechirp2 = exp(1i*(2*pi*freq).^2/2*chirp2*fs^2);
pulsechirp3 = exp(1i*(2*pi*freq).^2/2*chirp3*fs^2);
 
 
%define electric fields
%Intensity in W/m^2 units.
signalI = intensity(1);
idlerI = intensity(2);
pumpI = intensity(3);
 
A10 = sqrt(376.4697*signalI*2/refractiveindexBIBO(ny,lambda1*1e6));
A20 = sqrt(376.4697*idlerI*2/refractiveindexBIBO(ny,lambda1*1e6));
A30 = sqrt(376.4697*pumpI*2/refractiveindexBIBO(ny,lambda1*1e6));
 
 
Aw1 = zeros(numz+1,nt); Aw2 = zeros(numz+1,nt); Aw3 = zeros(numz+1,nt);
At1 = zeros(numz+1,nt); At2 = zeros(numz+1,nt); At3 = zeros(numz+1,nt);
 
Aw1(1,:) = exp(-2*log(2)*freq.^4/delta_f1^4).*Delay1.*pulsechirp1;
Aw2(1,:) = exp(-2*log(2)*freq.^4/delta_f2^4).*Delay2.*pulsechirp2;
Aw3(1,:) = exp(-2*log(2)*freq.^4/delta_f3^4).*Delay3.*pulsechirp3;
 
At1temp = fft(Aw1(1,:));
At2temp = fft(Aw2(1,:));
At3temp = fft(Aw3(1,:));
 
At1temp = At1temp/sum(abs(At1temp))*A10;
At2temp = At2temp/sum(abs(At2temp))*A20;
At3temp = At3temp/sum(abs(At3temp))*A30;
 
Aw1(1,:) = ifft(At1temp);
Aw2(1,:) = ifft(At2temp);
Aw3(1,:) = ifft(At3temp);
 
At1(1,:) = fftshift(At1temp);
At2(1,:) = fftshift(At2temp);
At3(1,:) = fftshift(At3temp);
 
%DFG coefficients
kappa1 = 2*1i*2*pi*f1*deff/refractiveindexBIBO(ny,lambda1*1e6)/c;
kappa2 = 2*1i*2*pi*f2*deff/effrf_BIBO(nx,nz,lambda2*1e6,theta)/c;
kappa3 = 2*1i*2*pi*f3*deff/refractiveindexBIBO(ny,lambda3*1e6)/c;
 
 
%split step
for i = 1:numz
 
    Aw1(i+1,:) = (Aw1(i,:) + kappa1*zstep*ifftshift(ifft(conj(At2temp).*At3temp))).
*dispersion1;
    Aw2(i+1,:) = (Aw2(i,:) + kappa2*zstep*ifftshift(ifft(conj(At1temp).*At3temp))).
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*dispersion2;
    Aw3(i+1,:) = (Aw3(i,:) + kappa3*zstep*ifftshift(ifft(At1temp.*At2temp))).
*dispersion3;
    
    At1temp = fft(Aw1(i+1,:));
    At2temp = fft(Aw2(i+1,:));
    At3temp = fft(Aw3(i+1,:));
    
    At1(i+1,:) = fftshift(At1temp);
    At2(i+1,:) = fftshift(At2temp);
    At3(i+1,:) = fftshift(At3temp);
end
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APPENDIX C: HUSSAR SOURCE CODE
151
Note: Source code was run using code developed by Tomasz et. al. [108]. Many thanks to Tomasz
for his assistance in writing the code to use his source code for simulations.
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classdef BiBO < CMaterial
    %CBIBO Summary of this class goes here
    %   Detailed explanation goes here
    
    methods
        function obj = BiBO()
            obj@CMaterial('BiBO');
            obj.m_fMinWavelength = 480e-9;
            %obj.m_fMaxWavelength = 3100e-9;
            obj.m_fMaxWavelength = 5000e-9;
 
            obj.m_caRefractiveIndicesSquares{1} = @(vWavelengths)BiBO.xRefractiveIndex1
(vWavelengths);
            obj.m_caRefractiveIndicesSquares{2} = @(vWavelengths)BiBO.yRefractiveIndex1
(vWavelengths);
            obj.m_caRefractiveIndicesSquares{3} = @(vWavelengths)BiBO.zRefractiveIndex1
(vWavelengths);
            
            obj.addNonlinearCoefficientMatrix(@()BiBO.NonlinearCoefficient1()); % 
NonlinearCoefficientMatrix;
            obj.setup();
        end
    end
    methods(Static) 
        function [d, L] = NonlinearCoefficient1()
            %d ref. = Hellwig et al. Solid State Comm. vol. 109 p. 249 (1999)
            %   |2.53  2.3  -1.3   2.3     0     0 |
            % d=| 0     0     0     0     2.4   2.8|
            %   | 0     0     0     0    -0.9   2.4|
            d = zeros(3, 6);
            d(1,1) = 2.53;
            d(1,2) = 2.3;
            d(2,6) = 2.8;
            d(1,3) = -1.3;
            d(3,5) = -0.9;
            d(1,4) = 2.3;
            d(2,5) = 2.4;
            d(3,6) = 2.4;
            d = d*1e-12;
            L =  sort([1079.5e-9,1079.5e-9, 1079.5e-9/2], 'descend');
        end
        
        %% Handbook of Optics, 3rd edition, Vol. 4. McGraw-Hill 2009
        function nx2 = xRefractiveIndex1(vWavelengths)
            l2 = (vWavelengths*1e6).^2;
            nx2 = 3.0740333 + 0.0323111./(l2 - 0.0316333)-0.01337666.*l2;
        end
        function ny2 = yRefractiveIndex1(vWavelengths)
            l2 = (vWavelengths*1e6).^2;
            ny2 =   3.16940 +   0.03717./(l2 - 0.03483)  -0.01827.*l2;
        end
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        function nz2 = zRefractiveIndex1(vWavelengths)
            l2 = (vWavelengths*1e6).^2;
            nz2 = 3.6545444 + 0.0511222./( l2 - 0.0371333)-0.0226111.*l2;
        end
        
        
        function n2x = xNonlinearRefractiveIndex(vWavelengths)
        % m2/W at 1064 nm
            n2x = 7.7e-20;
        end
        
        function n2y = yNonlinearRefractiveIndex(vWavelengths)
        % m2/W at 1064 nm
            n2y = 9.2e-20;
        end
        
        function n2z = zNonlinearRefractiveIndex(vWavelengths)
        % m2/W at 1064 nm
            n2z = 15.8e-20;
        end
        
        %% unknown
        function nx2 = xRefractiveIndex2(vWavelengths)
            l2 = (vWavelengths*1e6).^2;
            nx2 = 3.0740333 + 0.0323111./(l2 - 0.0316333)-0.01337666*l2;
        end
        
        function ny2 = yRefractiveIndex2(vWavelengths)
            l2 = (vWavelengths*1e6).^2;
            ny2 = 3.1685333 + 0.0373111./(l2 - 0.0346333)-0.01750888*l2;
        end
        
        function nz2 = zRefractiveIndex2(vWavelengths)
            l2 = (vWavelengths*1e6).^2;
            nz2 = 3.6545444 + 0.0511222./( l2 - 0.0371333)-0.0226111*l2;
        end
    end
    
end
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function OPA_BiBO_SuperGaussian_Generic_Small(SignalBeamWaist,PumpBeamWaist,...
    SignalEnergy,PumpEnergy,Cthickness,fName,num)
%% clean up
 
clc;
close all;
clear all;
format long e;
 
 
%% include Hussar
run('../../includeAll');
 
%% space
space = CSpace('TXY');
 
fTimeSpan = 25e-12; % time window span in SI units [s]
iTimeSize = 2^12;   % number of time grid points
space.setDimension('T', fTimeSpan, iTimeSize);
space.setDimension('X', 3e-3, 2^5);
space.setDimension('Y', 3e-3, 2^5);
 
%% envelopes
%signal
fSignalWavelength = 1600e-9; % nm
SignallW = (500)*1e-9;
SignalfBW = 2*pi*(3e8/fSignalWavelength^2)*SignallW*2^0.5;
SignaltBW = 0.441/(SignalfBW/(2*pi));
 
AS = CEnvelope('A_S', space, fSignalWavelength);
 
composer = CPulseComposer(space);
composer.append('T', CSuperGaussSpectrumPF('FWHM', SignalfBW,2));
composer.append('X', CGaussPF('Waist', SignalBeamWaist));
composer.append('Y', CGaussPF('Waist', SignalBeamWaist));
fSignalEnergy = SignalEnergy;
AS.put(fSignalEnergy, composer);
 
% Signal pre stretching - could also be done through propagation
SignalTargetPulseWidth = 4.4e-12;
SignalGDD = SignaltBW^2/(4*log(2))*sqrt((SignalTargetPulseWidth/SignaltBW)^2-1);
AS.addSpectralPhase([0 0 SignalGDD]);
 
%pump
fPumpWavelength = 785e-9;
PumpBW1 = (785-12.5)*1e-9;
PumpBW2 = (785+12.5)*1e-9;
PumpfBW = (3e8/PumpBW1 - 3e8/PumpBW2)*2^0.5;
PumptBW = 0.441/PumpfBW;
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AP = CEnvelope('A_P', space, fPumpWavelength);
 
composer = CPulseComposer(space);
composer.append('T', CSuperGaussSpectrumPF('FWHM', 2*pi*PumpfBW,2));
composer.append('X', CGaussPF('Waist',PumpBeamWaist));
composer.append('Y', CGaussPF('Waist', PumpBeamWaist));
 
fPumpEnergy = PumpEnergy;
AP.put(fPumpEnergy, composer);
 
% Pump pre stretching - Pump is stretched opposite that of the Signal
PumpTargetPulseWidth = 5e-12;
PumpGDD = PumptBW^2/(4*log(2))*sqrt((PumpTargetPulseWidth/PumptBW)^2-1);
AP.addSpectralPhase([0 0 -PumpGDD]);
mIntensity = AP.intensity()/1e13;            
obj.m_sUnitString = 'GW cm^-2';
disp (['    IPmax=' num2str(max(mIntensity(:))) ' ' obj.m_sUnitString]);
 
 
%idler
fIdlerWavelength = 1/(1/fPumpWavelength - 1/fSignalWavelength);
AI = CEnvelope('A_I', space, fIdlerWavelength);
 
 
A(1) = AI;
A(2) = AS;
A(3) = AP;
 
%% materials
%start in vacuum
vacuum = Vacuum();
mmVacuum = CMaterialManager(vacuum, 0);
 
%nonlinear medium
m = BiBO();
fCrystalThickness = Cthickness;
%distpt = fCrystalThickness/10;
 
 
fTheta = 11*pi/180;
fPhi = 0;
 
Polarisations = ['s' 's' 'f'];
 
vInWavelengths = [fIdlerWavelength, fSignalWavelength];
vInPolarisations = ['s', 's'];
vOutWavelengths = fPumpWavelength;
vOutPolarisations = 'f';
 
[fThetafin, fPhifin] = m.phaseMatch(vInWavelengths, vInPolarisations, vOutWavelengths, 
vOutPolarisations,  fTheta, fPhi, 'phi');
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disp(['    Theta = ' num2str(180/pi*fThetafin) ' deg, Phi = ' num2str(180/pi*fPhifin) ' 
deg.']);
 
deff = m.getDeff([fIdlerWavelength fSignalWavelength, ...
    fPumpWavelength], Polarisations, fThetafin, fPhifin);
disp(['    deff = ' num2str(1e12*deff) ' pm/V']);
 
mm = CMaterialManager(m, fCrystalThickness, fThetafin, fPhifin);
 
 
%% initial pulses temporal and spatial separation (cross the pulses in
% the center of the medium)
% group velocity mismatch
[fSigV] = m.groupVelocity(fSignalWavelength, fThetafin, fPhifin);
[~, fPumpV] = m.groupVelocity(fPumpWavelength, fThetafin, fPhifin);
GVM = (1/fSigV - 1/fPumpV); % s/m
 
AP.addSpectralPhase([0, 0.5*fCrystalThickness * GVM ]); % delay
 
% walk-off and non-collinearity
[fWalkOffAngleE] = m.getWalkOffAngles(fPumpWavelength, fThetafin, fPhifin);
fPumpXShift = -0.5* fCrystalThickness * tan(fWalkOffAngleE);
 
AP.shiftInSpace('X', fPumpXShift);
 
 
 
%% back propagation
% get the flat pulse front in the center of the crystal
[n] = m.refractiveIndex(fIdlerWavelength, fThetafin, fPhifin);
vRefractiveIndices(1) = n;
[n] = m.refractiveIndex(fSignalWavelength, fThetafin, fPhifin);
vRefractiveIndices(2) = n;
vBackPropagateLength(2) = 0.5*fCrystalThickness * n;
[~, n] = m.refractiveIndex(fPumpWavelength, fThetafin, fPhifin);
vRefractiveIndices(3) = n;
vBackPropagateLength(3) = 0.5*fCrystalThickness * n;
 
 
for it = 2:3 % only the signal and the pump
    Ai = A(it);
    backPropagateMM = CMaterialManager(vacuum, vBackPropagateLength(it));
    pm = CPropagationManager(backPropagateMM, Ai, 's');
    dp = CProcessContainer(pm);
    
    le = CLinearEffects('BackPropagation', 'on');
    dp.addProcess(le);
    
    ee = CExpEuler(dp, 1);
    stepper = CConstantStepSizeStepper(ee, 1);
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    %% Listeners
    caColor = {'m', 'r', 'g'}; % colors for the envelopes
    
    hFig = figure('Position', [100+(it-2)*520, 100, 600, 2400]);
    lfigure = CListenerFigure([3 1], hFig);
    
    hEnergyListener = CEnergyListener({caColor{it}});
    hEnergyListener.placeOn(lfigure, [1]);
    stepper.addListener(hEnergyListener);
    
    visual = C3DVisualizeListener({caColor{it}});
    visual.placeOn(lfigure, [2 3], 1);
    stepper.addListener(visual);
    
    %% solve!
    Ai = stepper.solve(Ai);
end
 
 
interface = CInterface(mmVacuum, mm);
A = interface.transfer(A, 'ooo', 'ssf');
 
%% nonlinear propagation
 
pm = CPropagationManager(mm, A, 'ssf');
dp = CProcessContainer(pm);
 
dp.addProcess(CLinearEffects());
dp.addProcess(OPA(deff));
n2 = 6e-20; % m^2/W
dp.addProcess(SPM(n2));
dp.addProcess(XPM(n2));
 
% method = CRK45Method(dp, space, length(A), 'Dormand-Prince');
method = CIFRK45Method(dp, space, length(A), 'Dormand-Prince');
 
stepper = CHairerStepper(method);
 
fAccuracy = 1e-4; %1e-6
fMinStepSize = 0.5e-6;
fMaxAmplitude = max(max(max(AP.m_mGrid)));
stepper.setAccuracy(fAccuracy, 0.1*fAccuracy*fMaxAmplitude, fMinStepSize);
 
%% Listeners
 
caColor = {'m', 'r', 'g'};
 
hFig = figure('Position', [100, 100, 1400, 800], 'Color', [0.8, 0.8 ,1.0]);
set(hFig,'Renderer','zbuffer');
lfigure = CListenerFigure([1 3], hFig);
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hFig2 = figure('Position', [100, 100, 1400, 800], 'Color', [0.8, 0.8 ,1.0]);
set(hFig2,'Renderer','zbuffer');
lfigure2 = CListenerFigure([2 3], hFig2);
 
hFig3 = figure('Position', [100, 100, 1400, 800], 'Color', [0.8, 0.8 ,1.0]);
set(hFig3,'Renderer','zbuffer');
lfigure3 = CListenerFigure([2 2], hFig3);
 
 
hEnergyListener = CEnergyListener(caColor);
hEnergyListener.setRefractiveIndex(vRefractiveIndices); % more or less
hEnergyListener.placeOn(lfigure3, 1);
hEnergyListener.setPlotType(@plot);
hEnergyListener.setVisible([1, 1, 0]);
hEnergyListener.setAxesUnits( 'Energy', 'nJ');
stepper.addListener(hEnergyListener);
 
hEnergyListener2 = CEnergyListener(caColor);
hEnergyListener2.setRefractiveIndex(vRefractiveIndices); % more or less
hEnergyListener2.placeOn(lfigure3, 2);
hEnergyListener2.setPlotType(@semilogy);
hEnergyListener2.setAxesUnits( 'Energy', 'nJ');
stepper.addListener(hEnergyListener2);
 
bpl1 = CProfileListener(1);
bpl2 = CProfileListener(2);
bpl3 = CProfileListener(3);
bpl1.placeOn(lfigure2, 1, 1);
bpl1.placeOn(lfigure2, 4, 2);
bpl2.placeOn(lfigure2, 2, 1);
bpl2.placeOn(lfigure2, 5, 2);
bpl3.placeOn(lfigure2, 3, 1);
bpl3.placeOn(lfigure2, 6, 2);
stepper.addListener(bpl1);
stepper.addListener(bpl2);
stepper.addListener(bpl3);
 
visual = C3DVisualizeListener(caColor); %, 'SHG (BBO)', gm);
visual.placeOn(lfigure, 1, 1);
stepper.addListener(visual);
 
 
visual2 = CTrailListener(caColor); %, 'SHG (BBO)', gm);
visual2.placeOn(lfigure, 2, 1);
visual2.setGradientSteps([0.1 0.5]);
visual2.setAlpha(0.2);
visual2.setView(0,90);
stepper.addListener(visual2);
 
 
specL = CSpectrumListener(caColor, 'Wavelength');
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specL.placeOn(lfigure, 3);
specL.normalize('on');
stepper.addListener(specL);
 
specL = CSpectrumListener(caColor);
specL.placeOn(lfigure3, 3);
specL.normalize('on');
stepper.addListener(specL);
 
tpl = CTimeProfileListener(caColor);
tpl.placeOn(lfigure3, 4);
tpl.setAxesUnits('Local Time', 'ps');
stepper.addListener(tpl);
 
recorder = CSerializeEnvelopeListener(fName, num);
stepper.addListener(recorder);
 
%% solve
A = stepper.solve(A);
 
interface = CInterface(mm, mmVacuum);
A = interface.transfer(A, 'ssf', 'ooo');
 
disp(['output energy: ' num2str(1e12* AS.energy()) ' pJ']);
 
[time_stepN,A1_energy,A2_energy,A3_energy,A1xt,A1yt,A1xW,A1yW,A2xt,A2yt,...
    A2xW,A2yW,A3xt,A3yt,A3xW,A3yW] = batchprocess(fName, num, fSignalWavelength,...
    fIdlerWavelength,fPumpWavelength, fThetafin, fPhifin);
csvwrite([fName '_energy.csv'],[time_stepN;A1_energy;A2_energy;A3_energy]');
csvwrite([fName '_A1t.csv'],[A1xt';A1yt]');
csvwrite([fName '_A1W.csv'],[A1xW';A1yW]');
csvwrite([fName '_A2t.csv'],[A2xt';A2yt]');
csvwrite([fName '_A2W.csv'],[A2xW';A2yW]');
csvwrite([fName '_A3t.csv'],[A3xt';A3yt]');
csvwrite([fName '_A3W.csv'],[A3xW';A3yW]');
 
disp(['Pump output energy: ' num2str(1e6* AP.energy()) ' uJ']);
disp(['Signal output energy: ' num2str(1e6* AS.energy()) ' uJ']);
disp(['Idler output energy: ' num2str(1e6* AI.energy()) ' uJ']);
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