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Abstract
Various properties of the generalized trigonometric functions sinp,q are established. In particular, it is
shown that those functions can approximate functions from every space Lr (0, 1) (1 < r < ∞) provided
that p and q ′ (p, q ∈ (1,∞)) are not too far apart (in fact we prove that these functions form a basis in
every space Lr (0, 1)). An addition formula for sinp,p′ is established in a very special case.
c⃝ 2011 Elsevier Inc. All rights reserved.
Keywords: p, q-Laplacian; p-circle; Generalized trigonometric functions; Addition formula; Basis properties
1. Introduction
Certain generalizations of the classical trigonometric functions have attracted much interest
in recent years. To explain what these are, let p ∈ (1,∞) and define Fp : [0, 1] → [0,∞) by
Fp(x) =
 x
0
(1− t p)−1/pdt.
The inverse of this function is denoted by sinp. Initially this is defined on the interval [0, πp/2],
where πp = 2
 1
0 (1 − t p)−1/pdt , but a process of extension by symmetry and periodicity leads
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to a function, also denoted by sinp, defined on the whole real line, which coincides with the
familiar sine function when p = 2. Such ideas have a long history; for example, they appeared,
in some form, in the work of Lundberg [8] (see also [5]) and Levin [4]. In part the popularity of
this function stems from its connection with the one-dimensional p-Laplacian: for example, the
Dirichlet problem
−

|u′|p−2 u′
′ = λ|u|p−2 u on (0, πp) and u(0) = u(πp) = 0
has eigenvalues (p − 1)n p and associated eigenvectors sinp(πp n x), n ∈ N. Moreover, there is
the striking result of [1] that there exists p0 > 1 such that, for all p ∈ (p0,∞), the functions
sinp(πp n x) form a basis in Lr (0, 1) for all r ∈ (1,∞). Of course, it is not to be expected
that these generalizations will have all the properties of their classical counterpart: they are not
infinitely differentiable and do not appear to satisfy sensible addition formulae.
Further generalizations have been introduced by means of the function Fp,q : [0, 1] → [0,∞)
given by (2.1) below. Here p and q are arbitrary numbers in (1,∞). This leads to the function
sinp,q that coincides with sinp when p = q and is connected with the Dirichlet problem for the
p, q-Laplacian:
−

|u′|p−2 u′
′ = λ|u|q−2 u on (0, π p,q) and u(0) = u(π p,q) = 0,
where π p,q is defined in (2.3). We note that in some form these functions were used in the paper
of Schmidt [9].
Our main object in this paper is to show that in some respects the functions sinp,p′ (where
p′ is the conjugate of p) have properties that are superior to those of sinp. A first clue that this
might be the case comes from the fact that the area enclosed by the so-called p-circle
|x |p + |y|p = 1
is π p,p′ (see, for example, [6]). We show that for all p ∈ (1,∞), the functions sinp,p′ (π p,p′ n x)
form a basis in Lr (0, 1) for all r ∈ (1,∞) and that the same basis property holds for the
sinp,q (π p,q n x) provided that p and q ′ are not too far apart. The condition p > p0 > 1 that
is necessary to carry out the proof for the sinp functions (see [2,3] for further discussion of this
condition) is no longer needed. Moreover, while no addition formula for sinp is known to us, by
using the addition formulae for elliptic functions we are able to show that
sin4/3,4 (2x) = 2 sin4/3,4 x (cos4/3,4 x)
1/3
1+ 4 (sin4/3,4 x)4(cos4/3,4 x)4/3
1/2 .
Of course this is by no means as aesthetically satisfying as sin(2x) = 2 sin x cos x , but it
gives some hope for future developments. We observe that other definitions of generalized
trigonometric functions can be found in the literature (for more details see [7] and also
Note 2.1 in Chapter 2 of [3]).
2. Preliminaries and basic notation
Throughout we shall assume that 1 < p, q <∞ and use the notation p′ := p/(p − 1).
Generalized trigonometric functions
Define the function
Fp,q(x) :=
 x
0
(1− tq)−1/pdt, x ∈ [0, 1]. (2.1)
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Since this is strictly increasing it has an inverse, which we denote by sinp,q ,
sinp,q := (Fp,q)−1, (2.2)
to emphasize the connection with the usual sine function (note that F2,2 = sin−1). The function
sinp,q is defined on the interval [0, π p,q /2], where
π p,q := 2
 1
0
(1− tq)−1/pdt. (2.3)
Observing that sinp,q 0 = 0 and sinp,q (π p,q /2) = 1, we can extend sinp,q to [0, π p,q ] by
defining
sinp,q x = sinp,q (π p,q −x) for x ∈ [π p,q /2, π p,q ]; (2.4)
further extension to [−π p,q , π p,q ] is made by oddness; and finally sinp,q is extended to whole
of R by 2π p,q -periodicity. It is easy to see that this extension is continuously differentiable on
R and C∞ everywhere except at the points {k π p,q /2; k ∈ Z}.
Define cosp,q : R→ R by
cosp,q x := ddx sinp,q x, x ∈ R. (2.5)
Clearly, cosp,q is even, 2π p,q -periodic and odd about π p,q /2. If x ∈ [0, π p,q /2] and we put
y = sinp,q x , then
cosp,q x = (1− yq)1/p = (1− (sinp,q x)q)1/p. (2.6)
Hence, cosp,q is strictly decreasing on [0, π p,q /2], cosp,q 0 = 1, cosp,q (π p,q /2) = 0 and
| sinp,q x |q + | cosp,q x |p = 1, x ∈ R. (2.7)
We define tanp,q by
tanp,q x := sinp,q xcosp,q x (2.8)
at those x for which cosp,q x ≠ 0, that is, for all x from the set {x ∈ R ; x ≠ (k + 1/2) π p,q ,
k ∈ Z}.
Properties of the numbers π p,q
Lemma 2.1 (Monotonicity). Let the number π p,q , p, q ∈ (1,∞), be defined by (2.3). Then
p → π p,q is decreasing on (1,∞) for any fixed q ∈ (1,∞), (2.9)
q → π p,q is decreasing on (1,∞) for any fixed q ∈ (1,∞). (2.10)
Proof. The assertions immediately follow from (2.3). 
Lemma 2.2 (Symmetry). Let p, q ∈ (1,∞). Then
π p,q = p
′
q
πq ′,p′ .
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Proof. The identity immediately follows by the change of variables y = (1 − tq)1/p′ in the
integral in (2.3). Then t = (1− y p′)1/q , and so
π p,q
2
=
 1
0
(1− tq)−1/pdt = p
′
q
 1
0
y−p′/p(1− y p′)−1/q ′ y p′/pdy
= p
′
q
 1
0
(1− y p′)−1/q ′dy = p
′
q
πq ′,p′
2
.
The identity is verified. 
Lemma 2.3. Let 1 < p, q <∞. Then the following estimates hold.
(i) If p′ ≤ q then π p,q ≤ πq ′,q .
(ii) If p′ > q then π p,q ≤ p′q π p,p′ .
Proof. We introduce an auxiliary function P : (0, 1)2 → (0,∞) through the formula
P(1/p, 1/q) := π p,q .
By Lemma 2.1, P(x, y) is increasing in x for any fixed y ∈ (0, 1) and increasing in y for any
fixed x ∈ (0, 1). We immediately obtain
y ≤ 1− x H⇒ P(x, y) ≤ P(1− y, y). (2.11)
If y > 1 − x , Lemma 2.2 and monotonicity imply P(x, y) = y1−x P(1 − y, 1 − x) ≤
y
1−x P(x, 1− x). That is,
y > 1− x H⇒ P(x, y) ≤ y
1− x P(x, 1− x). (2.12)
To finish the proof we put x = 1/p, y = 1/q in (2.11) and (2.12) to obtain (i) and (ii). 
To obtain other useful estimates recall that
π p,p′ = ap, (2.13)
where ap is the area of the set enclosed by the p-circle |x |p + |y|p = 1 (see, for example, [3]).
For p ∈ [1,∞] set
Sp = {(x, y) ∈ R2; (|x |p + |y|p)1/p ≤ 1} if p <∞,
S∞ = {(x, y) ∈ R2;max(|x |, |y|) ≤ 1}.
By the obvious inequality
max(|x |, |y|) ≤ (|x |p + |y|p)1/p ≤ |x | + |y| (1 < p <∞)
we can see that
S1 ⊂ Sp ⊂ S∞ (1 < p <∞),
and so
|S1| ≤ ap := |Sp| ≤ |S∞|.
Since |S1| = 2 and |S∞| = 4, the last estimates together with (2.13) imply the following
assertion.
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Lemma 2.4. Let p ∈ (1,∞). Then
2 ≤ π p,p′ ≤ 4. (2.14)
Remark 2.5. For evaluating π p,q , p, q ∈ (1,∞), we can also use the function beta or gamma,
π p,q = 2 B(1/p
′, 1/q)
q
= 2Γ (1/p
′)Γ (1/q)
q Γ (1/p′ + 1/q) . (2.15)
3. Formulae for generalized trigonometric functions
Let us record some basic facts about derivatives of the p, q-trigonometric functions which
immediately follow from their definitions and (2.7).
Proposition 3.1. For all x ∈ [0, π p,q /2),
d
dx
cosp,q x = − pq (cosp,q x)
2−p(sinp,q x)q−1,
d
dx
tanp,q x = 1+ p (sinp,q x)
q
q (cosp,q x)p
.
d
dx
(cosp,q x)p−1 = − p(p − 1)q (sinp,q x)
q−1,
d
dx
(sinp,q x)p−1 = (p − 1) (sinp,q x)p−1 cosp,q x .
Proposition 3.2. For all y ∈ [0, 1],
cos−1p,q y = sin−1p,q

(1− y p)1/q

, sin−1p,q y = cos−1p,q

(1− yq)1/p

,
2
π p,q
sin−1p,q (y1/q)+
2
πq ′,p′
sin−1q ′,p′

(1− y)1/p′

= 1,
cosp,q (π p,q y/2)
p = sinq ′,p′ (πq ′,p′ (1− y)/2)p′ .
Proof. The first two identities follow immediately from (2.7). To prove the third one note that
sin−1q ′,p′

(1− yq)1/p′

=
 (1−yq )1/p′
0
(1− t p′)−1/q ′dt,
which by the change of variables s = (1− t p′)−1/q and by Lemma 2.2 transforms into
q
p′
 1
y
(1− sq)−1/p = πq ′,p′
π p,q
π p,q
2
− (sinp,q )−1(y)

.
Then write y1/q instead of y.
To obtain the fourth identity, write
cosp,q (π p,q y/2)
p = 1− sinp,q (π p,q y/2)q =: 1− x
and observe that, in view of the third identity,
y = 2
π p,q
sin−1p,q (x1/q) = 1−
2
πq ′,p′
sin−1q ′,p′

(1− x)1/p′

,
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which gives
1− x = sinq ′,p′ (πq ′,p′ (1− y)/2)p′ . 
Proposition 3.3. For all p, q ∈ (1,∞) and all θ ∈ (0, π p,q /2],
2
π p,q
≤ sinp,q θ
θ
≤ 1. (3.1)
Proof. By the change of variables t = xs we obtain
sin−1p,q (x) =
 x
0
(1− tq)−1/pdt = x
 1
0
(1− xqsq)−1/pds.
Setting θ = sin−1p,q (x) we arrive at
θ = sinp,q θ
 1
0

1− sinp,q θq sq−1/p ds.
To finish the proof we observe that
1 ≤
 1
0

1− sinp,q θq sq−1/p ds ≤ π p,q2 . 
For the special case p = q of these propositions we refer the reader to [2,3].
Concerning addition formulae for generalized sine functions, as far as we are aware, there is
no expression available that gives sinp,q (x + y) in terms of sinp,q x and sinp,q y. However, for
the very special case of sinp,q ′ (2x) with q = p′ = 4 we are able to use the addition formulae for
elliptic functions to establish the following result.
Proposition 3.4. Let x ∈ [ 0, π4/3,4 /4). Then
sin4/3,4 (2x) = 2 sin4/3,4 x (cos4/3,4 x)
1/3
1+ 4 (sin4/3,4 x)4(cos4/3,4 x)4/3
1/2 . (3.2)
Proof. Using the notation (2.1) we have
sin−14/3,4 u = F4/3,3(u) =
 u
0
(1− t4)−3/4dt.
The change of variables w =

1−t2
1+t2
1/2
leads to the representation
F4/3,4(u) = 1√
2
 1
1−u2
1+u2
1/2 1
w(1− w2)dw.
The further change of variable 1− w = z2 then gives
F4/3,4(u) =
 φ(x)
0
1
(1− z2) (1− z2/2)dz, where φ(x) =

1−

1− x2
1+ x2
1/21/2
.
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Now we apply the theory of the Jacobian elliptic functions (see e.g. [10, Chapter XXII] for more
details). The last equality can be written as
φ(u) = sn F4/3,4(u) := sn F4/3,4(u), 1/√2 ,
which, by (2.2), implies that
u = sin4/3,4

F4/3,4(u)
 = φ−1 sn(F4/3,4(u)) ,
or, in other words,
sin4/3,4 y = φ−1 (sn(y)) . (3.3)
We use the obvious identity φ−1(y) =

1−(1−y2)2
1+(1−y2)2
1/2
and the addition formula for the function
sn(·) = sn(·, 1/√2) to obtain
sin4/3,4 (u + v) = φ−1 (sn(u + v)) = φ−1

sn u cn v dn v + sn v cn u dn u
1− 12 sn2 u sn2 v

,
where cn(·) = cn(·, 1/√2) and dn(·) = dn(·, 1/√2). Recall that sn2 x + cn2 x = 1 and
1
2 sn
2 x + dn2 x = 1; then the last equality gives
sin4/3,4 (u + v)
= φ−1
 φ(U )1− φ2(V )

1− 12φ2(V )+ φ(V )

1− φ2(U )

1− 12φ2(U )
1− 12φ2(U ) φ2(V )
 ,
where we put U := sin4/3,4 u and V := sin4/3,4 v (cf. (3.3)).
With u = v and the observation that
1− φ2(x) =

1− x2
1+ x2
1/2
, 1− 1
2
φ2(x) = 1
2

1+

1− x2
1+ x2
1/2
,
this implies that
sin4/3,4 (2u) = φ−1

√
2φ(U )

1−U 2
1+U 2
1/4 
1+

1−U 2
1+U 2
1/21/2
1− 12φ4(U )
 .
Routine simplification now results in the formula
sin4/3,4 (2u) = 2U (1−U
4)1/4
1+ 4U 4(1−U 4)1/2
which, by (2.7), gives (3.2). 
The same kind of analysis can be used to give a corresponding formula for sin4/3,4 (u + v).
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4. Basis properties of generalized sine functions
In this section we prove, for particular parameters p, q ∈ (1,∞), that the sequence of
functions
fn,p,q(t) := sinp,q (n π p,q t), n ∈ N, t ∈ R, (4.1)
is a basis in Lr (0, 1) for any r ∈ (1,∞).
We shall do some preliminary work. Since each fn,p,q is continuous on [0, 1], it has a Fourier
sine expansion
fn,p,q(t) =
∞
k=1
fn,p,q(k) sin(kπ t), fn,p,q(k) = 2
 1
0
fn,p,q(t) sin(kπ t)dt.
Since f1,p,q is symmetric about t = 1/2, for every even k we havef1,p,q(k) = 0, and
fn,p,q(k) = 2
 1
0
f1,p,q(nt) sin(kπ t)dt
= 2
∞
m=1
f1,p,q(m)
 1
0
sin(kπ t) sin(mnπ t)dt
=

f1,p,q(m) if k = mn and m is odd;
0 otherwise.
Let us put
τm(p, q) :=f1,p,q(m), en(t) := sin(nπ t).
Given any function f on [0, 1], extend it to a function f on [0,∞) by setting f (t) = −f (2k− t)
for t ∈ [k, k + 1], k ∈ N. Define the mapping Mm : Lr (0, 1) → Lr (0, 1), m ∈ N, r ∈ (1,∞),
by
Mm g(t) := g(mt)
and note that Mm(en) = emn . Just as in [1], where the case p = q is considered, we can show
that Mm is a linear isometry and that the map T ,
T g(t) :=
∞
m=1
τm(p, q) Mm g(t),
is a bounded linear map of Lr (0, 1) to itself with the property that, for all n ∈ N,
T en = fn,p,q .
It is sufficient to show that T is a homeomorphism, since then it follows that the fn,p,q inherit
from the en the property of forming a basis in Lr (0, 1) for every r ∈ (1,∞). As in [1], T is a
homeomorphism if
∞
k=1
|τ2k+1(p, q)| < |τ1(p, q)|. (4.2)
We estimate the left-hand side from above and the right-hand side from below.
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Proposition 4.1. Let p, q ∈ (1,∞). Then
∞
k=1
|τ2k+1(p, q)| ≤ π p,q(π
2 − 8)
2π2
. (4.3)
Proof. Using integration by parts, properties of generalized sine and cosine functions and the
substitution s = cosp,q (π p,q t) we obtain
τ2k+1(p, q) = 4
 1/2
0
f1,p,q(t) sin ((2k + 1) π t) dt
= 4 π p,q
(2k + 1) π
 1/2
0
cosp,q (π p,q t) cos ((2k + 1) π t) dt
= − 4 π p,q
(2k + 1)2π2
 1/2
0
sin ((2k + 1) π t) d
dt
cosp,q (π p,q t)dt
= 4 π p,q
(2k + 1)2π2
 1
0
sin

(2k + 1) π
π p,q
(cosp,q )−1(s)

ds.
Consequently,
∞
k=1
|τ2k+1(p, q)| ≤ 4 π p,q
π2
∞
k=1
1
(2k + 1)2 =
4π p,q(π2 − 8)
8π2
. 
Proposition 4.2. For all p, q ∈ (1,∞),
τ1(p, q) ≥ 8
π2
. (4.4)
Proof. By Proposition 3.3, for all t ∈ (0, 1/2), sinp,q (π p,q t) ≥ 2t . Consequently,
τ1(p, q) = 4
 1/2
0
sinp,q (π p,q t) sin(π t)dt ≥ τ1(p, q) = 4
 1/2
0
2t sin(π t)dt = 8
π2
. 
Corollary 4.3. The sequence of functions (4.1) is a basis in Lr (0, 1) for any r ∈ (1,∞) if
π p,q <
16
π2 − 8 . (4.5)
Proof. The assertion immediately follows from (4.2) to (4.4). 
Theorem 4.4. Let p, q ∈ (1,∞) and let
p′
q
<
4
π2 − 8 . (4.6)
Then the sequence

sinp,q (n π p,q t)

n∈N is a basis in L
r (0, 1) for any r ∈ (1,∞).
Proof. We have to verify condition (4.5). If p′ ≤ q, then by Lemma 2.3 (i) and by (2.14),
π p,q ≤ 4 and (4.5) holds. For p′ > q we use Lemma 2.3 (i) and (2.14) to get π p,q ≤ 4(p′/q).
Then (4.5) follows from (4.6). 
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Remarks 4.5. (i) The number 4
π2−8 in (4.6) is approximately equal to 2.14. In the figure we
can see regions of p and q for which sinp,q generates a sequence which is a basis.
(ii) As a particular case of this result we see that, for all p ∈ (1,∞), the functions
sinp,p′ (π p,p′ n t) form an Lr (0, 1)-basis whenever r ∈ (1,∞).
(iii) The right-hand side of (4.6) can be improved by a more careful analysis of π p,p′ .
1
1/q
0 1/p 1
= 2.14
1 1
,
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