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On the geometry of double field theory
by
Izu Vaisman
ABSTRACT. Double field theory was developed by theoretical physicists as
a way to encompass T -duality. In this paper, we express the basic notions of
the theory in differential-geometric invariant terms, in the framework of para-
Ka¨hler manifolds. We define metric algebroids, which are vector bundles with
a bracket of cross sections that has the same metric compatibility property as
a Courant bracket. We show that a double field gives rise to two canonical con-
nections, whose scalar curvatures can be integrated to obtain actions. Finally,
in analogy with Dirac structures, we define and study para-Dirac structures on
double manifolds.
1 Introduction
Double field theory is a way to express string theory that encompasses T -
duality and it was intensively studied in the theoretical physics literature of
the last years (see [6, 7, 8, 9, 10] and the references therein). In particular,
relations of the theory with Hitchin’s generalized geometry [5] have been
noticed (e.g., [8]).
The aim of this paper is to formulate some of the geometry of double
field theory in differential-geometric, invariant terms. We explain that dou-
bled space-time should be seen as a flat, bi-Lagrangian (equivalently, para-
Ka¨hler) manifold. On the tangent bundle of such a manifold, we define a
metric algebroid structure, with a Courant-like bracket (the C-bracket of the
*2000 Mathematics Subject Classification: 53C15, 53C80 .
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physics literature, e.g., [8]). The corresponding non-skew-symmetric product
defines a generalized Lie derivative (gauge transformations, in the language
of physics).
Then, we express the equivalence between the field and a generalized
metric, which was previously introduced in the physics literature, e.g., [6], in
geometric terms. Furthermore, we obtain canonical, generalized-metric con-
nections and the global expression of the corresponding covariant derivative.
We also define a generalized curvature tensor and a corresponding scalar cur-
vature that may be used in the construction of an action of the field. Here
and also later on, the word “generalized” alludes to generalized geometry
[3, 4, 5], etc. Finally, we discuss Dirac-like structures in the metric algebroid
of a flat, para-Ka¨hler manifold.
2 Metric algebroids and brackets
Double field theory adds to the coordinates xi (i = 1, ..., m) of the space-time
manifold an equal number of new coordinates x˜i, thus defining a manifold
M2m called the double of the original manifold. (In some versions of the
theory the number of added coordinates is smaller, but, we will ignore that.)
Moreover, there is an implicit understanding that ∂/∂xi have a “covariant
behavior” while ∂/∂x˜i have a “contravariant behavior”. The aim of this
procedure is to obtain a manifold whose structure group can be reduced to
the group O(m,m), which is required for T -duality. The coordinates (xi, x˜j)
will be called distinguished local coordinates and M also has arbitrary local
coordinates defined by a differentiable transformation
yu = yu(xi, x˜j) (u = 1, ..., 2m).
The distinguished coordinate transformations will be of the form
xi = xi(x
′j), x˜i = x˜i(x˜
′
k), (2.1)
where
∂x˜i
∂x˜′j
=
∂x
′j
∂xi
. (2.2)
Since we have different sets of variables in the two sides, the partial deriva-
tives of (2.1) must be locally constant, hence, M is a particular type of a
2
locally affine manifold, with affine coordinate transformations of the local
form
xi = αijx
′j + αi0, x˜i = β
k
i x˜
′
k + β
0
i (2.3)
where αij, α
i
0, β
k
i , β
0
i are constants and α
i
jβ
k
i = δ
k
j , the Kronecker index (we
use the Einstein summation convention).
Condition (2.2) implies that the coordinate transformations (2.1) preserve
the closed non degenerate 2-form1
ω = dxi ∧ dx˜i. (2.4)
Thus, M is endowed with a symplectic form ω and with two Lagrangian
foliations L, L˜ defined by x˜i = const., x
i = const., respectively2. In the
geometric literature, such manifolds are called bi-Lagrangian or para-Ka¨hler
manifolds [1], which are flat if ω has the expression (2.4).
The reason for the last name is the equivalence of the symplectic form
with a metric defined as follows. The two Lagrangian foliations may be seen
as integrating the ±1-eigenbundles of the para-complex structure F : TM →
TM defined by
F
∂
∂xi
=
∂
∂xi
, F
∂
∂x˜i
= −
∂
∂x˜i
,
with the characteristic properties
F 2 = Id, ω(FX, FY ) = −ω(X, Y ), X, Y ∈ TM.
Then, the required metric is
γ(X, Y ) = ω(FX, Y ) = dxi ⊗ dx˜i. (2.5)
Conversely, we have
ω(X, Y ) = γ(FX, Y ).
The expression (2.5) shows that the metric γ is non-degenerate and neu-
tral, L, L˜ are maximal γ-isotropic bundles and
γ(
∂
∂xi
,
∂
∂x˜j
) = δji .
1For wedge products, we will use Cartan’s evaluation conventions, e.g., (α∧β)(X,Y ) =
α(X)β(Y )− α(Y )β(X).
2By L, L˜ we denote both the foliations and the tangent bundles of the leaves.
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Notice that the dual bundles are given by
L∗ = ann L˜, L˜∗ = annL,
where ann denotes the annihilator of a vector space or bundle. The metric
γ produces the isomorphisms ϕ : L˜→ L∗ where ϕ(X˜) = ♭γX˜ (X˜ ∈ L˜) and a
corresponding isomorphism ϕ˜ : L⊕ L˜→ TM given by
ϕ˜(X,α) = X + ♯γα (X ∈ L, α ∈ L
∗),
ϕ˜−1Z = 1
2
((Id+ F )Z, ♭γ(Id− F )Z) (Z ∈ TM).
In particular, ϕ˜(0, dxi) = ∂/∂x˜i.
The isomorphism ϕ˜ allows us to transfer the metric γ and the form ω
from TM to L⊕ L∗ and the results, which we keep denoting by γ, ω, are
γ((X,α), (Y, β)) = β(X) + α(Y ), ω((X,α), (Y, β)) = β(X)− α(Y )
(X, Y ∈ L, α, β ∈ L∗ = ann L˜).
(2.6)
γ is the metric used in generalized geometry3.
Notation Convention. Based on the above, in the remainder of the pa-
per we identify L ⊕ L˜ with TM via ϕ˜ (which is an isometry for the metric
γ) and use the following notation convention: the symbols L ⊕ L˜ and TM
will be used interchangeably and seen as synonymous; symbols like (X,α)
(X ∈ L, α ∈ L∗ = ann L˜) and X + ♯γα will be used interchangeably, seen as
synonymous and also denoted by a boldface character, e.g., X.
We assume that the reader knows the basic notions of generalized ge-
ometry such as Lie and Courant algebroids, and the corresponding calculus
[12, 13], which serve as background to our study. Double field theory requires
related, but different, notions [7, 8]. The need for such notions comes from
the fact that the Lie bracket of vector fields is not adequate for T -duality.
Definition 2.1. Let E → M be a vector bundle endowed with a symmetric,
non degenerate, inner product4 g ∈ Γ ⊙2 E∗ (a metric) and a morphism
3In many papers on generalized geometry the metric and form are (2.6) multiplied by
(1/2) but some papers use exactly (2.6), e.g., [4].
4Γ denotes the space of cross sections of a bundle and ⊙ denotes the symmetric tensor
product.
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ρ : E → TM (an anchor); then, we also have the morphism ∂ = (1/2)♯g
tρ :
T ∗M → E, where t denotes transposition. Assume that there exists an R-
bilinear product ⋆ : ΓE × ΓE → ΓE that satisfies the following properties:
1) (ρe)(g(e1, e2)) = g(e⋆e1, e2) + g(e1, e⋆e2),
2) e⋆e = ∂(g(e, e)) (∂f = ∂(df), ∀f ∈ C∞(M)).
Then, the quadruple (E, g, ρ,⋆) is called a metric algebroid. Axiom 1) is the
g-compatibility axiom and axiom 2) is the normalization axiom.
We notice the following equivalent form of the definition of ∂
g(∂f, e) =
1
2
(ρe)f. (2.7)
On the other hand we can prove
Proposition 2.1. The product of a metric algebroid satisfies the properties
a) e1⋆(fe2) = f(e1⋆e2) + ((ρe1)f)e2,
b) (fe1)⋆e2 = f(e1⋆e2)− ((ρe2)f)e1 + 2g(e1, e2)∂f.
Proof. The g-compatibility condition for the triple (e1, fe2, e) gives
(ρe1)(g(fe2, e)) = g(e1⋆(fe2), e) + g(fe2, e1⋆e)
and also
(ρe1)(g(fe2, e)) = (ρe1)(f)g(e2, e) + f(ρe1)(g(e2, e)).
By equating the results, and since g is non degenerate, we get property a).
Then, by polarization, the normalization axiom 2) gives
e1⋆e2 + e2⋆e1 = 2∂(g(e1, e2)) (2.8)
and property b) is a direct consequence of a) and (2.8).
Remark 2.1. Formula (2.7) and properties a), b) imply that axiom 1) is
invariant under the multiplication of any of the arguments e, e1, e2 by a func-
tion f ∈ C∞(M).
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Proposition 2.2. A triple (E, g, ρ) as above is a metric algebroid iff there
exists an R-bilinear, skew symmetric bracket [ , ] : ΓE × ΓE → ΓE that
satisfies the axiom
(ρe)(g(e1, e2)) = g([e, e1] + ∂(g(e, e1)), e2) + g(e1, [e, e2] + ∂(g(e, e2))). (2.9)
Proof. The product and the bracket reciprocally define each other by the
relation
[e1, e2] = e1⋆e2 − ∂(g(e1, e2)), (2.10)
which shows the equivalence of the skew symmetry of the bracket with the
normalization axiom 2) of the product. Furthermore, (2.10) ensures the
equivalence between the g-compatibility axiom 1) and (2.9).
Notice that properties a), b) are equivalent with
[e1, fe2] = f [e1, e2] + (ρe1)(f)e2 − g(e1, e2)∂f, (2.11)
which may also be deduced from (2.9), directly, as in the proof of a).
Example 2.1. Any Courant algebroid (e.g., [12, 16]) is a metric algebroid.
Proposition 2.3. [16] Any metric vector bundle (E, g) endowed with an
anchor ρ : E → TM has infinitely many structures of a metric algebroid.
Namely, any g-preserving connection on E defines a metric bracket and leads
to a bijective correspondence between the metric brackets on (E, g, ρ) and the
3-forms B ∈ Γ ∧3 E∗.
Proof. Fix a g-preserving connection ∇0 on E, i.e.,
X(g(e1, e2)) = g(∇
0
Xe1, e2) + g(e1,∇
0
Xe2), X ∈ TM. (2.12)
Define a skew symmetric product5 e1 ∧∇0 e2 ∈ ΓE by
g(e, e1 ∧∇0 e2) =
1
2
[g(e1,∇
0
ρee2)− g(e2,∇
0
ρee1)]. (2.13)
This product satisfies the property
e1 ∧∇0 (fe2) = f(e1 ∧∇0 e2) + g(e1, e2)∂f. (2.14)
5There is no relationship between ∧∇0 (or similar products) and the usual wedge prod-
uct.
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Then, put
[e1, e2]∇0 = ∇
0
ρe1
e2 −∇
0
ρe2
e1 − e1 ∧∇0 e2. (2.15)
A technical computation shows that the skew symmetric bracket (2.15) sat-
isfies the axiom (2.9); we will say that (2.15) is the metric ∇0-bracket.
Furthermore, any other metric bracket on (E, ρ, g) must have the form
[e1, e2]
′ = [e1, e2]∇0 + β(e1, e2).
Put
B(e1, e2, e3) = g(β(e1, e2), e3).
B obviously is skew symmetric in (e1, e2) and the skew symmetry in (e2, e3)
follows by subtracting the expressions of (2.9) for the two brackets. In a
similar way, (2.11) implies the C∞(M)-linearity of B in each of its arguments.
Therefore, B is a 3-form on the vector bundle E, i.e., B ∈ Γ ∧3 L∗.
The following general considerations concerning g-preserving connections
∇ on a metric algebroid (E, g, ρ, [ , ]) will be needed later. With ∇, we define
the modified bracket
[e1, e2]
∇ = [e1, e2] + e1 ∧∇ e2, (2.16)
where e1 ∧∇ e2 is defined by (2.13) with ∇ instead of ∇
0. e1 ∧∇ e2 is skew
symmetric and satisfies the condition
[e1, fe2]
∇ = f [e1, e2]
∇ + (ρe1)(f)e2. (2.17)
The connection ∇ has the modified torsion tensor
T∇(e1, e2) = ∇ρe1e2 −∇ρe2e1 − [e1, e2]
∇ (2.18)
and the Gualtieri torsion [4]
T ∇(e1, e2, e3) = g(T
∇(e1, e2), e3). (2.19)
The tensorial character of T∇ and T ∇ follows from (2.17). The fact that B
of Proposition 2.3 is a form implies that the Gualtieri torsion is totally skew
symmetric.
We may also define the modified curvature operator:
R∇(e1, e2)e3 = ∇ρe1∇ρe2e3 −∇ρe2∇ρe1e3 −∇ρ[e1,e2]∇e3, (2.20)
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which is easily seen to be C∞(M)-trilinear.
Below, we will show that, on a flat bi-Lagrangian manifold (M,L, L˜),
TM = L⊕ L˜ has a natural structure of a metric algebroid with metric γ and
anchor ρ = Id and with a bracket that is the relevant bracket for T -duality
because, as we will see later on, it puts L and L∗ on an equal footing. We
will also see that this bracket is the C-bracket of the physics literature [6, 8].
The manifoldM has the canonical flat connection ∇0 defined by the local
equations
∇0
∂
∂xi
= 0, ∇0
∂
∂x˜j
= 0 (2.21)
with respect to the distinguished coordinates (xi, x˜j) of (2.3) and∇
0 coincides
with both the Levi-Civita connection of γ and the symplectic, bi-Lagrangian
connection of ω.
Accordingly, we have the metric ∇0-bracket given by (2.15), which, in the
present case and since ∇0 has a vanishing usual torsion, becomes
[X,Y]∇0 = ∇
0
X
Y −∇0
Y
X−X ∧∇0 Y = [X,Y]−X ∧∇0 Y
(γ(Z,X ∧∇0 Y) =
1
2
[γ(X,∇0
Z
Y)− γ(Y,∇0
Z
X)])
(2.22)
where the unindexed bracket is the usual Lie bracket of vector fields. If
either X,Y ∈ L or X,Y ∈ L˜ then X∧∇0 Y = 0 and the ∇
0-bracket reduces
to the Lie bracket. By (2.10), the metric product that corresponds to the
∇0-bracket is
X⋆∇0Y = [X,Y]−X ⊼∇0 Y + ∂(γ(X,Y)). (2.23)
For the ∇0-bracket, equation (2.9) takes the form
Z(γ(X,Y)) = γ([Z,X]∇0,Y) +
1
2
Y(γ(Z,X))
+γ([Z,Y]∇0,X) +
1
2
X(γ(Z,Y)).
(2.24)
Proposition 2.4. The metric bracket and product defined by the connection
∇0 are characterized by the distinguished local coordinate conditions
∂
∂xi
∧∇0
∂
∂xj
= 0, ∂
∂xi
∧∇0
∂
∂x˜j
= 0, ∂
∂x˜i
∧∇0
∂
∂x˜j
= 0,
[ ∂
∂xi
, ∂
∂xj
]∇0 = 0, [
∂
∂xi
, ∂
∂x˜j
]∇0 = 0, [
∂
∂x˜i
, ∂
∂x˜j
]∇0 = 0,
∂
∂xi
⋆∇0
∂
∂xj
= 0, ∂
∂xi
⋆∇0
∂
∂x˜j
= 0, ∂
∂x˜i
⋆∇0
∂
∂x˜j
= 0.
(2.25)
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Proof. The first line of (2.25) follows from (2.21). Then, the second line is a
direct consequence of (2.22). Finally, the third line follows from the formula
∂f =
1
2
(0, df), ∀f ∈ C∞(M), (2.26)
which is a consequence of (2.7).
The ∇0-bracket is the only metric bracket of (TM, γ, Id) that satisfies
(2.25) because there exists only one extension of (2.25) that satisfies (2.11).
If we move from TM to the synonymous bundle L ⊕ L∗, the brackets
(2.25) yield corresponding brackets
[( ∂
∂xi
, 0), ( ∂
∂xj
, 0)]∇0 = 0, [(
∂
∂xi
, 0), (0, dxj)]∇0 = 0,
[(0, dxi), (0, dxj)]∇0 = 0.
(2.27)
With (2.11), the brackets (2.27) extend to the metric bracket that consists
of the Lie algebroid brackets of L, L∗ and of
[(X, 0), (0, β)]∇0 = ([−
1
2
βj
∂ξh
∂x˜j
− 1
4
ξj
∂βj
∂x˜h
+ 1
4
βj
∂ξj
∂x˜h
] ∂
∂xh
,
[ξj ∂βh
∂xj
− 1
2
ξj
∂βj
∂xh
+ 1
2
βj
∂ξj
∂xh
]dxh) (X = ξj ∂
∂xj
∈ L, β = βjdx
j ∈ L∗).
The corresponding general expression of this bracket is similar to the
expression of the bracket on the double of a Lie bialgebroid [12]:
[(X,α), (Y, β)]∇0 = ([X, Y ] + L
∗
αY − L
∗
βX −
1
2
d∗(α(Y )− β(X)),
1
2
♭γ[♯γα, ♯γβ] + LXβ − LY α +
1
2
d(α(Y )− β(X))),
(2.28)
where X, Y ∈ L, α, β ∈ L∗, L, d are the Lie derivative and exterior differential
in the Lie algebroid L, while L∗, d∗ are the corresponding operators in the
Lie algebroid L∗ with the bracket indicated in the first term of the second
component of (2.28). This may be checked by calculations and using the
definition of the Lie derivative and the exterior differential in a Lie algebroid
[13].
Formula (2.28) justifies the earlier assertion that the ∇0-bracket puts L
and L∗ on the same footing. In [8], it was shown that formula (2.28) expresses
the C-bracket used in the physics literature, therefore, the ∇0-bracket is the
C-bracket.
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We also notice another general expression of the ∇0-bracket that follows
from results given in [17], namely,
[XL, YL]∇0 = [XL, YL], [XL˜, YL˜]∇0 = [XL˜, YL˜],
γ(ZL, [XL, YL˜]∇0) = γ([ZL, XL], YL˜) +XL(γ(ZL, YL˜))−
1
2
ZL(γ(XL, YL˜)),
γ(ZL˜, [XL, YL˜]∇0) = −γ(XL, [ZL˜, YL˜])− YL˜(γ(ZL˜, XL)) +
1
2
ZL˜(γ(XL, YL˜)),
(2.29)
where the indices L, L˜ indicate the subbundles where the respective vectors
sit. The easiest way to check these formulas is by checking that they imply
the second line of (2.25) and yield a bracket that satisfies (2.11).
We end this section by the following remark.
Remark 2.2. Like the usual Courant bracket [3], the ∇0-bracket and prod-
uct admit new automorphisms called S-field transformations6, where S ∈
∧2L∗ is a closed form on L. These are defined by
(X,α) 7→ (X,α + i(X)S) (X ∈ L, α ∈ L∗). (2.30)
It suffices to check that the transformation (2.30) preserves the brackets
(2.27). Only the first bracket (2.27) imposes a restriction, which is exactly
dLS = 0, where dL denotes the exterior differential of the Lie algebroid L.
3 Brackets of strongly foliated vector fields
The ⋆∇0-product satisfies the axioms 1), 2) of a metric algebroid with E =
TM, g = γ, ρ = Id. Therefore, ⋆∇0 cannot satisfy the Leibniz (Jacobi)
identity
X⋆∇0(Y⋆∇0Z)− (X⋆∇0Y)⋆∇0Z−Y⋆∇0(X⋆∇0Z) = 0 (3.1)
since otherwise (TM, γ, Id,⋆∇0) would be a Courant algebroid, and we
would necessarily get the preservation of the bracket by the anchor (e.g.,
[16]). In our case, this means the equality of the ∇0-bracket with the Lie
bracket, in contradiction with (2.22).
6In generalized geometry these are called B-field transformations, but, here, we have
followed the literature on double field theory where the letter B is used to denote the
2-form of the field.
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However, the identity (3.1) holds for foliated cross sections7 of TM . More
precisely, the locally affine structure whose existence follows from the coor-
dinate transformations (2.3) may also be seen as an L˜-foliated structure8 on
the vector bundle TM . A foliated cross section of the L˜-foliated bundle TM ,
i.e., a vector field X on M of the local form
X = ξi(xj)
∂
∂xi
+ ξ˜i(x
j)
∂
∂x˜i
(3.2)
with respect to distinguished coordinates, will be called a strongly foliated
vector field. We will denote by χsf(M)the space of strongly foliated vector
fields. The demand that X is strongly foliated is more restrictive than the
demand thatX is a foliated vector field in the sense of foliation theory, where,
generally, TM is not a foliated bundle; for a foliated (not strongly) vector
field X only the components ξi do not depend on the coordinates x˜i.
We begin by proving the following auxiliary results.
Lemma 3.1. For any L˜-foliated function f and any Z ∈ χsf(M) one has
(∂f)⋆∇0Z = 0, Z⋆∇0(∂f) = ∂(Zf). (3.3)
Proof. If we prove the first relation (3.3), the second will follow from (2.8).
As for the first relation, using Proposition 2.1 and formula (2.26), we see
that, for any L˜-foliated functions f, h, one has
∂f⋆∇0(hZ) = h(∂f⋆∇0Z).
Thus, it suffices to check the relation for Z = ∂/∂xi,Z = ∂/∂x˜i. This follows
from (2.25), (2.26) and Proposition 2.1.
Lemma 3.2. If X,Y ∈ χsf(M), then X ∧∇0 Y ∈ χsf(M) and is tangent to
the leaves of L˜. Under the same hypothesis, one also has
prL[X,Y]∇0 = [prLX, prLY]. (3.4)
7We refer the reader to [14] for the required notions of foliation theory. In particular,
we recall that, on a foliated manifold, an object is said to be foliated if it is the lift of a
corresponding object on the space of the leaves.
8It may also be seen as an L-foliated structure. We make the convention to use the
term foliated for L˜-foliated.
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Proof. The first assertion follows from formulas (2.25) and property (2.14).
The second assertion follows by noticing that X ∧∇0 Y ∈ χsf(M) implies
[X,Y] = [prLX, prLY] + [prLX, prL˜Y] + [prL˜X, prLY],
where the last two terms belong to L˜.
Now, we will prove the announced result.
Proposition 3.1. The restriction of the product ⋆∇0 to χsf(M) satisfies the
identity (3.1).
Proof. From Lemma 3.2 and formula (2.22), it follows that χsf(M) is closed
under the ∇0-bracket and we also have the decomposition of the ∇0-bracket
of strongly foliated vector fields into the L and L˜ components. Furthermore,
since if X,Y ∈ χsf(M), γ(X,Y) is an L˜-foliated function, formula (2.23)
shows that χsf(M) is also closed under the product ⋆∇0 , and we have the
decomposition of the product into the L and L˜ components.
To prove that (3.1) holds we notice that, if a function f is L˜-foliated,
then Xf = (prLX)f . In particular, by Lemma 3.2,
X⋆∇0Y(f) = [prLX, prLY](f), ∀X,Y ∈ χsf(M).
This observation, together with Lemma 3.1 allows us to check that the left
hand side of (3.1) is linear with respect to the multiplication of any of its
arguments by an L˜-foliated function. Accordingly, it suffices to prove (3.1)
for the local vector fields (∂/∂xi, ∂/∂x˜i). This straightforwardly follows from
(2.25).
Corollary 3.1. The restriction of the bracket [ , ]∇0 to χsf(M) satisfies the
property∑
Cycl(X,Y,Z)[[X,Y]∇0,Z]∇0 =
1
3
∑
Cycl(X,Y,Z) ∂(γ([X,Y]∇0,Z))
= 1
2
∑
Cycl(X,Y,Z) ∂(γ([X,Y],Z)) =
∑
Cycl(X,Y,Z) ∂(γ(Y ∧∇0 X,Z)).
(3.5)
Proof. In (3.1), express the products by brackets using the relation (2.10).
Then, compute and make reductions using the property (2.9). The result is∑
Cycl(X,Y,Z)[[X,Y]∇0,Z]∇0 = ∂(γ([X,Y]∇0,Z)) +
1
2
∂(Y(γ(X,Z)))
−1
2
∂(X(γ(Y,Z))).
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If we add to the previous equality its two cyclic permutations, the result is
the first equality in (3.5). The two other equalities follow from (2.22) and
the remark that∑
Cycl(X,Y,Z)
γ([X,Y],Z) = 2
∑
Cycl(X,Y,Z)
γ(Y ∧∇0 X,Z). (3.6)
Corollary 3.2. The triple (TM, γ, prL) is an L˜-transversal Courant alge-
broid on M .
Proof. The notion of a transversal Courant algebroid with respect to a fo-
liation was defined in [20]. The definition is the same as that of a Courant
algebroid, but, everything is required to be foliated and the anchor goes to the
transversal bundle of the foliation. The corollary follows from the formulas
(2.9), (2.22), (2.26), (3.4) and Corollary 3.1.
Remark 3.1. By the extension theorem proven in [21], the L˜-transversal
Courant algebroid structure of TM extends to a usual Courant algebroid
structure on the vector bundle L⊕ (annL)⊕ TM ≈ TM ⊕ TM , where the
isomorphism is defined by sending λ ∈ annL to ♯γλ ∈ L. The metric of the
extension is γ ⊕ γ, the anchor is ρ(X,Y) = prL˜X + prLY and the brackets
of the elements of the bases produced by distinguished coordinates are zero.
Property a) of Proposition 2.1 suggests that the operation ⋆∇0 may be
used to define a generalized Lie derivative (gauge transformation e.g.,[6]),
which we shall denote by LX where X is any vector field on M . This gener-
alized derivative acts on tensor fields as follows
LXf = X(f), LXY = X⋆∇0Y, (LXα)(Y) = X(α(Y))− α(LXY)
(LXT)(Y1, ...,Yp, α1, ..., αq) = X(T(Y1, ...,Yp, α1, ..., αq))
−
∑p
i=1T(Y1, ...,LXYi, ...,Yp, α1, ..., αq)
−
∑q
i=1T(Y1, ...,Yp, α1, ...,LXαi, ..., αq).
(3.7)
The result is a tensor field; it is easy to check C∞(M)-linearity with respect
to all the arguments. The last formula (3.7) is the extension of the operator
LX given by the first three formulas to tensors, under the requirement that
the extension acts on tensor products (therefore, also on exterior products)
as a derivation.
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The identity (3.1) is equivalent to
LXLY − LYLX = LX⋆∇0Y, (3.8)
where X,Y are strongly foliated vector fields and the operators act on the
space of strongly foliated vector fields. Then, if we define a strongly foliated
tensor field T by requiring that its components with respect to distinguished
coordinates be L˜-foliated functions, formulas (3.7) allow us to see that the
condition (3.8) holds for the action on strongly foliated tensor fields.
We also notice the following local formulas obtained from (3.7), where X
is the strongly foliated vector field given by (3.2):
LX(
∂
∂xk
) = (∂ξ˜k
∂xi
− ∂ξ˜i
∂xk
) ∂
∂x˜i
− ∂ξ
i
∂xk
∂
∂xi
, LX(
∂
∂x˜k
) = ∂ξ
k
∂xi
∂
∂x˜i
,
LX(dx
j) = ∂ξ
j
∂xk
dxk, LX(dx˜j) = (
∂ξ˜k
∂xj
−
∂ξ˜j
∂xk
)dxk − ∂ξ
k
∂xj
dx˜k.
(3.9)
Example 3.1. The metric γ, which by (2.5) is a strongly foliated tensor field,
satisfies the condition LXγ = 0 for any vector field X. This is nothing but
the metric axiom for the algebroid (TM, Id, γ) written for strongly foliated
arguments.
Example 3.2. If f is an L˜-foliated function , then, L∂fT = 0 for any strongly
foliated tensor field T. It is a consequence of (3.3) and (3.7) that L∂fT
vanishes on strongly foliated arguments (check first for T = f,X, α and then
for a general T). This suffices to justify the conclusion since it allows us to
conclude that (L∂fT)x = 0 at any point x ∈ M by extending the values of
the arguments at x to strongly foliated fields.
4 Fields and generalized metrics
Let (M,L, L˜) be a flat, bi-Lagrangian manifold. In double field theory, the
initial geometric objects that define a field are (g, B) where g is a non de-
generate metric of L, with positive-negative inertia indices p, q, p + q = m,
and B ∈ Γ ∧2 L∗ is a 2-form. Furthermore, a dilation scalar φ ∈ C∞(M) is
also required.
Since g, B, φ are geometric objects we may use arbitrary coordinates (yu)
(u = 1, ..., 2m). But, physics asks for the existence of coordinates where the
field only depends on the coordinates along the leaves of L. This is called
the level matching constraint and it is equivalent with the fact that the
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components of g, B with respect to distinguished coordinates depend only
on the coordinates xi. Thus, level matching constraint means that g, B, φ
are foliated objects with respect to the foliation L˜. In invariant terms, the
level matching constraint has the following expression:
i(Z)g¯ = 0, LZ g¯ = 0, i(Z)B¯ = 0, LZB¯ = 0, Zφ = 0, ∀Z ∈ ΓL˜,
where L is Lie derivative and g¯, B¯ are the extensions of g, B to tensor fields
on M that vanish if any of the arguments is in L˜. In other words, g¯, B¯
are strongly foliated tensor fields; we may say that, generally, any strongly
foliated tensor field satisfies the level matching constraint. We do not assume,
a priori, that the level matching constraint holds and we will postulate this
condition explicitly when used.
The pair (g, B) turns out to be equivalent with a metric H on TM that is
compatible with the neutral metric γ, in the sense that it further reduces the
structure group of TM from O(m,m) to O(p, q)×O(q, p). Such metrics will
be called (improperly but briefly) generalized metrics. The metric H appears
in the physics literature [7]. More exactly, we have the following result.
Proposition 4.1. There exists a bijective correspondence between the fields
(g, B) and the generalized metrics H that have a non degenerate restriction
to the bundle L∗.
Proof. We start with (g, B) and define a corresponding H following [3]. The
formulas
X 7→ (X, ♭B+gX), X 7→ (X, ♭B−gX), X ∈ L (4.1)
(where ♭g, ♭B : L→ L
∗ are defined as in classical Riemannian geometry and
the elements of L∗ are identified with 1-forms on M that vanish on L˜) define
injections ι± : L→ L⊕ L
∗. Since ♭gX = 0 only for X = 0, the images S± of
ι± have intersection zero and their sum is 2m-dimensional, i.e.,
S+ ⊕ S− = L⊕ L
∗.
It follows easily that the decomposition along S+ and S− is given by
(X,α) = (X1, ♭B+gX1) + (X2, ♭B−gX2),
X1 =
1
2
[X − ♯g(♭BX − α)], X2 =
1
2
[X + ♯g(♭BX − α)].
(4.2)
The required metric H is defined on L⊕ L∗ by
H|S+ = γ|S+ = 2ι
−1∗
+ g, H|S− = −γ|S− = 2ι
−1∗
− g, S+ ⊥H S− (4.3)
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where the star denotes the metrics induced by g in S±.
Furthermore, by our notation convention, S± may also be seen as subbun-
dles of TM and H may also be seen as a metric on TM , using the transfer by
ϕ˜ defined in Section 1. The corresponding reduction of the structure group
of TM characterizes a generalized metric.
Using (4.2), we get the following general expression of H on L⊕ L∗
H((X,α), (Y, β)) = g(X, Y ) + g−1(♭BX − α, ♭BY − β), (4.4)
where X, Y ∈ L, α, β ∈ ann L˜. Using (4.4) and transferring to TM , we
obtain
H( ∂
∂xi
, ∂
∂xj
) = gij − Bikg
klBlj ,
H( ∂
∂xi
, ∂
∂x˜j
) = gjkBki, H(
∂
∂x˜i
, ∂
∂x˜j
) = gij,
(4.5)
where (xi, x˜j) are distinguished, local coordinates and B = (1/2)Bijdx
i∧dxj .
A comparison with the physics literature (e.g., [6]) shows that H is the
metric defined by physicists. From the last formula (4.5) we see that the
restriction of H to L∗ is non degenerate.
We will also need the isomorphism Φ = ♯H ◦ ♭γ of L⊕ L
∗, which may be
defined equivalently on TM by
H(ΦZ, U) = γ(Z, U), Z, U ∈ TM. (4.6)
From (4.3), we get ♭H|S+ = ♭γ|S+ , ♭H|S− = −♭γ |S−, and the definition of Φ
yields Φ|S+ = Id,Φ|S− = −Id. Thus, Φ
2 = Id and Φ is an almost product,
H-orthogonal structure on L⊕L∗, equivalently, on TM9. From (4.6) we also
get
H(Z, U) = γ(ΦZ, U). (4.7)
Now, we can show the converse. If we have a generalized, L∗-non de-
generate metric H of M , the reduction of the structure group of the bundle
of the canonical frames of γ from O(m,m) to O(p, q) × O(q, p) produces a
decomposition L⊕ L∗ = S+ ⊕ S− such that
H|S+ = γ|S+, H|S− = −γ|S−, S+ ⊥H S−, S+ ⊥γ S−.
This implies that Φ = ♯H ◦ ♭γ has S± as its ±1-eigenbundles. Thus, we see
that Φ is an almost product, H-orthogonal and γ-orthogonal structure on
9The projections of TM onto the ±1-eigenbundles of Φ, i.e., the morphisms (1/2)(Id±
Φ) are the projections used in [9, 10].
16
L⊕ L∗ satisfying (4.6), (4.7), which also implies the compatibility relations
γ(ΦZ,ΦU) = γ(Z, U), H(ΦZ,ΦU) = H(Z, U).
Then, we shall continue as follows [19]. Using the compatibility conditions
above, it follows that Φ has a matrix representation
Φ
(
X
α
)
=
(
ψ ♯g
♭g˜
tψ
)(
X
α
)
, (4.8)
where ψ ∈ End(L), g˜ is a symmetric 2-covariant tensor on L and g is a
symmetric 2-contravariant tensor on L, which are defined by
H((X, 0), (0, β)) = β(ψX), H((X, 0), (Y, 0)) = g˜(X, Y ),
H((0, α), (0, β)) = g(α, β),
with X, Y ∈ L, α, β ∈ L∗. In particular, since H was assumed non degenerate
on L∗, g is non degenerate and we may follow the Riemannian convention of
denoting the inverse of ♯g by ♭g. Finally, the product condition Φ
2 = Id is
equivalent to
ψ2 = Id− ♯g ◦ ♭g˜, ψ ◦ ♯g + ♯g ◦
tψ = 0, ♭g˜ ◦ ψ +
tψ ◦ ♭g˜. (4.9)
Thus, the representation (4.8) yields a metric g on L. It also yields a
2-form B defined by
♭B = −♭g ◦ ψ (4.10)
(the skew symmetry of B is a consequence of (4.9)).
Furthermore, with (g, B), we can define the injections ι± : L → L ⊕ L
∗
of (4.1). Using (4.9), (4.8) and (4.10) a straightforward calculation gives
Φ(X, ♭B±gX) = ±(X, ♭B±gX),
which proves that the metric H is exactly the metric associated to the pair
(g, B) in the first part of the proof.
We end this section with a few more remarks. A vector field X on M will
be called a generalized-Killing vector field if LXH = 0.
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Proposition 4.2. If the field (g, B) satisfies the level matching constraint,
the strongly foliated vector field X is a generalized-Killing vector field iff
LprLXg = 0, LprLXB = 0,
where L is the Lie derivative of the Lie algebroid L.
Proof. Since LXγ = 0 (see Example 3.1), LXH = 0 iff LXΦ = 0, equivalently,
iff LXY± ∈ S±, ∀Y± ∈ S±. If we put
Y± = Y + ♯γ♭B±gY, Y ∈ L,
we see that the previous condition holds iff LX(B¯±g¯) = 0, where B¯, g¯ are the
extensions of B, g by zero on L˜. Since the field satisfies the level matching
constraint, we have local expressions
g = gij(x
k)dxi ⊗ dxj, B =
1
2
Bij(x
k)dxi ∧ dxj
with respect to distinguished local coordinates. The required conclusion
follows from these expressions and formulas (3.9).
Example 4.1. If the field satisfies the level matching constraint, then, for
any L˜-foliated function f , ∂f is a generalized Killing vector field. This follows
from Example 3.2 since (4.5) shows that the field (g, B) satisfies the level
matching constraint iff the metric H is a strongly foliated tensor field.
5 Canonical connections and curvature
In double field theory one is interested in connections on TM that preserve
the metrics γ and H. If we see them as connections ∇ on the synonymous
bundle L⊕ L∗ to TM , the metric-preservation conditions (2.12) become
Z(γ((X,α), (Y, β))) = γ(∇Z(X,α), (Y, β)) + γ((X,α),∇Z(Y, β)),
Z(H((X,α), (Y, β))) = H(∇Z(X,α), (Y, β)) +H((X,α),∇Z(Y, β)),
(5.1)
where Z ∈ TM , X, Y ∈ L and α, β ∈ ann L˜.
Equivalently, we may replace the second condition (5.1) by the commu-
tation condition ∇Φ = Φ∇. This shows that ∇ preserves the subbundles S±
and must have an expression of the form
∇Z(X, ♭B±gX) = (D
±
Z
X, ♭B±gD
±
Z
X), (5.2)
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where D± are connections on L that preserve the metric g. Hence, there
exists a bijective correspondence between the (γ,H)-preserving connections
∇ on TM , which we will call double-metric connections hereafter, and the
pairs D± of g-preserving connections on L.
Below, we continue to use our notation convention and alternatively de-
note tangent vectors ofM as pairs (X,α) ∈ L⊕L∗ and as vectorsX = X+♯γα
without further warning. The Levi-Civita connection ∇0 of γ is not a double-
metric connection since it does not preserve the metric H. We will look for
canonical, double-metric connections ∇ by imposing restrictive conditions on
the Gualtieri torsion of the connection.
The expression of the Gualtieri torsion of a double-metric connection is
obtained as follows. We refer to the metric algebroid (E = L ⊕ L∗, ρ =
Id, g = γ, [ , ] = [ , ]∇0). Then, formula (2.18) gives the modified torsion of
∇:
T∇((X,α), (Y, β)) = ∇X(Y, β)−∇Y(X,α)− [(X,α), (Y, β)]
∇
∇0,
where
[(X,α), (Y, β)]∇∇0 = [(X,α), (Y, β)]∇0 + (X,α) ∧∇ (Y, β)
is the modified bracket defined by (2.16).
The explicit formula that defines the modified bracket is
γ([(X,α), (Y, β)]∇
∇0
, (Z, ζ)) = γ([(X,α), (Y, β)]∇0, (Z, ζ))
−1
2
γ(∇Z(X,α), (Y, β)) +
1
2
γ(∇Z(Y, β), (X,α)).
(5.3)
We emphasize the following expression of the modified bracket defined by
a double-metric connection ∇:
[X,Y]∇∇0 = [X,Y]∇0 + ♯γ(σ
±(X, Y )),
where X, Y are the L-components of X,Y, σ±(X, Y ) = 0 if X ∈ S±,Y ∈ S∓
and σ±(X, Y ) are 1-forms defined on M by the formula
< σ±(X, Y ),Z >= ±(g(X,D±
Z
Y )− g(D±
Z
X, Y )),
if X ∈ S±,Y ∈ S±. This result is a straightforward consequence of (5.3) and
(4.3). The terms σ± satisfy the properties
σ±(X, Y ) = −σ±(Y,X), σ±(X, fY ) = fσ±(X, Y )± g(X, Y )df.
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Using (5.3), we get the expression of the Gualtieri torsion
T ∇((X,α), (Y, β), (Z, ζ)) = γ(T∇((X,α), (Y, β)), (Z, ζ))
= γ(∇X(Y, β)−∇Y(X,α)− [(X,α), (Y, β)]∇0, (Z, ζ))
+1
2
{γ(∇Z(X,α), (Y, β))− γ(∇Z(Y, β), (X,α))}.
Furthermore, the decomposition L ⊕ L∗ = S+ ⊕ S− and the total skew
symmetry of T ∇ show the existence of a decomposition of the Gualtieri tor-
sion into four components computed on arguments that belong to S±, which
we will denote by indices ±, respectively. The components T ∇(X−,Y+,Z+),
T ∇(X+,Y−,Z−) will be called the mixed torsion and the components T
∇(X+,
Y+,Z+), T
∇(X−,Y−,Z−) will be called the pure torsion.
Proposition 5.1. For a given field (g, B), there exists a unique double-
metric connection ∇1 on M that has a vanishing mixed torsion and its re-
strictions to S± are determined by the Levi-Civita connection of the metric
g of L.
Proof. The vanishing of the mixed torsion was used for a different purpose
in [4]. The exact sense of the word “determined” in the second condition will
be explained in the course of the proof below.
Since ∇ preserves S+ and S− and these two bundles are γ-orthogonal,
the condition T ∇(X−,Y+,Z+) = 0 becomes
γ(∇X−Y+,Z+) = γ([X−,Y+]∇0,Z+), (5.4)
which yields the covariant derivative
∇X−Y+ = prS+ [X−,Y+]∇0 .
Similarly, the condition T ∇(X+,Y−,Z−) = 0 is equivalent to
γ(∇X+Y−,Z−) = γ([X+,Y−]∇0 ,Z−), (5.5)
which yields
∇X+Y− = prS−[X+,Y−]∇0 .
We also notice that the conditions (5.4), (5.5) are equivalent to
D+ι−XY = prLprS+[ι−X, ι+Y ]∇0 (X, Y ∈ L)
D−ι+XY = prLprS−[ι+X, ι−Y ]∇0 (X, Y ∈ L),
(5.6)
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where D± are the g-metric connections on L that correspond to the double-
metric connection ∇.
Furthermore, the covariant derivatives D±(X,0), X ∈ L produce connections
D±,L defined along the foliation L (i.e., connections on the direct sum of the
leaves of L applied to arguments that are differentiable on M , also called
partial connections) given by
D±,LX Y = D
±
ι+X1
Y +D±ι−X2Y (X, Y ∈ L),
where X1, X2 are given by the formula (4.2) with α = 0. If ∇ has zero mixed
Gualtieri torsion, using (5.6), the previous formulas become
D+,LX Y = D
+
ι+X1
Y + prLprS+ [ι−X2, ι+Y ]∇0,
D−,LX Y = D
−
ι−X2
Y + prLprS−[ι+X1, ι−Y ]∇0 .
(5.7)
Since g is symmetric and non degenerate, and B is skew symmetric, it follows
easily that the mappings
A± =
1
2
(Id± ♯g♭B) : L→ L
are isomorphisms, which allows us to transform (5.7) into
D+ι+XY = D
+,L
A−1− X
Y − prLprS+[ι−A+A
−1
− X, ι+Y ]∇0,
D−ι−XY = D
−,L
A−1
+
X
Y − prLprV−[ι−A−A
−1
+ X, ι−Y ]∇0 .
(5.8)
Accordingly, there exists a unique, double-metric connection ∇, with van-
ishing mixed Gualtieri torsion and such that the two connections D±,L are
equal to the Levi-Civita connection of the metric g. This is the required con-
dition of the proposition with the precise meaning of the determination of
∇|S± by the Levi-Civita connection of g. It only remains to denote ∇ = ∇
1,
D± = D1,±.
Definition 5.1. The connection ∇1 provided by Proposition 5.1 will be
called the CWT (canonical with torsion) double-metric connection .
A second canonical, double-metric connection will be obtained by the
following procedure.
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Proposition 5.2. The double-metric connection ∇ of M has a vanishing
Gualtieri torsion iff the following relation holds for any vector fields
γ(∇XY,Z) + γ(∇YZ,X) + γ(∇ZX,Y)
= γ([X,Y]∇0,Z) + γ([Y,Z]∇0,X) + γ([X,Z]∇0 ,Y)
−1
2
[X(γ(Y,Z))−Y(γ(Z,X))− 3Z(γ(X,Y))].
(5.9)
Proof. Like in Proposition 5.1, the vanishing of the mixed torsion implies
the formulas (5.4), (5.5). Furthermore, we must have T ∇(X±,Y±,Z±) = 0,
equivalently,
γ(∇X±Y±,Z±)− γ(∇Y±X±,Z±) +
1
2
γ(∇Z±X±,Y±)
−1
2
γ(∇Z±Y±,X±) = γ([X±,Y±]∇0 ,Z±).
To this equality we add its first cyclic permutation, then, subtract the second
cyclic permutation. The result is
3
2
γ(∇X±Y±,Z±) +
1
2
γ(∇X±Z±,Y±)−
3
2
γ(∇Z±Y±,X±)
−1
2
γ(∇Z±X±,Y±) +
1
2
γ(∇Y±Z±,X±)−
1
2
γ(∇Y±X±,Z±)
= γ([X±,Y±]∇0 ,Z±) + γ([Y±,Z±]∇0 ,X±) + γ([X±,Z±]∇0 ,Y±),
which, modulo (5.1), becomes
γ(∇X±Y±,Z±) + γ(∇Y±Z±,X±) + γ(∇Z±X±,Y±)
= γ([X±,Y±]∇0 ,Z±) + γ([Y±,Z±]∇0,X±) + γ([X±,Z±]∇0 ,Y±)
−1
2
[X±(γ(Y±,Z±))−Y±(γ(Z±,X±))− 3Z±(γ(X±,Y±))].
(5.10)
Formula (5.10) is the same as (5.9) if all the arguments are either in S+
or in S−.
On the other hand, if (5.9) is written for arguments X∓,Y±,Z±, while
using S+ ⊥γ S−, the result is
γ(∇X∓Y±,Z±) = γ([X∓,Y±]∇0 ,Z±) + γ([Y±,Z±]∇0 ,X∓)
+γ([X∓,Z±]∇0,Y±)−
1
2
X∓(γ(Y±,Z±)).
(5.11)
Finally, if we use (2.24) for X∓,Y±,Z±, we see that (5.11) reduces to
(5.4), (5.5), thus, justifying the general formula (5.9).
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Of course, for the connections ∇ with vanishing Gualtieri torsion the
formulas (5.6) also hold. Furthermore, the equality (5.10) is equivalent to
g(D±ι±XY, Z) + g(D
±
ι±Y
Z,X) + g(D±ι±ZX, Y )
= ±g(prLprS±[ι±X, ι±Y ]∇0 , Z)± g(prLprS±[ι±Y, ι±Z]∇0 , X)
±g(prLprS±[ι±X, ι±Z]∇0 , Y )∓
1
2
[(ι±X)(g(Y, Z))
−(ι±Y )(g(Z,X))− 3(ι±Z)(g(X, Y )], X, Y, Z ∈ ΓL.
(5.12)
Now, we continue as follows. Let ∇˜ be an arbitrary double-metric con-
nection and put
∇XY = ∇˜XY +Θ(X,Y), (5.13)
where Θ is a tensor field of type (1, 2). We will also denote
Ψ(X,Y,Z) = γ(Θ(X,Y),Z). (5.14)
Since the two connections preserve γ, we must have
Ψ(X,Y,Z) = −Ψ(X,Z,Y). (5.15)
We will refer to (5.13) as a deformation of the connection ∇˜, with deformation
tensor Θ and covariant deformation Ψ.
Proposition 5.3. For any double-metric connection ∇˜ there exists a unique
deformation with a totally skew symmetric, covariant deformation tensor that
leads to a double-metric connection ∇ with a vanishing Gualtieri torsion.
Proof. With (5.13), (5.14), (5.15), formula (5.9) becomes
3Alt(Ψ(X,Y,Z)) = γ([X,Y]∇0,Z) + γ([Y,Z]∇0,X)
+γ([X,Z]∇0,Y)−
1
2
[X(γ(Y,Z))−Y(γ(Z,X))
−3Z(γ(X,Y))]− [γ(∇˜XY,Z) + γ(∇˜YZ,X) + γ(∇˜ZX,Y)],
(5.16)
where Alt denotes the alternation of a tensor. (Notice that the symmetriza-
tion Sym(Ψ(X,Y,Z)) = 0 because of (5.15)).
The metric axiom (2.24) allow us to check that the right hand side of
(5.16) is a totally skew symmetric tensor field (it is C∞(M)-trilinear). There-
fore, if we define Ψ by the right hand side of (5.16), we get the required
deformation.
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Remark 5.1. If the condition of skew symmetry of Ψ is dropped, while still
asking (5.15), we get a family of double-metric connections with a vanishing
Gualtieri torsion. All the tensor fields Ψ that satisfy (5.15) are obtained by
adding to the totally skew symmetric solution of (5.16) any 3-covariant tensor
that is skew symmetric in the last two arguments and has a vanishing alter-
nation. Such tensors exist because their vector space is of dimension larger
than that of the totally skew symmetric tensors and Alt is an epimorphism.
Concerning the connection deformations above we also have the following
results. The preservation of the generalized metric H by both ∇ and ∇˜
implies that the operators i(X)Θ preserve S±, i.e.,
Θ(X, ι±Y ) = ι±(θ
±(X, Y )), Y ∈ L,
where θ± are L-valued tensorial forms defined on TM ×L, which, therefore,
determine Θ.
Then, for arguments X = ι±X,Y = ι±Y,Z = ι±Z (X, Y, Z ∈ L) formula
(5.16) reduces to
3Alt(ψ±(X, Y, Z)) = ±g(prLprS±[ι±X, ι±Y ]∇0 , Z)
±g(prLprS±[ι±Y, ι±Z]∇0, X)± g(prLprS±[ι±X, ι±Z]∇0, Y )
∓1
2
[(ι±X)(g(Y, Z))− (ι±Y )(g(Z,X))− 3(ι±Z)(g(X, Y )]
∓[g(D˜±ι±XY, Z) + g(D˜
±
ι±Y
Z,X) + g(D˜±ι±ZX, Y )],
(5.17)
where D˜± are the connections on L that determine ∇˜ in the sense of (5.2)
and
ψ±(X, Y, Z) = Ψ(ι±X, ι±Y, ι±Z) = g(θ
±(ι±X, Y ), Z).
Obviously, the unique deformation ∇ of Proposition 5.3 is defined by the
unique couple of 3-forms ψ± given by (5.17).
Proposition 5.4. For any field (g, B) there exists a unique double-metric
connection ∇ on M with the following properties: 1) the Gualtieri torsion of
∇ is zero, 2) the covariant deformation Ψ of Θ = ∇−∇1, where ∇1 is the
CWT connection of the field, is totally skew symmetric and defined by (5.16)
(equivalently, by (5.17)).
Proof. Apply the construction of Proposition 5.3 to ∇˜ = ∇1.
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Definition 5.2. The connection ∇ given by Theorem 5.4 will be called the
VTC (vanishing torsion canonical) connection of the field (g, B).
In order to produce a field theory, one needs an action expressed by an
integral where the integrand is an invariant of the scalar curvature type. We
start by considering the modified curvature tensor of an arbitrary double-
metric connection ∇, which, by (2.20), has the expression
R∇(X,Y)Z = ∇X∇YZ−∇Y∇XZ−∇[X,Y]∇
∇0
Z.
Furthermore, consider the pseudo-Kronecker symbol
δ(p)ij = δ
ij
(p) = δ
j
(p)i =


0 if i 6= j
1 if i = j = 1, ..., p
−1 if i = j = p+ 1, ..., m.
Then, we can define a modified Ricci curvature by
ρ∇(X,Y) = δij(p)H(ι+ei,R
∇(X, ι+ej)Y)
+δij(p)H(ι−ei,R
∇(X, ι−ej)Y),
where (ei) is a pseudo-orthonormal basis and p is the positive inertia index
of g. The independence of ρ∇ upon the choice of the basis is a consequence
of H|S± = 2ι±g.
We shall also define the symmetrized, modified Ricci tensor
ρ∇sym(X,Y) =
1
2
(ρ∇(X,Y) + ρ∇(Y,X)).
Finally, we define the modified scalar curvature by
κ(H,∇) = δij(p)ρ
∇
sym(ι+ei, ι+ej) + δ
ij
(p)ρ
∇
sym(ι−ei, ι−ej).
Now, the transformation formulas (2.3) show that the double manifold
M is orientable and the expression
d(volH) =
√
|det(H)|dx1 ∧ ... ∧ dxm ∧ dx˜1 ∧ ... ∧ dx˜m
is a global volume form, which is parallel with respect to any double-metric
connection. Thus, it is natural to integrate with respect to this form in the
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definition of an action. (In physics, it is more usual to integrate densities
rather than forms; see the Appendix at the end of the paper.)
Of course, from the local basis (dxi, dx˜j) of the cotangent bundle T
∗M
we may go to an arbitrary basis θu, in which case
√
|det(H)| is multiplied
by |det(S)|−1 where S is the matrix transforming (dxi, dx˜j) into (θ
u). In
particular, let (ei) be a local basis of L (not necessarily pseudo-orthonormal)
and let ǫj be the corresponding dual basis (ǫj(ei) = δ
j
i ). Then, we have the
basis (ι+ei, ι−ei) in TM and its dual basis ǫ
+,j = ι−1∗+ ǫ
j , ǫ−,j = ι−1∗− ǫ
j . The
relation (4.3) between the metrics g and H has the consequence that the
value of
√
|det(H)| in these bases is equal to 2m|det(g)|, which yields
d(volH) = 2
m|det(g)|ǫ+,1 ∧ ... ∧ ǫ+,m ∧ ǫ−,1 ∧ ... ∧ ǫ−,m.
Accordingly, and also taking into consideration the scalar dilation ϕ of
the field, we may look at two canonically defined actions:
A =
∫
M
e−2ϕκ(H,∇)d(volH), A1 =
∫
M
e−2ϕκ(H,∇1)d(volH),
where ∇ is the VCT connection and ∇1 is the CWT connection of M . Of
course, we will have to impose conditions ensuring that the integrals are
finite.
The study of these actions and their possible interest for physics is beyond
the scope of this paper.
We end this section with the following remarks. The modified curvature
of a double-metric connection with a vanishing Gualtieri torsion satisfies the
Bianchi identity∑
Cycl(X,Y,Z)
R∇(X,Y)Z =
∑
Cycl(X,Y,Z)
[X, [Y,Z]∇∇0]
∇
∇0 . (5.18)
Formula (5.18) follows by a straightforward calculation if the modified bracket
that enters in the definition of R∇ is replaced by means of the vanishing tor-
sion condition written in the form
∇XY −∇YX = [X,Y]
∇
∇0.
In particular, if either X,Y,Z ∈ L or X,Y,Z ∈ L˜, then,∑
Cycl(X,Y,Z)
R∇(X,Y)Z = 0.
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Indeed, we may compute the value of the left hand side of (5.18) on arguments
Xx,Yx,Zx at a point x ∈ M by extending the arguments to local, strongly
foliated vector fields in L, L˜, respectively, and by computing the value of the
right hand side of (5.18) at x. Then, (3.5) holds and shows that the result is
zero.
6 Para-Dirac structures on double manifolds
The topic of this section was not considered in double field theory and we
study it only from the point of view of geometry. For any vector space or
vector bundle S endowed with a non degenerate, neutral metric γ, a maximal
γ-isotropic subspace D is called a Dirac subspace or subbundle, respectively.
In particular, if S = TM where (M, γ) is a flat, para-Ka¨hler manifold, then,
D will be called an almost para-Dirac structure10 on M , and if ΓD is closed
under the metric ∇0-bracket, we will call it an integrable or a para-Dirac
structure.
Some of the known algebraic facts concerning almost Dirac structures
[2] also apply to the almost para-Dirac case. We may consider the field of
tangent subspaces E = prLD ⊆ TM and the 2-form ̟ induced on E by the
fundamental form ω (see Section 1):
̟(X, Y ) = ω(X,Y), X = prLX, Y = prLY, X,Y ∈ D,
which is independent of the choice of the extensions X,Y because D is γ-
isotropic. Then, we have the following reconstruction of D:
D = {X ∈ TM / prLX ∈ E , ̟(prLX, Y ) = γ(prL˜X, Y ), ∀Y ∈ E}, (6.1)
where everything is at the points x ∈ M . Indeed, if X,X′ are of the form
described by (6.1), then, γ(X,X′) = 0 is a consequence of the skew symmetry
of ̟, and (6.1) implies dimD = m.
On the other hand, following our earlier work [22], we prove
Proposition 6.1. LetM be the double manifold of a field (g, B). Then, there
exists a bijective correspondence between the almost para-Dirac structures D
on M that have a non degenerate restriction of the corresponding generalized
metric H and the tensor fields J ∈ Γ(L⊗L∗) that are isometries of the metric
g.
10We add the particle “para” to avoid confusion with the usual notion of a Dirac struc-
ture where S = TM ⊕ T ∗M [2].
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Proof. We start with the structure D. Since H|D is non degenerate, D ∩
D⊥H = 0, hence TM = D ⊕D⊥H. This decomposition is an almost product
structure with a tensor field Ψ such that D,D⊥H are the ±1-eigenbundles of
ψ. Checking for all the possible combinations of arguments in D,D⊥H, we
get the compatibility condition
H(ΨX,ΨY) = H(X,Y). (6.2)
Furthermore, with (4.6) and since Φ is a γ-isometry, we get Φ(D) = D⊥H
and D⊥H is again maximal and γ-isotropic. The γ-isotropy of D and D⊥H
yields the compatibility condition
γ(ΨX,Y) = −γ(X,ΨY),
equivalently, Φ ◦Ψ = −Ψ ◦ Φ.
The last relation implies Ψ(S±) = S∓. Hence, there must exist a bundle
isomorphism J : L→ L such that, if we use L⊕ L∗ instead of TM , we have
Ψ(X, ♭B+gX) = (JX, ♭B−gJX),
Ψ(X, ♭B−gX) = (J
−1X, ♭B+gJ
−1X), X ∈ L.
(6.3)
Moreover, the compatibility condition (6.2) translates into
g(JX, JY ) = g(X, Y ), g(J−1X, J−1Y ) = g(X, Y ), ∀X, Y ∈ L,
which means that J is a g-isometry.
Conversely, if we start with the g-isometry J of L, it is easy to check that
D = {(X, ♭B+gX) + (JX, ♭B−gJX) /X ∈ L} (6.4)
is a maximal, γ-isotropic subbundle, i.e., an almost para-Dirac structure on
M . Its H-orthogonal bundle is
D⊥H = {(X, ♭B+gX)− (JX, ♭B−gJX) /X ∈ L}
and, since it has the intersection 0 with D, H|D is non degenerate. Moreover,
it follows that the corresponding g-isometry is exactly the initial isometry
J .
In analogy with the almost Dirac case, some almost para-Dirac structures
may be interpreted as double objects of 2-forms and bivector fields on the
bundle L.
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Proposition 6.2. An almost para-Dirac structure D such that D∩ L˜ = 0 is
equivalent with a 2-form θ ∈ ∧2L∗. An almost para-Dirac structure D such
that D ∩ L = 0 is equivalent with a bivector field P ∈ ∧2L.
Proof. D ∩ L˜ = 0 implies TM = D ⊕ L˜, hence, ∀X˜ ∈ L we have a corre-
sponding decomposition
X = X ′ +X ′′, X ′ ∈ D, X ′′ ∈ L˜.
If X ∈ L, this yields the decomposition of X ′ when TM = L⊕ L˜ and we see
that prLD = L. Furthermore, D∩ L˜ = 0 also shows that the vector of D that
projects to a given X ∈ L is unique. Together with the γ-isotropy of D, the
previous remarks lead to the conclusion that D = graph ♭θ for a well defined
form θ ∈ ∧2L∗. This proves the first assertion of the proposition. If the roles
of L and L˜ are interchanged in the previous argument, we get D = graph ♯P
where P ∈ ∧2L, which justifies the second assertion.
In the first case of Proposition 6.2, if we ask graph ♭θ to be of the form
(6.4), the comparison yields the corresponding g-isometry
Jθ = (Id+ ♯g♭B−θ) ◦ (Id− ♯g♭B−θ)
−1.
In the case of graph ♯P we get similarly
JP = (Q
+ − Id) ◦ (Q− + Id)−1, Q± = ±♯g♭B±g♯P ♭g.
In both cases, the existence of the required inverses is ensured by the non
degeneracy of g.
Remark 6.1. The general almost para-Dirac structures D can be related to
objects on L in the same way as for the almost Dirac structures. We indicate
this briefly and refer to [18] for details. Using L ⊕ L∗ instead of TM , the
H-compatible, almost product structure Ψ that corresponds to D may be
written as
Ψ
(
X
α
)
=
(
A ♯pi
♭σ −
tA
)(
X
α
)
, (6.5)
where A ∈ End(L), π ∈ Γ ∧2 L, σ ∈ Γ ∧2 L∗ and
A2 = Id− ♯pi ◦ ♭σ, π(α ◦ A, β) = π(α, β ◦ A), σ(AX, Y ) = σ(X,AY ).
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Furthermore, the triple (A, σ, π) must be such that the compatibility condi-
tion Φ ◦Ψ = −Ψ ◦Φ holds. The relation between the triple (A, σ, π) and the
tensor J of Proposition 6.1 follows by comparing the representations (6.3)
and (6.5) of Ψ. The result is [22]:
J = A+ ♯pi ◦ ♭B+g, ♭B−g ◦ J = ♭σ −
tA ◦ ♭B+g,
J−1 = A+ ♯pi ◦ ♭B−g, ♭B+g ◦ J
−1 = ♭σ −
tA ◦ ♭B−g,
♯pi =
1
2
(J − J−1) ◦ ♯g, A =
1
2
(J + J−1)− ♯pi♭B,
♭σ = ♭B ◦ (J + J
−1)− tA ◦ ♭B.
Now, we look at the para-integrability condition .
Proposition 6.3. The almost para-Dirac structure D is integrable iff, ∀X,Y,Z ∈
ΓD, one of the following equivalent conditions holds:
1) γ([X,Y]∇0,Z) = 0,
2) γ(X,∇0
Z
Y) = γ([X,Y],Z),
3)
∑
Cycl(X,Y,Z) γ(X,∇
0
Z
Y) = 0,
4)
∑
Cycl(X,Y,Z) γ([X,Y],Z) = 0,
5)
∑
Cycl(X,Y,Z) γ(X ∧∇0 Y,Z) = 0.
Proof. Condition 1) is equivalent to para-integrability becauseD is γ-maximally
isotropic. Using formula (2.22) and the consequence γ(X,∇0
Z
Y) = −γ(∇0
Z
X,Y)
of γ(X,Y) = 0, condition 1) transforms into 2). Then, since ∇0 has no
torsion condition 2) is equivalent to 3). If we use the well known global ex-
pression of the Levi-Civita connection (e.g., [11]) in 3), we get condition 4),
and the latter, together with formula (3.6) yields condition 5).
The para-integrability condition 2) has the following obvious consequence.
Proposition 6.4. If D is an almost para-Dirac structure, any two of the
following properties implies the third property: 1) D is para-integrable, 2) D
is a foliation on M , 3) D is totally geodesic (i.e., ∇0
X
Y ∈ ΓD, ∀X,Y ∈ ΓD).
An interesting situation is that of a strongly foliated para-Dirac structure
D, which is defined by the condition that the subbundle D ⊆ TM has local
bases consisting of strongly foliated, local vector fields. In this case, Corollary
3.2 implies that D is an L˜-transversal Lie algebroid [20]. On the other hand,
we get a nice form of the para-integrability condition, similar to that of Dirac
structures:
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Proposition 6.5. A strongly foliated almost para-Dirac structure is inte-
grable iff
d∇0ω(X,Y,Z) = 0, ∀X,Y,Z ∈ ΓD, (6.6)
where d∇0 is defined by replacing the Lie brackets by ∇
0-brackets in the for-
mula of the exterior differential d.
Proof. Since it suffices to check (6.6) at the points x ∈ M and since the
hypothesis that D is strongly foliated implies that each vector at x has ex-
tensions to strongly foliated, local vector fields in D, it suffices to prove the
result for strongly foliated arguments. Then, X ∧∇0 Y ∈ ΓL˜ and the para-
integrability condition 5) is equivalent to∑
Cycl(X,Y,Z)
ω(X ∧∇0 Y,Z) = 0, ∀X,Y,Z ∈ ΓD.
Here, if we replace
X ∧∇0 Y
(2.22)
= [X,Y]− [X,Y]∇0
and use the consequence∑
Cycl(X,Y,Z)
ω([X,Y],Z) =
∑
Cycl(X,Y,Z)
X(ω(Y,Z))
of the property dω = 0, we get (6.6).
The particular case of strongly foliated para-Dirac structures of the form
D = graph ♭θ, D = graph ♯P (θ ∈ Γ ∧
2 L∗, P ∈ Γ ∧2 L) occurs iff θ, P are
strongly foliated tensor fields. Then, the structure is the lift of local, usual
Dirac structures of the corresponding type (i.e., presymplectic and Poisson,
respectively) on local, transversal submanifolds of the foliation L˜ and it is
well known that the integrability conditions of the latter are dLθ = 0 and
the annulation of the Schouten-Nijenhuis bracket [P, P ]L = 0, respectively.
7 Appendix: Densities on vector bundles
The local transition functions of a vector bundle structure yield a bijec-
tive correspondence between the isomorphism classes of vector bundles V of
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rank k and the cohomology classes in H1(M,Gl(k,R)) (e.g., [15]); underlin-
ing denotes the sheaf of germs of C∞-functions with values in the group).
Then, ∀s ∈ R, there exists a well defined homomorphism H1(M,Gl(k,R))→
H1(M,R+) (R+ is the multiplicative group of positive real numbers) defined
by
(ψij) 7→ |det(ψ
i
j)|
s,
where (ψij) is the matrix that transforms old coordinates into new coordi-
nates, ξ′i = ψijξ
j. A line bundle that corresponds to the image cohomology
class is called a bundle of densities of weight s of V ; this bundle is only
determined up to an isomorphism and it is trivial since the sheaf R+ is fine,
therefore, it has trivial cohomology in positive dimensions.
If the bundle V is orientable, the canonical bundle ∧kV is a bundle of
densities of rank 1. For this reason, in the general case, if (ei) is a local basis
of cross sections of V , we will denote by |e1 ∧ ... ∧ ek|
s a corresponding local
basis of the bundle of densities of weight s.
Example 7.1. It g is a metric on the vector bundle V , the function
√
|det(g)|
is the component of a density of weight −1 of the bundle V , equivalently, of
a density of weight 1 of the bundle V ∗.
If V is an arbitrary vector bundle of rank k endowed with a connection
∇ that has the local equations
∇ei = ω
j
i ej
where ωji are the local connection forms, then, ∧
kV has an induced connection
with the local equation
∇(e1 ∧ ... ∧ ek) = ̟(e1 ∧ ... ∧ ek), ̟ = trace ω, ω = (ω
j
i ).
Under a transition e˜j = λ
i
jei, where λ
i
jψ
k
i = δ
k
j , the connection form ̟
changes by
˜̟ = ̟ + d ln|det(λij)|.
This equality may also be written as
˜̟ = ̟ +
1
s
d ln|det(λij)
s|.
Therefore, the equation
∇|e1 ∧ ... ∧ ek|
s = s̟|e1 ∧ ... ∧ ek|
s
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defines an induced connection on the bundle of densities of weight s.
If V = TM where M is a flat, para-Ka¨hler manifold, we may consider a
strongly foliated density of weight s of the tangent bundle TM ,
θ = ϑ(xi)
∣∣∣∣ ∂∂x1 ∧ ... ∧ ∂∂xm ∧ ∂∂x˜1 ∧ ... ∧
∂
∂x˜m
∣∣∣∣
s
,
where (xi, x˜j) are distinguished coordinates. Then, we define the generalized
Lie derivative
LXθ = (LXϑ+ sϑdivLX)
∣∣∣∣ ∂∂x1 ∧ ... ∧ ∂∂xm ∧ ∂∂x˜1 ∧ ... ∧
∂
∂x˜m
∣∣∣∣
s
, (7.1)
where X is the vector field (3.2) and the divergence is defined by
divLX =
m∑
i=1
∂ξi
∂xi
and it is invariant under the coordinate transformations (2.3).
References
[1] D. V. Alekseevsky, C. Medori and A. Tomasini, Homogeneous para-
Ka¨hler Einstein manifolds, Russian Math. Surveys, 64(1), (2009), 1-43.
[2] T. Courant, Dirac Manifolds, Transactions Amer. Math. Soc., 319
(1990), 631-661.
[3] M. Gualtieri, Generalized complex geometry, Ph.D. thesis, Univ. Ox-
ford, 2003; arXiv:math.DG/0401221.
[4] M. Gualtieri, Branes on Poisson varieties In: The many Facets of Ge-
ometry. A tribute to Nigel Hitchin (O. Garcia-Prada, J. P. Bourguignon
and S. Salamon, eds.), Oxford Univ. Press, Oxford, 2010, 368-395.
[5] N. J. Hitchin, Generalized Calabi-Yau manifolds, Quart. J. Math. 54
(2003),281-308.
[6] O. Hohm, C. Hull and B. Zwiebach, Generalized metric formulation of
double field theory, J. High Energy Phys. 1008, (2010) 008.
33
[7] O. Hohm and S. K. Kwak, Frame-like geometry of double field theory,
J. Phys. A, 44 (2011), 085404, 1-28.
[8] C. Hull and B. Zwiebach, The gauge algebra of double field theory and
Courant brackets. J. High Energy Phys. 0909 (2009) 099.
[9] I. Jeon, K. Lee and J.-H. Park, Differential geometry with a projection:
Application to double field theory, J. High Energy Phys. 1104 (2011)
014.
[10] I. Jeon, K. Lee and J.-H. Park, Stringy differential geometry, beyond
Riemann, Phys. Rev. D, 84 (2011) 044022.
[11] S. Kobayashi and K. Nomizu, Foundations of Differential Geometry, vol
I, Intersci. Publ., New York, 1963.
[12] Z.-J. Liu, A. Weinstein and P. Xu, Manin triples for Lie bialgebroids, J.
Diff. Geom., 45 (1997), 547-574.
[13] K. Mackenzie, General Theory of Lie Groupoids and Lie Algebroids,
Cambridge U. Press, Cambridge UK, 2005
[14] P. Molino, Riemannian foliations,Progress in Math., 73, Birkha¨user,
Boston, 1988.
[15] I. Vaisman, Cohomology and differential forms, M. Dekker, Inc., New
York, 1973.
[16] I. Vaisman,Transitive Courant Algebroids, Intern. J. of Math. and Math.
Sci., 2005:11 (2005), 1737-1758.
[17] I. Vaisman, Foliation-coupling Dirac structures, J. Geom. Phys., 56
(2006), 917-938.
[18] I. Vaisman, Reduction and submanifolds of generalized complex mani-
folds, Diff. Geom. Appl., 25 (2007), 147-166.
[19] I. Vaisman,Generalized CRF-structures, Geom. Dedicata, 133 (2008),
129-154.
[20] I. Vaisman, Foliated Lie and Courant algebroids, Mediterr. J. Math. 7
(2010), 415-444.
34
[21] I. Vaisman, A construction of Courant algebroids on foliated manifolds,
Bull. Math. Soc. Sci. Math. Roumanie, 53 (101), 2 (2010), 177-183 and
arXiv:1003.0286[math.DG].
[22] I. Vaisman, Dirac structures on generalized Riemannian manifolds,
arXiv:1105.5908[math.DG].
Department of Mathematics
University of Haifa, Israel
E-mail: vaisman@math.haifa.ac.il
35
