Abstract-Long propagation delays and low bit rates of the problem of hidden terminals and exposed terminalsarises underwater acoustic networks make these systems fundamentally in ad-hoc networks due to the lack of connectivity between different from the packet radio networks. As a consequence, certain nodes. many of the network protocols designed for radio channels are either not applicable, or have extremely low efficiency over A situation of a hidden terminal occurs when one station underwater acoustic channels. These facts necessitate a dedicated cannot sense one or more nodes that can interfere with its design of protocols for an underwater acoustic network.
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transmission. A situation of an exposed terminal occurs when A medium access control (MAC) protocol suitable for an a station delays transmission because of another overheard underwater acoustic network is proposed and analyzed. The transmission that would not collide with it. Figure 1 illustrates protocol is based on a channel access discipline called floor acquisition multiple access (FAMA) which combines both carrier a situation in which nodes A and C are hidden from each sensing (CS) and a dialogue between the source and receiver other. A situation of exposed terminals would occur if C were prior to data transmission. During the initial dialogue, control transmitting to D and B wanted to start a transmission to A. B packets are exchanged between the source node and the intended would listen to the channel and it would defer its transmission destination node to avoid multiple transmissions at the same Underwater acoustic (UWA) networks have many charac-B D teristics that make them different from packet radio networks. The major distinguishing characteristics of an underwater acoustic channel are its low bandwidth and long propagation delay caused by the low speed of sound [1] . A medium access Fig. 1 . Network with hidden terminals.
control (MAC) protocol allows the nodes in a network to share the common broadcast channel. The main task of a MAC
To solve the problems of CSMA, a handshake can be used protocol is to prevent simultaneous transmissions that lead prior to transmission of data packets. Karn [4] proposed a to packet collisions. Selection of a suitable MAC protocol protocol called MACA (Multiple Access Collision Avoidance). has a great impact on the system efficiency, and is especially When a node wants to transmit a packet, it sends an RTS important for channels with low quality and high latency, such (Request To Send) control packet addressed to the intended as the underwater acoustic channel.
receiver. This receiver terminal responds with a CTS (Clear Many MAC protocols have been proposed since the first To Send) control packet. This second packet warns all the Aloha [2] protocol. Carrier sensing multiple access (CSMA) nodes in its neighborhood (all those whose transmission could [3] and its variations have been widely used to prevent collide with the announced one) that a data packet is about to collisions between two or more stations transmitting at the be transmitted, and tells the source node that it has permission same time. These protocols require the stations to "listen" to start the transmission. A complete handshake is illustrated to the channel before starting to transmit to avoid possible in Figure 2 collisions with other ongoing transmissions. CSMA is efficient Bharghavan [5] suggested some modifications to the original when used in fully connected networks with propagation MACA protocol, which resulted in a new protocol called delays that are small compared to the packet duration. As MACAW (MACA-Wireless). The main features of this protothe delay increases, the efficiency is rapidly lost. In addition, col are an adaptive backoff algorithm and the inclusion of an packet (RTS, CTS, DATA or ACK) has to be transmitted at the Fullmer and Garcia-Luna-Aceves [6] identified the condi-beginning of one slot. The slot length has to be determined in a tions needed to ensure that data packets in a MACA scheme manner that ensures absence of data packet collisions. Namely, are sent without collisions. A collision in this protocol may it has to allow all the nodes to receive the information required, occurs due to different packet delays, e.g., when a terminal so that they will know whether transmitting at the beginning of has one neighbor very close and another very far. Figure 3 the following slot will interfere with an ongoing transmission. illustrates failure of the MACA protocol to ensure collision This can be achieved with a slot length of T + -y, where T avoidance. Node B is close to A and node C is hidden from is the maximum propagation delay and -' is the transmission it. We see how successful handshake between A and B can be time of a CTS packet. In this manner it is guaranteed that an completed before C can hear B's CTS, but the data packet is RTS or a CTS packet transmitted at the beginning of a slot is corrupted by C of the source node within the slot time. The destination node then sends a CTS packet at the beginning of the next slot. This packet is also received within the slot time by the source To overcome this problem, the carrier sensing capability, node and all the terminals in the range of the destination node. which had been disabled in MACA and MACAW, was re-When the source terminal has received the CTS it knows that covered, resulting in the protocol known as FAMA (Floor it has permission to transmit, so it waits until the beginning of Acquisition Multiple Access) . It was shown that using a the next slot and then starts sending the data packet. When the carrier sensing protocol, collision avoidance is guaranteed receiver has the entire data packet it sends an ACK packet to if the following conditions hold: a) RTS length should be indicate that the transmission has been successful. A successful greater than the maximum propagation delay, and b ) CTS handshake is illustrated in Figure 4 . length should be greater than the RTS length plus twice the As the FAMA protocol, slotted FAMA is based on carrier maximum propagation delay plus the hardware transmit-to-sensing. This means that terminals are constantly listening to receive transition time. These conditions are the basis of the the channel. Terminals stay in Idle state until they sense the FAMA protocol. carrier in the channel or until they have a packet ready to Although it ensures the absence of collisions in the channel, transmit. If a packet is ready to be transmitted at the beginning the length of control packets becomes excessive on an under-of a slot and no carrier has been detected, terminal sends an water acoustic channel. The required packet lengths depend RTS and waits two slots (current slot and the next one) to directly on the propagation time, which is very high in an receive a CTS packet. If no CTS is received during this time, underwater acoustic network (a second for 1.5 kin) This leads a collision is assumed and the terminal goes to Backoffc state to an unacceptable waste of energy.
for a random number of slots. After that, the RTS packet is To improve the circulation of packets through the network of view, packets involving remote transmissions should have and the fairness of the protocol, a transmission priority has priority to favor fairness of the protocol. been given to the nodes that have just received a packet.
III. THROUGHPUT ANALYSIS Usually, when a node hears a transmission it waits to prevent Let us assume the network layout shown in Figure 5 . In a collision and, after that, if it has a packet ready to transmit this figure, node wo has a total of N neighbors (in this case it goes to the Backoff state. This is done to avoid many nodes N=6, numbered 1 through 6 in the figure). Each of them sending an RTS packet at the same time after the end of a has Q neighbors which are hidden from wn (in the figure, transmission.
neighborhood of node 1 is shown, light gray nodes are hidden Now, after a node receives a packet, if it has any packet from wo, so Q=3). Each node has a packet ready to send ready to transmit, it will proceed to send the RTS without every 1/A seconds on the average (the arrivals follow a going to the Backoff state. Thus, packets that involve several Poisson distribution with average A packets per second, i.e. hops in the network will travel more smoothly through it. It exponentially distributed inter-arrival time). The packets are also aids nodes with a high number of incoming packets to distributed evenly among the neighbors, i.e. A/N directed to transmit these incoming packets to the next hop with higher each of the neighbor nodes. priority.
Throughput per node (S) can be defined as:
E. Trains of packets U
To increase the efficiency of the protocol, the use of trains
of packets is considered. Each station has a local queue (that where U is the average time while useful data is being sent, B we will suppose to be infinite) where it stores the packets is the average time while channel is being used (busy period) waiting to be sent. The priority is given to the oldest packet and I is the average time between two busy periods (Idle time Using this modification, one could also change the ARQ protocol acknowledging all the packets at the end of the train, as proposed by Morris in [7] . Then the transmitting node would only resend the erroneous packets. This would increase the efficiency of the protocol, but the main problem is that FAMA (and Slotted FAMA too) needs to set a maximum packet time (maximum transmission time of a DATA packet) Fig. 5 . Network layout. because this is the time that stations overhearing a CTS packet have to wait in order to avoid collisions with a concurrent Let us define Ps as the probability of success (no collisions) transmission. So the inclusion of DATA packets within a train on the channel. The probability of no collisions is the probhave to be acknowledged one at a time. The ACK/NACK ability that no neighbors transmit within a time slot used by a given node w. These transmissions can be the neighbors' In this situation, the deferral time equals T = Tdaa+Tslot and one of the light gray nodes has successfully sent an RTS The probability of hearing noise in the channel is: to node 1 during slot n-i, w's RTS and l's CTS will collide. The average idle time on the channel is:
Actually, this is a lower bound on the probability of no -1 collisions, since we are assuming that the RTS sent by a node (N + 1)A hidden from w has not collided and that a CTS will be sent.
Given the BER, the probability of error in a data packet Denoting by d the transmission time of DATA packet, the cotinn L bis asumn ineedn .ross average time during which useful data is sent from w is containing L bits, assuming independent errors, iS:obands obtained as
A busy period can be the time during which data is being N + 1 successfully sent (Tsuccess), a period of collisions on the Linking all the parts, we obtain the final result which is channel (Tfail), or the time during which we cannot transmit given in Equation (2) . This equation measures what we will due to transmissions from other nodes (Tdefer).
call Throughput per node defined as the fraction of time during The duration of a failed period is two slots (the slot in which which a certain node is transmitting correct data. This equation the RTS packet is sent, and the next slot spent in waiting for is valid for a static single-hop network.
the CTS that won't arrive). The probability that a given RTS was transmitted by w is 1 because all the N + 1 nodes The duration of a successful transmission is now RTS plus where it was.
CTS plus T, i.e., TTot = 2Tslot + T = 2Tslot + Tdata± +Tlot
The DATA packet size is set to 3000 bits, and all the other 1-P, Hence, control packets are 100 bits long. Bit rate is set to 1000 bits -tccess per second.
Since routing algorithm and network maintenance have not Deferral periods are those while w is deferring its transmis-been taken into consideration, some assumptions have to be sions because the channel has been acquired by another node made. The optimal routing path is chosen as the one with or because it has heard interference (collision) on the channel. the fewest number of hops. Since nodes are moving, network The first situation will occur when w overhears a CTS from maintenance information is assumed to be conveyed within the one of its neighbors. The second situation will occur when DATA packets. Hence, routing tables are updated every time there's a collision overheard by w. a node receives, or overhears, a DATA packet.
(N+ l)PsTTot +2Tsiot(l-Ps) + (Tdata +Tslot)(QLpj +N(1 -Ps))+ A (2) ______________ is achieved at a certain transmission range, around 2 km for the particular example considered. higher number of hops through the network, and lower con-delay.
nectivity. This means that for low transmission ranges many nodes can get disconnected from the network. A situation Another measure that was used to evaluate the performance of isolated nodes occurs when one or more pairs of nodes of the protocol is called RTS to DATA ratio. This is the ratio cannot be connected through any path. On the other hand, high between the RTS and DATA packets sent. This ratio gives us transmission ranges, although achieving a high connectivity a measure of the average number of RTS packets sent for each and a lower number of hops, will involve an increase of the DATA packet. It shows the degree of difficulty with which the traffic that a node hears, due to the increase in the number of nodes acquire the channel. Figure 9 (a) clearly shows how this neighbors that it has. An excessive connectivity will make it ratio increases with the transmission range. The increase in difficult to acquire the channel due to a large amount of RTS the number of neighbors makes the acquisition of the channel collisions. In Figure 7 the relation between the transmission more difficult. For low transmission ranges, the RTS/DATA range and the average number of neighboring nodes is plotted, ratio also increases due to the isolation of the nodes (nodes send RTS's that nobody hears). optimal transmission range which overcomes the problems of isolation (low transmission ranges) and excessive traffic (high transmission ranges). The throughput per node was previously defined as the In this paper, a new MAC protocol for UWA networks percentage of time that a single node is successfully trans-has been presented and studied. Slotted FAMA avoids DATA mitting data. Figure 8(a) shows that a maximum throughput packet collisions without requirements on the packet size. Simulation results show that for a given network topology, the transmission range can be chosen so as to maximize the network performance in terms of throughput and delay. Future work should concentrate on the development of algorithms for network maintenance and for updating the routing tables of the mobile nodes. Another point that the future work should address is the backoff algorithm. This first version of Slotted FAMA uses a simple backoff procedure. The use of adaptive backoff times (as used in MACAW) should be studied to provide a better performance of the protocol and to favor fairness, mainly in high traffic situations.
In long slot situations, the use of simultaneous bidirectional communications should be studied. This means that in situations where the propagation delay is high, transmitter and receiver could send a packet to each other simultaneously without leading to a collision. This could be used to acknowledge trains of packets, because they have to be acknowledged one by one.
Power control is another important issue that should be studied. We have shown the existence of optimal transmission power, which in practice must be achieved through adaptive power control.
The use of Slotted FAMA in radio networks could also be a research point, specially in networks where the propagation delays are not negligible.
