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ABSTRACT 
Let A(.)=(Uij(.)),x” be a real symmetric matrix-valued function of u E R”. Let 
A(u) be the greatest eigenvalue of A(u). We are concerned with the convexity of A(.) 
when A(. ) does not depend affrnely on u. 
Let A(*)=(aij(*)),,, be a real symmetric matrix-valued function of 
u E R”. We denote by A(u) the greatest eigenvalue of A(u). When dealing 
with the problem of minimizing A(. 1, which arises in practical applications 
(see [2-41 and the references therein), one is often led to study the convexity 
of A(. ) in order to verify whether a local solution is the global one. For this 
reason, we are interested in studying the convexity of A( *> in this paper. It is 
known that when A( * ) depends afhnely on the parameter u, A( * ) is a convex 
function of U. However, when A(. > is no longer an alline matrix-valued 
function, even though each component aij(-> is convex, one cannot get the 
convexity of A(* ) in general. This can be easily seen through the following 
example. 
EXAMPLE 1. Let 
‘l;’ with UER. 
LINEAR ALGEBRA AND ITS APPLlCATZONS 169:103-109 (1992) 
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We see that each component aij( -) is a convex function of u. A simple 
calculation gives 
A(u)=lu”-11 
Obviously, A( *> is not convex in the interval [ - 1, 11. 
In view of this example, it is natural to ask the following question: which 
conditions on A( 0) can ensure the convexity of A(. ) when A( * > is not affinely 
dependent on U? In the following, we shall study this question. On the basis 
of Rayleigh’s variational principle, we obtain two sufficient conditions under 
which A( * ) is convex. 
Some notation is in order. We denote by 1). 11 the Euclidean norm 
associated with the standard inner product ( . , . ) in R”. Given x = 
LX,,..., ~,)r E R”, x > 0 indicates that xi > 0 for i = 1,. . . , n. 
The following proposition gives a sufficient condition for A(. ) to be 
convex. 
PROPOSITION 1. Suppose that a,,(. ), fbr i = 1,. . . , n, are convex functions 
of u, and that aij(.), i f j, for i, j = l,...,n, are affine functions of u. Then 
A( a> is also a convex function of u. 
Proof. Given u 1, u 2 E R’“. Since aii( .) are convex, we have by defini- 
tion 
aii(plUI + Pz”2) =S PIaii(uI) + PZaiiCu2>> i = l,...,n, (I) 
where pi > 0, Pz >, 0, and Pi + & = 1. 
From the hypothesis we can write 
aij( u) = uT~ij + bij, ‘~ij E R”, bij E R, i# j, i,j=l ,...,n. 
Now, in view of Rayleigh’s quotient formulation of A(. I (see [l]), we have 
(2) 
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Therefore, 
i 
n 
AC&u1 +&A = ma Caij( Pl”l + PB”2)‘ixj 
IlXll=l i,j I 
where 
H, = C aij( PlUl + P2u2)XiXj. 
i#j 
Clearly, from (0, one has 
while 
Hz = C [ P~(u~cx~~ + bij)xixj + Pz(ui”ij + bij)Xixj] ’ 
i#j 
Hence 
HI + Hz G t Pluij( ul)XiXj + ? Psuij( uz)XiXj’ 
i,j=l i,j=l 
Then it follows that 
A(&% + P,%) = ,,‘;fa=x1 (Hl+ 4) 
x 
G P,A(u,) + &A47 
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COROLLARY. Zf A( * > depends a@dy on u, then A( * ) is a convex 
function of u . 
PROPOSITION 2. Assume that aii( * ), fbr i = 1, . . . , n, are convex functions 
ofu, andthataij(*),i#j,fmi,j=l ,..., n are nonnegative convex functions 
of u. Then A(. ) is also a convex function of u. 
Proof. Firstly, we show that A(u) can be expressed as 
A(u) = max((A(u)x,x)lr 20, llxll= 1). (3) 
Let 
F(u,x) =(A(u)x,x). 
Obviously, F(u, . ) is continuous with respect to x. Since the sphere R = 
(x E R”Illxll = 11 is compact, we deduce that, for each u, there exists at least 
one x’ E R depending on u such that 
A(u) =(A(u)x’,x?= F(u,r’). (4 
If x’ > 0, then (3) holds true. Otherwise, there exists at least one index i, 
between 1 and n for which 
xi0 < 0. (5) 
More precisely, we set 
Z,={ilxi<O,i=l,..., n), 
Z,={ilx:>O,i=l,..., n}. 
It is clear from (5) that the set I, is nonempty. We will construct a new point 
x* E R from x’ so that 
A(u) = F(u,x*) =(A(u)x*,x*) 
and 
x* > 0. 
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In fact, define 
x* = ( - x; if iEZ1, 1 Lx; if i E I,. 
We have immediately 
Ilx*ll = llx’ll = 1, 
indicating that x* E a. Moreover, x* > 0. 
From (4) we deduce that 
h(u) = 2 aij(u)x:x; 
i,j=l 
= ,gluii( u)x:” + c Uij( u>x:x; 
i#j 
= k uii(U)(X*)2+ c a,,(u)x:x;. 
i=l i#j 
We distinguish three cases. 
Case 1. For i E I,, j E I,, we have 
aij(u)x:x; = aij(u)x*x;. 
Case 2. When i E I,, j E I,, we get similarly 
uij(u)x;x; = uij(u)x*xj*. 
Case 3. i E I,, j E I,; or i E I,, j E I,. BY the hypothesis, we see that 
uij(u) > 0, from which 
uij(u)x;x; = - Uij( .)x*x; 
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A(u) < c a,,<u>x*x,* 
i,j=l 
= F(u,x*) 
=G A(u), 
leading to the conclusion 
h(u) =(A(u)x*,x*) 
Consequently, (3) holds true. 
Now, for any ur,ua E R”’ and any /?r > 0, p2 > 0 satisfying p, + pz = 1, 
we have by the convexity of all the uij(.) 
=max 
( 
2 aij(p rU1 + P2”2)xixjJx 2 O, llrll = l 
i,j=l 1 
Qmax P, 
i 
k aij(ul)xixj + pti ;luij(u2)xixjlx 2 0, llxll= 1 
i.j=l 
=G Plh(ul) + PzA(u,). 
The proof is now complete. n 
Note that the matrix A(u) in Example 1 does not satisfy either the 
hypotheses of Proposition 1 or those of Proposition 2. However, in the 
interval where u2 - 1 is positive, i.e. 1~12 1, A(.) is indeed a convex 
function, thus illustrating Proposition 2. 
From the two propositions mentioned above, one observes that the 
convexity of ujj( *) is required to ensure that of A(.). Therefore, one might 
think that the convexity of uij( .) should be necessary for A( -) to be convex. 
However, it turns out that this is not always the case. Let us consider the 
following example. 
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EXAMPLE 2. Let 
A(u)=(~:~ f) with UER. 
A(u) is then given by 
A(u) = 
2~+1+(1+4u~)~‘~ 
2 
One checks easily that the second derivative of A( - ) is always nonnegative. 
Hence, A(. ) is convex. However, azl(. ) is not convex. 
Before closing this paper, we present the following conjecture suggested 
by A. Seeger. A similar one has been proposed concerning the convexity of 
sums of singular values of rectangular matrices in [5], also by A. Seeger. 
CONJECTURE. Suppose that a,,( a), for i = 1,. . . , n, are convex functions 
of u, and that laij(-)l, i#j, for i,j=l,...,n, are convex functions of IL. 
Then A(. ) is a convex function of u. 
The author is deeply indebted to Professor J.-B. Hiriart-Urruty, who 
suggested this study and prozjided helpful advice and constant encouragement 
for carrying it out. The author also thanks Professor A. Seeger for his 
comments. 
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