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This paper presents a novel approach to compute DCT-I, DCT-III, and DCT-IV. By using a modular mapping and truncating,
DCTs are approximated by linear sums of discrete moments computed fast only through additions. This enables us to use compu-
tational techniques developed for computing moments to compute DCTs eﬃciently. We demonstrate this by applying our earlier
systolic solution to this problem. The method can also be applied to multidimensional DCTs as well as their inverses.
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1. INTRODUCTION
Discrete cosine transforms (DCTs) are widely used in speech
coding and image compression. They resemble Karhunen-
Loeve transform for first-order Markov stationary random
data and are classified into four groups [1]. Finding fast
computational algorithms for DCTs has been a rather ac-
tive subject [2, 3, 4, 5, 6]. These methods all tried to re-
duce the amount of multiplications. It is very important
to low-power implementations of DCTs on mobile devices
that no floating multiplications or less multiplications are
needed. At the same time, the parallel hardware methods
also have been developed for designing fast DCT processors
[7, 8, 9, 10, 11, 12, 13, 14, 15]. Among them the systolic ar-
ray methods have been given more attentions due to their
easy VLSI implementation [7, 8, 9, 10, 11, 12]. Chang and
Wang [7] proposed a systolic array approach that only used
log2N multipliers for N-point DCT (i.e., N transform sam-
ples). It is superior to other systolic array approaches used
N or more multipliers [8, 9, 10, 11, 12]. Its disadvantage is
that N should be a power of two. This limits the applica-
tion of the method. We proposed a novel approach to DCT-
II [16], which exploited the idea of moment-based all-adder
approximation of DCT-II. It could be implemented by both
software and systolic array and could be applied to any size
N-point DCT-II. There are only O(log2N/ log2 log2N) mul-
tipliers in the systolic arrays. Now we extend our method to
DCT-I, DCT-III, and DCT-IV.
In this paper, first the relationship between DCTs and
discrete moments is set up and then a moment-based algo-
rithm and a systolic array to perform DCT-III are presented,
followed by a complexity analysis. Finally our conclusion is
given.
2. RELATIONSHIP BETWEEN DCTs AND
DISCRETEMOMENTS
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We transform (1) to look for a new method to compute
it. For each pair of k and n, 0 ≤ k, n ≤ N − 1, by using
the properties of cosine functions, there exists an integer i,






or − cos iπ
2N
. (3)
Define C(k, i) and c(k, i) by
C(k, i) =
{









n | cos π(2k + 1)n
2N
= − cos iπ
2N













anx(n) if C(k, i)∪ c(k, i) =φ,
0 otherwise.
(5)



















, 0 ≤ k ≤ N − 1.
(6)






















This follows immediately by applying the theorem of ex-
tended law [17] of the mean to cos (πi/2N), where Ri is the
Taylor remainder term in the form of Lagrange. Substituting
(7) into (6) yields













































(ξi + (2p + 1)π/2)(πi/2N)2p+1
(2p + 1)!
,





If Rk,p is ignored, we have
X(k) = xk,0 +
p∑
r=0
armk,2r , 0 ≤ k ≤ N − 1. (11)
The absolute value of the error introduced by overlooking


























From (12), it is clear that Rk,p converges to zero rapidly and
uniformly. For example, for max |x(n)| ≤ 256, (0 ≤ n ≤
N − 1), N ≤ 2048, p = 9, |Rk,p| ≤ 7.17 × 10−10. This er-
ror can satisfy the accuracy requirement of most applications
by computing only ten terms. When deciding the value of p,
we should compromise between computation accuracy and
complexity [18]. Furthermore, we can prove that the least
upper bound of p is not more than O(log2N/ log2 log2N) as
N tends to infinity [16, 19].
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or − cos iπ
N
,
0 ≤ i ≤ N − 1, 0 ≤ n, k ≤ N − 1.
(15)
For every pair of k and i (i = 0, 1, 2, . . . ,N − 1, k =
0, 1, 2, . . . ,N − 1), define C(k, i) and c(k, i) by
C(k, i) =
{









n | cos knπ
N
= − cos iπ
N















ckanx( j) if C(k, i)∪c(k, i) =φ,
0 otherwise.
(17)







, 0 ≤ k ≤ N − 1. (18)





(2k + 1)(2n + 1)
4N

















, 0 ≤ i ≤ N , 0 ≤ n, k ≤ N − 1.
(20)
For every pair of k and i (i = 0, 1, . . . ,N , k = 0, 1, . . . ,N − 1),
define S(k, i), s(k, i), C(k, i), c(k, i) by
S(k, i) =
{









n | cos (2k + 1)(2n + 1)π
4N
= − sin iπ
4N














n | cos (2k + 1)(2n + 1)π
4N
= − cos iπ
4N








































, 0 ≤ k ≤ N − 1.
(23)
Equations (18) and (23) can be transformed into the same
forms of (11) as (6). In other words, other two forms of DCT
could also be computed through computation of moments.
They have the same error levels and the same convergence
features. The discussions in the following sections only con-
cern DCT-III, but they are also applicable to the others.
Equations (11) are the formulas of the relationship be-
tween DCTs and discrete moments. According to it, the
computation of X(k) requires the generation of the 2pth-
order moments of the transformed data sequence xk,i, fol-
lowed by computing the dot product between this and a con-
stant vector (ar) and an addition with xk,0. The eﬃciency
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Figure 1: The p-network.
of the procedure largely depends on the eﬃciency in de-
riving the moments. Some approaches to moments of fast
computation that involve just additions have been presented
[20, 21, 22, 23].
3. ALGORITHMS FOR COMPUTING 1DMOMENTS
We defined the p-network in [20, 21]. The p-network
shown in Figure 1 represents a map of transforming the vec-
tor (1, x, x2, . . . , xp−1, xp) into (1, (1 + x), (1 + x)2, . . . , (1 +
x)p−1, (1 + x)p). It is denoted by Fp, that is,
Fp
(
1, x, x2, . . . , xp−1, xp
)
= (1, (1 + x), (1 + x)2, . . . , (1 + x)p−1, (1 + x)p). (24)
The equations below follow immediately:
Fp(1, 1, 1, . . . , 1, 1) =
(
1, 2, 4, . . . , 2p−1, 2p
)
,
Fp(a, a, a, . . . , a, a) =
(




The equations below can then be verified by inputting
data into the p-network:
Fp
(
a, ax, ax2, . . . , axp−1, axp
)
= (a, a(1 + x), a(1 + x)2, . . . , a(1 + x)p−1, a(1 + x)p), (26)
Fp(a + b, a + b, a + b, . . . , a + b, a + b)














1, (1 + x), (1 + x)2, . . . , (1 + x)p−1, (1 + x)p
)
= (1, (2 + x), (2 + x)2, . . . , (2 + x)p−2, (2 + x)p)
(28)








. . . Fp
(




= (1, (n− 1 + x), (n− 1 + x)2, . . . ,
(n− 1 + x)p−2, (n− 1 + x)p).
(29)
By substitution,
Fn−1p (1, 1, 1, . . . , 1, 1)
= Fp
(
. . . Fp(1, 1, 1, . . . , 1, 1) . . .
)
= (1,n,n2, . . . ,np−2,np),
Fn−1p (a, a, a, . . . , a, a) =
(




Let ai = (ai, ai, ai, . . . , ai), i = 1, 2, 3, . . . ,n, and ai is a




























































































For emphasis, (32) is rewritten as
Momentp
(









































Equation (32) can be proved by mathematical induction.
These components of the resultant vector are known as 1D
moments. To compute these 1D moments, Fp is used (n− 1)
times in the iteration procedure except for the (n − 1) ad-
ditions of (p + 1)-dimensional vectors. As Fp only involves
p(p + 1)/2 additions, Momentp only requires (n − 1)p(p +
1)/2 + (n − 1)(p + 1) = (p + 1)(p + 2)(n − 1)/2 additions.
The algorithm for computing 1D moments is summarized
in Algorithm 1.
Subroutine Momentp(an, an−1, an−2, . . . , a2, a1)
Input initial p, a1, a2, a3, . . . , an−1, an
Moment = an
for i = 1 to n− 1
Perform Fp(Moment)
Moment = Fp(Moment) + an−i
end for
Algorithm 1: The algorithm for computing 1D moments.
Input initial p, N , x(0), x(1), . . . , x(N − 1)
Perform preprocessing
for k = 0 to N − 1
Compute Moment2p(xk,N−1, xk,N−2, . . . , xk,1)
X(k) = 0
for r = 0 to p
X(k) = X(k) + armk,2r
end for
X(k) = X(k) + xk,0
end for
Algorithm 2: The algorithm for computing X(k).
4. ALGORITHMS FOR COMPUTING 1D DCT-III
From Section 2, our fast discrete cosine transform includes
three steps:
(1) computing xk,i (i = 0, 1, 2, . . . ,N − 1; k = 0, 1, 2, . . . ,
N − 1) and ar (r = 0, 1, 2, . . . , p);
(2) computingmk,2r (r = 0, 1, 2, . . . , p; k = 0, 1, 2, . . . ,N −
1);
(3) computing X(k) (k = 0, 1, 2, . . . ,N − 1).
Step (1) constitutes a preprocessing step. The algorithm
of computing X(k) can be described in Algorithm 2.
Next we analyze the complexity of the algorithm. In pre-
processing, the computation of ar and the index set C(k, i)
and c(k, i) can be performed once and for all after N and
p are given. In a real-time system, these values can be pre-
computed and reused. The computation of xk,i is bounded by
N(N − 1) additions/subtractions and 2N multiplications (in
fact, the number of addition/subtraction required is much





2(±x(1)±x(2)±· · ·±x(N−1))/√N). Comput-
ing Momentp N times requires (2p + 1)(2p + 2)(N − 2)N/2
additions. Finally computing X(k) (k = 0, 1, 2, . . . ,N−1) in-
volves (p + 1)N additions and pN multiplications (a0 = 1,
there is no multiplication when computing a0mk,0). So there
are altogether fewer than N(N − 1) + (2p + 1)(2p + 2)(N −
2)N/2 + (p + 1)N additions/subtractions and (p + 2)N mul-
tiplications in the algorithms.
5. SYSTOLIC ARRAY FOR COMPUTING 1D DCT-III
The systolic array for fast DCT is shown in Figure 2. The sys-
tem is constructed by inserting pmultipliers and p+1 adders
into the array for computing 1D moments constituting con-
catenation of N − 1 2p-networks [20] and by supplement-
ing N − 1 preprocessor arrays constituting a special array to
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XN−1,N−1 · · ·X1,N−1 X0,N−1
[2p] [2p − 1] [2p − 2] [1]
XN−1,N−2 · · ·X1,N−2X0,N−2 [2p − 1]
[2p] [2p − 1] [2p − 2] [1]
x(N − 1) · · · x(1)x(0)
Preprocessor arrays
XN−1,2 · · ·X1,2 X0,2
[(n− 3)(2p + 1)− (n− 2)]
[2p] [2p − 1] [2p − 2] [1]
XN−1,1 · · ·X1,1 X0,1
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XN−1,0 · · ·X1,0 X0,0
[(n− 2)(2p + 1)− (n− 1) + 1]




Figure 2: The systolic array for 1D DCT-III.
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Table 1: Comparison of some systolic arrays for N-point DCT.
Operator types Y.-T. Chang [7] Totzek [8] Cho [9] L.-W. Chang [10] Wang [11] Proposed





Number of adders 3 log2N N 4(N+1) 2N 2N




implement xk,i (i, k = 0, 1, . . . ,N − 1) [16]. The numbers in
the square brackets in Figure 2 denote time delays to keep op-
eration synchronization. The data are input into and output
from the array every clock cycle. So the total execution time
of the computing procedure is equal to
N + (2p + 1)(N − 1) + 2 +N − 1 = (2p + 3)N − 2p (34)
clock cycles. In the above equation, N is for preprocessing,
the term (2p + 1)(N − 1) for computing moments, 2 for the
dot product, and finally N − 1 for collecting all X(k) (k =
1, 2, . . . ,N − 1).
A special linear array to implement xk,i (i, k = 0, 1, . . . ,
N − 1) is designed as a preprocessor. Each original element
x(r) is tagged with a rank i (if r ∈ C(k, i) or c(k, i)) and an
operated sign (+, if r ∈ C(k, i); −, otherwise), before it is
sent into the array. These are sent into the linear array one
element at a time. An element percolates from left to right
until it reaches a cell in the array whose position is identical
to its rank. When this happens, the value is accumulated in
that cell (+,⇒ addition; −,⇒ subtraction). A cell in a linear
array contains an adder/subtractor only if the corresponding
partition Ck,i ∪ ck,i has a size greater than 1.
The systolic arrays possess perfect properties of modu-
larity, regularity, and scalability so that the size of the systolic
array can be reduced flexibly to meet practical requirements.
For example, when N is rather large, the systolic array can be
composed by only one 2p-network that produces moments
[20], p multipliers and adder-latches. The preprocessing of
data could be done by software or other processors. So there
are altogether 2p2 +2p+1 adder-latches and pmultipliers in
the systolic array. For most practical cases (N ≤ 250), p can
get value of 11, so only 265 adder-latches and 11 multipliers
are needed in the array.
A comparison of the proposed array with other systolic
arrays described in [7, 8, 9, 10, 11] is shown in Table 1.
The table lists the numbers of multipliers and adders used
in the methods. It shows clearly our method and Chang’s
[7] require much fewer multipliers and adders than others,
but Chang’s method is suitable just for N of a power of
two. When N is larger than 211, Chang’s array should use
more multipliers than ours. However, in most practical cases
(N ≤ 250), ours uses more adders than Chang’s.
Due to the separability of the DCT kernel, the 2D DCT-
I, DCT-III, and DCT-IV can be computed using the row-
column method. The algorithm computes a 2D DCT by tak-
ing 1D DCT rowwise and columnwise. The algorithms and
the systolic arrays described above can be applied to 2D
DCTs. The total execution time of the computing 2D DCT
using the systolic array is 2N2+2(p+1)N(2p−1) clock cycles
[16]. The method can also be extended to multidimensional
DCT (more than two dimensions). The higher the dimen-
sion, the more obvious the advantages of the method are. It is
provable by mathematical induction that the execution time
of the systolic array is O(Nk) for kD (k ≥ 2) DCTs.
The approach is also applicable to DCTs inverse.
6. CONCLUSION
We have been able to establish for the first time the link
between fast algorithms for DCTs and moments compu-
tations. Such novel approach enabled the computation of
DCT-I, DCT-III, and DCT-IV more eﬃciently. By using a
modular mapping, DCTs can be approximated by linear
sums of discrete moments, and earlier computational ef-
ficient techniques developed for computing moments can
hence be used to compute DCTs. The new method has sev-
eral noteworthy advantages. Most of multiplications for the
transform are replaced by simple additions, and trigono-
metric functions implemented by simple polynomial func-
tions. The amount of multiplication for DCTs using our
new method is O(N log2N/ log2 log2N) and is superior to
that of O(N log2N) needed in conventional fast cosine trans-
forms. Furthermore, the algorithm can be directly realized
in the form of a systolic array consisting of only latches,
adder-latches and a few multipliers for real-time appli-
cations. This new method can be easily extended to the
computation of multidimensional DCTs and their inverses.
The computational complexity for k-dimensional DCTs is
O(nk). The execution time of the systolic array is only
O(N log2N/ log2 log2N) for 1-dimensional DCTs andO(N
k)
for k-dimensional DCTs (k ≥ 2). The issues of convergence
and errors of the new approach have also been critically ex-
amined in this paper.
With the evolution of electronic technology, it is or will
soon be viable to implement discrete transforms directly in
chips or embedded systems. Our solution strategy is to de-
velop cost-eﬀective designs for discrete moment computa-
tion as a basic building block implementable in both hard-
ware [14] and software means. Then these building blocks
can be extended to produce other useful discrete transforms
for various applications.
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