This paper introduces ~okeanos, an Iaas platform aiming to deliver advanced computing and storage services to the Greek research and academic community. ~okeanos builds on diverse opensource technologies (Linux/KVM, Google Ganeti, RabbitMQ, Python/Django, Ceph/RADOS) and combines them with custom orchestration software to enable quick, easy and secure access to virtualized resources. Users may build and manage their own isolated, virtual infrastructure inside GRNET's datacenters, using ~okeanos-provided components over a simple, elegant Web UI: Virtual Machines, Virtual Networks (public IPv4/IPv6 and isolated private Ethernets), and Virtual Disks (which may be attached/detached and cloned from existing Images). The paper focuses on the rationale behind ~okeanos, presents current and upcoming features, and discusses its key architectural decisions.
Introduction
This paper presents the design of ~okeanos [1] , an IaaS cloud offering virtualized compute and storage resources. It is developed by GRNET, the Greek Research and Technology Network, to be offered to the Greek Research and Academic community. The software powering ~okeanos [2] is available via opensource licenses. ~okeanos offers to its users access to Virtual Machines, Virtual Ethernets, Virtual Disks, and Virtual Firewalls, over a simple webbased UI. It was conceived for easy and secure access to GRNET's datacenters, focusing on user friendliness and simplicity, while being able to scale up to the thousands (of Virtual Machines, users, terabytes of storage).
Service description
The goal of the ~okeanos project is to deliver production-quality IaaS to GRNET's direct and indirect customers, IT departments of connected institutions and students/researchers respectively. GRNET operates a working alpha version since July 2011; the alpha offering as of August 2012 comprises ~1300 VMs and ~940 users. The operation of the VMs and the software they run is the responsibility of their owners, as with all Infrastructure-as-a-Service clouds. Based on user feedback the VMs are used for a variety of purposes, including network-facing services (Web servers, FTP and file servers, code repositories), long-running computational workloads (HPC workloads, parallel computing with MPI), deployment of experimental distributed applications for research in distributed systems, and virtual lab environments for education.
The ~okeanos service is a jigsaw puzzle of many pieces:
 Compute/Network Service (codename: cyclades)  File Storage Service (codename: pithos+)  Identity Management (codename: astakos)  Image Registry (codename: plankton)  Billing Service (codename: aquarium)  Volume Storage Service (codename: archipelago) which are combined with a number of activities (monitoring, issue handling, helpdesk operations) to deliver the end-user experience. It goes beyond commercial IaaS providers in several ways: Amazon EC2, and comparable commercial offerings, are not an end-user service, while ~okeanos is designed to be used by people with little computer experience. At the same time it aims to meet the needs of advanced users in technical departments by offering persistent, long-term servers with custom networking capabilities.
The software underlying ~okeanos, called Synnefo, is custom cloud management software. It encompasses a number of distinct components, all sharing a single installation and configuration mechanism, to streamline operations. Very early within the project, we made the For the actual storage of blocks we are currently experimenting with RADOS [6] , the distributed object store underlying the Ceph parallel filesystem, to solve the problem of reliable, fault-tolerant object storage through replication on multiple storage nodes. Archipelago itself is agnostic to the actual block storage backend.
Pithos+: File Storage Service
Pithos+ is GRNET's file storage service. It is an implementation of the OpenStack Object Storage API in Python and Django. At the backend, every file is stored as a collection of content-addressable blocks; Using content-based addressing for blocks brings deduplication (identical blocks of distinct files are stored only once) and efficient synchronization; a client may identify the parts of files which have changed either locally or remotely, and upload or download only the modified parts. Pithos+ comes with a full set of Web-based, command-line and native clients, all making calls to the same API.
Pithos+ is an integral part of ~okeanos: Both system Images and custom, user-provided Images are files on Pithos+ and are registered with Plankton to become available for VM creation. Our goal is for Pithos+ to share the same storage backend with Archipelago, as described in greater detail in Section 4.
Plankton: Image Registry
Plankton is the Image Registry for ~okeanos. It is implemented as a very thin layer on top of Pithos+; every Image on Plankton is a file on a Pithos+ backend with special metadata. At the frontend, Plankton implements the OpenStack Glance API; at the backend it queries an existing Pithos+ backend. Our current production service runs Plankton and Pithos+ on a single, unified backend: users may synchronize their Images with ~okeanos using the Pithos+ clients, then register them with Plankton, with zero data movement.
Astakos: Identity Management
Astakos is the identity management service for ~okeanos; it provides the single point of authentication and authorization for the two user-visible ~okeanos services, Cyclades and Pithos+, enabling ~okeanos users to register, login, and handle platform-wide authentication tokens.
Astakos has been designed to support several distinct identity providers at the backend. Currently, it supports local user accounts, Twitter-based authentication, and federated authentication via Shibboleth.
Aquarium: Billing Service
Aquarium is the common accounting and billing substrate for ~okeanos, currently under development. It receives events from Cyclades, Pithos+, and Astakos, keeping track of resource usage by individual users and billing them in credits. In subsequent deployments of the ~okeanos service, Aquarium will be used to enable a policy of fair resource sharing among 
