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Abstract
Many recommender systems suffer from the popularity bias
problem: popular items are being recommended frequently
while less popular, niche products, are recommended rarely
if not at all. However, those ignored products are exactly the
products that businesses need to find customers for and their
recommendations would be more beneficial. In this paper, we
examine an item weighting approach to improve long-tail rec-
ommendation. Our approach works as a simple yet powerful
add-on to existing recommendation algorithms for making a
tunable trade-off between accuracy and long-tail coverage.
Introduction
Recommender systems have an important role in e-
commerce and information sites, helping users find new
items. One obstacle to effectiveness of recommenders is in
the problem of popularity bias: collaborative filtering rec-
ommenders typically emphasize popular items (those with
more ratings) much more than other “long-tail” items (Park
and Tuzhilin 2008). Although popular items are often good
recommendations, they are also likely to be well-known, so
delivering only on popular items will not enhance new item
discovery.
Figure 1 illustrates the long-tail phenomenon in the well-
known MovieLens 1M dataset (Harper and Konstan 2015).
The y axis represents the number of ratings per item and the
x axis shows the product rank. The first vertical line sepa-
rates the top 20% of items by popularity – these items cu-
mulatively have many more ratings than the 80% tail items
to the right. These “short head” items are the very popular
blockbuster movies that garner much more viewer attention.
Similar distributions can be found in books, music, and other
consumer taste domains.
The second vertical line divides the tail of the distribu-
tion into two parts. The first part we call the long tail: these
items are accessible to collaborative recommendation, even
though recommendation algorithms often do not produce
them. Beyond this point, items receive so few ratings that
meaningful cross-user comparison of their ratings becomes
noisy and unreliable. For these items, the distant tail or cold-
start items, content-based and hybrid recommendation tech-
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Figure 1: The long-tail of item popularity.
niques must be employed. Our work in this paper is con-
cerned with collaborative recommendation and therefore fo-
cuses on the long tail.
Long-tail recommendation can be understood as an ex-
ample of a more general phenomenon of non-uniform item
preference within a recommender system. The system may
have preferences over the items in the catalog and as a result,
may have the goal of promoting certain items and demoting
others. Recommendation approaches that are sensitive to the
value of items (or users) to the systems are known as value-
aware recommendation (Amatriain and Basilico 2016).
We present a general and flexible framework for value-
aware recommendation and, in particular, long-tail recom-
mendation built on the top of the standard recommenda-
tion algorithms. When applied to long-tail items, this ap-
proach enables the system designer to tune the application
to achieve a particular trade-off between accuracy and the
inclusion of long-tail items. However, the framework is suf-
ficiently general that it can be used to control recommenda-
tion bias for or against any group of items.
Related Work
Recommending serendipitous items from the long tail is
generally considered to be a key function of recommen-
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dation (Shani and Gunawardana 2011; Anderson 2006), as
these are items that users are less likely to know about. Bryn-
jolfsson and his colleagues showed that 30-40% of Amazon
book sales are represented by titles that would not normally
be found in brick-and-mortar stores (Brynjolfsson, Hu, and
Smith 2006). Access to long-tail items is therefore a strong
driver for e-commerce growth.
Long-tail items are also important for generating a fuller
understanding of users’ preferences. Systems that use active
learning to explore each user’s profile will typically need to
present more long tail items because these are the ones that
the user is less likely to have rated, and where user’s pref-
erences are more likely to be diverse (Nguyen et al. 2014;
Resnick et al. 2013; Abdollahpouri and Essinger 2017).
Finally, long-tail recommendation can also be understood
as a social good. A market that suffers from popularity bias
will lack opportunities to discover more obscure products
and will be, by definition, dominated by a few large brands
or well-known artists (Celma and Cano 2008). Such a mar-
ket will be more homogeneous and offer fewer opportunities
for innovation and creativity.
The idea of the long-tail of item popularity and its im-
pact on recommendation quality has been explored by some
researchers (Brynjolfsson, Hu, and Smith 2006; Park and
Tuzhilin 2008). In those works, authors tried to improve the
performance of the recommender system in terms of accu-
racy and precision, given the long-tail in the ratings. Our
work, instead, focuses on reducing popularity bias and bal-
ancing the presentation of items across the popularity distri-
bution.
There are also some works that try to improve long
tail recommendations such as (Abdollahpouri, Burke, and
Mobasher 2017a) where authors use regularization on the
top of a learning-to-rank algorithm to balance the propor-
tion of long-tail and short-head items in the list. That work
had two key limitations that are avoided in this work. First,
the distinction between long-tail and short-head items was a
hard binary distinction, whereas in this work, we use a grad-
uated, weighted approach to the long-tail preference. Sec-
ond, the regularization approach is restricted to factoriza-
tion models where the long-tail preference can be encoded
in terms of the latent factors. Because our approach involves
post-processing the recommendation output, it can be ap-
plied to any collaborative recommendation algorithm.
System-level preferences
In some situations, we need to incorporate system concerns
about the products and users into the recommendation gen-
eration. For instance, the system might want to promote cer-
tain products more often than the others for a variety of rea-
sons such as profitability, fairness and other financial or non-
financial purposes (Azaria et al. 2013; Burke et al. 2016).
Moreover, the system might want certain products to be rec-
ommended more often to certain users. For example, some
users might have premium membership in the system and
the system might give higher priorities to those users. What
matters here is, for any reason, the system might prefer the
recommendation of some items over others. Current recom-
mendation algorithms, in their existing form, cannot handle
this type of concerns directly and often businesses have to
apply extra processing to recommender system outputs to
get the desired results. In other words, there is no consistent
and standard way to handle extra system level preferences.
Figure 2: Item preference vector W along with the user rat-
ing preference matrix R
Item weighting
Item weighting is a simple yet extendable approach that
can be used with any recommendation algorithm to han-
dle variety of different system level preferences. The idea
of item weighting is to systematically incorporate system
preferences over different items and try to generate the rec-
ommendations by taking into account both user and system
preferences. In addition to a matrix of ratings preferences
R in which each entry is represented as rui, denoting the
rating given by user u to item i, we define an extra vector,
W in which the system’s preferences over different items
are expressed. See Figure 2. That is, each entry wi in vector
W represents the preference level of the system towards the
corresponding item.
We apply this idea to long-tail promotion, which is an ex-
ample of such a system-level preference. For this purpose,
we need a weighting scheme that gives higher weight to
long-tail items and lesser weight to the popular items, to
counterbalance the bias that their popularity induces. Our
choice for the wi values in this paper is as follows:
wi =
1
log(ρ(i))
(1)
where ρ(i) denotes the number of times that item i has been
rated. The log function in the denominator limits the range
of this value so that popular items are not highly penalized.
In future work, we plan to explore other related weighting
functions.
Value-aware ranking score
In some formulations of the recommendation problem, the
task is to predict the rating that a user would provide to
previously unseen items. If the desired output for a recom-
mender system is a ranked list of items for each user, pre-
dicted ratings can be used to sort and select to create such a
list. However, predicted ratings are not necessary for ranking
and in this work, we aim instead to produce a ranking score
that incorporates both the predicted rating and the system
preference.
Let rˆui be the predicted rating for a user-item pair from
some recommendation algorithm. Then the value-aware
ranking score for that pair would be:
Υui = (1− α)rˆui + αwi (2)
where α is the adjusting weight that controls the level of im-
portance of each of the two parts in Equation 2. Smaller val-
ues for α mean more weight for user’s interest as expressed
in the user profile and higher values for α shift the balance
towards the system’s preferences as expressed in theW vec-
tor.
The rˆui values can be calculated using any standard col-
laborative filtering algorithms such as matrix factorization,
user-based or item-based KNN etc. (Su and Khoshgoftaar
2009). It could also be the ranking score calculated by learn-
ing to rank algorithms for any given user and item where
higher scores correspond to items on the top of the list (Pes-
siot et al. 2007).
Once Υui is calculated for each pair, the top-k items are
selected to be recommended to user u. The logic behind this
formulation is, since the predicted scores are the combina-
tion of both system-level and user-level preferences, the fi-
nal recommendations give higher utility to the system, given
that α is set to an appropriate value.
Evaluation
As we discussed above, the system, for any reason, might
prefer to promote certain items more often than others. We
denoted that preference as a 1×N vector representing pref-
erence values of system over any of the items. Since we are
interested in incorporating extra concerns in our recommen-
dations (in this case promoting long tail products), the stan-
dard evaluation metrics such as precision etc. are not able to
capture that aspect of performance as they are designed to
capture the accuracy of the recommendations. Therefore, in
this paper, we define two extra metrics that are able to cap-
ture the success of a recommender system in terms of long-
tail promotion. The first metric is called Recommendations
Popularity (RP) which is the average total number of times
each of the recommended items were rated in the training
set and is defined as follows:
RP =
∑
u∈Ut
∑
i∈L(u) ρ(i)
|Ut| ×K (3)
where |Ut| is the number of users in the test set and ρ(i)
denotes the number of times that item i has been rated in
the train set. K is the length of the recommendation list (in
our experiments it is 10) and L(u) is the recommendation
list for user u. RP shows, on average, how popular the rec-
ommended items are. Lower values for RP represent better
long-tail promotion. A different but related metric of suc-
cess is the Average Percentage of Long-tail items (APL) in
the recommendation lists, which we define as follows:
APL =
1
|Ut|
∑
u∈Ut
|{i, i ∈ (L(u) ∩ Φ)}|
|L(u)| (4)
where Φ is the set of long-tail items (i.e. items which are be-
tween the two vertical lines in Figure 1). This measure tells
us on average what percentage of items in users’ recommen-
dation lists belongs to the long-tail set.
A third measure of interest in long-tail recommendation
is long-tail coverage. To understand the importance of this
measure, consider a recommender that selected a particu-
lar small set of long-tail items and included them in every
recommendation list. This recommender might have good
scores on the RP and APL metrics, but it is not achieving
the goal of exposing a variety of long tail items to users.
Long-tail catalog coverage measures the fraction of unique
long tail items across the entire set of recommendation lists
for all users relative to the long-tail set. More formally,LCC
is defined as:
LCC =
|(⋃u∈Ut Lu) ∩ Φ|
|Φ| (5)
We also evaluate the accuracy of the recommendations us-
ing precision@10.
Methodology
We used two data sets in our experiments. The first is the
well-known Movielens 1M data set that contains 1,000,209
anonymous ratings of approximately 3,900 movies made
by 6,040 MovieLens users who joined MovieLens in
2000 (Harper and Konstan 2015). The second data set is the
Epinions data set, which is gathered from a consumers opin-
ion site where users can review items (such as cars, books,
movies, and software) and assign them numeric ratings in
the range 1 (min) to 5 (max) (Massa and Avesani 2007). This
data set has total number of 664,824 ratings given by 40,163
users to 139,736 items. In Movielens, each user has a mini-
mum of 20 ratings but in Epinions, there are many users with
only a single rated item.
Following the example of (Abdollahpouri, Burke, and
Mobasher 2017a), we removed users who had fewer than
30 ratings, as these users are unlikely to have long-tail items
in their profiles. The retained users were those likely to have
rated enough long-tail items so that our objective could be
evaluated in a train / test scenario. We also removed distant
long-tail items from each data set, using a limit of 30 rat-
ings. This has a very significant impact on the data set, as
there is a huge distant part of the tail containing many cold-
start products with only one rating.
After the removal of short-profile users and distant long
tail items, the Movielens data set has 5,289 users who rated
2,836 movies with a total number of 972,471 ratings, a re-
duction of about 3%. Applying the same criteria to the Epin-
ions data set decreases the data to 157,887 ratings given by
5,383 users to 3,423 items, a reduction of more than 75%.
We used Librec (Guo et al. 2015), an open source Java
framework for recommender system implementation, modi-
fied by the inclusion of our item weighting framework. We
used a random split of 80% of the data for training and the
remaining 20% for testing. For each user in the test set, we
recommended a list of 10 items using four different algo-
rithms: Bayesian Personalized Ranking (BPR) (Rendle et
al. 2009), Alternating Least Squares for personalized rank-
ing (ALS) (Taka´cs and Tikk 2012), and two simple baseline
algorithms called most popular recommendation (Pop) and
random guess recommendation (Rand). These last two are
extremes with respect to long-tail recommendation: a ran-
dom recommender is insensitive to popularity and will rec-
ommend items across the catalog; a popularity-based recom-
mender will ignore long-tail items entirely and recommend
only a very small number of popular items to everyone.
We evaluated the results using four metrics: preci-
sion@10, to capture the accuracy of the personalized rec-
ommendations; the APL measure from Equation 4 indicat-
ing proportion of long-tail items in the average recommen-
dation list; recommendation popularity (RP) as defined in
equation 3, the average number of times each recommended
item in the list has been rated; and, long-tail catalog cover-
age (LCC) as defined in equation 5.
Results
Figure 3 shows the results of the experiment on the Movie-
Lens 1M data set. The three visualizations indicate that
the item weighting scheme works as designed. The aver-
age number of long-tail items increases as α increases, plac-
ing more weight on the wi terms in the ranking score. At
α = 0.5, both BPR and ALS are including approximately
20% long-tail items (or an average of two such items per 10-
item list.) The recommendation popularity graph tells a sim-
ilar story, with the average popularity of the recommended
items declining over the same interval. At the same time,
the precision for both algorithms declines about 16% from
around 0.3 to 0.25.
The results for Epinions shown in Figure 4 are similar.
This is a more difficult recommendation problem due to the
nature of the datset so the precision is smaller. The APL
score increases more slowly for the ALS algorithm, but
eventually reaches the same level (around 0.3) at α = 0.5.
The RP results tell a similar story. Over both data sets, these
results show that there is a range of α values over which
long-tail performance can be increased with minimal loss to
recommendation accuracy.
An interesting twist to the story is provided by the data
shown in Tables 1 and 2. We can see that total long-tail
coverage for the ALS algorithm is only a fraction of that
of BPR. Even in the baseline α = 0 condition, BPR is re-
turning 15 times as many long-tail items and this number in-
creases over the α range. The ALS fraction barely increases,
which means that it is (most likely) achieving its increased
APL score by recommending the same items to more users.
A similar pattern is seen in the Epinions data set. Here ALS
does increase its coverage over the parameter range, but it is
just a fraction of what BPR is able to achieve.
Clearly, an implementer interested in long-tail diversity
would do best by using the BPR algorithm over ALS. It
has better long-tail performance in its unmodified form and
with a small loss in precision, both the long-tail contents of
Table 1: Total long-tail coverage (LCC)
Movielens
Algorithm α = 0 α = 0.25 α = 0.5
BPR 0.237 0.417 0.497
ALS 0.0135 0.0184 0.0143
Table 2: Total long-tail coverage (LCC)
Epinions
Algorithm α = 0 α = 0.25 α = 0.5
BPR 0.540 0.637 0.657
ALS 0.003 0.009 0.008
recommendation lists and the long-tail coverage can be im-
proved significantly.
One reason for this difference may have to do with the
different objectives that each algorithm employs. BPR uses
an objective that takes into account pairwise ordering rela-
tions. So, if a user prefers item i over item j, the algorithm
tries to learn latent factors such that this ranking is retained.
The RankALS algorithm uses an objective that tries to en-
sure that the difference in rating values between items are
learned by the factorization. This is a much more stringent
requirement that just preserving the ordering. It appears that
the strictness of this objective penalizes most long-tail items,
which are more likely to have lower ratings, and only a small
number of long-tail items get enough weight in the learned
factors to be ranked highly on any recommendation list.
Conclusion and future work
Long-tail items are an important key to practical success
for recommender systems. Since short-head items are likely
to be well known to many users, the ability to recommend
items outside of this band of popularity will determine if a
recommender can introduce users to new products and ex-
periences. Yet, it is well-known that recommendation algo-
rithms have biases towards popular items.
In this paper, we presented an extensible framework that
can be used on the top of any recommendation algorithm
to account for extra system-level preferences over differ-
ent items. As an example of system-level preference, we
showed that it is possible to model the trade-off between
long-tail catalog coverage and accuracy as a weighted hy-
brid score calculation for any pair of users and items. We
also showed that, in contrast to BPR, the RankALS algo-
rithm has very poor long-tail catalog coverage, a defect that
cannot be remedied with an item-weighting approach.
In addition to the long-tail question that we address here,
our value-aware item weighting framework can model many
other system-level preferences that can be expressed as nu-
merical or ordinal values. For example, in profit maximiza-
tion, the weights in vector W could be set to prices or profit
margins and therefore, the recommendations could gain a
better trade-off in terms of profitability and personalization.
One interesting area for future work could be taking into
account users’ individual differences when handling system-
level preferences. For example, in our long-tail recommen-
dation problem, some users are more open to receive long-
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Figure 3: The Precision@10, APL@10, and RP (Movielens)
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Figure 4: The Precision@10, APL@10, and RP (Epinions)
tail recommendations compared to some others. Our model,
in its current form, does not take this into account. Another
future work would be using this model for multistakeholder
recommendation where the system wants to make recom-
mendations in the presence of different stakeholders pro-
viding the products (Abdollahpouri, Burke, and Mobasher
2017b). In those cases, the vector W could be acquired based
on the preferences of each stakeholder.
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