1 solved iteratively and then provides the constrained estimate. To implement the filter in [13] , the second-order coefficient matrix of the constraint should be positive-definite. The method proposed in [13] is extended to multiple nonlinear-linear mixing state equality constraints in [14, 15] , and the condition of the positive definite second-order coefficient matrix is relaxed to include any symmetric matrices. In addition, a H ∞ filter is introduced to deal with the situation of noise with unknown statistics in [15] . However, in [13] [14] [15] , the use of a Newton's iteration method to solve the Lagrangian multiplier is limited by the initial guess. Moreover, because the polynomial equation has multiple roots, the root found may not correspond to a minimal index. In [7] , a norm-constrained Kalman filter (NCKF) is developed for the norm state equality constraint. For this situation, the Lagrangian multiplier forms solutions of a quadratic polynomial equation and the two solutions are given in a closed form. The second-order sufficient condition for a constrained optimization problem is then derived to choose the solution that minimizes the performance index. However, the approach in [7] is specific to the attitude estimation problem.
In this note, the NCKF is generalized to the case of a quadratic form that has more general applications in aerospace engineering. The coefficient matrix for these quadratic form constraints can either be positive-semidefinite or positive-indefinite. For a positive-semidefinite matrix, the NCKF can be applied by transforming the constraint to a norm constraint. Methods to incorporate constraints with a positive-indefinite matrix into filters may require specific derivations for different applications. A typical constraint with a positive-indefinite matrix is that the position vector of a spacecraft is orthogonal to the velocity at the perigee/apogee. In Ref. [10] , the linearized method is used by projecting the unconstrained estimate into the constrained space. However, the application of the constraint at the perigee and apogee positions causes a discontinuity in the covariance because this type of constraints is isolated. Two scalar weights can be introduced to smoothen the state and covariance estimation. Another typical quadratic form constraint with a positive-indefinite matrix is in Markley variables [16] . The elements of Markley variables are the angular momentum components in an inertial frame, in a body frame and a rotation angle. Markley variables are used for spinning spacecraft attitude estimation, because they have fewer rapidly-varying elements compared with quaternion-based representation. The constraint that the magnitude of the angular momentum vector is the same in the inertial and body frames allows the filters to employ a six-component error state instead of an error vector with the full seven-component state. Such a procedure is similar to that commonly used to estimate the constrained four component-quaternion representation [17] .
The filter employing Markley variables is referred to as SpinKF and several different varieties of SpinKF can be derived depending on the choice of error state: SpinKF-1 [18] , SpinKF-I, or SpinKF-B [6] .
The main of focus of this note is to extend the NCKF to a situation for a general quadratic form state constraint using the standard Lagrangian multiplier technique and to obtain a mathematically robust method for finding solutions of Lagrangian multiplier, using an eigenvalue decomposition of a companion matrix of a polynomial function in place of a less robust Newton-Raphson iteration.
An analytical criterion derived from the second-order optimal sufficient condition is used to select the Lagrangian multiplier corresponding to the minimum point of the performance index. The proposed filter is mathematically equivalent to the norm-constrained filter when the quadratic-form matrix is positive-semidefinite.
II. Problem Statement

Letx
− be a priori state estimation of state x (x ∈ R n ) before employing the measurement y (y ∈ R m ) and let P − be the corresponding error covariance matrix. Then
It is assumed that the measurement is a linear combination of state with the form
where η is measurement noise with the covariance R = E ηη T . Letx + be a posteriori estimation of x given byx
where K ∈ R n×m , N ∈ R n×n , and n ∈ R n are matrices to be determined. Note that a perfect priori state estimation (x − = x) and a perfect measurement (η = 0) would result in a perfect posteriori estimation (x + = x), which means that
Therefore, K, N and n must satisfy the constraints
, and Eq. (3) can be rewritten as,x
where, = y − Hx − .
For an unconstrained linear optimal estimation problem, the optimal K can be determined by minimizing the loss function
where, P + is the posteriori error covariance.
In this note, a quadratic form state constraint is considered, and any quadratic form state constraint can be written in the form of
with A = A T ∈ R n×n . The performance index Eq. (7) can be redefined as
where, λ is a Lagrangian multiplier associated with the constraint in Eq. (8) .
Assuming that the measurement noise η is not correlated withx − and substituting Eq. (6) and Eq. (2) into Eq. (9) yields
The goal is to determine K and λ while minimizing the loss function Eq. (10).
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where, the identities of
679] are used. Eq. (11) can be rearranged as, 
Because W > 0, a left-multiplication of Eq. (13) by T W −1 gives α 1 = 0 and then a leftmultiplication of Eq. (13) by β
that the m eigenvectors of λ T W −1 are linearly independent. In other words, λ T W −1 can be diagonalized as
5 where,
ing that a symmetrical matrix can be diagonalized by an orthogonal matrix, A can be written as,
where U is an orthogonal matrix, and
. Substituting Eq. (15) into Eq. (12a) and multiplying it on the left by U T and on the right by V , we obtaiñ
where
Denoting the (i, j)th elements ofK andC ask ij andc ij , Eq. (16) reads as
which means thatk
OnceK is calculated, K is given by UKV −1 . Following the extended Kalman filter (EKF) derivation assumption, the posteriori error covariance is given by
IV. Analytical solution of λ Noting thatc ij and γ j depend on λ, λ should be calculated before computing K. In this section, an analytical solution of λ will be derived.
A right-multiplication of Eq. (12a) by gives
6 Substituting Eq. (21) into Eq. (12b) yields,
A further simplification of Eq. (22), obtained by substituting Eq. (15) into Eq. (22), gives, (23) can be written in a scalar form as
Eq. (24) is similar to the constraint equation expressed in terms of a Lagrangian multiplier in [13] for a constrained least-square problem and a Newton's iteration method is proposed for solving λ by starting with λ 0 = 0 in [13] . However, this method can only find one root of the constraint equation and this root may not be the one corresponding to the minimum value of the loss function because the number of the roots of Eq. (24) is 2p, where p = q for l = 0 or p = q − 1 for l = 0, and q is the number of distinct nonzero eigenvalues of A. Therefore, a more effective method should be developed to find 2p roots of Eq. (24) and determine the root that minimizes the loss function.
Letξ 1 ,ξ 1 , · · · ,ξ q be q distinct nonzero eigenvalues of A and define a monic polynomial function as
Eq. (25) can be rewritten as,
where, 
Because the eigenvalues of the matrix (27) are the roots of function (25), the 2p roots of (25) can be calculated by performing an eigenvalue decomposition of G. Compared with the Newton method, the proposed method does not require an iteration process and can find all roots of (25).
Because G has 2p eigenvalues, one has to determine the value that minimizes the performance index. The following lemma, derived from the second-order sufficient condition for a constrained optimization problem, can be used to select the Lagrangian multiplier corresponding to the local minimum point.
Lemma .1 Ifλ * is an eigenvalue of (27), and
Proof .2 See Appendix C.
Remark .3 If A = I, the constraint reduces to a norm constraint. Becauseξ = 1 and q = 1, Eq. (25) can be simplified as
and its solution is given by
It is easy to verify from Lemma .1 that the plus sign in Eq. (29) corresponds a minimum performance.
The Kalman filter gain can be directly computed from Eq. (12a), which is the same as the gain derived in [7] . Moreover, the proposed constrained Kalman filter (CKF) is mathematically equivalent to the NCKF for a positive-semidefinite A.
Remark
can be introduced to simplify Eq. (8) as
whereΞ is a diagonal matrix whose elements include only 0, 1, −1.
For variable z, there are at most 2 distinct nonzero eigenvalues for its quadratic-form matrix, which indicates that there exists at most four roots for the Lagrangian multiplier.
V. Simulation Results
In this section, two numerical examples are presented to demonstrate the CKF developed in the preceding sections. One is the tracking of a moving target along a hyperbolic road segment and the other is the constrained estimation for the attitude of a spinning spacecraft using Markley variables.
A. Tracking a target along a hyperbolic road segment
In this subsection, a simple example of tracking a moving target is considered to evaluate the effectiveness of the proposed CKF and to compare its performance with the traditional EKF and the linearized constrained Kalman filter (LCKF) [9] . For the LCKF, the constrained estimation is constructed by projecting the unconstrained estimation obtained from the EKF onto the linearized constraint surface. The primary purpose of this example is to illustrate the implementation of the CKF. A 2D situation is considered and the hyperbolic road constraint can be written as,
where a = b = 1, and the center of the hyperbolic road is chosen as the origin of the x−y coordinates.
Eq. (32) is in the form of Eq. (8) with 
where r = [x, y] T , and the standard deviation of the measurement noise w is assumed to be 0.1.
The measurement sensitivity matrix corresponding to Eq. (35) is given by
The initial estimation position and velocity error are chosen as 0.05 and 2 × 10 −3 for each axis, respectively, and the initial estimation error covariance is selected to be P 0 = diag[2.5 × 10 −3 , 2.5 ×
A simulation flowchart of the CKF is shown in Fig. 1 . For the CKF, the essential difference between a hyperbolic constraint and the circular constraint presented in [13] or the norm constraint presented in [7] lies in the fact that, for a hyperbolic constraint, A is a positive-indefinite matrix, and p = q = 2, which indicates that Eq. (25) is a polynomial equation with degree four and that analytical solutions of the polynomial equation can not be obtained intuitively. Because A is a diagonal matrix, Ξ = A and U = I 2 . After some algebraic manipulations, the coefficients of Eq. (25) are obtained as
Four solutions ofλ are given by the eigenvalues of G in Eq. (27), and to determine the solution that minimizes the loss function, the second-order sufficient condition is used. According to Lemma 1, theλ satisfying −a 2 <λ < b 2 corresponds an minimal index. In practice, an alternative simple approach to determine the optimalλ is to evaluate the loss function (52) directly, noting that only two real eigenvalues exist for the companion matrix.
The Forbenius norms of the Kalman gains for the three filters and Lagrangian multiplier for the CKF are shown in Fig. 2 and Fig. 3 , respectively. The norms of the gains for the LCKF and the EKF are convergent. However, the norms of the gain and Lagrangian multiplier for the CKF fluctuate with the noise, which coincides with the analysis in Sec. III. The effects of this phenomenon on the stability and convergence of the filter are unknown, and require further study in the future. As a direct consequence, the P + in Eq. (19) is only a covariance-like matrix and is not strictly the error covariance, similar to the case of the unit-norm constraint [7] . Hence, the roots of the trace of P + as shown in Fig. 4 may not accurately represent the performance of the CKF.
The root-mean-square-error (rmse) [10] values of the EKF, the LCKF, and the CKF are computed to compare the performance of these three filters. The values are shown in Fig 5. The average rmses of the EKF, the LCKF, and the CKF are 0.0186, 0.0068, and 0.0058, respectively. The three filters are convergent. Fig. 5 shows that the LCKF outperforms the EKF. The error of the constrained estimation of the LCKF is smaller than the unconstrained estimation error as proved in [9] .
The overall performance of the CKF is better than that of the LCKF because the LCKF is subject to approximation errors depending on nonlinear terms and the point around which linearization occurs, whereas the proposed CKF can enforce a nonlinear constraint.
B. Constrained Attitude Estimation for Spinning Spacecraft Using Markley Variables
Attitude estimation is often more difficult for a spinning spacecraft than for a three-axis stabilized spacecraft because of the need to follow rapidly-varying state vector elements and the lack of three-axis rate measurements form gyros. Hence, Markley variables [6, 16, 18] may be employed instead of a quaternion-based representation for a spinning spacecraft.
The state for the Markley variables is defined as 
where N B is the external torque expressed in F B , R BI is the attitude matrix from F I to F B , and
Here, J is the spacecraft moment of inertia tensor and L int is the angular momentum relative to the body frame of any internal moving components.
Denoting l B and l I as unit vectors of L B and L I , respectively, consider a transformation from
define another transformation from F E to F B that rotates about L B by an angle α. Therefore,
where R EI and R BE are the attitude matrices from F I to F E and from F E to F B , respectively, which can be written as [6, 21] ,
Here, I 3 is the 3 × 3 identity matrix, [v×]
denotes the cross-product matrix for any vector v, and
The equations of motion of α can be written as [6] 
The constraint in Eq. (44) is in the form of Eq. (8) with
and l = 0. Therefore, the CKF developed in this note can be implemented directly. It should be noted that the analytical solution ofλ for this example can be explicitly derived from Eq. (24), which can be written as,λ
where, The spacecraft is assumed to carry three-axis magnetometers (TAM) to measure the direction of the Earth's magnetic fields and a sun sensor to measure the direction vector to the Sun in F B .
The 1 − σ of the measurement noise for both sensors is 10 −2 in each axis.
Similar with the scenarios in [6] , three scenarios are considered here. The nominal scenario Monte Carlo simulation is used to generate the mean errors in the estimate of the angular momentum direction of these three scenarios after the filters have converged. The results are based on a total of 100 runs and summarized in Table 1 . Analysis revealed that the three filters filters are performing well and that the mean error in angular momentum direction using the CKF is smaller than that those using other filters for the nominal scenario and the scenario with misaligned sensors.
However, SpinKF-B performs better than the other filters with the attitude slew. This may due to the fact that an estimate of L is required to propagate L I and α. The CKF can preserve the constraint, but cannot ensure that the estimate of L is more accurate than that in the SpinKF filters. It should be noted that the performance of the CKF is also affected by other factors as well, such as number of observations per spin period, propagation step size, and error in the inertia tensor model. In future work, these factors will be considered to evaluate the CKF's robustness. For spinning spacecraft attitude estimation, the CKF was tested against two versions of other filters using the same representation but accounting for the constraint by employing a reduced six-component error state, known as the SpinKF filters. Numerical results showed that the CKF outperforms the SpinKF filters except in the situation where a torque is applied to precess the spin axis and the torque values are not passed to the filters. The difference in performance is attributed to the fact that an estimate of the magnitude of the angular momentum is required to perform state propagation in the filters. The CKF can enforce the constraint on the state vector, but cannot ensure that the estimate of the magnitude of the angular momentum is more accurate than that in the SpinKF filters.
In the future, we plan to establish a more accurate approximation of error covariance for constrained estimation and to evaluate the stability and convergence of the CKF. We also plan to test the robustness of the CKF with application in attitude estimation using Markley variables. 
Generally, the sign of |S r | should be verified using Eq. (60), but it can be seen that a sufficient condition of |S r | < 0 is |(I + λεΞ r )|(I r + λεΞ r ) −1 > 0. Because the ith eigenvalue of (I r + λεΞ r )|(I r + λεΞ r ) −1 is given by r j=1 (1 + ελξ j ) j = i. Therefore, Lemma 1 is derived. 
