In this paper, we consider the well-posedness and exact controllability of a fourth-order multi-dimensional Schrödinger equation with hinged boundary by either moment or Dirichlet boundary control and collocated observation, respectively. It is shown that in both cases, the systems are well posed in the sense of D. Salamon, which implies that the systems are exactly controllable in some finite time interval if and only if its corresponding closed loop systems under the direct output proportional feedback are exponentially stable. This leads us to discuss further the exact controllability of the systems. In addition, the systems are consequently shown to be regular in the sense of G. Weiss as well, and the feedthrough operators are zero.
Introduction and main results
The well-posed and regular linear infinite-dimensional systems introduced by D. Salamon and G. Weiss in the late 1980s are a wide class of systems that cover many control systems described by partial differential equations (PDEs) with the actuators and sensors supported at isolated points, subregions, or on a part of the boundary of the spatial regions [26] [27] [28] [29] . This class of system, although the input and output operators are usually unbounded, may possess many properties paralleling in many ways to finite-dimensional ones. In the past two decades, many abstract properties such as representation, transfer function, internal model-based tracking and disturbance rejection, stabilizing controller parametrization, and quadratic optimal control have been developed by many researchers [6] . In the same time, many multi-dimensional PDEs have been verified to be well posed and regular. The examples can be found in [1, [3] [4] [5] [6] [7] [8] [12] [13] [14] [15] [30] [31] [32] . In this paper, we study the well-posedness and exact controllability of a fourth-order Schrödinger equation with hinged boundary conditions and the control is either moment control or Dirichlet boundary control with corresponding collocated observations.
The fourth-order Schrödinger equation arises in many scientific fields such as quantum mechanics, plasma physics, nonlinear optics and so on. In quantum mechanics, the solution ϕ(x, t) of system (77) denotes the probability amplitude function, and the conservation of the norms validates the Born's statistical interpretation of ϕ(x, t). Furthermore, Ω |ϕ(x, t)| 2 dx represents the probability of finding the particle in domain Ω at the time t and the conservation law provides the particle which will not disappear in Ω. And its general nonlinear form has been introduced in [18, 19] to take into account the role of small fourth-order dispersion terms in the propagation of intense laser beams in a bulk medium with Kerr nonlinearity. The existence and uniqueness of the solutions has been studied intensively from the perspectives of mathematics, see [16, 17, 24, 25] and the references therein. However, it is still unknown for the well-posedness and the corresponding controllability with hinged boundary control and collocated observation.
Let Ω ⊂ R n (n ≥ 2) be an open-bounded domain with a smooth C 3 -boundary ∂Ω = Γ = Γ 0 ∪ Γ 1 . Assume that Γ 0 (int(Γ 0 ) = ∅) and Γ 1 are relatively open in ∂Ω and Γ 0 ∩ Γ 1 = ∅; and let ν be the unit normal vector of ∂Ω pointing to the exterior of Ω.
Here, we consider the control problem of a fourth-order Schrödinger equation with hinged boundary conditions. There are two possible ways to input the boundary control to this system. One way is to impose the Dirichlet boundary control and set the boundary moment to be zero as follows:
x ∈ Γ 0 , t ≥ 0, v(x, t) = 0, x ∈ Γ 1 , t ≥ 0, Δv(x, t) = 0, x ∈ ∂Ω, t ≥ 0,
where u is the control input and y is the output of the system. Another way is to impose the moment boundary control and set the Dirichlet boundary condition to be zero as follows:
where by abuse of notation, u is also standing for the boundary control input and y is the output. The system operator A is defined as
Let V = {ϕ ∈ H 3 (Ω) ϕ| Γ = Δϕ| Γ = 0} and V be the dual space of V with respect to the pivot space
The following Theorem 1 shows that system (1) is well posed in the state space V , and the input and output space U = Y = L 2 (Γ 0 ) [15] .
Theorem 1 The system (1) is well posed. Precisely, for any T
> 0, initial value v 0 ∈ V , and the control input u ∈ L 2 (0, T ; U ), there exists a unique solution v ∈ C(0, T ; V ) to system (1) such that v(·, T ) 2 V + y 2 L 2 (0,T ;U ) ≤ C T v 0 2 V + u 2 L 2 (0,T ;U ) ,(4)
where C T > 0 is used to represent the constant that depends on T only, although it may have different values in different contexts.
It is proved in Theorem 5.8 of [10] (see also Theorem 5.2 of [33] ) that if the abstract system (19) later is well posed, it must be regular in the sense of G. Weiss with the zero feedthrough operator. The following result is hence a consequence of Theorem 1.
Corollary 1
The system (1) is regular and the feedthrough operator is zero.
The following Theorem 2 shows that system (2) is well posed with the state space H 1 , and the input and output space U = Y = L 2 (Γ 0 ) [15] .
Theorem 2
The system (2) is well posed. Precisely, for any T > 0, initial value w 0 ∈ H 1 , and the control input u ∈ L 2 (0, T ; U ), there exists a unique solution w ∈ C(0, T ; H 1 ) to system (2) such that
The same to Corollary 1, we have the following consequence of Theorem 2.
Corollary 2 The system (2) is regular and the feedthrough operator is zero.
The well-posedness claimed by Theorems 1 and 2 for the open-loop control systems (1) and (2) are in the sense of D. Salamon. From these results and Theorems 6.7 and 6.8 of [10] (see also Theorems 5.3 and 5.4 of [33] ) on the first-order abstract system formulation (see also [2, 3, 11] for the second-order abstract system), we know that systems (1) and (2) are exactly controllable in some interval [0, T ] (T > 0) if and only if its corresponding closed loop systems under the output proportional feedback u = −ky, k > 0 are exponentially stable. Based on this argument, to get the feedback stabilization of systems (1) and (2) from the well-posedness, we need to study the exact controllability of the open-loop systems (1) and (2), respectively. These are the results of Theorems 3 and 4 under a certain geometric condition on Ω.
Theorem 3 Given x 0 arbitrarily in R n , and we suppose
Then for any initial data v(·, 0) = v 0 ∈ V and any time
The following result is a direct consequence of Theorems 1 and 3. Similarly, the following parallel result for system (2) as Corollary 3 to system (1) is a consequence of Theorems 2 and 4. (2) is exponentially stable under the output feedback u = −ky for any k > 0.
Corollary 4 System
The rest of this paper is organized as follows. In Sect. 2, system (1) is formulated into a collocated abstract first-order system and the proof of Theorem 1 is presented. Section 3 is devoted to the proof of Theorem 2 which parallels with Sect. 2. The proofs of Theorems 3 and 4 are presented in Sect. 4.
Proof of Theorem 1
In this section, we first cast the system (1) into an abstract framework of a first-order collocated system in the state space V and control and output space
It can be easily shown that A 1/2 = A where A is given by (3) . In addition, we have the following space identification with equivalent norm by virtue of the interpolation results [9, 23] 
Define an extension operatorĀ of A to the domain V as follows:
ThenĀ is a positive self-adjoint operator in V . In fact,
where C, C > 0 are constants. We identify H with its dual H . Then the following Gelfand triple inclusions hold true:
Let G be the Dirichlet map:
By virtue of the operators A and G, system (1) can be written in
where
.
, we finally get
Combining above operators, we cast the open-loop system (1) into an abstract form of first-order collocated system in V :
where A, B, B * are defined by (12) , (15) and (18), respectively. To prove Theorem 1, we need the following Lemma 1 which comes from Theorem 4.8 of [10] (see also [21] ).
Lemma 1 If there exist constants T > 0, C T > 0 such that the input and output of
Proof of Theorem 1. By Lemma 1, Theorem 1 amounts to saying that the solution to system (1) with zero initial data satisfies
Introduce a transformation z(t) = A −3 v(t) ∈ C(0, T ; V ). Instead of (1), we consider the following system in V :
where we used the following fact in the first equation of (21):
where γ and G 1 are defined by (55) and (46) later, respectively. By this way, Theorem 1 holds true if and only if for some (and hence for all) T > 0, there exists a C T > 0 such that the solution to (21) satisfies
Now, let q(x) ∈ C 2 (Ω) be an arbitrary smooth vector field and multiply the both sides of the first equation of (21) by q · ∇(Δz) to obtain
Computing the second term on the left-hand side of (23) gives
A direct computation shows that
Substitute (25) in (24) to give
Next, we compute the first term on the left-hand side of (23) . By virtue of the divergence formula, we have
in which
where in (28), we used the fact:
Integrating the equality (27) over Ω × (0, T ) by taking (28) into account yields
Moreover, since ∂Ω is of class C 3 , it follows from Lemma 2.1 of [20] 
on p.18 that there exists a vector field
where | · | denotes the Euclidean norm of R n . Now, we set q = h in (26) and (30) to get, respectively, that
and
where in the last step of (34), we used the Sobolev trace theorem with constant C > 0.
Combining (23), (32), (33) , and (34) yields
,
In what follows, we estimate R 1 , R 2 , b 0,T separately.
Step 1: Estimation of R 1 Let G 1 u = 0 in the first identity of (21) and note that z = A −3 v ∈ V . We know that the solution to (21) associates with a C 0 -group in the space V . That is to say, for any z 0 ∈ V , there exists a unique solution z ∈ V to (21), which depends continuously on z 0 . This fact together with (35) and (36) implies that
This shows that the operator B * is admissible, and so is B [5] . In other words,
Moreover,
Therefore,
Step 2: Estimation of R 2 and b 0,T This can be easily obtained from the representations of R 2 and b 0,T in (36) that
Finally, it follows from (35), (40), and (41) that (22) holds true. The proof is complete.
Proof of Theorem 2
Similarly, we formulate system (2) as an abstract first-order collocated system in the state space H 1 and control and output spaces U = Y = L 2 (Γ 0 ). Here, we still use the operators A and A defined by (3) and (7), respectively. Now define an extension operatorĀ 1 of A to the domain V as
ThenĀ 1 is a positive self-adjoint operator in H. In fact,
where C, C > 0 are constants. We identify H with its dual H . Then the following Gelfand's triple inclusions hold true:
Define an extension
Let G 1 be the Dirichlet map:
By virtue of the operators A 1 and G 1 , system (2) can be written in
) is given by
where we used Green's formula and the definitions of G 1 and A.
Therefore, we have formulated the open-loop system (2) into a first-order abstract system in H 1 0 (Ω):
where A 1 , B 1 , and B * 1 are defined by (45), (48), and (51), respectively.
Proof of Theorem 2. Let
and the output of system (2) is changed into the following form
and we used the fact in the first equation of (53)
Therefore, by Lemma 1, to prove Theorem 2, we need to only prove that
for system (53) with the output (54). Let q(x) be a C 2 (Ω) vector field. Multiply the both sides of the first equation of (53) by q · z and integrate over Q = Ω × (0, T ) to obtain
Now computing the first term on the left-hand side of (57) via integration by parts, we obtain
and hence
A straight computation shows that
Substitute (60) in (59) to yield
Next, compute the second term of the left-hand side of (57) to obtain
in the last step of (62), we used the fact (29) . Furthermore, the following inequalities hold true:
where C, C > 0 are constants. The first inequality of (63) comes from the trace theorem, and the second one is attributed to, thanks to the regularity, the equivalence of the norms z H 2 (Ω) and Δz L 2 (Ω) in the space H 2 (Ω). Furthermore, we specify q(x) = m(x) = x − x 0 , x 0 ∈ R n in (57) so that div(m) = n = dim(Ω). Now, combining (57), (61), (62), and (63), we get
where C, C > 0 are constants. Moreover, we can obtain the following inequality by multiplying both sides of the first equation of (53) by h · ∇(Δz), integrating over Q = Ω × (0, T ), and making use of the process of computation along with (23)-(36),
where the representations of R 1 and b 0,T are the same as the representations of R 1 and b 0,T in (36), respectively, and the representation of R 2 is as follows:
Combine (64), (65), and (66) to get
Now we estimate R 1 , R 2 , b 0,T in the following steps.
Step 1: estimation of R 1 It is found that the dual system of (53) is
whereĀ 1 and A are given by (42) and (3), respectively. It is well known that the solution of (70) is generated by C 0 -group in the space V , in particular, for any z 0 ∈ V , the corresponding solution z ∈ V to (70) depends continuously on z 0 . By this fact and letting γ u = 0 in (53), we obtain from (68) that
which is equivalent to saying that for any initial w 0 ∈ H 1 0 (Ω), the solution to system (2) with u = 0 satisfies
This shows that the operator B * 1 is admissible, and so is B 1 [5] . Therefore,
In addition, by virtue of (73), we have
Step 2: estimation of R 2 and b 0,T This can be easily obtained from the representations of R 2 and b 0,T in (69) and (74) that
Finally, it follows from (68), (75), and (76) that (56) holds true. The proof is complete.
Proof of Theorems 3 and 4
Since by Theorem 1, the operator B is admissible in system (19), the exact controllability of system (1) is equivalent to the exact observability of the dual problem of (1):
with the output y = B * A 3 ϕ. That is to say, the "observability inequality" holds true for system (77) in the sense of (see (21), (22)):
for some (and hence for all) positive T > 0. To prove (78), we let A be defined by (7) and let ϕ be a solution to (77). Then iA generates a strongly continuous unitary group on the space V = D(A 3/4 ) and hence
Next, we claim that for f ∈ D(A 3/4 ), the norms
are equivalent. (80) Actually, { Ω |∇(Δf )| 2 dx} 1/2 being a norm is a trivial fact. Since the norms
Proof of Theorem 3. We split the proof into three steps.
Step 1 Multiply the both sides of the first equation of (77) by m · ∇(Δϕ) with m(x) = x − x 0 and integrate on Q to obtain
By making use of the computation procedure from (24)- (30), and specifying q(x) = m(x) in (26) and (30), respectively, we can get the two terms in the left-hand side of (81). The first term is
and the second term is
Combining (81), (82), and (83), we get
In what follows, we evaluate the three terms of the right-hand side (RHS) of (84) separately. First, by (79) and (80), it follows that
Second, by (79), the Poincaré inequality, and setting 4M m = max x∈Ω |m(x)|, we obtain
where C i > 0 (i = 1, 2, 3) are constants. Combining (85), (86), and (87) gives
Therefore, from (84), (88), and (6), we have
Step 2 We claim that the inequality (89) implies that for any T > 0, there exists a
and for any sequence {T q } with T q → ∞ as q → ∞,
We first assume (90) is invalid to obtain a contradiction. To this purpose, let {ϕ n } be the solutions to the following system over [0, T ]:
such that Δϕ n
By (89), we have ϕ
with some constant C > 0. Hence, there exists a subsequence of {ϕ 0 n }, still denoted by itself without confusion, and a function ϕ 0 ∈ D(A 3/4 ) such that
Let ϕ be the solution to (92) associated with the initial data ϕ 0 . Then we can claim that there exists a ϕ ∈ L ∞ (0, T ; V ) such that
In fact, since
where U (t) is the unitary group generated by i A in
where in the last step of (99), we used the Lebesgue dominated theorem (96), and the property that U (t) is uniformly bounded over t ∈ [0, T ]. Equation (97) then follows from (99). Since (97) implies that {ϕ n } is uniformly bounded in L ∞ (0, T ; D(A 3/4 )), this together with the compact imbedding:
implies that there exists a subsequence of {ϕ n }, still denoted by itself without confusion, such that
From (93) and (100), we obtain
Moreover, by (94), it follows that
Therefore, ϕ satisfies
Now setting φ = Δ ϕ = −A 1/2 ϕ, we obtain the system
where the boundary value condition Δφ = 0 follows from Δφ = Δ 2 ϕ = −i ϕ t in Q. Its restriction on Σ vanishes by (103). Therefore, (104) implies that φ ≡ 0 in Q [22] or ϕ ≡ 0 in Q. But this contradicts (101). (90) then follows. Next, we prove (91). For notation convenience, we set for any T > 0 and
Then we can take C T in (90) as
Suppose on the contrary that there exists a sequence T q → ∞ such that C T q ≥ α > 0 for all q. Then from (107), for every sufficiently large q, there is an initial value
we may suppose without loss of generality that the ϕ 0 q ∈ D(A 3/4 ) satisfies
with some C > 0. Let ϕ(t, ϕ 0 q ) be the solution of (77) corresponding to initial value ϕ 0 q . By (89), (109), and (110), we have
where ε =
Since ϕ(t, ϕ 0 q ) = U (t)ϕ 0 q where U (t) is a unitary group, we have
Therefore, (113) implies lim q→∞ N T q (ϕ 0 q ) = 0 which contradicts (109). (91) is thus proved.
Step 3 From (89)-(91), we finally get
where C =
> 0. So (78) holds for all T > 0. The proof is complete.
Remark 1 By the well-posedness claimed by Theorem 1, the operator B * in (19) is admissible, see(37). This amounts to saying that the solution to (77) satisfies the following inequality
for any T > 0 with some constant C T > 0. By (78) and (115), we see that for any
Proof of Theorem 4.
Since by Theorem 2, the operator B 1 in (52) is admissible, the exact controllability of system (2) is equivalent to the exact observability of the dual problem (77) of (2) with the output y = B * 1 Aϕ. That is to say, the solution to (77) satisfies (see (53) and (54))
for some (and hence for all) positive T > 0. To this end, multiplying both sides of the first equation of (77) by m · ∇ϕ with m(x) = x − x 0 and integrating over Q, and applying the same computation procedure from (57)-(62) in the proof of Theorem 2, we obtain
and hence Re
Multiply both sides of the first equation of (77) by ϕ and Δϕ, respectively, and integrate over Q to obtain
It then follows from (119) and (120) that
Substitute (118) and (121) in (117) to give
We compute the left-hand side (LHS) of (122) with 4C m = max
In what follows, we evaluate the five terms of the RHS of (122), respectively. First, by (79) and (80), it follows that .
Therefore, by the estimates of the LHS and RHS of (122) 
and for any sequence T q with T q → ∞ as q → ∞,
The proofs for aforementioned claims are similar to Step 2 in the proof of Theorem 3. Actually, if they are not true, then one can find a sequence {ϕ n } of solutions to system (92) over [0, T ] such that 
