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Introduction
Soit F un corps local non archime´dien de caracte´ristique nulle et soit G un groupe
re´ductif connexe de´fini sur F . On s’inte´resse ici aux repre´sentations admissibles et irre´ductibles
de G(F ) dans des espaces vectoriels complexes. On note Irr(G) l’ensemble des classes
d’isomorphismes de ces repre´sentations. Dans le cas ou` G est un groupe classique, on
sait associer a` toute π ∈ Irr(G) un parame`tre de Langlands, cela graˆce aux re´sultats
de Harris et Taylor, Henniart, Arthur et Mok. Dans le cas ge´ne´ral, l’existence de ce pa-
rame`tre reste conjecturale. Moy et Prasad ont de´fini le niveau de π. Notons Irr(G)0 le
sous-ensemble des repre´sentations de niveau 0. Dans le cas ou` G est adjoint, Lusztig a
de´fini un parame´trage de l’ensemble Irr(G)0, qui est un bon candidat pour eˆtre celui de
Langlands. L’hypothe`se que G est adjoint a e´te´ re´cemment leve´e par Solleveld. Hormis
le cas des groupes classiques, savoir quelles conditions caracte´risent le parame´trage de
Langlands n’est pas clair, du moins pour l’auteur. Il y a en tout cas une condition mini-
male : le parame´trage doit ve´rifier des conditions de compatibilite´ a` l’endoscopie. D’ou`
une question pre´alable que l’on formule ici en termes vagues : le niveau 0 se conserve-t-il
par endoscopie ? Dans cet article, nous re´pondons positivement a` cette question, pourvu
que la caracte´ristique re´siduelle p de F soit grande relativement a` G (ou que G soit petit
relativement a` p, c’est une question de point de vue).
Pour tout ensemble X , notons C[X ] l’espace vectoriel complexe de base X . En as-
sociant a` toute repre´sentation son caracte`re-distribution, on de´finit une injection Θ :
C[Irr(G)] → I(G)∗, ou` I(G)∗ est l’espace des distributions sur G(F ) invariantes par
conjugaison. De´finissons le projecteur de Bernstein p0 : C[Irr(G)] → C[Irr(G)0] qui
annule toute repre´sentation irre´ductible qui n’est pas de niveau 0.
Supposons d’abord que G est quasi-de´ploye´. On sait de´finir le sous-espace SI(G)∗ ⊂
I(G)∗ des distributions stables. On note C[Irr(G)]st le sous-espace des π ∈ C[Irr(G)]
telles que Θπ ∈ SI(G)∗ (ici, π n’est plus irre´ductible, c’est une combinaison line´aire a`
coefficients complexes de repre´sentations irre´ductibles). Une conse´quence de l’article [3]
est qu’il existe une projection naturelle pst : C[Irr(G)] → C[Irr(G)]st. Notre premier
re´sultat est le
The´ore`me 1. Supposons que G soit quasi-de´ploye´ et que l’hypothe`se (Hyp)endo(G)
soit ve´rifie´e. Alors on a l’e´galite´ pst ◦ p0 = p0 ◦ pst.
Cf. le corollaire 7.7. L’hypothe`se (Hyp)endo(G), pre´cise´ment e´nonce´e en 7.1, est l’hy-
pothe`se sur p e´voque´e plus haut. Grosso-modo, elle suppose p ≥ c(G)valF (p), ou` c(G)
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est un entier de´pendant de G et valF est la valuation usuelle de F .
Revenons au cas d’un groupe G quelconque. Soit G′ une donne´e endoscopique ellip-
tique de G, cf. 7.1. Une telle donne´e est un triplet dont l’un des termes est un groupe
endoscopique G′, qui est quasi-de´ploye´ sur F . En ge´ne´ral, on doit fixer des donne´es auxi-
liaires pour de´finir un facteur de transfert. Pour simplifier l’introduction, supposons que
cela ne soit pas ne´cessaire et fixons un facteur de transfert de´fini sur un sous-ensemble
de G′(F ) × G(F ). Toujours en conse´quence de [3], il y a alors un homomorphisme de
transfert spectral transfert : C[Irr(G′)]st → C[Irr(G)].
The´ore`me 2. Supposons que l’hypothe`se (Hyp)endo(G) soit ve´rifie´e. Alors on a l’e´galite´
p0 ◦ transfert = transfert ◦ p0.
Cf. le the´ore`me 7.10. Evidemment, le premier p0 vit sur G et le second sur G′. Re-
marquons que ce dernier conserve l’espace C[Irr(G′)]st d’apre`s le premier the´ore`me.
L’application p0 est un projecteur de Bernstein et il s’en de´duit un tel projecteur
sur divers objets, par exemple l’espace C∞c (G(F )) des fonctions a` valeurs complexes
sur G(F ), localement constantes et a` support compact. Les the´ore`mes ci-dessus ont des
contreparties pour les espaces de fonctions, cf. 8.1 et 8.2.
La me´thode utilise´e pour prouver ces the´ore`mes est de caracte´riser les repre´sentations
de niveau 0 par le de´veloppement local de leurs caracte`res. Notons g l’alge`bre de Lie de
G. On sait de´finir l’exponentielle exp qui envoie un voisinage de 0 dans g(F ) sur un
voisinage de 1 dans G(F ). Sous l’hypothe`se (Hyp)endo(G), ces voisinages peuvent eˆtre
choisis les plus gros possibles. A savoir l’ensemble gtn(F ) des e´le´ments topologiquement
nilpotents dans g(F ) et l’ensemble Gtu(F ) des e´le´ments topologiquement unipotents
dans G(F ). Il en est de meˆme pour tout sous-groupe re´ductif connexe de G. Soit D ∈
I(G)∗ une distribution invariante et localement inte´grable sur G(F ), donc associe´e a` une
fonction θD de´finie presque partout sur G(F ), invariante par conjugaison et localement
inte´grable. Nous dirons que D est un quasi-caracte`re si et seulement si θD ve´rifie la
condition suivante. Soit x ∈ G(F ) un e´le´ment semi-simple, notons Gx la composante
neutre de son commutant dans G. Alors il existe un voisinage Vx de 0 dans gx(F ) de
sorte que la fonction X 7→ θD(xexp(X)) de´finie presque partout sur Vx soit combinaison
line´aire de transforme´es de Fourier d’inte´grales orbitales nilpotentes sur gx(F ). Harish-
Chandra a de´montre´ que le caracte`re de toute repre´sentation irre´ductible e´tait un quasi-
caracte`re (d’ou` la terminologie ”quasi-caracte`re”). Appelons p′-e´le´ment un e´le´ment ǫ ∈
G(F ) qui est semi-simple et ve´rifie la condition suivante. Fixons une extension finie F ′
de F contenant toutes les valeurs propres de l’ope´rateur ad(ǫ) agissant dans g et notons
Σ l’ensemble de ces valeurs propres. Notons aussi |.|F ′ la valeur absolue usuelle de F ′.
Alors, pour tout σ ∈ Σ telle que |σ|F ′ = 1, σ est une racine de l’unite´ d’ordre premier a`
p. Soit D ∈ I(G)∗ une distribution invariante localement inte´grable. Nous dirons que D
est un quasi-caracte`re de niveau 0 si et seulement si, pour tout p′-e´le´ment ǫ ∈ G(F ), la
fonction X 7→ θD(ǫexp(X)) de´finie presque partout sur gǫ,tn(F ) est combinaison line´aire
de transforme´es de Fourier d’inte´grales orbitales nilpotentes sur gǫ(F ). Autrement dit,
le de´veloppement est valable sur le plus gros voisinage possible dans gǫ(F ).
The´ore`me 3. Soit π ∈ C[Irr(G)]. Alors π ∈ C[Irr(G)0] si et seulement si Θπ est un
quasi-caracte`re de niveau 0.
Cf. 6.7. Le fait que le caracte`re d’une repre´sentation de niveau 0 se de´veloppe sur
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de gros voisinages se trouvait de´ja` dans la litte´rature, par exemple dans des articles
de S. Debacker, J.-L. Kim, F. Murnaghan. Mais je ne crois pas que l’on y trouvait la
re´ciproque.
Il s’ave`re que cette caracte´risation des repre´sentations de niveau 0 ”passe bien” a`
l’endoscopie et cela nous permet d’en de´duire les the´ore`mes 1 et 2.
Pour de´monstrer le the´ore`me 3, on doit de´crire l’espace des quasi-caracte`res de niveau
0. Pour que cette introduction reste d’une longueur raisonnable, donnons un simple
exemple. Soit F un sommet de l’immeuble de Bruhat-Tits du groupe adjoint de G. On
lui associe un groupe parahorique K0F ⊂ G(F ). Notons K
+
F son plus grand sous-groupe
distingue´ pro-p-unipotent. On sait qu’il existe un groupe re´ductif connexe GF de´fini sur
le corps re´siduel kF de F , de sorte que K
0
F/K
+
F ≃ GF (kF ). Soit f : GF(kF ) → C une
fonction invariante par conjugaison et cuspidale. Par l’isomorphisme pre´ce´dent, on la
conside`re comme une fonction sur K0F , invariante par translations par K
+
F , et on l’e´tend
en une fonction sur G(F ), nulle hors de K0F . Notons AG le plus grand sous-tore central
de G qui soit de´ploye´ sur F et fixons des mesures de Haar sur G(F ) et AG(F ). On de´finit
la distribution Df qui, a` une fonction ϕ ∈ C∞c (G(F )), associe
Df(ϕ) =
∫
AG(F )\G(F )
∫
G(F )
ϕ(g−1xg)f(x) dx dg.
L’inte´grale n’est pas absolument convergente mais converge dans l’ordre indique´. On
montre que Df est un quasi-caracte`re de niveau 0. On ge´ne´ralise cette construction dans
deux directions. D’une part en conside´rant non pas des groupes parahoriques mais des
fixateurs de points de l’immeuble, qui donnent naissance a` des groupes non connexes sur
kF . D’autre part, en induisant de telles distributions de´finies sur des groupes de Levi de
G. On montre alors que tout quasi-caracte`re de niveau 0 est obtenue par cette construc-
tion convenablement ge´ne´ralise´e, cf. 5.9. Ce qui relie les distributions ci-dessus aux
repre´sentations de niveau 0 est la formule calculant le caracte`re d’une telle repre´sentation
que l’on a obtenue dans un article ante´rieur, cf. [20].
Signalons un re´sultat curieux. Les constructions ci-dessus conduisent naturellement a`
la de´finition d’un sous-espace de l’espace des quasi-caracte`res de niveau 0, note´DG[Dcusp(G)]
dans l’article. Ce sous-espace est relie´ a` celui des caracte`res des repre´sentations de niveau
0 qui sont elliptiques au sens d’Arthur. Mais il ne lui est pas e´gal. On montre en 8.3 et
8.5 qu’il posse`de ne´anmoins les meˆmes proprie´te´s magiques de ces espaces de caracte`res,
de´montre´es par Arthur dans [3]. A savoir que, dans le cas ou` G est quasi-de´ploye´, leur
stabilite´ se lit sur les e´le´ments elliptiques du groupe et que, dans le cas ge´ne´ral, le trans-
fert entre tels quasi-caracte`res se lit lui-aussi sur les e´le´ments elliptiques des groupes en
question.
L’hypothe`se (Hyp)endo(G) est utilise´e de deux fac¸ons. D’une part, elle entraˆıne di-
verses proprie´te´s concernant le groupe G. Par exemple, il existe une extension F ′ de F
de degre´ fini et premier a` p telle que G soit de´ploye´ sur F ′. Ou bien, l’ordre du groupe
des composantes connexes du centre de G est premier a` p. Pour ces proprie´te´s, une
hypothe`se plus faible serait suffisante. D’autre part, comme on l’a de´ja` dit, l’hypothe`se
(Hyp)endo(G) entraˆıne que l’exponentielle est de´finie sur les plus gros voisinages possibles.
Pour certains groupes, on peut remplacer l’exponentielle par un substitut qui converge
beaucoup mieux (par exemple X 7→ 1+X pour le groupe GL(n)). De nouveau, on peut
dans ce cas remplacer (Hyp)endo(G) par une hypothe`se plus faible.
Les liens entre niveau, parame´trage et endoscopie ont fait l’objet de plusieurs travaux
re´cents. Citons [15] et aussi [10] et [11], ou` l’auteur e´tudie des sous-cate´gories de celle
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des repre´sentations de niveau 0.
1 Les donne´es
1.1 Le corps local
Soit F un corps local non archime´dien de caracte´ristique nulle. On note oF son anneau
d’entiers, o×F le groupe des unite´s, pF l’ide´al maximal, kF = oF/pF le corps re´siduel, p la
caracte´ristque de kF , |.|F la valeur absolue usuelle, valF la valuation.
Fixons une cloˆture alge´brique F¯ de F , resp. k¯F de kF . Notons F
nr la plus grande
extension non ramifie´e de F contenue dans F¯ . On note ΓF le groupe de Galois de F¯ /F
et IF son sous-groupe d’inertie, c’est-a`-dire le groupe de Galois de F¯ /F
nr.
1.2 Notations diverses
Quand un groupe abstrait H agit sur un ensemble X , on note XH le sous-ensemble
des points fixes. Si Y est un sous-ensemble de X , on note NormH(Y ) le sous-ensemble
des e´le´ments de H dont l’action conserve Y .
Si X est un ensemble, on note C[X ] le C-espace vectoriel de base X .
1.3 Groupes alge´briques
Posons K = F ou K = kF . Soit H un groupe alge´brique de´fini sur K. On note H
0
sa composante neutre et Z(H) le centre de H . Les sous-groupes alge´briques de H que
l’on conside´rera seront implicitement suppose´s de´finis sur K, sauf mention explicite du
contraire.
Supposons H connexe. On appelle Levi de H une composante de Levi d’un sous-
groupe parabolique de G (tous deux de´finis sur K comme on vient de le dire). On note
HAD = H/Z(H) le groupe adjoint. Pour x ∈ H , on note xad son image dans HAD, xss la
partie semi-simple de x, ZH(x) le commutant de x dans H et Hx = ZH(x)
0.
On utilise les notations d’Arthur concernant les Levi et paraboliques : si M est un
Levi, L(M) est l’ensemble des Levi contenantM et P(M) est l’ensemble des sous-groupes
paraboliques de H de composante de Levi M . Si P est un sous-groupe parabolique de
H , on note UP son radical unipotent.
Soit T un tore de´fini sur K. On note X∗(T ), resp. X∗(T ), les groupes de caracte`res
alge´briques de T , resp. de sous-groupes a` un parame`tre. Pour ces de´finitions, T est vu
comme un tore sur la cloˆture alge´brique K¯, c’est-a`-dire que les caracte`res ou cocaracte`res
ne sont pas force´ment de´finis sur K. Si T est de´fini sur F , on note T (F )c le plus grand
sous-groupe compact de T (F ). La de´finition de X∗(T ) s’e´tend au cas ou` T est un groupe
diagonalisable, c’est-a`-dire un sous-groupe alge´brique d’un tore.
Soit H un groupe re´ductif connexe de´fini sur K. On note AH le plus grand sous-tore
de Z(H) qui soit de´fini et de´ploye´ sur K. On pose aH = dim(AH) et AH = X∗(AH)⊗ZR.
On appelle sous-tore de´ploye´ maximal de H un sous-tore de H qui est de´ploye´ sur K
et est maximal parmi les sous-tores de´ploye´s sur K. Ces sous-tores de´ploye´s maximaux
sont en bijection avec les groupes de Levi minimaux de H : a` un sous-tore A est associe´
son commutant ZH(A).
Soit H un groupe re´ductif connexe de´fini sur kF . On appelle espace tordu sous H
une varie´te´ alge´brique H˜ de´finie sur kF , munie de deux actions alge´briques a` droite et a`
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gauche de H telles que, pour chacune des actions, H˜ soit un espace principal homoge`ne
sous H . On impose de plus ici que H˜(kF ) 6= ∅. Cette terminologie a e´te´ introduite par
Labesse. Une partie de la the´orie habituelle des groupes re´ductifs s’e´tend aux espaces
tordus. Ainsi, on de´finit les notions de sous-espaces paraboliques ou d’espace de Levi.
On envoie pour tout cela au premier chapitre de [14].
1.4 Le groupe G
On fixe pour tout l’article un groupe re´ductif connexe G de´fini sur F . Soit N ≥ 1 un
entier tel qu’il existe un plongement de G dans GL(N). On impose l’hypothe`se
(Hyp)(G) : p ≥ (2 + valF (p))N .
Cela entraˆıne qu’il existe une extension F ′ de F de degre´ premier a` p telle que G soit
de´ploye´ sur F ′. Plus ge´ne´ralement, pour tout tore de´fini sur F de dimension infe´rieure
ou e´gale au rang de G, il existe une telle extension telle que le tore soit de´ploye´ sur F ′.
L’hypothe`se (Hyp)(G) implique Hyp(H) pour tout sous-groupe re´ductif connexe de G.
A partir du paragraphe 7.1, nous renforcerons cette hypothe`se (Hyp)(G) en une
hypothe`se (Hyp)endo(G).
On fixe un Levi minimal Mmin de G. On pose simplement A = AMmin , A = AMmin ,
Lmin = L(Mmin). On de´finit W
G = NormG(A)/Mmin.
Quand un objet a e´te´ de´fini relativement a` notre groupe G, nous noterons souvent
l’objet analogue de´fini relativement a` un autre groupeH en ajoutant un exposant H dans
la notation. Par exemple, si M ∈ Lmin, on note LMmin le sous-ensemble des L ∈ Lmin qui
sont contenus dans M . Le groupe WG agit sur Lmin. Pour M ∈ Lmin, on note NWG(M)
le fixateur de M dans WG et WG(M) = NWG(M)/W
M .
On munit G(F ) d’une mesure de Haar. Plus ge´ne´ralement, pour tout sous-groupe
ferme´ J de G(F ), on suppose J muni d’une mesure de Haar.
2 L’immeuble de G
2.1 Facettes, groupes parahoriques
On note Imm(GAD) l’immeuble de Bruhat-Tits sur F du groupe adjoint GAD. Cet
ensemble est re´union d’appartements associe´s aux sous-tores de´ploye´s maximaux de G
ou encore aux Levi minimaux de G. On note App(AM) l’appartement associe´ a` un tel
LeviM . L’appartement App(AM) est un espace affine euclidien sous l’espace vectoriel re´el
AM/AG. Pour x, y ∈ App(AM), on note x−y l’e´le´ment de AM/AG tel que x = y+(x−y).
L’immeuble se de´compose aussi en re´union disjointe de facettes, chaque facette e´tant
contenue dans (au moins) un appartement. On note Fac(G) l’ensemble des facettes et
Fac(G,A) le sous-ensemble des facettes contenues dans App(A). Le groupe G(F ) agit
sur l’immeuble. Pour F ∈ Fac(G), notons K†F le stabilisateur de F dans G(F ).
Introduisons le groupe Gˆ dual de Langlands de G. Modulo le choix d’une paire de
Borel e´pingle´e de Gˆ, ce groupe est muni d’une action de ΓF . Le groupe ΓF/IF agit sur
X∗(Z(Gˆ)IF ). Notons N = X∗(Z(Gˆ)IF )ΓF /IF le sous-groupe des invariants. Kottwitz a
de´fini un homomorphisme surjectif wG : G(F )→ N .
Soit F ∈ Fac(G). Notons N (F) l’image de K†F par wG et, pour tout ν ∈ N , notons
KνF l’ensemble des g ∈ K
†
F tels que wG(g) = ν (on a donc K
ν
F 6= ∅ si et seulement
si ν ∈ N (F)). L’ensemble K0F est le sous-groupe parahorique de G(F ) associe´ a` F ,
cf. [8] proposition 3. Notons K+F le plus grand sous-groupe distingue´ et pro-p-unipotent
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dans K0F . Bruhat et Tits ont associe´ a` F un sche´ma en groupes GF de´fini sur oF . On a
GF(oF ) = K0F . Notons GF la partie re´ductive de la fibre spe´ciale de GF . C’est un groupe
re´ductif connexe de´fini sur kF et K
0
F/K
+
F est isomorphe a`GF (kF ), cf. [9] proposition 3.7.
Pour ν ∈ N (F), il existe un espace tordu GνF sous GF de sorte que K
ν
F/K
+
F s’identifie
a` GνF (kF ).
Le groupe K0F fixe tout point de F . Pour ν ∈ N (F), il existe une permutation
isome´trique σF ,ν de F telle que tout e´le´ment de KνF agisse dans F par cette permutation.
On note Fν le sous-ensemble des points fixes de σF ,ν dans F . Pour tout appartement
contenant F , Fν est l’intersection de F avec un sous-espace affine de cet appartement.
Soit x ∈ F . Alors le fixateur de x dans G(F ) est la re´union des KνF sur les ν ∈ N (F)
tels que σF ,ν fixe x.
On note Fac∗(G) l’ensemble des couples (F , ν), ou` F ∈ Fac(G) et ν ∈ N (F). On
note Fac∗max(G) le sous-ensemble des (F , ν) tels que F
ν est re´duit a` un point. On note
Fac∗(G,A) et Fac∗max(G,A) les sous-ensembles des (F , ν) tels que F ⊂ App(A).
Remarque. L’indice max est contestable puisqu’il s’agit de facettes de dimension
minimale. Ce sont plutoˆt les groupes qui leur sont attache´s qui sont maximaux. En tout
cas, on conserve cette notation de [20] pour simplifier les re´fe´rences.
Du sche´ma en groupes GF se de´duit une sous-oF -alge`bre de Lie kF de gF . On note k
+
F
son radical pro-p-nilpotent. Le quotient kF/k
+
F s’identifie a` l’espace des points sur kF de
la partie re´ductive de l’alge`bre de Lie de GF .
On peut aussi conside´rer l’immeuble e´tendu Imm(G) = Imm(GAD) × AG, qui est
muni d’une action de G(F ). Pour x = (y, a) ∈ Imm(G), avec y ∈ Imm(GAD) et a ∈ AG,
le fixateur de x dans G(F ) est le sous-groupe des e´le´ments g ∈ G(F ) qui fixent y et tels
que wG(g) appartienne au sous-groupe de torsion Ntors de N .
2.2 Description des facettes
Pour a ∈ A(F ), on note aZ l’e´le´ment deX∗(A) tel que < x∗, aZ >= −valF (x∗(a)) pour
tout x∗ ∈ X∗(A). Le noyau de cet homomorphisme a 7→ aZ n’est autre que le plus grand
sous-groupe compact A(F )c de A(F ). L’action sur l’immeuble du groupe A(F ) conserve
App(A). Pour a ∈ A(F ) et x ∈ App(A), on a ax = x + aZ, ou` ici X∗(A) est vu comme
un sous-groupe de A. L’action du groupe NormG(A)(F ) conserve aussi l’appartement
App(A). Notons Mmin(F )c l’unique sous-groupe compact maximal de Mmin(F ). L’action
de NormG(A)(F ) se quotiente en une action du groupe NormG(A)(F )/Mmin(F )c.
Notons Σ l’ensemble des racines re´duites de A dans G. Fixons un sommet spe´cial de
App(A) que l’on note 0 qui nous permet d’identifier App(A) et A/AG. A tout α ∈ Σ est
associe´ un sous-ensemble Γα de Q, qui est l’image re´ciproque dans Q d’un sous-ensemble
fini de Q/Z. Pour c ∈ Γα, on note c+ le plus petit e´le´ment de Γα strictement supe´rieur a` c
et c− le plus grand e´le´ment de Γα strictement infe´rieur a` c. On noteHα,c l’hyperplan affine
de App(A) de´fini par l’e´quation α(x) = c. Alors la de´composition en facettes de App(A)
est de´finie par la famille d’hyperplans (Hα,c)α∈Σ,c∈Γα. A toute facette F ∈ Fac(G,A)
sont associe´s un sous-ensemble ΣF ⊂ Σ et, pour tout α ∈ Σ, un e´le´ment cα,F de sorte
que F soit le sous-ensemble des e´le´ments x ∈ App(A) qui ve´rifient les relations
(1) α(x) = cα,F pour tout α ∈ ΣF ;
(2) cα,F < α(x) < c
+
α,F pour tout α ∈ Σ− ΣF .
Pour α ∈ Σ, notons Uα le groupe radiciel associe´ a` α. A tout c ∈ Γα est associe´ un
sous-groupe ouvert compact Uα,c de Uα(F ) de sorte que les proprie´te´s suivantes soient
ve´rifie´es :
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(3) si c, c′ ∈ Γα et c < c
′, alors Uα,c ( Uα,c′ ;
(4) quelle que soit F ∈ Fac(G,A), on a Uα(F ) ∩K0F = Uα,cα,F ; on a Uα(F ) ∩K
+
F =
Uα,c−α,F
si α ∈ ΣF et Uα(F ) ∩K
+
F = Uα,cα,F si α 6∈ ΣF .
Notons Mmin(F )
⋆ = {m ∈ Mmin(F );wG(m) = 0}. C’est un sous-groupe d’indice
fini de Mmin(F )c. Pour toute facette F ∈ Fac(G,A), K0F est le sous-groupe de G(F )
engendre´ par les Uα(F ) ∩ K0F et par le groupe Mmin(F )
⋆. Les oF -alge`bres kF et k
+
F
admettent une description similaire. Il en re´sulte que les groupes K0F et les oF -alge`bres
kF et k
+
F caracte´risent les facettes. C’est-a`-dire
(5) soient F ,F ′ ∈ Fac(G) ; supposons K0F = K
0
F ′, ou kF = kF ′ ou k
+
F = k
+
F ′ ; alors
F = F ′.
Pour F ∈ Fac(G,A), il existe un unique Levi MF ∈ Lmin tel que AMF/AG soit
l’espace vectoriel re´el engendre´ par les x− y pour x, y ∈ F . Pour (F , ν) ∈ Fac∗(G,A), il
existe un unique Levi MF ,ν ∈ Lmin tel que AMF/AG soit l’espace vectoriel re´el engendre´
par les x− y pour x, y ∈ Fν . On a e´videmment MF ⊂MF ,ν .
2.3 Groupes de Levi
Soit M ∈ Lmin. Conside´rons le sous-ensemble Imm(GAD,M) de Imm(GAD) re´union
des appartements App(AM ′) associe´s aux Levi minimauxM
′ contenus dansM . Le groupe
AM agit sur chacun de ces appartements et ces actions se recollent en une action sur
la re´union. De plus, Imm(GAD,M) est conserve´ par l’action de M(F ). Le quotient de
Imm(GAD,M) par l’action de AM , muni de son action de M(F ), s’identifie canoni-
quement a` l’immeuble Imm(MAD). En particulier, App(A)/AM s’identifie a` l’apparte-
ment AppM(A) associe´ a` Mmin dans l’immeuble Imm(MAD). On note pM : App(A) →
AppM(A) cette projection.
L’action sur l’immeuble du groupe NormG(M)(F ) conserve Imm(GAD,M) et se
descend en une action sur Imm(MAD). Cette action permute les e´lements de Fac(M).
Pour FM ∈ Fac(M), on note K
†,G
F le sous-groupe des e´le´ments de NormG(M)(F ) qui
conservent FM . Il contient K
†
FM
comme sous-groupe distingue´.
Notons NormG(M,A) le normalisateur commun de M et A dans G. L’action du
groupe NormG(M,A)(F ) dans Imm(MAD) conserve App
M(A).
Pour F ∈ Fac(G,A), il existe une unique facette note´e FM ∈ Fac(M,A) telle que
pM(F) ⊂ F
M . Si F est de´crit par les relations (1) et (2) de 2.2, FM est l’ensemble des
x ∈ AppM(A) qui ve´rifient les relations
(1) α(x) = cα,F pour tout α ∈ ΣF ∩ ΣM ;
(2) cα,F < α(x) < cα,F pour tout α ∈ ΣM − ΣF ∩ ΣM .
De l’inclusion Z(Gˆ) → Z(Mˆ) se de´duit un homomorphisme naturel NM → N . Le
diagramme
M(F ) → G(F )
wM ↓ wG ↓
NM → N
est commutatif. Posons Mad =M/Z(G). On a aussi un homomorphisme naturel NM →
NMad. Notons NMG−comp l’image re´ciproque dans N
M du sous-groupe de torsion de NMad.
Alors l’homomorphisme NM → N se restreint en un homomorphisme injectifNMG−comp →
N , cf. [20] 6(1). On identifie NMG−comp a` son image dans N . On note Fac
∗
G−comp(M)
le sous-ensemble des (FM , ν) ∈ Fac∗(M) tels que ν ∈ NMG−comp (avec les variantes
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Fac∗max,G−comp(M) etc...). Remarquons que, pour (FM , ν) ∈ Fac
∗
G−comp(M) et pour
n ∈ K†,GFM , la conjugaison par n conserve l’ensemble K
ν
FM
.
3 Espaces de fonctions et de distributions
3.1 Les espaces I(G) et I(G)∗
Le groupe G(F ) agit sur l’espace C∞c (G(F )) par conjugaison : pour g ∈ G(F ) et
f ∈ C∞c (G(F )),
gf est la fonction x 7→ f(g−1xg). On note I(G) le quotient de C∞c (G(F ))
par le sous-espace complexe engendre´ par les gf − f pour f ∈ C∞c (G(F )) et g ∈ G(F ).
On note Greg le sous-ensemble des e´le´ments fortement re´guliers de G. Soit f ∈
C∞c (G(F )). Pour x ∈ Greg(F ), on de´finit l’inte´grale orbitale
IG(x, f) = DG(x)1/2
∫
AGx (F )\G(F )
f(g−1xg) dg,
ou`DG est le discriminant de Weyl usuel. L’espace I(G) est aussi le quotient de C∞c (G(F ))
par le sous-espace des f ∈ C∞c (G(F )) telles que I
G(x, f) = 0 pour tout x ∈ Greg(F ).
On appelle distribution invariante sur G(F ) une forme line´aire sur C∞c (G(F )) qui se
quotiente en une forme line´aire sur I(G). On identifie une telle distribution a` la forme
line´aire quotient. On note I(G)∗ l’espace des distributions invariantes sur G(F ).
Soient M un Levi de G et DM ∈ I(M)∗. On de´finit une distribution IndGM(D
M) ∈
I(G)∗ de la fac¸on suivante. On fixe un sous-groupe parabolique P ∈ P(M). Comme on
l’a dit, des mesures de Haar sont fixe´es sur M(F ), UP (F ) et G(F ). Il s’en de´duit ce que
l’on peut appeler une pseudo-mesure invariante a` droite sur P (F )\G(F ). Pre´cise´ment,
c’est une forme line´aire non pas sur C∞c (P (F )\G(F )) mais sur l’espace des fonctions
localement constantes ϕ : G(F )→ C qui ve´rifient la relation ϕ(mug) = δP (m)ϕ(g) pour
tousm ∈M(F ), u ∈ UP (F ) et g ∈ G(F ), ou` δP est le module usuel. Cette pseudo-mesure
est caracte´rise´e par l’e´galite´
∫
G(F )
f(g) dg =
∫
P (F )\G(F )
∫
M(F )
∫
UP (F )
f(mug) du dmdg
pour tout f ∈ C∞c (G(F )). On de´finit la fonction fUP sur M(F ) par
fUP (m) = δP (m)
1/2
∫
UP (F )
f(mu) du,
puis la distribution IndGM(D
M) par l’e´galite´
IndGM(D
M)(f) =
∫
P (F )\G(F )
DM((gf)UP ) dg.
Cela ne de´pend pas du choix de P .
On dit que x ∈ Greg(F ) est elliptique si le commutant T de x dans G est un tore
elliptique modulo Z(G), c’est-a`-dire si AT = AG. On note Gell(F ) le sous-ensemble des
e´le´ments elliptiques dans Greg(F ) (la notation e´tant un peu abusive : il n’y a pas de sous-
ensemble alge´brique Gell de G). On dit qu’une fonction f ∈ C∞c (G(F )) est cuspidale si et
seulement si les inte´grales orbitales de f sont nulles en tout point x ∈ Greg(F )−Gell(F ).
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Autrement dit si f est annule´e par IndGM(D
M) pour tout Levi propre M et tout DM ∈
I(M)∗. On note Ccusp(G(F )) l’espace des fonctions cuspidales et Icusp(G) son image dans
I(G).
On dit que f est tre`s cuspidale si et seulement si, pour tout sous-groupe parabolique
propre P de G, de composante de Levi M , la fonction fUP est nulle. En fait, Icusp(G)
est aussi l’image dans I(G) de l’espace engendre´ par les fonctions tre`s cuspidales, cf. [19]
lemme 2.7. Pour une fonction f tre`s cuspidale, on de´finit une distribution Df ∈ I(G)∗
par l’e´galite´
Df(ϕ) =
∫
AG(F )\G(F )
∫
G(F )
ϕ(x−1gx)f(g) dg dx.
La double inte´grale n’est pas absolument convergente mais converge dans cet ordre, cf.
[20] lemme 9.
3.2 Filtrations
On fixe un ensemble de repre´sentants Lmin ⊂ Lmin des classes de conjugaison de
Levi de G. Pour tout entier n ∈ Z, notons Lnmin le sous-ensemble des M ∈ Lmin tels que
aM = n (on peut e´videmment se limiter aux n appartenant a` l’intervalle {aG, ..., aMmin}).
On de´finit une filtration sur I(G) de la fac¸on suivante. Pour tout n ∈ Z, notons
FilnI(G) l’image dans I(G) du sous-espace des f ∈ C∞c (G(F )) qui ve´rifient la condition :
pour tout Levi M tel que aM > n et tout m ∈ Greg(F ) ∩M(F ), on a IG(m, f) = 0. On
a
FilaG−1I(G) = {0} ⊂ FilaGI(G) = Icusp(G) ⊂ ... ⊂ Fil
aMmin I(G) = I(G),
et, en posant GrnI(G) = FilnI(G)/F iln−1I(G), on a
GrnI(G) ≃ ⊕M∈LnminIcusp(M)
WG(M),
cf. 1.4 pour la de´finition du groupe WG(M), qui agit naturellement sur Icusp(M).
Notons AnnnI(G)∗ l’annulateur de Filn−1I(G) dans I(G)∗. On a
AnnaMmin+1I(G)∗ = {0} ⊂ AnnaMmin I(G)∗ ⊂ ... ⊂ AnnaGI(G)∗ = I(G)∗,
et, en posant GrnI(G)∗ = AnnnI(G)∗/Annn+1I(G)∗, on a
(1) GrnI(G)∗ ≃ ⊕M∈LnminIcusp(M)
∗WG(M).
On ve´rifie que AnnnI(G)∗ est le sous-espace de I(G)∗ engendre´ par les distributions
induites IndGM(I(M)
∗) pour les Levi M de G tels que aM ≥ n. Pour M ∈ L
n
min et
dM ∈ I(M)∗, l’image de IndGM(d
M) dans GrnI(G)∗ est nulle dans les composantes
Icusp(M
′)∗W
G(M ′) de (1) pourM ′ 6=M et est l’image naturelle de dM dans Icusp(M)∗W
G(M)
(c’est-a`-dire la restriction de dM a` Icusp(M)
WG(M)).
3.3 Ele´ments compacts et topologiquement unipotents
Soit x ∈ G(F ). On dit que x est compact si et seulement s’il est contenu dans un
sous-groupe compact de G(F ), c’est-a`-dire si l’adhe´rence xZ du groupe xZ engendre´ par
x est compacte. On dit qu’il est compact mod Z(G) si et seulement si l’image xad de x
dans GAD(F ) est compacte. On dit que x est topologiquement unipotent si et seulement
si limn→∞x
pn = 1
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Fixons un sous-tore maximal de G contenant la partie semi-simple xss de G et fixons
une extension finie de F telle que T soit de´ploye´e sur F ′. Alors :
x est compact si et seulement si χ(xss) ∈ o
×
F ′ pour tout χ ∈ X
∗(T ) ; x est compact
mod Z(G) si et seulement si χ(xss) ∈ o
×
F ′ pour tout χ ∈ X
∗(T ) tel que la restriction de χ
a` Z(G) soit triviale ; x est topologiquement unipotent si et seulement si χ(xss) ∈ 1+ pF ′
pour tout χ ∈ X∗(T ).
D’autre part, x est compact mod Z(G) si et seulement si il existe F ∈ Fac(G) tel
que x ∈ K†F . L’ensemble des e´le´ments compacts, resp. compacts mod Z(G), est un sous-
ensemble ouvert et ferme´ de G(F ) invariant par conjugaison. Soit M un Levi de G, soit
(FM , ν) ∈ Fac∗(M) et soit x ∈ KνFM . Alors x est compact mod Z(G) si et seulement si
ν ∈ NMG−comp.
On note Gcomp(F ) l’ensemble des e´le´ments de G(F ) qui sont compacts mod Z(G) (il
serait plus correct de le noter GcompmodZ(G)...). On note Gtu(F ) l’ensemble des e´le´ments
topologiquement unipotents de G(F ). On note I(G)∗comp l’ensemble des distributions dont
le support est contenu dans Gcomp(F ).
3.4 Facettes, fonctions et distributions
Soit (F , ν) ∈ Fac∗max(G). On note Ccusp(G
ν
F) l’espace des fonctions sur G
ν
F(kF ) qui
sont invariantes par conjugaison par GF(kF ) et qui sont cuspidales. On munit cet espace
du produit hermitien de´fini par
< f, f ′ >= |GF(kF )|
−1
∑
x∈Gν
F
(kF )
f¯(x)f ′(x).
Il est de´fini positif. Soit f ∈ Ccusp(GνF). L’espace G
ν
F(kF ) s’identifie a` K
ν
F/K
+
F . On
identifie f a` une fonction sur ce quotient KνF/K
+
F , on la rele`ve en une fonction sur K
ν
F
puis on l’e´tend en une fonction sur G(F ) par 0 hors de KνF . On note fF la fonction ainsi
obtenue. Elle est tre`s cuspidale, cf. [20] lemme 10. On de´duit de fF une distribution
DfF , cf. 3.1, que l’on note simplement Df . Cette distribution est a` support compact mod
Z(G).
Notons Dcusp(G) le sous-ensemble des familles
(fF ,ν)(F ,ν)∈Fac∗max(G) ∈
∏
(F ,ν)∈Fac∗max(G)
Ccusp(G
ν
F )
qui ve´rifient la condition : pour tout ν ∈ N , l’ensemble des F tels que (F , ν) ∈ Fac∗max(G)
et fF ,ν 6= 0 est fini.
Pour f = (fF ,ν)(F ,ν)∈Fac∗max(G) ∈ Dcusp(G), la somme
∑
F ,ν DfF,ν est de´finie. En effet,
chaque DfF,ν est a` support dans l’ouvert ferme´ w
−1
G (ν) et, pour tout ν, il n’y a qu’un
nombre fini de (F , ν ′) tels que ν ′ = ν et fF ,ν′ 6= 0. Pour tout compact C de G(F ), il
n’y a donc qu’un nombre fini de (F , ν) tels que le support de DfF,ν coupe C. On pose
Df =
∑
F ,ν DfF,ν . Cela de´finit une application line´aire
D : Dcusp(G)→ I(G)
∗
comp.
Remarque. Quand un e´le´ment de Dcusp(G) sera note´ f , on notera son image Df ou
DGf comme ci-dessus. Quand l’e´le´ment sera note´ plus symboliquement d, on notera son
image D[d] ou DG[d].
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Le groupe G(F ) agit naturellement sur Dcusp(G). Il est clair que, pour f ∈ Dcusp(G)
et g ∈ G(F ), on a D(gf − f) = 0. Notons Dcusp(G) l’espace des coinvariants, c’est-a`-dire
le quotient de Dcusp(G) par le sous-espace engendre´ par les
gf − f pour f ∈ Dcusp(G) et
g ∈ G(F ). Alors D se quotiente en une application line´aire
D : Dcusp(G)→ I(G)
∗
comp.
NotonsD(G) la somme directe desDcusp(M) ou`M parcourt les Levi de G. On de´finit
une application line´aire
DG : D(G)→ I(G)∗
qui, a`
∑
M d
M , associe
∑
M Ind
G
M(D
M [dM ]). Le groupe G(F ) agit naturellement sur
l’espace D(G) : un e´le´ment g ∈ G(F ) envoie un Levi M sur le Levi gMg−1, une facette
(FM , ν) ∈ Fac∗max(M) sur une facette (gFM , gν) ∈ Fac
∗
max(gMg
−1) et une fonction
fFM ,ν ∈ Ccusp(M
ν
FM
) sur une fonction g(fFM ,ν) ∈ Ccusp((gMg
−1)gνgFM ). Il est clair que,
pour g ∈ G(F ) et f ∈ D(G), on a DG[gf−f ] = 0. On note D(G) l’espace des coinvariants
pour cette action de G(F ) dans D(G). L’application pre´ce´dente se quotiente en une
application line´aire
DG = D(G)→ I(G)∗.
Remarquons que l’applicationDcusp(M)→ D(G)→ D(G) se quotiente parDcusp(M).
3.5 Variantes de D(G)
Soit M un Levi de G. On note Dcusp,G−comp(M) le sous-espace des e´le´ments f =
(fFM ,ν)(FM ,ν)∈Fac∗max(M) de Dcusp(M) tels que fFM ,ν = 0 si ν 6∈ N
M
G−comp. On note D(G)
la somme directe des Dcusp,G−comp(M) ou` M parcourt les Levi de G. On de´finit comme
dans le paragraphe pre´ce´dent l’espace de coinvariants DG−comp(G), qui s’identifie a` un
sous-espace de D(G). L’application DG se restreint en une application line´aire
DG : DG−comp(G)→ I(G)
∗
G−comp.
On note Dcusp,G−comp(M) l’image de Dcusp,G−comp(M) dans Dcusp(M). Il y a une
projection naturelle Dcusp(M) → Dcusp,G−comp(M) qui, a` f = (fFM ,ν)(FM ,ν)∈Fac∗max(M) ∈
Dcusp(M) associe f = (fFM ,ν)(FM ,ν)∈Fac∗max,G−comp(M) ∈ Dcusp(M). Cette projection se
quotiente en une projection de Dcusp(M) sur Dcusp,G−comp(M).
Fixons ν ∈ N . Notons I(G)∗νG−comp le sous-espace des distributions invariantes a`
support contenu dans Gcomp(F )∩w
−1
G (ν). Pour un LeviM de G, notonsD
ν
cusp,G−comp(M)
le sous-espace des f = (fFM ,ν′)(FM ,ν′)∈Fac∗max(M) ∈ Dcusp,G−comp(M) tels que fFM ,ν′ = 0 si
ν ′ 6= ν. A l’aide de ces espaces, on de´finit comme ci-dessus un espace DνG−comp(G). On a
des isomorphismes naturels
DG−comp(G) ≃
∏
ν∈N
DνG−comp(G),
I(G)∗G−comp ≃
∏
ν∈N
I(G)∗νG−comp,
et l’application DG s’identifie au produit de ses restrictions
DG : DνG−comp(G)→ I(G)
∗ν
G−comp.
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3.6 Calcul de DGf ′(fF)
Soit (F , ν) ∈ Fac∗(G,A). On a de´fini le Levi MF ,ν ∈ Lmin au paragraphe 2.2. Posons
simplement M = MF ,ν . On associe a` F la facette FM ∈ Fac(M,A). L’e´le´ment ν appar-
tient a` NMG−comp(F
M), (FM , ν) appartient a` Facmax(M,A), GF s’identifie a` MF et GνF
s’identifie a` MνFM , cf. [20] lemme 6. Soit f ∈ Ccusp(M
ν
FM ). On identifie f a` une fonction
sur GνF (kF ), puis a` une fonction sur K
ν
F/K
+
F , que l’on rele`ve en une fonction sur K
ν
F .
On prolonge cette fonction en une fonction sur G(F ), nulle hors de KνF . On note fF la
fonction sur G(F ) obtenue ainsi. Elle est par construction invariante par conjugaison par
K0F .
Soient L ∈ Lmin, (F ′, ν ′) ∈ Fac∗max,G−comp(L,A) et f
′ ∈ Ccusp(Lν
′
F ′)
K†,G
F′ . On a de´fini
la distribution DGf ′ = Ind
G
L(D
L
f ′) sur G(F ). Notons N(M,F
M , L,F ′) l’ensemble des
n ∈ NormG(A)(F ) tels que nMn
−1 = L et nFM = F ′. Cet ensemble (qui peut eˆtre
vide) est invariant a` gauche par AL(F )(K
0
F ′ ∩ NormG(A)(F )). On fixe un ensemble de
repre´sentants N(M,FM , L,F ′) du quotient
AL(F )(K
0
F ′ ∩NormG(A)(F ))\N(M,F
M , L,F ′).
Proposition. (i) DGf ′(fF) 6= 0 seulement si ν = ν
′ et N(M,FM , L,F ′) 6= ∅.
(ii) Supposons ν = ν ′ et N(M,FM , L,F ′) 6= ∅. Alors
DGf ′(fF ) = mes(K
0
F)mes(K
0
F ′)mes(AL(F )c)
−1
∑
n∈N(M,FM ,L,F ′)
< nf, f ′ > .
Remarques. (1) La fonction nf est celle de´finie en 3.4.
(2) Si f ′ est invariante par K†,GF ′ , la formule du (ii) se simplifie et devient
DGf ′(fF) = mes(K
0
F)mes(K
0
F ′)mes(AL(F )c)
−1[K†,GF ′ : AL(F )K
0
F ′] < f¯
′, f > .
Preuve. Puisque f est a` support dans w−1G (ν) et que D
G
f ′ est a` support dans w
−1
G (ν
′)
il est clair que DGf ′(f) = 0 si ν 6= ν
′. Supposons de´sormais ν = ν ′.
Fixons un sous-groupe parabolique Q ∈ P(L). Commenc¸ons par calculer fF ,UQ. On
sait de´finir la facette FL ∈ Imm(LAD). Si M ⊂ L, on a e´videmment (FL)M = FM et la
fonction fFL sur L(F ) est bien de´finie. Montrons que
(3) si M 6⊂ L, fF ,UQ = 0 ; si M ⊂ L, fF ,UQ = mes(UQ(F ) ∩K
+
F )fFL.
Rappelons que, pour l ∈ L(F ), on a fF ,UQ(l) =
∫
UQ(F )
fF(lu) du. Le groupeQ, resp. L,
de´termine un sous-groupe paraboliqueQ deGF , resp. une composante de Levi L deQ, de
sorte que l’image de Q(F )∩K0F , resp. L(F )∩K
0
F , dans GF(kF ) soit Q(kF ), resp. L(kF ).
Supposons que fF ,UQ 6= 0. Alors Q(F ) ∩K
ν
F 6= ∅ et il existe un sous-espace parabolique
Qν de GνF , associe´ au parabolique Q, de sorte que l’image dans G
ν
F(kF ) de Q(F ) ∩K
ν
F
soit Qν(kF ). Notons L
ν le normalisateur de L dans Qν . Posons V = UQ(F )∩K0F . Fixons
l ∈ L(F ) tel que fF ,UQ(l) 6= 0. On e´crit
fF ,UQ(l) =
∫
UQ(F )/V
∫
V
fF(luv) dv du.
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Fixons u ∈ UQ(F ) tel que l’inte´grale inte´rieure soit non nulle. L’e´le´ment lu appartient a`
Q(F )∩KνF . De´composons son image dans Q
ν(kF ) en lu avec l ∈ Lν(kF ) et u ∈ UQ(kF ).
On voit alors que ∫
V
fF (luv) dv = c
∑
v∈UQ(kF )
f(lv),
ou` c > 0 est une constante provenant des mesures et ou` on a identifie´ f a` une fonction
surGνF(kF ). Cette fonction est cuspidale. La somme ci-dessus est donc nulle si Q
ν 6= GνF .
Notre hypothe`se de non-nullite´ implique donc Qν = GνF , d’ou` aussi Q = L = GF . Le
tore A de´termine un sous-tore de´ploye´ maximal A de GF . On a X∗(A) ≃ X∗(A). Les
sous-tores AMF et AL de´terminent des sous-tores AMF et AL. Par de´finition de MF ,
AMF est le plus grand sous-tore de´ploye´ contenu dans le centre de GF . Par de´finition
de L, ce groupe est le commutant de AL dans GF . L’e´galite´ L = GF entraˆıne donc
AL ⊂ AMF . D’ou` aussi AL ⊂ AMF . Puisque Q
ν = GνF , on a K
ν
F = (Q(F ) ∩ K
ν
F)K
+
F .
On a aussi K+F = (K
+
F ∩ Q(F ))(K
+
F ∩ UQ¯(F )), ou` Q¯ est le parabolique de composante
de Levi L oppose´ a` Q. Donc KνF = (Q(F ) ∩K
ν
F)(K
+
F ∩ UQ¯(F )). On sait que l’ensemble
KνF ∩ NormG(A)(F ) est non vide. Mais un e´le´ment de NormG(A)(F ) qui appartient a`
Q(F )UQ¯(F ) appartient force´ment a` NormL(A)(F ). Soit donc w ∈ K
ν
F ∩NormL(A)(F ).
Il agit naturellement dans A et conserve AMF . Par de´finition de M = MF ,ν , AM est le
plus grand sous-tore de AMF contenu dans l’ensemble des points fixes de l’action de w.
Puisque w ∈ L(F ), ce sous-tore contient AL. Donc AL ⊂ AM et M ⊂ L. Cela de´montre
la premie`re assertion de (3).
Supposons maintenant M ⊂ L. Alors, pour l ∈ L(F ) et u ∈ UQ(F ), on a lu ∈ KνF si
et seulement si l ∈ KνFL et u ∈ UQ(F ) ∩K
+
F (cela re´sulte de [20] lemme 6). On voit que
la fonction fF ,UQ est a` support dans K
ν
FL et que, pour un e´le´ment l de ce groupe, on a
fF ,UQ(l) = mes(UQ(F ) ∩K
+
F )f(l¯), ou` l¯ est l’image de l dans L
ν
FL(kF ) ≃M
ν
FM (kF ). Par
de´finition de la fonction fFL , on obtient la deuxie`me assertion de (3), ce qui ache`ve la
preuve de cette assertion.
Supposons maintenant M ⊂ L. Posons
IFL,F ′(f, f
′) =
∫
L(F )
fFL(l)f
′
F ′(l) dl.
Montrons que
(4) si FL 6= F ′, IFL,F ′(f, f
′) = 0 ; si FL = F ′, alors M = L, FM = F ′ et
IFL,F ′(f, f
′) = mes(K0F ′) < f¯, f
′ >.
Ici, tout se passe dans L, on peut aussi bien supposer L = G pour simplifier les
notations. On a donc FL = F . Supposons F 6= F ′. Dans l’appartement App(A), fixons
un segment [x, x′] joignant un point x ∈ Fν a` un point x′ ∈ F
′ν . L’hypothe`se F 6= F ′
entraˆıne que x 6= x′. Il y a une facette F ′′ ∈ Fac(G,A) et un e´le´ment x′′ ∈]x, x′[ tel que
le segment [x′′, x′[ soit contenu dans F ′′. D’apre`s ce que sont les supports de fF et f ′F ′ ,
on a
IF ,F ′(f, f
′) =
∫
Kν
F
∩Kν
F′
fF(g)f
′
F ′(g) dg.
Si KνF ∩ K
ν
F ′ = ∅, cette inte´grale est nulle et on a de´montre´ la premie`re assertion de
(4). Sinon, conside´rons un e´le´ment g ∈ KνF ∩K
ν
F ′. L’action de g sur l’immeuble fixe x et
x′, donc aussi tout le segment [x, x′]. En particulier, il fixe [x′′, x′[, donc g ∈ K†F ′′ . On a
wG(g) = ν, donc g ∈ KνF ′′ . Alors [x
′′, x′[⊂ F
′′ν . Cela entraˆıne F ′′ 6= F ′ car l’hypothe`se
(F ′, ν) ∈ Fac∗max(G,A) (rappelons que l’on a suppose´ L = G) signifie que F
′ν est re´duit a`
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un unique point, qui est donc x′. Le point x′ est adhe´rent a` F ′′, donc toute la facette F ′ est
contenue dans l’adhe´rence de F ′′. On sait qu’alors il existe un sous-groupe parabolique
propre P de GF ′ et un sous-espace parabolique P
ν de GνF ′ associe´ a` P, de sorte que
l’image de K0F ′′∩K
0
F ′ dansGF ′(kF ) soit P(kF ) et que l’image deK
ν
F ′′∩K
ν
F ′ dansG
ν
F ′(kF )
soit Pν(kF ). Il est facile d’identifier l’ensemble UP(kF ) en de´crivant les facettes F ′ et F ′′
comme en 2.2. On a force´ment ΣF ′′ ⊂ ΣF ′ , cα,F ′′ = cα,F ′ si α ∈ ΣF ′′ et cα,F ′′ = cα,F ′ ou
c−α,F ′ si α ∈ ΣF ′ − ΣF ′′ . Notons Ξ l’ensemble des α ∈ ΣF ′ − ΣF ′′ tels que cα,F ′′ = cα,F ′ .
Alors UP(kF ) est l’image dans GF ′(kF ) de
∏
α∈Ξ Uα,cα,F′ . Notons V ce dernier groupe.
Il est inclus dans K0F ′. Montrons qu’il est inclus dans K
+
F . En effet, soit α ∈ Ξ. Les
de´finitions entraˆınent que α(x′′) > α(x′) = cα,F ′ . A fortiori, α(x) > α(x
′) > cα,F ′. Si
α ∈ ΣF , on a cα,F = α(x) > cα,F ′ donc c
−
α,F ≥ cα,F ′ et K
+
F ∩ Uα(F ) = Uα,c−α,F ⊃ Uα,cα,F′ .
Si α 6∈ ΣF , cα,F est le plus grand e´le´ment de Γα qui soit strictement infe´rieur a` α(x), donc
cα,F ≥ cα,F ′. On a encore K
+
F ∩ Uα(F ) = Uα,cα,F ⊃ Uα,cα,F′ . Cela de´montre l’assertion.
On peut alors e´crire
IF ,F ′(f, f
′) =
∫
(Kν
F
∩Kν
F′
)/V
∫
V
fF(gv)f
′
F ′(gv) dv dg.
On vient de voir que V ⊂ K+F et fF est invariante par ce groupe donc l’inte´grale se re´crit
IF ,F ′(f, f
′) =
∫
(Kν
F
∩Kν
F′
)/V
fF (g)
∫
V
f ′F ′(gv) dv dg.
Pour g intervenant dans cette inte´grale, notons g¯ son image dans GνF ′(kF ). On a en fait
g¯ ∈ Pν(kF ). A une constante positive pre`s provenant des mesures, l’inte´grale inte´rieure
n’est autre que ∑
u¯∈UP(kF )
f ′(g¯u¯).
Ceci est nul car f ′ est cuspidale. Donc IF ,F ′(f, f
′) = 0, ce qui de´montre la premie`re
assertion de (4).
Supposons maintenant F = F ′. Alors M = MF ,ν = MF ′,ν = G puisque (F ′, ν) ∈
Fac∗max(G,A). D’ou` F
M = F = F ′. Un calcul imme´diat donne la dernie`re formule de
(4), ce qui de´montre cette assertion.
Apre`s ces pre´liminaires, de´montrons la proposition. NotonsN un ensemble de repre´sentants
du quotient
NormL(A)(F )\NormG(A)(F )/(NormG(A)(F ) ∩K
0
F).
On sait que G(F ) est union disjointe des ensembles L(F )nK0F quand n de´crit N . Fixons
un sous-groupe parabolique Q ∈ P(L). On de´finit comme en 3.1 une pseudo-mesure sur
Q(F )\G(F ). Pour tout n ∈ N , introduisons la fonction ϕn sur G(F ) a` support dans
Q(F )nK0F telle que ϕ(lunk) = δQ(l) pour tous l ∈ L(F ), u ∈ UQ(F ), k ∈ K
0
F . On note
mn la valeur de son inte´grale contre la pseudo-mesure sur Q(F )\G(F ). Puisque fF est
invariante par K0F , la de´finition de D
G
f ′(fF ) se re´crit
(5) DGf ′(fF) =
∑
n∈N
mnD
L
f ′((
n(fF))UQ).
Pour n ∈ N0, l’action de n transporte F en une facette nF , le Levi M = MF ,ν en le
Levi nMn−1 = MnF ,ν , la facette F
M en une facette nFM ∈ Fac(nMn−1, A) et f en
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une fonction nf ∈ Ccusp((nMn
−1)νnFM ). On a
n(fF) = (
nf)nF . On applique (3) en y
remplac¸ant F par nF et fF par (nf)nF . Cette assertion nous dit que la contribution
DLf ′((
nfF)UQ) de n a` la formule (5) est nulle si nMn
−1 6⊂ L. On note N0 le sous-ensemble
des n ∈ N tels que nMn−1 ⊂ L. Pour n ∈ N0, cette contribution est mes(UQ(F ) ∩
K+nF)D
L
f ′((
nf)(nF)L). Par de´finition, on a
(6) DLf ′((
nf)(nF)L) =
∫
AL(F )\L(F )
∫
L(F )
(nf)(nF)L(x
−1lx)f ′F ′(l) dl dx.
Notons N ′n un ensemble de repre´sentants du quotient
AL(F )(K
0
F ′ ∩NormL(A)(F ))\NormL(A)(F )/(K
0
(nF)L ∩NormL(A)(F )).
On utilise maintenant la de´composition en union disjointe
L(F ) = ⊔n′∈N ′nAL(F )K
0
F ′n
′K0(nF)L .
Pour n′ ∈ N ′n, notons m
′
n′ la mesure de
AL(F )\AL(F )K
0
F ′n
′K0(nF)L .
Puisque les fonctions (nf)(nF)L, resp. f
′
F ′, sont invariantes par conjugaison par K
0
(nF)L ,
resp. K0F ′, la formule (6) se re´crit
DLf ′((
nf)(nF)L) =
∑
n′∈N ′n
m′n′
∫
L(F )
n′(nf)(nF)L(l)f
′
F ′(l) dl.
Pour n′ apparaissant ci-dessus, on a n
′
(nf)(nF)L = (
n′nf)(n′nF)L avec des de´finitions simi-
laires aux pre´ce´dentes. Remarquons que Mn′nF ,ν = n
′nM(n′n)−1. La formule ci-dessus
se re´crit
DLf ′((
nf)(nF)L) =
∑
n′∈N ′n
m′n′I(n′nF)L,F ′(
n′nf, f ′).
Pour tout n′, on applique (4) en y remplac¸ant F par n′nF et f par n
′nf . Cette assertion
nous permet de nous limiter aux n′ tels que n′nM(n′n)−1 = L, (n′nF)L = n′nFM = F ′.
Notons N
′0
n l’ensemble des n
′ ∈ N ′n ve´rifiant ces conditions. En utilisant la dernie`re
assertion de (4), on obtient
DLf ′((
nf)(nF)L) =
∑
n′∈N ′0n
m′n′mes(K
0
F ′) <
n′nf, f ′ > .
En rassemblant ces calculs, on obtient
(7) DGf ′(fF) =
∑
n∈N0
∑
n′∈N ′0n
mnmes(UQ(F ) ∩K
+
nF)m
′
n′mes(K
0
F ′) <
n′nf, f ′ > .
On ve´rifie que l’application
{(n, n′);n ∈ N0, n′ ∈ N
′0
n } → NormG(A)(F )
(n, n′) 7→ n′n
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est une bijection de l’ensemble de de´part sur le quotient
AL(F )(K
0
F ′ ∩NormG(A)(F ))\N(M,F
M , L,F ′).
Si N(M,FM , L,F ′) est vide, on a donc DGf ′(fF) = 0, ce qui de´montre le (i) de l’e´nonce´.
Supposons N(M,FM , L,F ′) 6= ∅. On peut supposer que N(M,FM , L,F ′) est e´gal a` l’en-
semble des n′n pour (n, n′) comme ci-dessus. Pour un tel couple, on ve´rifie les proprie´te´s
suivantes
K0nF ∩Q(F ) = (K
0
nF ∩L(F ))(K
0
nF ∩UQ(F )), K
0
nF ∩L(F ) = K
0
(nF)L , K
0
nF ∩UQ(F ) =
K+nF ∩ UQ(F ), cf. [20] lemme 6 ;
mn = mes(K
0
F)mes(K
0
(nF)L)
−1mes(K+nF ∩ UQ(F ))
−1 ;
mes(K0(nF)L) = mes(K
0
F ′) ;
m′n′ = mes(AL(F )\AL(F )K
0
F ′) = mes(K
0
F ′)mes(AL(F )c)
−1.
En utilisant ces proprie´te´s, la formule (7) devient celle du (ii) de l’e´nonce´. 
3.7 Un espace de fonctions
Pour (F , ν) ∈ Fac∗(G), notons C(GνF) l’espace des fonctions a` valeurs complexes sur
GνF(kF ) et notons E
ν
F l’espace des fonctions sur G(F ), a` support dans K
ν
F et invariantes
par multiplication a` droite ou a` gauche par K+F . Ces espaces s’identifient comme en 3.4 :
pour une fonction f ∈ C(GνF), on identifie f a` une fonction sur K
ν
F/K
+
F , on la rele`ve en
une fonction sur KνF puis on l’e´tend en une fonction sur G(F ) par 0 hors de K
ν
F . On note
fF la fonction obtenue, qui appartient a` EνF . On note E(G) le sous-espace de C
∞
c (G(F ))
engendre´ par les EνF quand (F , ν) de´crit Fac
∗(G). On note IE(G) l’image de E(G) dans
I(G).
Pour M ∈ Lmin, le groupe NormG(A)(F ) ∩ NormG(M)(F ) agit sur l’ensemble
Fac∗max,G−comp(M,A). Fixons un ensemble de repre´sentants Fac
∗
max,G−comp(M,A) des
orbites. Pour chaque (FM , ν) ∈ Fac
∗
max,G−comp(M,A), le groupe K
†,G
FM
agit naturellement
sur MνFM (kF ) et sur l’espace de fonctions sur ce groupe. Cette action conserve l’espace
Ccusp(M
ν
FM
) et on note Ccusp(M
ν
FM
)
K†,G
FM le sous-espace des invariants. On pose
E(G,M) =
∑
(FM ,ν)∈Fac
∗
max,G−comp(M,A)
Ccusp(M
ν
FM
)
K†,G
FM .
Pour tout (FM , ν) ∈ Fac
∗
max,G−comp(M,A), fixons une facette F
G
M ∈ Fac(G,A) telle que
(FGM , ν) ∈ Fac
∗(G,A),MFGM ,ν = M et (F
G
M)
M = FM . C’est possible d’apre`s [20] lemme 7.
Pour f ∈ Ccusp(MνFM )
K†,G
FM , on a de´fini la fonction fFGM sur G(F ). L’application f 7→ fFGM
se prolonge par line´arite´ en une application de E(G,M) dans E(G). On note e(G,M) :
E(G,M) → IE(G) la compose´e de cette application et de la projection E(G) → IE(G).
On note Im(e(G,M)) l’image de e(G,M).
Lemme. On a l’e´galite´ IE =
∑
M∈Lmin
Im(e(G,M)).
Preuve. Soit (F , ν) ∈ Fac∗(G) et f ∈ C(GνF). On veut prouver que l’image de
fF dans I(G) appartient a` la somme des Im(e(G,M)). On ne perd rien a` supposer f
invariante par conjugaison par GF(kF ). On sait que l’on peut e´crire f comme somme
finie de fonctions ”induites” IndG
ν
Mν (fMν) (la de´finition est rappele´e en (1) ci-dessous), ou`
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Mν est un espace de Levi de Gν et fMν est une fonction cuspidale surM
ν(kF ) invariante
par conjugaison parM(kF ). On peut aussi bien supposer que f est l’une de ces fonctions
induites, disons f = IndG
ν
Mν(f
′). Fixons une telle fonction et un espace parabolique Pν
de composante de Levi Mν . Notons f ′′ la fonction sur Gν(kF ) qui est a` support dans
Pν(kF ) et ve´rifie f
′′(mu) = f ′(m) pour tous m ∈Mν(kF ) et u ∈ UP(kF ). Par de´finition,
on a
(1) f(g) = |P(kF )|
−1
∑
x∈G(kF )
f ′′(x−1gx)
pour tout g ∈ Gν(kF ). Il en re´sulte que l’image de fF dans I(G) est proportionnelle a`
celle de f ′′F . Au sous-groupe parabolique P correspond une facette F
′ ∈ Fac(G) dont
l’adhe´rence contient F . On a encore (F ′, ν) ∈ Fac∗(G) d’apre`s l’existence d’un espace
Pν de parabolique associe´ P. On ve´rifie que f ′′F = f
′
F ′. Cela nous rame`ne au proble`me de
de´part ou` l’on a remplace´ F et f par F ′ et f ′. En oubliant cette construction, on peut
supposer f cuspidale.
On peut conjuguer F et f par un e´le´ment de G(F ), cela ne change pas l’image de
fF dans I(G). On peut donc supposer F ∈ App(A). Posons M = MF ,ν . On a de´fini
la facette FM ∈ Imm(MAD) associe´e a` F . On a ν ∈ NMG−comp(F
M) d’apre`s le (i) du
lemme 6 de [20]. La dernie`re assertion de ce lemme et l’e´galite´ M = MF ,ν entraˆınent que
FM,ν est re´duit a` un point, c’est-a`-dire que (FM , ν) ∈ Fac∗max(M,A). De nouveau, par
conjugaison, on peut supposerM ∈ Lmin et (F
M , ν) ∈ Fac∗max,G−comp(M,A). Les espaces
GνF et M
ν
FM s’identifient, on peut conside´rer f comme un e´le´ment de Ccusp(M
ν
FM ). On
peut moyenner f par l’action par conjugaison de K†,G
FM
, cela ne change pas l’image de fF
dans I(G). Alors f ∈ E(G,M). A f , on a associe´ ci-dessus une fonction f(FM )G ∈ E(G).
Pour achever la preuve, il suffit de prouver que fF a meˆme image dans I(G) que f(FM )G .
Notons simplement F ′ = (FM)G. La facette F ′ ve´rifie exactement les meˆmes proprie´te´s
que F , a` savoir (F ′, ν) ∈ Fac∗(G,A), MF ′,ν = M et F
′M = FM . Si F ′ = F , on a
termine´ : fF = fF ′. Supposons F 6= F ′. Notons X l’image re´ciproque de FM,ν dans
Imm(GAD). C’est un espace affine sous AM/AG puisque FM,ν est re´duit a` un point. Les
ensembles Fν ∩X et F
′ν ∩X sont ouverts dans X , cf. [20] lemme 7. Fixons des points
x ∈ Fν ∩X et x′ ∈ F
′ν ∩X . Le de´coupage de App(A) en facettes induit un de´coupage
du segment [x, x′] en points et segments ouverts. C’est-a`-dire que l’on a des points xi
pour i = 1, ..., n, des facettes Fi pour i = 1, ..., n− 1 et des facettes F ′′i pour i = 1, ..., n
de sorte que
[x, x1[= [x, x
′] ∩ F , ]xn, x′] = [x, x′] ∩ F ′ ;
]xi, xi+1[= [x, x
′] ∩ Fi pour i = 1, ..., n− 1 ;
{xi} = [x, x
′] ∩ F ′′i pour i = 1, ..., n.
Un e´le´ment k ∈ KνFM appartient a` la fois a` K
ν
F et K
ν
F ′. Donc son action sur Imm(G)
fixe tout le segment [x, x′]. Il en re´sulte que ν appartient a` N (Fi) et a` N (F ′′i ) pour tout i
et que l’on peut aussi bien ajouter des indices ν dans les e´galite´s ci-desssus, par exemple
]xi, xi+1[= [x, x
′]∩Fνi . On de´crit les facettes comme en 2.2. Parce que M =MF ,ν ⊃MF ,
on a ΣF = ΣFM et cα,F = cα,FM pour tout α ∈ ΣFM . Il en est de meˆme en remplac¸ant
F par F ′. Fixons i = 1, ..., n − 1. L’ensemble ΣFi est celui des α tels que, pour un
point y ∈ Fi, ou pour tout point y ∈ Fi, α(y) appartient a` Γα. Puisque [x, x′] ∩ Fi
est ouvert dans [x, x′], il revient au meˆme de dire que α ∈ ΣF ∩ ΣF ′ et cα,F = cα,F ′ .
La description ci-dessus entraˆıne alors ΣFi = ΣF = ΣF ′ = ΣFM . Donc MFi = MF .
L’espace AMFi,ν est le sous-espace des points fixes de l’action de l’e´le´ment k ci-dessus
dans AMFi . Il en est de meˆme en remplac¸ant Fi par F . Puisque MFi =MF , cela entraˆıne
MFi,ν = MF ,ν = M . Enfin, on a e´videmment F
M
i = F
M . Cela de´montre que chaque
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facette Fi ve´rifie les meˆmes conditions que F et F
′. On peut de´finir une fonction fFi
pour tout i et il nous suffit de de´montrer successivement que les fonctions fF , fF1 ,...,
fFn−1 et fF ′ ont meˆme image dans I(G). On est ramene´ au cas de facettes conse´cutives,
autrement dit au cas n = 1 dans notre construction. Notons simplement F ′′ = F ′′1 .
Les facettes F et F ′ de´terminent des espaces paraboliques Pν et P
′ν et GνF ′′ . Ils ont un
espace de Levi commun Mν , qui est isomorphe a` GνF et a` G
ν
F ′ : M
ν(kF ) est l’image
de KνFM ∩K
ν
F ′′ dans G
ν
F ′′(kF ). Par la meˆme construction que ci-dessus, les fonctions fF
et fF ′ ont meˆme image dans I(G) que la fonction f
′′
F ′′, ou` f
′′ = Ind
Gν
F′′
Mν (f), le point
e´tant que cette induction ne de´pend pas de l’espace parabolique choisi. Cela ache`ve la
de´monstration. 
3.8 Deux espaces en dualite´
PourM ∈ Lmin, notonsDG−comp(G,M) l’image dansDG−comp(G) de l’espaceDcusp,G−comp(M).
SiM = G,DG−comp(G;G) est simplement l’espaceDcusp(G) de´ja` de´fini. On aDG−comp(G) =∑
M∈Lmin
DG−comp(G,M). Pour tout M ∈ Lmin, on ve´rifie que le sous-espace
(1)
∏
(FM ,ν)∈Fac
∗
max,G−comp(M,A)
Ccusp(M
ν
FM
)
K†,G
FM ⊂ DG−comp(G)
s’envoie bijectivement sur DG−comp(G,M).
Proposition. (i) Pour toutM ∈ Lmin, l’application e(G,M) est injective et la restriction
de l’application DG a` DG−comp(G,M) est injective.
(ii) IE , resp.DG(DG−comp(G)), est somme directe des Im(e(G,M)), resp.DG(DG−comp(G,M)),
quand M de´crit Lmin.
(iii) Soient M,L ∈ Lmin. L’application
DG−comp(G,M) → Im(e(G;L))∗
f 7→ (DGf )|Im(e(G;L))
est nulle si M 6= L et est un isomorphisme si M = L.
Preuve. Tous ces espaces sont sommes ou produits d’espaces indexe´s par des couples
(FM , ν). Pour des raisons de support, on peut fixer ν ∈ N et remplacer tous les espaces
par les sous-espaces analogues ou` on se limite au couples (FM , ν
′) tels que ν ′ = ν, cf.
3.5. On gagne que ces espaces sont de dimension finie. En fait, d’apre`s (1), les espaces
DG−comp(G,M) et E(G,M) deviennent isomorphes. Fixons une base (fi,M)i=1,...,nM de
E(G,M), re´union de bases orthogonales des espaces Ccusp(MνFM )
K†,G
FM intervenant. En
appliquant la proposition 3.6 et la remarque (2) qui la suit, on voit que la matrice
(
DGfi,M (e(G,L)(fj,L))
)
M,L∈Lmin,i=1,...,nM ,j=1,...,nL
est diagonale, de coefficients diagonaux non nuls. Compte tenu du lemme pre´ce´dent, cela
entraˆıne toutes les assertions de l’e´nonce´. 
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3.9 Un corollaire
Corollaire. (i) L’application line´aire DG : DG−comp(G)→ I(G)∗ est injective.
(ii) L’application line´aire compose´e Dcusp(G)
DG
→ I(G)∗ → Icusp(G)∗ est injective.
Cela re´sulte de la proposition pre´ce´dente, en se rappelant que E(G;G) est forme´
d’apre`s sa de´finition de fonctions cuspidales. 
3.10 Injectivite´ de DG
Pour M ∈ Lmin, notons D(G,M) l’image dans D(G) de l’espace Dcusp(M). On a
D(G) =
∑
M∈Lmin
D(G,M).
Proposition. (i) L’application DG : D(G)→ I(G)∗ est injective.
(ii) Pour tout n ∈ Z, l’espace DG(D(G)) ∩ AnnnI(G)∗ est e´gal a` la somme des
DG(D(G,M)) ou` M parcourt les e´le´ments de Lmin tels que aM ≥ n.
Preuve. Notons Dn(G) la somme des D(G,M) ou` M parcourt l’ensemble de Levi
indique´ ci-dessus. Par construction, on a
Dn(G) = Dn+1(G) +
∑
M∈Lnmin
D(G,M).
Il re´sulte des de´finitions que, pour tout M ∈ Lnmin, D(G,M) est l’image naturelle dans
D(G) de Dcusp(M)
WG(M). On a aussi DG(Dn(G)) ⊂ DG(D(G)) ∩ AnnnI(G)∗. On en
de´duit une suite d’applications
⊕M∈LnminDcusp(M)
WG(M) → ⊕M∈LnminD(G,M)→ D
n(G)/Dn+1(G)
δn
→
(DG(D(G))∩AnnnI(G)∗)/(DG(D(G))∩Annn+1I(G)∗)→ GrnI(G)∗ ≃ ⊕M∈LnminIcusp(M)
∗WG(M).
Le corollaire pre´ce´dent, applique´ aux Levi M ∈ Lnmin, implique que l’application com-
pose´e est injective. Les deux premie`res applications de la suite sont surjectives. Il en
re´sulte que δn est injective. Pour n = aG, on a D
G(D(G))∩AnnaGI(G)∗ = DG(D(G)) =
DG(Dn(G)). L’injectivite´ de δn pour tout n entraˆıne alors par re´currence que, pour tout
n, on aDG(D(G))∩AnnnI(G)∗ = DG(Dn(G)) etKer(DG) ⊂ Dn(G). Pour n = aMmin+1,
cette dernie`re relation implique l’injectivite´ de DG. 
3.11 Variantes avec caracte`re central
Pour un groupe topologique abe´lien et localement compact X , nous appelons ca-
racte`re de X un homomorphisme continu de X dans C×. Soit ξ un caracte`re de AG(F ).
On note C∞c,ξ(G(F )) l’espace des fonctions sur G(F ), a` valeurs complexes, localement
constantes, telles que f(ag) = ξ(a)−1f(g) pour tous a ∈ AG(F ) et tout g ∈ G(F ) et telles
que l’image dans AG(F )\G(F ) du support de f soit compacte. Pour f ∈ C
∞
c (G(F )), no-
tons fξ la fonction de´finie par fξ(g) =
∫
AG(F )
f(ag)ξ(a) da. L’application line´aire f 7→ fξ
est une surjection de C∞c (G(F )) sur C
∞
c,ξ(G(F )). De meˆme que l’on a de´fini I(G), on
de´finit l’espace Iξ(G). L’action de AG(F ) sur C
∞
c (G(F )) se descend en une action sur
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I(G). Le groupe AG(F ) agit dualement sur I(G)
∗. L’espace Iξ(G)
∗ dual de Iξ(G) s’iden-
tifie au sous-espace des e´le´ments de I(G)∗ qui se transforment selon ξ. Pre´cise´ment, un
e´le´ment d de ce sous-espace s’identifie a` l’e´le´ment de Iξ(G)
∗ qui envoie fξ sur d(f) pour
tout f ∈ C∞c (G(F )).
Soit F ∈ Fac(G). Le groupeAG(F ) est contenu dansK
†
F . Il agit par multiplication sur
ce groupe. La multiplication par a ∈ AG(F ) envoie un sous-ensemble K
ν
F surK
ν+νa
F , ou` on
a pose´ νa = wG(a). Si (F , ν) ∈ Fac∗max(G), on a aussi (F , ν + νa) ∈ Fac
∗
max(G). Dans ce
cas, la multiplication par a se descend en un isomorphisme encore note´ a : Ccusp(G
ν
F)→
Ccusp(G
ν+νa
F ). Ces isomorphismes de´finissent une action de A(F ) sur l’espace Dcusp(G)
(on prendra soin de la distinguer de l’action par conjugaison, qui est triviale). L’action
du sous-groupe AG,tu(F ) est triviale. L’action se descend en une action sur Dcusp(G) que
l’on note (a, f) 7→ fa. Soit ξ un caracte`re mode´re´ment ramifie´ de AG(F ), c’est-a`-dire
trivial sur AG,tu(F ). On note Dcusp,ξ(G) le sous-espace des e´le´ments f ∈ Dcusp(G) tels
que fa = ξ(a)f pour tout a ∈ AG(F ).
Plus ge´ne´ralement, on de´finit de meˆme les variantes ”a` caracte`re central” de beaucoup
d’objets de´ja` de´finis (au sens ci-dessus : il s’agit d’un caracte`re ξ de AG(F )). On les note
en ajoutant un indice ξ dans les notations. Notons en particulier l’e´galite´
(1) DG(D(G)) ∩ I(G)∗ξ = D
G(Dξ(G)),
qui re´sulte aise´ment de l’injectivite´ de DG. Plus ge´ne´ralement, si ξ1, ..., ξn sont des ca-
racte`res de AG(F ),
(2) DG(D(G)) ∩ (
∑
i=1,...,n I(G)
∗
ξi
) = DG(
∑
i=1,...,nDξi(G)).
Preuve. On peut supposer les ξi distincts. Par interpolation, si d appartient au membre
de gauche, les composantes di de d dans chaque I(G)
∗
ξi
sont combinaisons line´aires finies
de translate´s da pour des a ∈ AG(F ). Or ces da appartiennent tous a` DG(D(G)). Donc
di ∈ DG(D(G)) ∩ I(G)∗ξi et il reste a` appliquer l’e´galite´ (1). 
4 Ele´ments compacts, p′-e´le´ments
4.1 Retour sur les e´le´ments topologiquement unipotents
Pour x ∈ Gtu(F ), l’homomorphisme n 7→ xn de Z dans G(F ) se prolonge en un
homomorphisme continu z 7→ xz de Zp dans G(F ). Il en re´sulte que,
(1) si J ⊂ G(F ) est un sous-groupe ferme´ et s’il existe un entier c ≥ 1 premier a` p
tel que xc ∈ J , alors x ∈ J .
On a
(2) l’application naturelle Gtu(F ) → GAD,tu(F ) est surjective ; ses fibres sont les
orbites de l’action par multiplication de (Z(G)0)tu(F ) dans Gtu(F ).
Preuve. Notons π : G → GAD l’homomorphisme naturel. L’hypothe`se (Hyp)(G)
entraˆıne que GAD(F )/π(G(F )) est d’ordre premier a` p. Pour y ∈ GAD,tu(F ), il y a
donc un entier c ≥ 1 premier a` p tel que yc ∈ π(G(F )). D’apre`s (1), y appartient
a` π(G(F )). Soit x ∈ G(F ) tel que π(x) = y. On de´compose x = xssxu, ou` xss est
semi-simple, xu est unipotent et xss et xu commutent. Fixons un sous-tore maximal T
de G tel que xss ∈ T (F ) et fixons une extension galoisienne finie F ′ de F , de degre´
d premier a` p, de sorte que T soit de´ploye´ sur F ′. Posons Tad = T/Z(G). L’e´le´me´nt
π(xss) est topologiquement unipotent. La projection Ttu(F
′) → Tad,tu(F ′) s’identifie a`
X∗(T )⊗Z (1+ pF ′)→ X∗(Tad)⊗Z (1+ pF ′). Elle est surjective car l’hypothe`se (Hyp)(G)
implique que l’image de X∗(T ) dans X∗(Tad) est un sous-groupe d’indice fini premier a` p.
On peut donc choisir x1 ∈ Ttu(F ′) tel que π(x1) = π(xss). L’e´le´ment x2 = NormeF ′/F (x1)
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appartient a` Ttu(F ) et on a π(x2) = π(x
d
ss). D’apre`s (1), cela implique qu’il existe x3 ∈
Ttu(F ) tel que π(x3) = π(xss). L’e´le´ment x3xu appartient a` Gtu(F ) et ve´rifie π(x3xu) = y.
Cela de´montre la premie`re assertion.
L’hypothe`se (Hyp)(G) entraˆıne que Z(G)/Z(G)0 est d’ordre premier a` p. La seconde
assertion s’en de´duit par le meˆme argument qui prouvait ci-dessus que y appartenait a`
π(G(F )). 
On a
(3) pour x ∈ Gtu(F ), l’image re´ciproque de ZGAD(xad) dans G est e´gale a` ZG(x).
Preuve. Notons simplement ZG(xad) cette image re´ciproque. Il est bien connu que
ZG(x) est un sous-groupe distingue´ d’indice fini dans ZG(xad) et l’hypothe`se (Hyp)(G)
implique que cet indice est premier a` p. Soit g ∈ ZG(xad). Il existe donc un entier c ≥ 1
premier a` p tel que gc commute a` x. Puisque g ∈ ZG(xad) il existe z ∈ Z(G) tel que
g−1xg = zx. On a alors zc = 1. Or, puisque x et g−1xg sont topologiquement unipotents,
z est lui-aussi topologiquement unipotent. L’e´galite´ zc = 1 entraˆıne alors que z = 1, donc
g ∈ ZG(x). 
4.2 Ele´ments topologiquement nilpotents et exponentielle
On note g l’alge`bre de Lie de G. On appelle ”conjugaison” par G l’action adjointe de
G dans g. Pour g ∈ G, on note cette action de g, soit ad(g), soit X 7→ gXg−1. On note
greg l’ensemble des e´le´ments semi-simples re´guliers de g.
Soit X ∈ g(F ), fixons un sous-tore maximal T de G tel que Xss ∈ t(F ) et fixons une
extension finie F ′ de F telle que T soit de´ploye´ sur F ′. L’e´le´ment X est dit topologique-
ment nilpotent si et seulement si χ(Xss) ∈ pF ′ pour tout χ ∈ X∗(T ) (cela ne de´pend pas
du choix de T ). Une autre caracte´risation est la suivante. Fixons une sous-alge`bre d’Iwa-
hori b de g, c’est-a`-dire b = kF pour une facette F ∈ Fac(G) de dimension maximale.
Notons u son radical pro-p-nilpotent, c’est-a`-dire u = k+F pour la meˆme facette. Alors
X est topologiquement nilpotent si et seulement si X est conjugue´ par un e´le´ment de
G(F ) a` un e´le´ment de u(F ). On note gtn(F ) l’ensemble des e´le´ments topologiquement
nilpotents de g(F ).
On peut de´finir une application exponentielle exp qui envoie un voisinage de 0 dans
g(F ) sur un voisinage de 1 dans G(F ) et qui est e´quivariante pour les actions par conju-
gaison de G(F ). Sous l’hypothe`se (Hyp)(G), ces voisinages sont les plus grands possibles,
c’est-a`-dire qu’on dispose de l’application exponentielle
exp : gtn(F )→ Gtu(F )
e´quivariante pour les actions par conjugaison de G(F ) et qui un home´omorphisme entre
les ensembles de de´part et d’arrive´e, cf. [6] appendice B pour cette proprie´te´ et celles
ci-dessous.
Pour F ∈ Fac(G), l’exponentielle se restreint en des home´omorphismes de gtn(F )∩kF
sur Gtu(F ) ∩K0F et de k
+
F sur K
+
F . Il s’en de´duit une bijection
(gtn(F ) ∩ kF)/k
+
F → (Gtu(F ) ∩K
0
F )/K
+
F .
On peut prolonger les pairesK0F ⊃ K
+
F et kF ⊃ k
+
F en des suites (KF ,n)n∈N et (kF ,n)n∈N
de sorte que
K0F = KF ,0, K
+
F = KF ,1, KF ,n ⊃ KF ,n+1, ∩n∈NKF ,n = {1} ;
kF = kF ,0, k
+
F = kF ,1, kF ,n ⊃ kF ,n+1, ∩n∈NkF ,n = {0} ;
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pour n ≥ 1, KF ,n est un sous-groupe distingue´ de K
†
F et kF ,n est un oF -ide´al de kF ;
pour n ≥ 1, KF ,n = exp(kF ,n) et l’exponentielle se re´duit en un isomorphisme de
groupes de kF ,n/kF ,n+1 sur KF ,n/KF ,n+1.
4.3 Ele´ments p′-compacts
Soit x ∈ G(F ). On dit que x est
p′-compact si et seulement s’il existe un entier c ≥ 1 premier a` p tel que xc = 1 ;
p′-compact mod Z(G) si et seulement si l’image xad de x dans GAD(F ) est p
′-
compacte.
Pour x ∈ G(F ), fixons un sous-tore maximal de G contenant xss et fixons une exten-
sion finie de F telle que T soit de´ploye´e sur F ′. Alors :
x est p′-compact si et seulement x = xss et il existe un entier c ≥ 1 premier a` p tel
que χ(x)c = 1 pour tout χ ∈ X∗(T ) ;
x est p′-compact mod Z(G) si et seulement x = xss et il existe un entier c ≥ 1 premier
a` p tel que χ(x)c = 1 pour tout χ ∈ X∗(T ) dont la restriction a` Z(G) est triviale.
Puisque les classes de conjugaison de sous-tores maximaux de G sont en nombre fini,
on peut ci-dessus choisir F ′ inde´pendant de x. Puisque F
′× ne contient qu’un nombre
fini de racines de l’unite´, on voit qu’il n’y a qu’un nombre fini de classes de conjugaison
par G(F ) d’e´le´ments p′-compacts. A fortiori, il existe un entier c ≥ 1 premier a` p tel que
xc = 1 pour tout e´le´ment p′-compact de G(F ). On a
(1) tout e´le´ment compact x ∈ G(F ) s’e´crit de fac¸on unique x = xp′xtu, ou` xp′ est
p′-compact, xtu ∈ Gtu(F ) et xp′ et xtu commutent ; de plus, xp′ et xtu appartiennent a`
xZ.
Preuve. Pour c comme ci-dessus, il re´sulte de ce qui pre´ce`de que xc est topologique-
ment unipotent. Soit c′ l’inverse de c dans Zp. On pose xtu = (x
c)c
′
et xp′ = xx
−1
tu . Ces
termes ve´rifient les conditions requises et on voit que ce sont les seules solutions possibles.

On de´duit de (1) et de 4.1 (2) et (3) que
(2) tout e´le´ment x ∈ G(F ) compact mod Z(G) s’e´crit x = xp′xtu, ou` xp′ est p′-
compact, xtu ∈ Gtu(F ) et xp′ et xtu commutent ; le groupe (Z(G)0)tu(F ) agit sur l’en-
semble des solutions : un e´le´ment z ∈ (Z(G)0)tu(F ) envoie le couple (xp′ , xtu) sur
(xp′z
−1, xtuz) ; les solutions forment une unique orbite pour cette action ; de plus, pour
toute solution (xp′ , xtu), les deux e´le´ments xp′ et xtu appartiennent a` l’adhe´rence du
groupe Z(G)(F )xZ.
4.4 p′-e´le´ments
Soit x ∈ G. On lui associe un sous-groupe parabolique Q[x] de G et une composante
de Levi L[x] de Q[x] de la fac¸on suivante, cf. [4]. L’e´le´ment xss agit par conjugaison sur
g. On fixe une extension galoisienne finie F ′ de F telle que toutes les valeurs propres
appartiennent a` F
′×. On note Σ l’ensemble de ces valeurs propres et, pour σ ∈ Σ, gσ
l’espace propre. Alors l’alge`bre de Lie q[x] est la somme des gσ sur les σ ∈ Σ telles que
|σ|F ′ ≤ 1 et l[x] est la somme des gσ sur les σ ∈ Σ telles que |σ|F ′ = 1. Le couple
(Q[x], L[x]) e´tant uniquement de´fini et ne de´pendant que de xss, il est de´fini sur F et
conserve´ par ZG(xss). Cela entraˆıne
(1) ZG(xss) ⊂ L[x], a fortiori ZG(x) ⊂ L[x] et x ∈ L[x].
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Par construction, x, vu comme e´le´ment de L[x], est compact mod Z(L[x]) (on dira
que x est compact dans L[x] mod Z(L[x])). Le Levi L[x] est le plus grand Levi L de G
tel que x appartienne a` L et que x soit compact dans L mod Z(L).
Nous dirons que x est un p′-e´le´ment si et seulement si x est p′-compact dans L[x] mod
Z(L[x]). Avec les notations ci-dessus, cela e´quivaut a` ce que x = xss soit semi-simple et,
pour tout σ ∈ Σ telle que |σ|F = 1, σ soit une racine de l’unite´ d’ordre premier a` p. On
note G(F )p′ l’ensemble des p
′-e´le´ments de G(F ).
Lemme. (i) Tout e´le´ment x ∈ G(F ) s’e´crit x = xp′xtu ou` xp′ est un p′-e´le´ment, xtu est
topologiquement unipotent et xp′ et xtu commutent.
(ii) Pour une telle de´composition, les e´le´ments xp′ et xtu appartiennent a` L[x](F ) et
on a L[xp′ ] = L[x].
(iii) Pour une telle de´composition, on a ZG(x) = ZG(xp′)∩ZG(xtu) et Gx = (Gxp′ )xtu .
(iv) La de´composition est unique modulo l’action de (Z(L[x])0)tu(F ) similaire a` celle
de 4.3(2).
Preuve. Conside´rons une de´composition x = yxtu ou` xtu est topologiquement uni-
potent et y et xtu commutent. Montrons que
(2) y, xtu ∈ L[x] et L[x] = L[y].
Les e´le´ments y et xtu commutent a` x et la premie`re assertion re´sulte de (1). Notons
ici xad, yad et xtu,ad les images de x, y et xtu dans L[x]AD(F ). L’adhe´rence yZad du groupe
engendre´ par yad est contenue dans le produit des deux groupes xZad et x
Z
tu,ad. Ce dernier
groupe est compact puisque xtu est topologiquement unipotent. Le premier est compact
par de´finition de L[x]. Donc yZad est compacte, c’est-a`-dire que y est compact mod Z(L[x]).
Or L[y] est le plus grand Levi L tel que y ∈ L et y soit compact mod Z(L). Donc
L[x] ⊂ L[y]. On obtient l’inclusion oppose´e en e´changeant les roˆles de x et y (on a
y = xx−1tu ). Cela prouve (2).
On a vu que x appartenait a` L[x] et e´tait compact mod Z(L[x]). En appliquant 4.3(2)
dans le groupe L[x], on obtient une de´composition x = xp′xtu ou` xp′, xtu ∈ L[x](F ), xp′
est p′-compact mod Z(L[x]), xtu est topologiquement unipotent et xp′ et xtu commutent.
D’apre`s (2), on a L[xp′ ] = L[x], donc xp′ est p
′-compact mod Z(L[xp′ ]), donc c’est un
p′-e´le´ment. Cela de´montre (i).
Pour une de´composition x = xp′xtu comme en (i), les e´le´ments xp′ et xtu commutent
a` x donc appartiennent a` L[x] d’apre`s (1). Cela de´montre la premie`re assertion de (ii) et
la seconde re´sulte de (2). En de´finitive, les de´compositions x = xp′xtu ve´rifiant (i) sont
exactement les de´compositions dans L[x](F ) ou` l’on impose que xp′ est p
′-compact mod
Z(L[x]). Le (iv) re´sulte donc de 4.3(2) applique´ dans le groupe L[x].
Pour (iii), les commutants ZG(x) et ZG(xp′) sont contenus dans L[x] d’apre`s (1) et la
dernie`re assertion de (ii). On ne perd rien a` supposer L[x] = G. Il est clair que ZG(xp′)∩
ZG(xtu) ⊂ ZG(x). L’image xtu,ad de xtu dans GAD appartient a` l’adhe´rence du groupe
engendre´ par xad. L’image gad d’un e´le´ment g ∈ ZG(x) commute donc a` xtu,ad. D’apre`s
4.1(2), cela implique que g ∈ ZG(xtu). Alors g appartient force´ment aussi a` ZG(xp′). Cela
de´montre la premie`re e´galite´ de (iii). La composante neutre de ZG(xp′) ∩ ZG(xtu) est
clairement (Gxp′ )xtu , d’ou` la seconde e´galite´. 
Pour x ∈ G(F ), appelons p′-de´composition de x une de´composition x = xp′xtu
ve´rifiant les conditions du (i) de l’e´nonce´.
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4.5 De´composition de G(F ) associe´e aux p′-e´le´ments
Pour tout ǫ ∈ G(F )p′, posons C(ǫ) = ǫGǫ,tu(F ) = ǫ exp(gǫ,tn(F )). Evidemment,
l’action de G(F ) par conjugaison conserve G(F )p′ et, pour g ∈ G(F ), on a gC(ǫ)g−1 =
C(gǫg−1). Posons
CG(ǫ) = ∪g∈G(F )C(g
−1ǫg) = ∪g∈G(F )g
−1C(ǫ)g.
On a de´ja` utilise´ le discriminant de Weyl DG(x) d’un e´le´ment x ∈ G(F ). Il y a de meˆme
un discriminant de Weyl DG(X) pour un e´le´ment X ∈ g(F ).
Lemme. (i) Pour ǫ ∈ G(F )p′, l’ensemble CG(ǫ) est ouvert et ferme´.
(ii) Pour ǫ ∈ G(F )p′, il existe un nombre re´el dG(ǫ) > 0 tel que, pour tout X ∈
gǫ,tn(F ), on ait
DG(ǫexp(X)) = dG(ǫ)DGǫ(X).
(iii) On a les e´galite´s
G(F ) =
⋃
ǫ∈G(F )p′
C(ǫ) =
⋃
ǫ∈G(F )p′
CG(ǫ).
(iv) Soient ǫ, ǫ′ ∈ G(F )p′. Alors C(ǫ) = C(ǫ
′) ou C(ǫ) ∩ C(ǫ′) = ∅. L’e´galite´ a lieu si
et seulement s’il existe z ∈ (Z(L[ǫ])0)tu(F ) tel que ǫ′ = ǫz. Dans ce cas, on a L[ǫ] = L[ǫ′],
Gǫ = Gǫ′ et z ∈ Gǫ,tu(F ).
Preuve. La proprie´te´ suivante est bien connue : soit x ∈ G(F ) un e´le´ment semi-
simple ; alors il existe un voisinage V de 1 dans Gx(F ) tel que l’ensemble {g−1xyg; y ∈
V, g ∈ G(F )} soit ouvert et ferme´. On voit que, pour ǫ ∈ G(F )p′, C(ǫ) est re´union finie
de tels ensembles. D’ou` (i).
Les deux parties de la formule (ii) sont insensibles au remplacement de X par sa
partie semi-simple. On peut donc supposer X semi-simple. On fixe un sous-tore maximal
T de Gǫ tel que X ∈ t(F ). On a aussi ǫ ∈ T (F ) puisque T commute a` ǫ. Fixons une
extension finie F ′ de F telle que T soit de´ploye´ sur F ′. On note Σ l’ensemble des racines
de T dans G, ΣL[ǫ], resp. ΣGǫ , le sous-ensemble des racines dans L[ǫ], resp. Gǫ. On a
ΣGǫ ⊂ ΣL[ǫ]. Par de´finition,
DG(ǫ) = |
∏
α∈Σ
(1− α(ǫexp(X)))|F
DGǫ(X) = |
∏
α∈ΣGǫ
α(X)|F .
Puisque exp(X) est topologiquement unipotent, α(exp(X)) est un e´le´ment 1 + pF ′ pour
tout α ∈ Σ. A fortiori |α(exp(X))|F ′ = 1. Si α ∈ Σ−ΣL[ǫ], on a |α(ǫ)|F ′ 6= 1 par de´finition
de L[ǫ]. Puisque |α(exp(X))|F ′ = 1, on a |1−α(ǫexp(X))|F ′ = |1−α(ǫ)|F ′ qui est non nul.
Si α ∈ ΣL[ǫ], α(ǫ) est une racine de l’unite´ d’ordre premier a` p puisque ǫ est p′-compact
mod Z(L[ǫ]). Cette racine est e´gale a` 1 si et seulement si α ∈ ΣGǫ. Si α ∈ ΣL[ǫ] − ΣGǫ ,
on a α(ǫ) ∈ o×F ′ − (1 + pF ′) et α(exp(X)) ∈ 1 + pF ′ donc encore |1 − α(ǫexp(X))|F ′ =
|1 − α(ǫ)|F ′ = 1. Enfin, si α ∈ ΣGǫ , on a α(ǫ) = 1 donc |1 − α(ǫexp(X))|F ′ = |1 −
α(exp(X))|F ′ = |1−exp(α(X))|F ′ avec α(X) ∈ pF ′, donc |1−α(ǫexp(X))|F ′ = |α(X)|F ′.
L’assertion (ii) en re´sulte. 
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Le (i) du lemme 4.4 implique la premie`re e´galite´ du (iii) d’ou` trivialement la deuxie`me.
Soient ǫ, ǫ′ ∈ G(F )p′. Supposons C(ǫ) ∩ C(ǫ′) 6= ∅ et fixons x dans cette intersection.
On peut e´crire x = ǫu = ǫ′u′ avec u ∈ Gǫ,tu(F ) et u′ ∈ Gǫ′,tu(F ). Ces deux de´compositions
sont des p′-de´compositions. D’apre`s le (iv) du lemme 4.4, il existe z ∈ (Z(L[ǫ])0)tu(F ) tel
que ǫ′ = ǫz. Inversement, s’il existe un tel z, l’assertion (2) de 4.4 applique´e a` x = ǫ′ = ǫz
nous dit que L[ǫ] = L[ǫ′]. D’apre`s l’assertion (1) de 4.4, on a Gǫ = L[ǫ]ǫ et Gǫ′ = L[ǫ
′]ǫ′ =
L[ǫ]ǫ′ . Puisque z ∈ Z(L[ǫ])0(F ), l’e´galite´ ǫ′ = ǫz entraˆıne que L[ǫ]ǫ′ = L[ǫ]ǫ donc aussi
Gǫ′ = Gǫ. On a aussi z ∈ Gǫ,tu(F ) et on en de´duit que C(ǫ′) = ǫ′Gǫ′,tu(F ) = ǫzGǫ,tu(F ) =
ǫGǫ,tu(F ) = C(ǫ). Cela de´montre (iv). 
4.6 Le cas d’un Levi
Soit M un Levi de G. On a dans M la meˆme proprie´te´ que dans G, a` savoir
M(F ) =
⋃
ǫ∈M(F )p′
CM(ǫ),
ou` CM(ǫ) = ǫexp(mǫ,tn(F )). Le lemme ci-dessous e´nonce une proprie´te´ plus fine.
Lemme. Soit M un Levi de G. Alors
(i) G(F )p′ ∩M(F ) ⊂M(F )p′ ;
(ii) M(F ) =
⋃
ǫ∈G(F )p′∩M(F )
CM(ǫ).
Preuve. Soit ǫ ∈ G(F )p′∩M(F ). Pour de´montrer que ǫ ∈M(F )p′, on doit prouver que
toute valeur propre de ad(ǫ) dans m(F ) qui est de valeur absolue 1 dans une extension
convenable de F , est une racine de l’unite´ d’ordre premier a` p. Mais une valeur propre
de ad(ǫ) dans m(F ) est aussi une valeur propre de ad(ǫ) dans g(F ). La proprie´te´ voulue
re´sulte du fait que ǫ ∈ G(F )p′.
Soit x ∈ M(F ). Ecrivons une p′-de´composition de x dans G(F ) : x = ǫexp(X), ou`
X ∈ gǫ,tn(F ). On a L[x] = L[ǫ] d’apre`s le (ii) du lemme 4.4. On a AM ⊂ Gx puisque
x ∈ M(F ) et Gx ⊂ L[x] d’apre`s 4.4 (1). Donc Z(L[ǫ]) = Z(L[x]) est contenu dans le
commutant de AM , qui estM . On fixe un entier c ≥ 1 premier a` p tel que ǫ
c ∈ Z(L[ǫ])(F ).
Alors exp(cX) = xcǫ−c appartient a` M(F ). Cela entraˆıne comme toujours X ∈ mtn(F )
donc aussi ǫ = xexp(−X) ∈ M(F ) et X ∈ mǫ,tn(F ). La de´composition x = ǫexp(X)
montre que x ∈ CM(ǫ). 
4.7 Un lemme sur les classes de conjugaison et les e´le´ments
p′-compacts mod Z(G)
Lemme. Soit ǫ ∈ G(F ) un e´le´ment p′-compact mod Z(G) et soit F ∈ Fac(G).
Supposons ǫ ∈ K†F . Soit X ∈ gǫ,tn(F ) ∩ kF . Alors, pour tout e´le´ment x ∈ ǫexp(X)K
+
F , il
existe Y ∈ gǫ(F ) ∩ k
+
F tel que x soit conjugue´ a` ǫexp(X + Y ) par un e´le´ment de K
+
F .
La preuve est standard, on la rappelle pour eˆtre complet.
Preuve. Fixons un entier c ≥ 1 premier a` p tel que ǫc ∈ Z(G)(F ). On introduit les
deux polynoˆmes
P (T ) = c−1(T c−1 + ... + T + 1), Q(T ) = c−1(1− T )(c− 1 + (c− 2)T + ...+ T c−2)
25
a` coefficients dans Zp. On a P (T ) + Q(T ) = 1. L’ope´rateur ad(ǫ) dans g(F ) est semi-
simple et ses valeurs propres dans F¯ sont des racines c-ie`mes de l’unite´. Alors l’espace
g se de´compose en somme de l’espace propre associe´ a` la racine 1, qui est gǫ, et de
l’espace somme des espaces propres associe´s aux racines diffe´rentes de 1, notons-le g6=1.
L’ope´rateur P (ad(ǫ)), resp. Q(ad(ǫ)), est le projecteur sur l’espace gǫ, resp. g6=1, relati-
vement a` cette de´composition. On introduit des suites (KF ,n)n∈N et (kF ,n)n∈N comme en
4.2. L’action ad(ǫ) par conjugaison conserve kF ,n pour tout n. On a donc
kF ,n = kF ,n,ǫ ⊕ kF ,n, 6=1,
ou` kF ,n,ǫ = kF ,n ∩ gǫ(F ) = P (ad(ǫ))(kFn) et kF ,n, 6=1 = kF ,n ∩ g6=1(F ) = Q(ad(ǫ))(kFn).
Posons k¯F ,n = kF ,n/kF ,n+1. L’ope´rateur ad(ǫ) se re´duit en un ope´rateur de cet espace, que
l’on note encore ad(ǫ). On a encore
(1) k¯F ,n = k¯F ,n,ǫ ⊕ k¯F ,n, 6=1,
ou` k¯F ,n,ǫ = kF ,n,ǫ/kF ,n+1,ǫ = P (ad(ǫ))(k¯F ,n) et k¯F ,n, 6=1 = kF ,n, 6=1/kF ,n+1, 6=1 = Q(ad(ǫ))(k¯F ,n).
On va prouver par re´currence sur n ≥ 1 qu’il existe Yn ∈ gǫ(F ) ∩ k
+
F , Zn ∈ kF ,n et
kn ∈ K
+
F tels que k
−1
n xkn = ǫexp(X+Yn)exp(Zn). Pour n = 1, il suffit de prendre Y1 = 0,
k1 = 1 et pour Z1 l’e´le´ment de k
+
F tel que x = ǫexp(X)exp(Z1). Supposons ces termes
de´finis au rang n. Posons xn = ǫexp(X + Yn). Notons Z¯n la re´duction de Zn dans k¯F ,n
et de´composons Z¯n en Z¯n,ǫ + Z¯n, 6=1 conforme´ment a` la de´composition (1). Relevons Z¯n,ǫ
en un e´le´ment Y ′n ∈ kF ,n,ǫ. Les ope´rateurs ad(exp(X + Yn)) et ad(xn) conservent eux-
aussi les espaces kF ,n′ pour tout n
′ et ils se descendent en des ope´rateurs sur k¯F ,n. Parce
que exp(X + Yn) commute a` ǫ, ces ope´rateurs commutent a` ad(ǫ) donc pre´servent la
de´composition (1). Sur l’espace k¯F , 6=1, les valeurs propres de ad(ǫ) sont toutes diffe´rentes
de 1 tandis que l’ope´rateur ad(X + Yn) est nilpotent. Il en re´sulte que 1 − ad(x
−1
n ) est
inversible sur cet espace. On peut donc fixer un e´le´ment Y ′′n ∈ kF ,n tel que Z¯n, 6=1 soit la
re´duction de (1− ad(x−1n )(Y
′′
n ). Posons hn = exp(Y
′′
n ). C’est un e´le´ment de KF ,n.On a
hnxnexp(Zn)h
−1
n = xnexp(ad(x
−1
n )(Y
′′
n ))exp(Zn)exp(−Y
′′
n ).
Mais on voit que exp(ad(x−1n )(Y
′′
n ))exp(Zn)exp(−Y
′′
n ) ∈ exp(Y
′
n)KF ,n+1. Il existe Yn+1 ∈
gǫ(F ) ∩ k
+
F tel que exp(X + Yn)exp(Y
′
n) = exp(X + Yn+1). En posant kn+1 = hnkn, on
obtient k−1n+1xkn+1 = ǫexp(X + Yn+1)zn+1 avec zn+1 ∈ KF ,n+1 et il reste a` prendre pour
Zn+1 l’e´le´ment de kF ,n+1 tel que zn+1 = exp(Zn+1) pour obtenir les e´le´ments cherche´s au
rang n + 1.
On peut extraire des suites (Yn)n≥1 et (kn)n≥1 des sous-suites convergentes (en fait, on
n’en a meˆme pas besoin, les suites de´finies ci-dessus convergent). A la limite, on obtient
des e´le´ments Y ∈ gǫ(F ) ∩ k
+
F et k ∈ K
+
F tels que k
−1xk = ǫexp(X + Y ). Cela ache`ve la
preuve. 
4.8 Un lemme sur les e´le´ments p′-compacts et les espaces de
Levi
Lemme. Soit ǫ ∈ G(F ) un e´le´ment p′-compact mod Z(G) et soit (F , ν) ∈ Fac∗(G).
Supposons ǫ ∈ KνF . Notons ǫ¯ la re´duction de ǫ dans G
ν
F(kF ). Soit P
ν un espace parabo-
lique de GνF . Supposons ǫ¯ ∈ P
ν(kF ). Alors il existe une composante de Levi M
ν de Pν
telle que ǫ¯ ∈Mν(kF ).
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La preuve s’inspire de celle du lemme 9 de [16].
Preuve. On note P le sous-groupe parabolique de GF associe´ a` P
ν. L’espace uP
posse`de une filtration finie (ui)i=1,...,n de´finie par re´currence par u1 = uP et, pour i ≥ 1,
ui+1 est l’espace engendre´ par les [U1, Ui] pour U1 ∈ u1 et Ui ∈ ui. La filtration se termine
par un = {0}. On note Ui = exp(ui). Les Ui sont des sous-groupes distingue´s de UP,
les quotients Ui/Ui+1 sont abe´liens et isomorphes aux ui/ui+1. On a Un = {1}. Nous
allons prouver par re´currence sur i que
(1) il existe une composante de LeviMi et un e´le´ment ui ∈ Ui(kF ) tels que ad(ǫ¯)(Mi) =
ad(ui)(Mi).
Pour i = 1, on choisit pour M1 n’importe quelle composante de Levi de P. Puisque
ǫ¯ ∈ Pν(kF ), ad(ǫ¯)(M1) est encore une telle composante de Levi de P et on sait que deux
telles composantes sont conjugue´s par un e´le´ment de UP(kF ) = U1(kF ). On choisit pour
u1 l’e´le´ment qui conjugueM1 en ad(ǫ¯)(M1). Supposons le proble`me re´solu au rang i ≥ 1.
Fixons un entier c ≥ 1 premier a` p tel que ǫc ∈ Z(G). On voit par re´currence sur un
entier m ≥ 1 que
ad(ǫ¯m)(Mi) = ad(ui,m)(Mi),
ou` ui,m = ad(ǫ¯
m−1)(ui)...ad(ǫ¯)(ui)ui. Pour m = c, on obtient Mi = ad(ui,c)(Mi), donc
ui,c = 1. Remarquons que ad(ǫ¯) conserve la filtration (Uj)j=1,...,n. En notant Xi la
re´duction de ui dans Ui(kF )/Ui+1(kF ) et en e´crivant ce groupe additivement, on ob-
tient
ad(ǫ¯c−1)(Xi) + ...+ ad(ǫ¯)(Xi) +Xi = 0.
Par le meˆme argument que dans la preuve pre´ce´dente, cela entraˆıne l’existence d’un
e´le´ment Yi ∈ Ui(kF )/Ui+1(kF ) tel que Xi = Yi − ad(ǫ¯)(Yi). On rele`ve Yi en vi ∈ Ui(kF )
et on pose Mi+1 = ad(vi)(Mi). On calcule
ad(ǫ¯)(Mi+1) = ad(ui+1)(Mi+1),
ou` ui+1 = ad(ǫ¯)(vi)uiv
−1
i . Par construction de vi, on voit que ui+1 ∈ Ui+1(kF ), ce qui
re´sout le proble`me en i+ 1.
Pour i = n, le Levi M = Mn est conserve´ par ad(ǫ¯). Alors M
ν = ǫ¯M est une
composante de Levi de Pν contenant ǫ¯. 
4.9 Points fixes dans Imm(GAD) d’un e´le´ment p
′-compact mod
Z(G)
Soit ǫ ∈ G(F ) un e´le´ment p′-compact mod Z(G). NotonsM le commutant dans G du
tore de´ploye´ AGǫ . C’est un Levi de G. On a ǫ ∈M et Gǫ ⊂ M (ǫ et Gǫ commutent a` AGǫ).
On a aussi AM = AGǫ . En effet, puisqueGǫ ⊂M , on a AGǫ ⊂M et, puisqueM commute a`
AGǫ par construction deM , on a AGǫ ⊂ AM . Inversement, puisque ǫ ∈M , on a AM ⊂ Gǫ
et, puisque AM commute a` M , donc aussi au sous-ensemble Gǫ, on a AM ⊂ AGǫ. Notons
J la re´union dans Imm(GAD) des appartements App(AM ′) associe´s aux Levi minimaux
M ′ de M . L’action de M(F ) sur Imm(GAD) conserve le sous-ensemble J , il en est donc
de meˆme des actions de ǫ et de Gǫ(F ). L’espace vectoriel AM/AG agit naturellement
sur J (il agit sur chaque App(AM ′) et ces actions se recollent). Cette action commute a`
celles de ǫ et de Gǫ(F ). Notons Imm(GAD)
ǫ et J ǫ les sous-ensembles de points fixes de
l’action de ǫ dans Imm(GAD), resp. J . L’ensemble J
ǫ est stable par l’action de AM/AG.
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On note J ǫ/(AM/AG) l’ensemble quotient. L’action de Gǫ(F ) se descend en une action
sur ce quotient.
Proposition. (i) On a l’e´galite´ Imm(GAD)
ǫ = J ǫ.
(ii) L’ensemble J ǫ/(AM/AG) muni de son action de Gǫ(F ) s’identifie canoniquement
a` Imm(Gǫ,AD).
(iii) Soit F ∈ Fac(G) telle que F∩Imm(GAD)ǫ 6= ∅. Alors l’image de F∩Imm(GAD)ǫ
est contenue dans une facette F ′ ∈ Fac(Gǫ). L’action naturelle de ǫ sur K0F se descend
en une action alge´brique sur GF et le groupe Gǫ,F ′ s’identifie a` la composante neutre
Gǫ,0F du sous-groupe des points fixes G
ǫ
F par cette action. Le groupe K
0
F ′ est le groupe
des g ∈ Gǫ(F ) ∩K0F tels que wGǫ(g) = 0. On a K
+
F ′ = Gǫ(F ) ∩ K
+
F , kF ′ = gǫ(F ) ∩ kF ,
k+F ′ = gǫ(F ) ∩ k
+
F .
Preuve. Dans la seconde preuve du the´ore`me 1.9 de [17], G. Prasad et J.-K. Yu
de´montrent que Imm(GAD)
ǫ = J ǫ et que cet ensemble, muni de son action de Gǫ(F ),
s’identifie a` l’immeuble e´tendu du groupeGǫ,ad = Gǫ/Z(G). L’identification est canonique
a` translations pre`s par les e´le´ments de AM/AG. Cela e´quivaut aux assertions (i) et (ii).
Soit F ∈ Fac(G) telle que F ∩ Imm(GAD)ǫ 6= ∅. Soit x ∈ F ∩ Imm(GAD)ǫ 6= ∅, notons
y son image dans Imm(Gǫ,AD). Soit F ′ ∈ Fac(Gǫ) la facette a` laquelle appartient y.
Plongeons les immeubles pour les groupes adjoints dans les immeubles e´tendus. Comme
on le sait, on peut de´finir un sche´ma en groupes Gx de´fini sur oF ve´rifiant entre autres
que G(oF ) est le sous-groupe des e´le´ments de G(F ) dont l’action sur l’immeuble e´tendu
Imm(G) fixe x. On sait que la partie re´ductive de la composante neutre de sa fibre
spe´ciale n’est autre queGF . Dans le paragraphe 3 de [16], cf. en particulier les de´finitions
de 3.1 de cette re´fe´rence, Prasad montre que ǫ agit naturellement sur Gx et il de´finit la
composante neutre Gǫ,0x du sous-sche´ma des points fixes G
ǫ
x. Il prouve que la composante
neutre G0ǫ,y de Gǫ,y s’identifie a` ce sche´ma G
ǫ,0
x . En passant aux parties re´ductives des
fibres spe´ciales, on obtient que Gǫ,F ′ s’identifie a` G
ǫ,0
F . Cela entraˆıne
(1) K0F ′ ⊂ K
0
F ∩Gǫ(F ).
En passant aux alge`bres de Lie, l’e´galite´ G0ǫ,y = G
ǫ,0
x entraˆıne aussi
(2) kF ′ = kF ∩ gǫ(F ), k
+
F ′ = k
+
F ∩ gǫ(F ).
L’e´galite´
(3) K+F ′ = K
+
F ∩Gǫ(F )
se de´duit par l’exponentielle de la seconde e´galite´ de (2).
On peut pre´ciser (1). D’apre`s la de´finition de K0F ′, K
0
F ′ est contenu dans l’ensemble
des g ∈ K0F ∩ Gǫ(F ) tels que wGǫ(g) = 0. Inversement, un tel g fixe x donc aussi y (la
projection de Imm(GAD)
ǫ sur Imm(Gǫ,AD) e´tant compatible avec l’action de Gǫ(F )).
Donc g ∈ K†F ′. Puisque wGǫ(g) = 0, on a g ∈ K
0
F ′. Cela de´montre l’assertion de l’e´nonce´
concernant K0F ′. Mais alors, ce groupe ne de´pend pas de x et, d’apre`s 2.2 (5), cela entraˆıne
que F ′ est uniquement de´termine´e, ce qui est la premie`re assertion de (iii). 
5 Quasi-caracte`res
5.1 Transforme´es de Fourier et inte´grales orbitales
Plusieurs notions que l’on a introduites sur le groupe G(F ) ont des analogues sur
l’alge`bre de Lie g(F ). Pour f ∈ C∞c (g(F )) et X ∈ greg(F ), on de´finit l’inte´grale orbitale
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IG(X, f). On de´finit aussi l’espace I(g) quotient de C∞c (g(F )) par le sous-espace des
fonctions dont toutes les inte´grales orbitales sont nulles.
On fixe un caracte`re continu ψ de F de conducteur pF et une forme biline´aire
syme´trique non de´ge´ne´re´e < ., . > sur g(F ), invariante par conjugaison par G(F ). On
sait que l’on peut la choisir telle que, pour toute F ∈ Fac(G), k+F soit le ”dual” de
kF , c’est-a`-dire que k
+
F est l’ensemble des X ∈ g(F ) tels que < X, Y >∈ pF pour tout
Y ∈ kF . On suppose qu’il en est ainsi. On de´finit la transformation de Fourier f 7→ fˆ
dans C∞c (g(F )) par
fˆ(X) =
∫
g(F )
f(Y )ψ(< X, Y >) dY,
ou` dY est la mesure auto-duale. La transformation f 7→ fˆ de C∞c (g(F )) se descend en
une transformation de I(g).
Notons Nil(g) l’ensemble des orbites nilpotentes dans g(F ). Pour tout O ∈ Nil(g),
on fixe une mesure sur O invariante par conjugaison. Cela permet de de´finir l’inte´grale
orbitale IO sur C
∞
c (g(F )), puis sa transforme´e de Fourier f 7→ IO(fˆ). Notons greg l’en-
semble des e´le´ments semi-simples et re´guliers de g. D’apre`s Harish-Chandra, il existe
une fonction jˆ(O) localement inte´grable sur g(F ) et localement constante sur greg(F ),
de sorte que
IO(fˆ) =
∫
g(F )
f(Y )jˆ(O, Y ) dY
pour toute f ∈ C∞c (g(F )).
Notons E l’espace des fonctions sur oF engendre´ par les fonctions λ 7→ |λ|n pour
n ∈ Z. Il est imme´diat que, si deux e´le´ments de E co¨ıncident sur pnF pour un entier
n ≥ 0, alors, ils sont e´gaux.
On sait que, pour tout O ∈ Nil(g) et pour tout Y ∈ greg(F ), la fonction λ 7→
jˆ(O, λ2Y ), de´finie sur oF , appartient a` E.
5.2 Quasi-caracte`res et quasi-caracte`res de niveau 0
Si θ est une fonction localement inte´grable sur G(F ) et invariante par conjugaison, il
lui est associe´e la distribution invariante D sur G(F ) de´finie par
D(f) =
∫
G(F )
f(g)θ(g) dg.
On appelle quasi-caracte`re de G(F ) une distribution invariante D sur G(F ) associe´e a`
une fonction θD sur G(F ) localement inte´grable et invariante par conjugaison, qui ve´rifie
la proprie´te´ suivante :
(1) pour tout x ∈ G(F ) semi-simple, il existe un voisinage V de 0 dans gx(F ) et,
pour tout O ∈ Nil(gx), il existe un nombre complexe cD,O de sorte que, pour presque
tout Y ∈ V, on ait l’e´galite´
θD(xexp(Y )) =
∑
O∈Nil(gx)
cD,Ojˆ(O, Y ).
Remarques. (2) Le voisinage V n’est e´videmment pas uniquement de´termine´, par
contre les constantes cD,O le sont car les fonctions jˆ(O) sont line´airement inde´pendantes
dans tout voisinage de 0.
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(3) Applique´e a` x fortement re´gulier, cette proprie´te´ implique que, quitte a` modifier
θD sur un ensemble de mesure nulle, on peut supposer θD de´finie et localement constante
sur Greg(F ).
(4) La condition que θD est localement inte´grable est redondante car une fonction
invariante par conjugaison et ve´rifiant la condition (1) est automatiquement localement
inte´grable.
(5) SoitD ∈ I(G)∗ et soit α une fonction sur G(F ), localement constante et invariante
par conjugaison. On de´finit la distribution αD par (αD)(f) = D(αf). Si D est un quasi-
caracte`re, alors αD l’est aussi.
Soit f ∈ C∞c (G(F )) une fonction tre`s cuspidale. On a de´fini la distribution Df en
3.1. On a
(6) Df est un quasi-caracte`re.
Cf. [18] 5.9. La fonction θDf se calcule de la fac¸on suivante. Soit x ∈ Greg(F ). Notons
Mx le commutant de AGx dans G. C’est le plus petit Levi M
′ tel que x ∈ M ′(F ). De
plus x est elliptique dans Mx(F ). On sait de´finir l’inte´grale orbitale ponde´re´e
JGMx(x, f) = D
G(x)1/2
∫
AMx (F )\G(F )
f(g−1xg)vMx(g) dg.
Le poids vMx est calcule´ relativement a` un sous-groupe compact spe´cial de G(F ) fixe´, cf.
[1], mais, parce que f est tre`s cuspidale, l’inte´grale ci-dessus ne de´pend pas de ce choix,
cf. [18] lemme 5.2. Pour tout tore de´ploye´ A′, posons m(A′) = mes(A′(F )c). D’apre`s [20]
9(1), on a alors
(7) θDf (x) = (−1)
aMx−aGDG(x)−1/2m(AMx)m(AG)
−1JGMx(x, f).
On appelle quasi-caracte`re de niveau 0 une distribution invariante D associe´e a` une
fonction θD sur G(F ) localement inte´grable et invariante par conjugaison, qui ve´rifie la
condition
(8) pour tout ǫ ∈ G(F )p′, pour tout O ∈ Nil(gǫ), il existe un nombre complexe cD,O
de sorte que, pour presque tout Y ∈ gǫ,tn(F ), on ait l’e´galite´
θD(ǫexp(Y )) =
∑
O∈Nil(gǫ)
cD,O jˆ(O, Y ).
On a des variantes de ces de´finitions pour l’alge`bre de Lie. Soit D une distribution
invariante sur g(F ) associe´e a` une fonction θD sur g(F ) localement inte´grable et invariante
par conjugaison. On dit que D est un quasi-caracte`re si θD ve´rifie la condition
(9) pour tout X ∈ g(F ) semi-simple, il existe un voisinage V de 0 dans gX(F ) et,
pour tout O ∈ Nil(gX), il existe un nombre complexe cD,O de sorte que, pour presque
tout Y ∈ V, on ait l’e´galite´
θD(X + Y ) =
∑
O∈Nil(gX )
cD,Ojˆ(O, Y ).
On dit que c’est un quasi-caracte`re de niveau 0 si θD est a` support dans gtn(F ) et
que, pour tout O ∈ Nil(g), il existe un nombre complexe cD,O de sorte que, pour presque
tout Y ∈ gtn(F ), on ait l’e´galite´
θD(Y ) =
∑
O∈Nil(g)
cD,Ojˆ(O, Y ).
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Si f ∈ C∞c (g(F )) est une fonction tre`s cuspidale, on de´finit la distribution Df sur
g(F ) comme on l’a fait sur le groupe. Cette distribution est un quasi-caracte`re.
Lemme. (i) Tout quasi-caracte`re sur G(F ), resp. g(F ), de niveau 0 est un quasi-
caracte`re.
(ii) soit D un quasi-caracte`re sur G(F ) ; alors D est de niveau 0 si et seulement si,
pour tout ǫ ∈ G(F )p′ et presque tout X ∈ gǫ,tn(F ), la fonction λ 7→ θD(ǫexp(λ2X))
de´finie sur oF appartient a` E, cf. 5.1 .
(iii) Fixons une de´composition G(F ) =
⋃
ǫ∈B CG(ǫ), ou` B est un sous-ensemble de
G(F )p′. Soit D une distribution invariante associe´e a` une fonction θD qui ve´rifie la condi-
tion (8) restreinte aux ǫ ∈ B. Alors D est un quasi-caracte`re.
Preuve. Il re´sulte de [18] lemme 6.3(iii) que, pour tout quasi-caracte`re D de niveau 0
sur g(F ), il existe une fonction tre`s cuspidale f telle que D co¨ıncide avec Df sur gtn(F ).
Puisque Df est un quasi-caracte`re, D l’est aussi, cf. remarque (6).
Soit maintenant D un quasi-caracte`re de niveau 0 sur G(F ). Soit x ∈ G(F ) un
e´le´ment semi-simple. Ecrivons une p′-de´composition x = ǫexp(X) avec X ∈ gǫ,tn(F ).
Soit Y ∈ gx(F ). D’apre`s 4.4(1), on a Y ∈ gǫ(F ) et Y commute a` X . Donc xexp(Y ) =
ǫexp(X + Y ). Si Y est assez petit, X + Y est topologiquement nilpotent. Par hypothe`se
sur D, on a donc
θD(xexp(Y )) = θD(ǫexp(X + Y )) =
∑
O∈Nil(gǫ)
c(D,O)jˆ(O, X + Y ).
Notons D′ le quasi-caracte`re de niveau 0 sur gǫ(F ) dont la fonction θD′ associe´e est
de´finie par
θD′(Z) =
∑
O∈Nil(gǫ)
c(D,O)jˆ(O, Z)
pour Z ∈ gǫ,tn(F ). On vient de voir que c’est un quasi-caracte`re. L’hypothe`se que x est
semi-simple implique que X l’est aussi. Il existe donc un voisinage V de 0 dans (gǫ)X(F )
tel que, pour presque tout Y ∈ V, on ait l’e´galite´
θD′(X + Y ) =
∑
O∈Nil((gǫ)X )
cD′,Ojˆ(O, Y ).
Autrement dit, θD(xexp(Y )) est e´gal a` l’expression de droite pour presque tout Y ∈ V.
Puisque (gǫ)X = gx, c’est exactement la condition (1) requise. Donc D est un quasi-
caracte`re, ce qui de´montre (i).
Soit D un quasi-caracte`re sur G(F ). Si D est de niveau 0, la proprie´te´ e´nonce´e au (ii)
re´sulte de ce que les fonctions λ 7→ jˆ(O, λ2X) appartiennent a` E. Inversement, supposons
la proprie´te´ en question ve´rifie´e. Soit ǫ ∈ G(F )p′, fixons un voisinage V et des constantes
cD,O, de sorte que (1) soit ve´rifie´e. Soit X ∈ gǫ,tn(F ) et supposons ǫexp(λX) ∈ Greg pour
tout λ ∈ oF (ceci est ve´rifie´ pour presque tout X). Les fonctions
λ 7→ θ(ǫexp(λ2X))
et
λ 7→
∑
O∈Nil(gǫ)
cD,O jˆ(O, λ
2X)
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appartiennent toutes deux a` E (la premie`re par hypothe`se). Pour un entier n assez grand,
λ2X appartient a` V pour tout λ ∈ pnF , donc les deux fonctions co¨ıncident sur p
n
F . Elles
sont alors e´gales. Pour λ = 1, cela de´montre l’e´galite´
θD(ǫexp(X)) =
∑
O∈Nil(gǫ)
cD,Ojˆ(O, X)
et cela pour presque tout X ∈ gǫ,tn(F ). Donc D est un quasi-caracte`re de niveau 0, ce
qui de´montre (ii).
Pour (iii), il s’agit de voir que (8) est aussi ve´rifie´e pour ǫ ∈ G(F )p′−B. Ce proble`me
e´tant insensible a` la conjugaison par G(F ), on peut supposer que ǫ ∈ C(ǫ′) pour un
ǫ′ ∈ B. Ecrivons ǫ = ǫ′exp(Z), avec Z ∈ gǫ′,tn(F ). D’apre`s le (iv) du lemme 7.6, on
a Gǫ = Gǫ′ et Z est un e´le´ment central dans gǫ,tn(F ). Pour Y ∈ gǫ,tn(F ), on a alors
ǫexp(Y ) = ǫ′exp(Z + Y ) et, en appliquant l’hypothe`se (8) pour ǫ′, on a
θD(ǫexp(Y )) =
∑
O∈Nil(gǫ)
cD,O jˆ(O, Z + Y ).
Mais les fonctions jˆ(O) sont invariantes par translations par tout e´le´ment central dans
gǫ(F ). Le Z disparaˆıt de l’expression ci-dessus et on aboutit a` une expression comme en
(8) de θD(ǫexp(Y )). 
Remarque. Cette preuve et la remarque (4) entraˆınent qu’une fonction θD inva-
riante par conjugaison par G(F ) et ve´rifiant la condition (8) est force´ment localement
inte´grable.
5.3 Induction de quasi-caracte`res
Lemme. Soient M un Levi de G et DM un quasi-caracte`re de M(F ). Posons D =
IndGM(D
M) .
(i) La distribution D est un quasi-caracte`re.
(ii) Si DM est de niveau 0, D est de niveau 0.
Preuve. Le (i) est de´montre´ dans [19] lemme 2.3.
On note θDM la fonction associe´e a` D
M . Pour x ∈ Greg(F ), l’ensemble {g−1xg; g ∈
G(F ) ∩ M(F ) se de´compose en un nombre fini de classes de conjugaison par M(F ).
Fixons un ensemble XM(x) de repre´sentants de ces classes. Par un calcul d’inte´gration
facile, D est associe´ a` la fonction θD de´finie sur Greg(F ) par la formule
(1) θD(x) =
∑
y∈XM (x)
DG(x)−1/2DM(y)1/2θDM (y).
Soit ǫ ∈ G(F )p′ et X ∈ gǫ,tn(F ). Posons x = ǫexp(X) et supposons x ∈ Greg(F ). Pour
tout y ∈ XM(x), soit gy ∈ G(F ) tel que g−1y xgy = y. Posons ǫy = g
−1
y ǫgy et Xy = g
−1
y ǫgy.
On a y = ǫyexp(Xy) et ceci est une p
′-de´composition de y. Le groupe AM commute
a` y puisque y ∈ M(F ). Il commute a` ǫy et Xy d’apre`s 4.4 (1). Donc ǫy ∈ M(F ) et
Xy ∈ mǫy(F ). De plus ǫy est un p
′-e´le´ment dans M(F ) d’apre`s le (i) du lemme 4.6.
Soit λ ∈ F× tel que λX soit encore topologiquement nilpotent. Posons x′ = ǫexp(λX).
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L’e´le´ment x′ appartient encore a` Greg(F ). Les e´le´ments ǫyexp(λXy) = g
−1
y x
′gy sont tous
des e´le´ments de M(F ) conjugue´s a` x′ par un e´le´ment de G(F ). Montrons que
(2) si y, y′ ∈ XM(x), avec y 6= y′, alors ǫyexp(λXy) et ǫy′exp(λXy′) ne sont pas
conjugue´s par un e´le´ment de M(F ).
Supposons qu’il existe m ∈ M(F ) tel que m−1ǫyexp(λXy)m = ǫy′exp(λXy′). En
posant h = gymg
−1
y′ , on a alors h
−1x′h = x′. Puisque x′ ∈ Greg(F ), on a h ∈ Gx′(F ),
d’ou` h ∈ Gǫ(F ) d’apre`s le (iii) du lemme 4.4. On voit alors que m−1ǫym = ǫy′ , d’ou` aussi
m−1λXym = λXy′ . Il en re´sulte que m
−1Xym = Xy′ , puis que m
−1ym = y′. Mais cela
est contradictoire avec la de´finition de XM(x), ce qui de´montre (2).
En conse´quence de (2), l’ensemble XM(x
′) a au moins autant d’e´le´ments que XM(x).
La situation e´tant syme´trique en x et x′, ces deux ensembles ont meˆme nombre d’e´le´ments.
Alors (2) nous dit que l’on peut choisir pourXM(x
′) l’ensemble {ǫyexp(λXy); y ∈ XM(x)}.
On remplace maintenant λ par λ2, avec λ ∈ oF . L’e´galite´ (1) pour ǫexp(λ2X) devient
θD(ǫexp(λ
2X)) =
∑
y∈XM (x)
DG(ǫexp(λ2X))−1/2DM(ǫyexp(λ
2Xy))
1/2θDM (ǫyexp(λ
2Xy)).
D’apre`s le (ii) du lemme 7.6, cela se re´crit
θD(ǫexp(λ
2X)) =
∑
y∈XM (x)
dG(ǫy)
−1/2DGǫy (λ2X)−1/2dM(ǫy)
1/2DMǫy (λ2Xy)
1/2θDM (ǫyexp(λ
2Xy)).
Comme fonction de λ, le terme DGǫy (λ2X)−1/2, resp. DMǫy (λ2Xy)
1/2, est produit d’une
constante et d’une puissance entie`re de |λ|F . SiD
M est de niveau 0, le terme θDM (ǫyexp(λ
2Xy))
appartient a` E d’apre`s le (ii) du lemme 5.2. Donc la fonction λ 7→ θD(ǫexp(λ2X)) ap-
partient a` E, ce qui prouve que D est un quasi-caracte`re de niveau 0 d’apre`s le meˆme
lemme. 
Un cas particulier de la formule (1) nous servira plus tard. Supposons x ∈ Greg(F )∩
Mell(F ). Fixons un ensemble de repre´sentants N(M) du quotient NormG(M)(F )/M(F ).
On ve´rifie que l’on peut choisir pour ensemble XM(x) l’ensemble XM(x) = {n−1xn;n ∈
N(M)}. On a aussi DM(n−1xn) = DM(x) pour tout n. La formule devient
(3) θD(x) = D
G(x)−1/2DM(x)1/2
∑
n∈N(M)
θDM (n
−1xn).
5.4 L’espace D(g)
Soit F ∈ Fac(G). On note gF l’alge`bre de Lie du groupe GF et gF ,nil son sous-
ensemble des e´le´ments nilpotents. On note Ccusp(gF ,nil) l’espace des fonctions sur gF(kF ),
a` valeurs complexes, a` support nilpotent, qui sont invariantes par conjugaison parGF(kF )
et cuspidales. On note Facmax(G) l’ensemble des facettes re´duites a` un point (c’est-a`-dire
les sommets de l’immeuble).
A l’aide de ces objets, on de´finit des espaces Dcusp(g), Dcusp(g), D(g) et D(g) de
fac¸on similaire a` ceux de 2.1. On pose
Dcusp(g) =
∑
F∈Facmax(G)
Ccusp(gF ,nil),
D(g) = ⊕MDcusp(m),
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ou` M parcourt les Levi de G. Le groupe G(F ) agit naturellement sur ces espaces et
on note Dcusp(g) et D(g) les espaces de coinvariants. On de´finit une application line´aire
DG : D(g) → I(g)∗ : pour un Levi M , une facette FM ∈ Facmax(M) et une fonction
f ∈ Ccusp(mFM ,nil), on rele`ve f en une fonction fFM sur M(F ) qui est tre`s cuspidale et
on pose DGf = Ind
G
M(D
M
fFM
). L’application DG se quotiente en une application de´finie
sur D(g).
Proposition. (i) L’application DG : D(g)→ I(g)∗ est injective.
(ii) Son image est l’espace des quasi-caracte`res de niveau 0 sur g(F ).
Preuve. Pour F ∈ Fac(G), notons EF ,nil l’espace des fonctions sur g(F ) a` valeurs
complexes a` support dans kF ∩gtn(F ) et invariantes par translations par k
+
F . Notons E(g)
le sous-espace de C∞c (g(F )) engendre´ par les EF ,nil pour F ∈ Fac(G). On note IE(g)
son image dans I(g). Les de´monstrations des paragraphes 3.6 a` 3.9 qui concernent des
fonctions sur G(F ) s’adaptent a` l’alge`bre de Lie et conduisent aux meˆmes conclusions :
(1) la compose´e de DG et de la restriction I(g)∗ → IE(g)∗ est un isomorphisme de
D(g) sur cet espace ;
(2) l’application line´aire compose´e Dcusp(g)
DG
→ I(g)∗ → Icusp(g)∗ est injective.
L’assertion (1) entraˆıne que DG est injective.
Notons H le sous-espace de C∞c (g(F ) engendre´ par les fonctions f pour lesquelles il
existe une sous-alge`bre d’Iwahori b de g de sorte que f soit invariante par b. En notant u
le radical pro-p-nilpotent de b, cette invariance e´quivaut a` ce que fˆ soit a` support dans
u. En se rappelant que gtn(F ) est l’ensemble des X ∈ g(F ) tels qu’il existe une telle
alge`bre u de sorte que X ∈ u, on voit facilement que H est l’ensemble des fonctions f
tels que le support de fˆ soit contenu dans gtn(F ). Remarquons que, pour f ∈ E(g), le
support de f est contenu dans gtn(F ), donc fˆ ∈ H. Notons IH l’image de H dans I(g)
et IˆE(g) l’image de IE(g) par transformation de Fourier.
Rappelons qu’un e´le´ment X ∈ g(F ) est dit entier s’il existe une facette F ∈ Fac(G)
de sorte que X ∈ kF . Notons I(g)∗ent l’espace des distributions invariantes sur g(F ) a`
support entier.
Soient M un Levi de G, FM ∈ Facmax(M) et f ∈ Ccusp(mFM ,nil). On a D
G
f =
IndGM(D
M
fFM
). On ve´rifie que la transforme´e de Fourier DˆGf de la distribution D
G
f est e´gale
a` IndGM(D
M
fˆFM
). La fonction fˆFM e´tant a` support dans kFM donc entier, on a Dˆ
G
f ∈ I(g)
∗
ent.
On note DˆG(D(g)) l’image de DG(D(g)) par transforme´e de Fourier.
Notons i : C[Nil(g] → I(g)∗ l’application qui, a` une orbite nilpotente O, associe
l’inte´grale orbitale IO. Son image est bien suˆr contenue dans I(g)
∗
ent. On a un diagramme
commutatif
IH∗
resր ց r
DˆG(D(g))
j
→ I(g)∗ent p1 ↑ IˆE(g)
iտ ր p2
C[Nil(g)]
L’application j est l’injection naturelle. Les applications res et r sont les restrictions. Les
applications p1 et p2 sont celles qui rendent le diagramme commutatif. Dans [5] the´ore`me
2.1.5, Debacker a prouve´ les assertions suivantes :
34
(3) les applications res et p1 ont meˆme image ;
(4) p1 et p2 sont injectives.
Soit f ∈ D(g). Par construction, DGf est a` support dans gtn(F ). Pour prouver que
DGf est un quasi-caracte`re de niveau 0, il suffit de prouver que D
G
f co¨ıncide sur cet
ensemble avec une combinaison line´aire de transforme´es de Fourier d’inte´grales orbitales
nilpotentes. D’apre`s ce que l’on a dit ci-dessus, il suffit de prouver que DˆGf co¨ıncide sur H
avec une combinaison line´aire d’inte´grales orbitales nilpotentes. Autrement dit, il suffit
de prouver que res ◦ j(DˆGf ) appartient a` l’image de p1. Cela re´sulte de (3).
Inversement, soit d un quasi-caracte`re de niveau 0. Notons dˆ1 ∈ IH∗ la restriction
de dˆ a` IH. Le quasi-caracte`re d co¨ıncide sur gtn(F ) avec une combinaison line´aire de
transforme´es de Fourier d’inte´grales orbitales nilpotentes. Donc dˆ co¨ıncide sur H avec
une combinaison line´aire d’inte´grales orbitales nilpotentes. C’est-a`-dire que dˆ1 appartient
a` l’image de p1. Soit N1 ∈ C[Nil(g)] tel que dˆ1 = p1(N1). Par transformation de Fourier,
l’assertion (1) dit que l’application r◦res◦j est un isomorphisme. Il existe donc f ∈ D(g)
tel que r(dˆ1) = r◦res◦j(DˆGf ). D’apre`s (3), il existe N2 ∈ C[Nil(g)] tel que res◦j(Dˆ
G
f ) =
p1(N2). On a alors
p2(N2) = r ◦ p1(N2) = r ◦ res ◦ j(Dˆ
G
f ) = r(dˆ1) = r ◦ p1(N1) = p2(N1).
D’apre`s (4), cela entraˆıne N1 = N2. D’ou`
dˆ1 = p1(N1) = p1(N2) = res ◦ j(Dˆ
G
f ).
Autrement dit, les distributions dˆ et DˆGf co¨ıncident sur H. Donc d et D
G
f co¨ıncident sur
gtn(F ). Mais elles sont toutes deux a` support dans cet ensemble. Donc d = D
G
f , ce qui
ache`ve la de´monstration. 
5.5 Filtrations sur l’alge`bre de Lie
Pour tout n ∈ Z, notons FilnI(g) l’image dans I(g) du sous-espace des f ∈ C∞c (g(F ))
qui ve´rifient la condition : pour tout Levi M tel que dim(AM ) > n et tout X ∈ greg(F )∩
m(F ), on a IG(X, f) = 0. On a
FilaG−1I(g) = {0} ⊂ FilaGI(g) = Icusp(g) ⊂ ... ⊂ Fil
aMmin I(g) = I(g),
et, en posant GrnI(g) = FilnI(g)/F iln−1I(g), on a
GrnI(g) ≃ ⊕M∈LnIcusp(m)
WG(M).
Notons AnnnI(g)∗ l’annulateur de Filn−1I(g) dans I(g)∗. On a
AnnaMmin+1I(g)∗ = {0} ⊂ AnnaMmin I(g)∗ ⊂ ... ⊂ AnnaGI(g)∗ = I(g)∗,
et, en posant GrnI(g)∗ = AnnnI(g)∗/Annn+1I(g)∗,
(1) GrnI(g)∗ ≃ ⊕M∈LnIcusp(m)
∗WG(M).
Notons Qc0(g) l’espace des quasi-caracte`res de niveau 0 sur g(F ). Notons Qc
n
0 (g) la
somme des IndGM(Qc0(m)) sur les Levi M tels que dim(AM) ≥ n. Notons aussi D
n(g) la
somme des images dans D(g) des Dcusp(m) sur les meˆmes Levi M .
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Lemme. Pour tout n ∈ Z, on a l’e´galite´
Qcn0 (g) = Qc0(g) ∩Ann
nI(g)∗ = DG(Dn(g)),
et l’isomorphisme
Qcn0 (g)/Q
n+1
0 (g)
∗ ≃ ⊕M∈LnD
M(Dcusp(m)
WG(M)).
Preuve. L’e´galite´ Qcn0 (g) = D
G(Dn(g)) re´sulte des de´finitions et de la proposition
5.4 applique´e aux Levi M tels que dim(AM) ≥ n. Notons I(g)∗nil le sous-espace des
distributions sur g(F ) a` support nilpotent. Autrement dit I(g)∗nil = i(C[Nil]) avec les
notations de la preuve pre´ce´dente. On a prouve´ en [14] proposition I.5.3 que I(g)∗nil ∩
AnnnI(g)∗ e´tait la somme des IndGM(I(m)
∗
nil) ou`M parcourt les Levi tels que dim(AM) ≥
n. Les filtrations sont invariantes par transforme´es de Fourier. Cela re´sulte de ce que, pour
toute f ∈ C∞c (g(F )), tout Levi M et tout X ∈ m(F )∩ greg(F ), I
G(X, fˆ) ne de´pend que
des IG(Y, f) pour Y ∈ m(F )∩ greg(F ). Notons Iˆ(g)
∗
nil l’image de I(g)
∗
nil par transforme´e
de Fourier. On obtient que Iˆ(g)∗nil ∩ Ann
nI(g)∗ est la somme des IndGM(Iˆ(m)
∗
nil) ou` M
parcourt les Levi tels que dim(AM ) ≥ n. Soit d ∈ Qc0(g) ∩ AnnnI(g)∗. Par de´finition
d’un quasi-caracte`re de niveau 0, d est la restriction a` gtn(F ) d’un e´le´ment d0 ∈ Iˆ(g)∗nil.
Puisque d ∈ AnnnI(g)∗, d0 annule tout e´le´ment de Filn−1I(g) a` support topologiquement
nilpotent. L’espace Filn−1I(g) est invariant par l’action de F× par homothe´tie. Puisque
Iˆ(g)∗nil est engendre´ par des e´le´ments homoge`nes, sinon par l’action de F
×, du moins
par l’action du sous-groupe des carre´s, dire que d0 annule tout e´le´ment de Fil
n−1I(g) a`
support topologiquement nilpotent e´quivaut a` dire qu’il annule tout Filn−1I(g), c’est-
a`-dire que d0 ∈ Iˆ(g)∗nil ∩ Ann
nI(g)∗. Donc d0 =
∑
M Ind
G
M(dM,0), ou` l’on somme sur
les Levi M tels que dim(AM) ≥ n et ou` dM,0 est un certain e´le´ment de Iˆ(m)∗nil. Donc
d =
∑
M Ind
G
M(dM), ou` dM est la restriction de dM,0 a` mtn(F ). Cet e´le´ment dM appartient
a` Qc0(m). Donc d ∈ Qc
n
0 (g). Cela de´montre l’inclusion Qc0(g) ∩ Ann
nI(g)∗ ⊂ Qcn0 (g) et
l’inclusion oppose´e est e´vidente.
On a
Qcn0 (g)/Qc
n+1
0 (g)
∗ = DG(Dn(g))/DG(Dn+1(g))
et, d’apre`s ce que l’on vient de prouver, cet espace s’envoie injectivement dans GrnI(g)∗.
Par de´finition, DG(Dn(g)) est la somme de DG(Dn+1(g)) et de DG(⊕M∈LnDcusp(m)). Ce
dernier espace a donc meˆme image dans GrnI(g)∗ que Qcn0 (g)/Qc
n+1
0 (g)
∗. Soit M ∈
Ln et f ∈ Dcusp(m). L’image de D
G
f dans Gr
nI(g)∗ est nulle dans les composantes
Icusp(m
′)∗W
G(M ′) de la de´composition (1) pour M ′ 6= M et est l’image naturelle de
DMf dans Icusp(m)
∗WG(M) pour M ′ = M (c’est-a`-dire l’image de DMf dans Icusp(m)
∗
que l’on restreint au sous-espace Icusp(m)
WG(M)). En moyennant sur le groupe WG(M),
on obtient que Qcn0 (g)/Qc
n+1
0 (g)
∗ s’identifie a` la somme des images de Dcusp(m)W
G(M)
dans Icusp(m)
∗WG(M). D’apre`s le (2) de 5.4, Dcusp(m)
WG(M) s’envoie injectivement dans
Icusp(m)
∗WG(M), ce qui ache`ve la de´monstration. 
5.6 Un premier the´ore`me
The´ore`me. L’image de l’applicationDG : D(G)→ I(G)∗ est forme´e de quasi-caracte`res
de niveau 0 sur G(F ).
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Preuve. En vertu du (ii) du lemme 5.3, il suffit de prouver que, pour tout e´le´ment
f ∈ Dcusp(G), DGf est un quasi-caracte`re de niveau 0 sur G(F ). La famille f peut eˆtre
infinie mais la de´finition des quasi-caracte`res de niveau 0 est locale et, localement, seuls un
nombre fini de fonctions de la famille f interviennent. On peut donc aussi bien supposer
qu’il y a une seule fonction. C’est-a`-dire que l’on peut fixer (F , ν) ∈ Fac∗max(G) et
f ∈ Ccusp(GνF) et supposer que f est re´duit a` l’unique fonction f . On a alors D
G
f = D
G
fF
.
C’est un quasi-caracte`re d’apre`s 5.2 (6). On note θ sa fonction localement inte´grable
associe´e. Soit ǫ un e´le´ment p′-compact de G(F ). On doit calculer θ(ǫexp(X)) pour tout
X ∈ gǫ,tn(F ) tel que ǫexp(X) soit fortement re´gulier. On peut e´videmment supposer
ν = wG(ǫ), sinon cette fonction est nulle. Fixons X . Notons T le commutant de X dans
Gǫ, qui est aussi le commutant de ǫexp(X) dans G. Notons M le commutant de AT dans
G. C’est un Levi de G contenant ǫ et exp(X) d’apre`s le (iii) du lemme 4.4. On pose
Mǫ = Gǫ ∩M . C’est un Levi de Gǫ et on a X ∈ mǫ(F ). L’e´le´ment X est elliptique dans
mǫ(F ) et ǫexp(X) est elliptique dans M(F ). Notons que AT = AMǫ = AM . D’apre`s 5.2
(7), on a
(1) θ(ǫexp(X)) = (−1)aM−aGDG(ǫexp(X))−1/2m(AM )m(AG)
−1JGM(ǫexp(X), fF )
= (−1)aM−aGm(AM )m(AG)
−1
∫
AM (F )\G(F )
fF(g
−1ǫexp(X)g)vM(g) dg.
Pour g ∈ G(F ), on a
(2) g−1ǫexp(X)g ∈ KνF si et seulement si g
−1ǫg ∈ KνF et g
−1exp(X)g ∈ K0F .
En effet, soit c ≥ 1 un entier premier a` p tel que ǫc ∈ Z(G)(F ). Supposons g−1ǫexp(X)g ∈
KνF . Alors g
−1ǫcexp(cX)g ∈ K†F . On a aussi g
−1ǫcg ∈ Z(G)(F ) ⊂ K†F . Donc g
−1exp(cX)g ∈
K†F . Il en re´sulte que g
−1exp(X)g ∈ K†F et, puisque c’est un e´le´ment topologiquement
unipotent, on a force´ment g−1exp(X)g ∈ K0F . Puisque g
−1ǫexp(X)g ∈ KνF , cela entraˆıne
g−1ǫg ∈ KνF . La re´ciproque est e´vidente. D’ou` (2).
On a aussi :
(3) la classe de conjugaison par G(F ) de ǫ coupe KνF en un nombre fini de classes de
conjugaison par K0F .
En effet, notons Cl(ǫ) cette classe de conjugaison par G(F ). C’est un sous-ensemble
ferme´ de G(F ), donc son intersection avec KνF est compacte. On sait que l’application
ZG(ǫ)(F )\G(F ) → Cl(ǫ)
g 7→ g−1ǫg
est un home´omorphisme. Puisque les orbites de l’action de KνF sur l’ensemble de de´part
sont ouvertes, il en est de meˆme de celles sur l’ensemble d’arrive´e. Puisque Cl(ǫ) ∩KνF
est compact, il n’y a donc qu’un nombre fini de telles orbites, d’ou` (3).
Notons Γǫ l’ensemble des g ∈ G(F ) tels que g−1ǫg ∈ KνF . En conse´quence de (3),
l’ensemble Gǫ(F )\Γǫ/K
0
F est fini. Fixons-en un ensemble de repre´sentants γ. Pour tout
γ ∈ γ, de´finissons comme en 3.4 la facette γF et posons
mγ = mes(Gǫ(F ) ∩K
0
γF )
−1,
la mesure e´tant calcule´e relativement a` la mesure implicitement fixe´e sur Gǫ(F ). On
ve´rifie la formule d’inte´gration∫
AM (F )\Γǫ
ϕ(g) dg =
∑
γ∈γ
mγ
∫
AM (F )\Gǫ(F )
∫
K0
F
ϕ(gγk) dk dg
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pour toute fonction inte´grable ϕ sur AM(F )\Γǫ. On applique cela a` la fonction ϕ(g) =
fF(g
−1ǫexp(X)g)vM(g). La fonction fF est invariante par conjugaison par K
0
F . On voit
que fF(k
−1γ−1g−1ǫexp(X)gγk) = (γf)γF(ǫexp(g
−1Xg)) pour tous γ ∈ γ, g ∈ Gǫ(F ) et
k ∈ K0F . Pour de meˆmes γ et g, posons
vM,γ(g) =
∫
K0
F
vM(gγk) dk.
Graˆce a` (1) et (2) et a` l’e´galite´ AMǫ = AM , on obtient
(4) θ(ǫexp(X)) = (−1)aMǫ−aGm(AMǫ)m(AG)
−1
∑
γ∈γ
mγ
∫
AMǫ(F )\Gǫ(F )
(γf)γF(ǫexp(g
−1Xg))vM,γ(g) dg.
Fixons γ ∈ γ et simplifions provisoirement la notation en supposant γ = 1. Par
de´finition de γ, on a ǫ ∈ KνF . Introduisons la facette F
′ ∈ Imm(Gǫ,AD) associe´e a` F ,
cf. proposition 4.9 (iii). Le groupe Gǫ,F ′ est la composante neutre de (GF)
ǫ. Notons
ǫ¯ la re´duction de ǫ dans GνF(kF ) et f
′ la fonction sur Gǫ,F ′(kF ), a` support unipotent,
de´finie par f ′(x) = f(ǫ¯x), pour tout e´le´ment unipotent x ∈ Gǫ,F ′(kF ). De f ′ se de´duit une
fonction f ′F ′ sur Gǫ(F ). Pour y ∈ K
0
F∩Gǫ(F ), la re´duction y¯ de y dansGF (kF ) appartient
a` (GF)
ǫ(kF ). Mais, si y est topologiquement unipotent, on peut remplacer dans cette
relation le groupe (GF)
ǫ par sa composante neutre Gǫ,F ′. De plus cette re´duction y¯ est
unipotente. On voit alors que, pour g ∈ Gǫ(F ), on a l’e´galite´
(5) fF (ǫexp(g
−1Xg)) = f ′F ′(exp(g
−1Xg)).
Montrons que
(6) si dim(AGǫ) > dim(AG) ou si F
′ n’est pas re´duit a` un point, f ′ = 0.
Notons AF ′ le plus grand sous-tore central et de´ploye´ de Gǫ,F ′. Notons M
′ son com-
mutant dans GF , qui est un Levi de ce groupe. Fixons un e´le´ment x∗ ∈ X∗(AF ′) en
position ge´ne´rale, notons P′ le sous-groupe de GF engendre´ par M
′ et par les groupes
radiciels relatifs a` l’action deAF ′ associe´s aux racines α telles que < α, x∗ >> 0. C’est un
e´le´ment de P(M′). Le tore AF ′ est contenu dans l’ensemble des points fixes de l’action
de ǫ¯ sur GF . Il en re´sulte que cette action conserve M
′ et P′. Alors P
′ν = ǫP′ est un
espace parabolique de GνF d’espace de Levi M
′ν = ǫM′. Sur la cloˆture alge´brique k¯F ,
les valeurs propres de l’action de ǫ¯ dans uP′ sont des racines de l’unite´, puisque ǫ est
p′-compact mod Z(G). L’espace des points fixes de l’action de ǫ¯ dans gF est gǫ,F ′, qui
est inclus dans m′ par de´finition de M′. Donc les valeurs propres de l’action de ǫ¯ dans
uP′ sont toutes diffe´rentes de 1. Il en re´sulte aise´ment que, pour tout e´le´ment unipotent
n¯ ∈M′(kF ), l’action 1− ad(ǫ¯n¯) dans uP′(kF ) est un isomorphisme. Pour un tel e´le´ment
n¯, il s’en de´duit l’e´galite´
∑
u¯∈UP′(kF )
f(ǫ¯n¯u¯) =
∑
u¯∈UP′ (kF )
f(u¯−1ǫ¯n¯u¯).
Puisque f est invariante par conjugaison, le membre de droite n’est autre que |UP′(kF )|f(ǫ¯n¯).
Supposons que P
′ν soit un espace parabolique propre de GνF . Alors le membre de gauche
est nul puisque f est cuspidale et invariante par conjugaison. Dans ce cas f(ǫ¯n¯) = 0. A for-
tiori, cela est vrai pour tout e´le´ment unipotent n¯ ∈ Gǫ,F ′(kF ), auquel cas f(ǫ¯n¯) = f ′(n¯).
D’ou` f ′ = 0. Pour achever la preuve de (6), il reste a` prouver que, sous les hypothe`ses
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de cette assertion, l’espace parabolique P
′ν est propre, ou encore que M′ 6= GF . On
de´montre la contrapose´e de cette assertion. Supposons donc M′ = GF . Notons AF
le plus grand sous-tore central de´ploye´ dans GF et notons A
ν
F le plus grand sous-
tore contenu dans l’ensemble des points fixes de l’action de ǫ¯ dans AF . L’hypothe`se
M′ = GF signifie que AF ′ ⊂ AF . Puisque ǫ¯ agit trivialement sur AF ′, cela entraˆıne
AF ′ ⊂ A
ν
F d’ou` l’e´galite´ AF ′ = A
ν
F car l’inclusion oppose´e est imme´diate. Puisque
(F , ν) ∈ Facmax(G), on a dim(AνF) = dim(AG). D’ou` dim(AF ′) = dim(AG). Or on a
e´videmment dim(AF ′) ≥ dim(AGǫ) ≥ dim(AG). Ces trois dimensions sont donc e´gales.
L’e´galite´ dim(AF ′) = dim(AGǫ) e´quivaut a` ce que F
′ soit re´duit a` un point. L’e´galite´ des
trois dimensions pre´ce´dentes est donc le contraire de l’hypothe`se de (6), ce qui ache`ve la
de´monstration de cette assertion.
Supposons maintenant que dim(AGǫ) = dim(AG) et que F
′ soit re´duit a` un point,
c’est-a`-dire F ′ ∈ Facmax(Gǫ). Montrons que
(7) f ′ est cuspidale.
Fixons un sous-groupe parabolique propre P′ǫ de Gǫ,F ′ de composante de Levi M
′
ǫ.
Notons A′ le plus grand sous-tore central de´ploye´ de M′ǫ et M
′ le commutant de A′
dans GF . Fixons un e´le´ment x∗ ∈ X∗(A′) tel que < α, x∗ >> 0 pour toute racine α
de A′ dans uP′ǫ . On de´finit un sous-groupe parabolique P
′ de GF par la condition :
uP′ est la somme des espaces radiciels associe´s aux racines α de A
′ dans gF telles que
< α, x∗ >> 0. En supposant x∗ en position ge´ne´rale, P
′ a pour composante de LeviM′ et
on a P′∩Gǫ,F ′ = P′ǫ. De plus P
′ est propre puisque P′ǫ l’est. L’argument est maintenant
similaire a` celui de la preuve de (6). L’ensemble P
′ν = ǫ¯P′ est un espace parabolique
de GνF d’espace de Levi M
′ν = ǫ¯M′. Pour un e´le´ment unipotent n¯ ∈ M′ǫ(kF ), on a les
e´galite´s ∑
u¯∈UP′ǫ
(kF )
f ′(n¯u¯) =
∑
u¯∈UP′ǫ
(kF )
f(ǫ¯n¯u¯)
= |UP′(kF )|
−1
∑
x¯∈UP′(kF )
∑
u¯∈UP′ǫ
(kF )
f(x¯ǫ¯n¯u¯x¯−1) = |UP′(kF )|
−1|UP′ǫ(kF |
∑
x¯∈UP′(kF )
f(ǫ¯n¯x¯)
et cette dernie`re expression est nulle car f est cuspidale. La nullite´ de la premie`re ex-
pression signifie que f ′ l’est. D’ou` (7).
Re´tablissons le γ que l’on avait suppose´ e´gal a` 1 pour simplifier la notation. On note
F ′γ la facette de Imm(Gǫ,AD) que l’on avait note´e F
′ et (γf)′ l’analogue de f ′ pour la
fonction γf . On note γmax le sous-ensemble des γ ∈ γ tels que F
′
γ soit re´duit a` un point.
Si dim(AGǫ) > dim(AG), l’assertion (6) et la formule (4) impliquent que θ(ǫexp(X)) = 0
et on a termine´. Supposons de´sormais dim(AGǫ) = dim(AG). Alors les assertions (5) et
(6) entraˆınent que la formule (4) se transforme en
(8) θ(ǫexp(X)) = (−1)aMǫ−aGm(AMǫ)m(AG)
−1
∑
γ∈γmax
mγ
∫
AMǫ(F )\Gǫ(F )
(γf)′F ′γ (exp(g
−1Xg))vM,γ(g) dg.
Fixons γ ∈ γmax et calculons vM,γ(g) pour g ∈ Gǫ(F ). Le poids vM est calcule´ graˆce
au choix d’un sous-groupe compact spe´cial de G(F ). Fixons aussi un tel sous-groupe
compact Kǫ du groupe Gǫ(F ), qui permet de de´finir un poids vMǫ. Une formule d’Arthur,
que l’on a reprise en [18] lemme 3.3, dit que, pour g ∈ Gǫ(F ), vM,γ(g) − vMǫ(g) est
une somme finie de termes v′Qǫ(g), ou` Qǫ est un sous-groupe parabolique propre de Gǫ
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contenantMǫ et v
′
Qǫ est une fonction localement inte´grable sur Gǫ(F ) invariante a` gauche
par Mǫ(F ) et par UQǫ(F ). Pour de telles donne´es, notons Lǫ la composante de Levi de
Qǫ contenant Mǫ. En utilisant la de´composition d’Iwasawa, on calcule
∫
AMǫ(F )\Gǫ(F )
(γf)′F ′γ (exp(g
−1Xg))v′Qǫ(g) dg =
c
∫
Kǫ
∫
AMǫ(F )\Lǫ(F )
∫
UQǫ(F )
(γf)′F ′γ (k
−1u−1l−1exp(X)luk)v′Qǫ(lk) du dl dk,
ou` c > 0 ne de´pend que des mesures de Haar. Puisque X est re´gulier, l’inte´grale inte´rieure
en u se transforme en
c(X)
∫
UQǫ (F )
(γf)′F ′γ (k
−1l−1exp(X)luk) du,
ou` c(X) > 0 est un certain de´terminant. Or cette inte´grale est nulle car (γf)′F ′γ est tre`s
cuspidale. Les fonctions v′Qǫ ne contribuent donc pas a` la formule (8) et on peut re´crire
cette formule
θ(ǫexp(X)) = (−1)aMǫ−aGm(AMǫ)m(AG)
−1
∑
γ∈γmax
mγ
∫
AMǫ(F )\Gǫ(F )
(γf)′F ′γ (exp(g
−1Xg))vMǫ(g) dg.
En comparant avec 5.2 (7), on obtient
θ(ǫexp(X)) = (−1)aGǫ−aGm(AGǫ)m(AG)
−1
∑
γ∈γmax
mγθγ(exp(X)),
ou` on a note´ θγ la fonction associe´e au quasi-caracte`re D
Gǫ
(γf)′ . Pour tout γ ∈ γmax, notons
ϕγ la fonction sur gǫ,F ′γ(kF ), a` support unipotent, telle que ϕγ(Y ) = (
γf)′(exp(Y )) pour
tout e´le´ment unipotent Y ∈ gǫ,F ′γ(kF ). Il est clair que la fonction Y 7→ θγ(exp(Y )),
de´finie sur gǫ,tn(F ), n’est autre que la fonction associe´e a` la distribution D
Gǫ
ϕγ sur gǫ(F ).
Notons θϕγ cette fonction. On obtient la formule finale
(9) θ(ǫexp(X)) = (−1)aGǫ−aGm(AGǫ)m(AG)
−1
∑
γ∈γmax
mγθϕγ (X).
On applique le (ii) de la proposition 5.4. Il entraˆıne que chaque fonction θϕγ est combi-
naison line´aire de fonctions Y 7→ jˆ(O, Y ) ou` O parcourt les orbites nilpotentes de gǫ(F ).
Il en est donc de meˆme de la fonction X 7→ θ(ǫexp(X)). Cela signifie que DGf est un
quasi-caracte`re de niveau 0 sur G(F ). 
5.7 Restriction d’un quasi-caracte`re sur G(F ) de niveau 0 aux
e´le´ments elliptiques
Soit D un quasi-caracte`re sur G(F ), notons θD sa fonction associe´e. Disons que D
est de niveau 0 sur les elliptiques si et seulement si θD ve´rifie la condition suivante :
40
(1) pour tout e´le´ment ǫ ∈ G(F ) qui est p′-compact mod Z(G) et pour tout X ∈
gǫ,tn(F ) tel que ǫexp(X) ∈ Gell(F ), la fonction λ 7→ θD(ǫexp(λ2X)) sur oF appartient a`
E.
Remarques (2) Pour ǫ ∈ G(F )p′ et X ∈ gǫ,tn(F ), ǫexp(X) ne peut eˆtre elliptique
que si AGǫ = AG. A fortiori, ǫ est p
′-compact.
(3) La meˆme preuve qu’au (ii) du lemme 5.2 montre que (1) e´quivaut a` la condition :
pour tout e´le´ment ǫ ∈ G(F ) qui est p′-compact mod Z(G) et pour tout O ∈ Nil(gǫ),
il existe cD,O ∈ C de sorte que, pour tout X ∈ gǫ,tn(F ) tel que ǫexp(X) ∈ Gell(F ), on ait
l’e´galite´
θD(ǫexp(X)) =
∑
O∈Nil(gǫ)
cD,O jˆ(O, X).
(4) Compte tenu de la remarque pre´ce´dente, la meˆme preuve qu’au (iii) du lemme
5.2 montre que, si B est un sous-ensemble de G(F )p′ tel que G(F ) = ∪ǫ∈BCG(ǫ), alors
D est un quasi-caracte`re de niveau 0 sur les elliptiques si et seulement si la condition (1)
est ve´rifie´e pour tout ǫ ∈ B.
Proposition. Soit D un quasi-caracte`re sur G(F ) de niveau 0 sur les elliptiques. Alors
il existe f ∈ Dcusp(G) tel que D co¨ıncide avec DGf sur Gell(F ).
Preuve. Comme on l’a vu dans 3.5, l’espace Dcusp(G) se de´compose en produit d’es-
paces indexe´s par N . Il en est de meˆme de l’espace des quasi-caracte`res de niveau 0 sur
les elliptiques. On peut donc fixer ν ∈ N et supposer que D est a` support dans w−1G (ν).
L’intersection w−1G (ν) ∩ Gell(F ) est contenue dans une re´union finie d’ensembles CG(ǫ),
ou` ǫ est p′-compact mod Z(G). Ces ensembles sont disjoints ou confondus et ils sont
ouverts et ferme´s. On peut fixer un e´le´ment p′-compact mod Z(G), supposer que D est
a` support dans CG(ǫ) et prouver :
(5) il existe f ∈ Ccusp(G) tel que DGf soit a` support dans CG(ǫ) et co¨ıncide avec D
sur CG(ǫ) ∩Gell(F ).
Comme on l’a dit dans la remarque (2), on peut supposer AGǫ = AG, sinon la solution
de (5) est triviale.
Ecrivons comme dans la remarque (3)
θD(ǫexp(X)) =
∑
O∈Nil(gǫ)
cD,Ojˆ(O, X)
pour tout X ∈ gǫ,tn(F ) tel que ǫexp(X) ∈ Gell(F ). Notons τ la fonction sur gǫ(F ), a`
support topologiquement nilpotent, qui est e´gale sur cet ensemble au membre de droite ci-
dessus. En la moyennant sur le groupe ZG(ǫ)(F )/Gǫ(F ), on peut la supposer invariante
par ZG(ǫ)(F ). La fonction τ est la fonction associe´e a` un quasi-caracte`re de niveau 0
sur gǫ(F ). Celui-ci est de la forme D
Gǫ
ϕ
pour un e´le´ment ϕ ∈ D(gǫ) d’apre`s le (ii) de
la proposition 5.4. Si on se restreint aux e´le´ments elliptiques, les distributions induites
disparaissent. Donc il existe ϕ ∈ Dcusp(gǫ) tel que τ co¨ıncide avec θDGǫϕ sur gǫ,ell(F ).
Fixons un tel ϕ = (ϕb)b∈B, ou` B est un sous-ensemble fini de Facmax(Gǫ). Puisque
AGǫ = AG, Imm(Gǫ,AD) s’identifie a` Imm(GAD)
ǫ, cf. 4.9. Pour tout b ∈ B, il y a donc
une unique facette Fb ∈ Imm(GAD) telle que Fb∩ Imm(GAD)ǫ = b. On a ǫ ∈ KνFb et F
ν
b
est re´duit a` un point, autrement dit (Fb, ν) ∈ Fac∗max(G). De la fonction ϕb, on de´duit
une fonction fb surG
ν
Fb
(kF ) de la fac¸on suivante. Par l’exponentielle, on identifie ϕb a` une
41
fonction fb,1 sur Gǫ,b(kF ) a` support nilpotent, telle que fb,1(exp(X)) = ϕb(X) pour tout
e´le´ment nilpotent X ∈ gǫ,b(kF ). En notant ǫ¯ la re´duction de ǫ dans G
ν
Fb
(kF ), on de´finit
une fonction fb,2 sur G
ν
Fb
(kF ), a` support dans ǫ¯Gǫ,b(kF ), telle que fb,2(ǫ¯x) = fb,1(x) pour
tout x ∈ Gǫ,b(kF ). Enfin, on pose
fb(x) = |GFb(kF )|
−1
∑
y∈GFb (kF )
fb,2(y
−1xy)
pour tout x ∈ GνFb(kF ). Montrons que
(6) fb ∈ Ccusp(GνFb).
On doit prouver que, pour tout espace parabolique propre Pν de GνFb et pour tout
x ∈ Pν(kF ), on a ∑
u∈UP(kF )
fb(xu) = 0.
Il suffit de prouver que, pour tout espace parabolique propre Pν de GνFb et pour tout
x ∈ Pν(kF ), on a
(7)
∑
u∈UP(kF )
fb,2(xu) = 0.
En effet, la premie`re assertion pour Pν re´sulte de la seconde applique´e a` chaque espace
y−1Pνy pour y ∈ GFb(kF ). Fixons donc P
ν . Si Pν(kF ) ne coupe pas le support de
fb,2, l’assertion (7) est claire. Supposons que P
ν(kF ) coupe ce support. Il existe donc
un e´le´ment nilpotent X ∈ gǫ,b(kF ) tel que ǫ¯exp(X) ∈ P
ν(kF ). Puisque ǫ¯ et exp(X)
commutent, puisque ad(ǫ¯) est d’ordre premier a` p tandis que ad(exp(X)) est d’ordre
une puissance de p, ad(ǫ¯) appartient au groupe engendre´ par ad(ǫ¯exp(X)). Ce dernier
ope´rateur conserve P, donc ad(ǫ¯) conserve lui-aussi P, c’est-a`-dire ǫ¯ ∈ Pν(kF ). D’apre`s
le lemme 6.6, on peut fixer une composante de Levi Mν de Pν qui contient ǫ¯. NotonsMǫ
et Pǫ les composantes neutres des groupes des points fixes de l’ope´rateur ad(ǫ¯) dans M
et P. Le groupe Pǫ est un sous-groupe parabolique de Gǫ,b et Mǫ en est une composante
de Levi. Montrons que
(8) Pǫ 6= Gǫ,b.
NotonsAM, resp.AFb le plus grand sous-tore central de´ploye´ deM, resp.GFb. Notons
AM,ǫ, resp. AFb,ǫ, la composante neutre du sous-groupe des points fixes de l’ope´rateur
ad(ǫ¯) dans AM, resp. AFb . Puisque P
ν est propre, AM,ǫ contient strictement AFb,ǫ.
Donc dim(AM,ǫ) > dim(AFb,ǫ) ≥ dim(AG). Le tore AM,ǫ est contenu dans le plus
grand sous-tore central de´ploye´ AMǫ de Mǫ. Donc dim(AMǫ) > dim(AG). On a suppose´
dim(AG) = dim(AGǫ) et on a dim(AGǫ) = dim(AGǫ,b) puisque b est un sommet de
Imm(Gǫ,AD). Donc dim(AMǫ) > dim(AGǫ,b), ce qui signifie que Mǫ est un Levi propre
de Gǫ,b. Cela de´montre (8).
On peut dans (7) se restreindre au cas ou` x ∈ Mν(kF ), c’est-a`-dire x = ǫ¯m avec
m ∈M(kF ). Montrons que
(9) si m 6∈ exp(mǫ,nil)(kF ), l’ensemble des u ∈ UP(kF ) tels que xu appartient au
support de fb,2 est vide ; si m = exp(Y ) avec Y ∈ mǫ,nil(kF ), alors cet ensemble est
contenu dans celui des exp(N) pour N ∈ uPǫ(kF ).
Dire que xu appartient au support de fb,2 implique que xu = ǫexp(X) avec X ∈
gǫ,b,nil(kF ), ou encore mu = exp(X). Si on applique ad(ǫ¯) a` cette e´galite´, puisque X
commute a` ǫ¯ et que ad(ǫ¯) conserve M et UP, on obtient mu = ad(ǫ¯)(m)ad(ǫ¯)(u), ce qui
entraˆıne m = ad(ǫ¯)(m) et u = ad(ǫ¯)(u). Cette dernie`re relation implique que u = exp(N)
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pour un N ∈ uPǫ(kF ). La premie`re, jointe au fait que m est force´ment unipotent (puisque
exp(X) l’est), entraˆıne que m = exp(Y ) pour un Y ∈ mǫ,nil(kF ). Cela de´montre (9).
On peut donc supposer m = exp(Y ) avec Y ∈ mǫ,nil(kF ). Il re´sulte de (9) et de la
de´finition de fb,2 que
∑
u∈UP(kF )
fb,2(xu) =
∑
N∈uPǫ(kF )
ϕb(Y +N).
Puisque Pǫ est un sous-groupe parabolique propre de Gǫ,b, ceci est nul puisque ϕb est
cuspidale. Cela ache`ve la preuve de (6).
On de´finit la distribution DGfb. Notons θb sa fonction associe´e. Il est clair que son sup-
port est contenu dans la re´union des conjugue´s du support de fb. D’apre`s la construction
de cette fonction et le lemme 4.7, ce support est contenu dans l’ensemble des k−1C(ǫ)k
pour k ∈ K0Fb . Donc le support de θb est contenu dans CG(ǫ) et il nous suffit de cal-
culer θb(ǫexp(X)) pour X ∈ gǫ,tn(F ). C’est le calcul que l’on a fait dans le paragraphe
pre´ce´dent. L’ensemble Γǫ contient ZG(ǫ)(F )K
0
Fb
. Montrons que
(10) on peut remplacer l’ensemble Γǫ par ZG(ǫ)(F )K
0
Fb
.
Il suffit de montrer que, si γ ∈ Γǫ−ZG(ǫ)(F )K0Fb et si g ∈ Gǫ(F )γK
0
Fb
, g−1ǫexp(X)g
n’appartient pas au support de fb. Supposons que g
−1ǫexp(X)g appartienne a` ce support.
Comme on l’a dit ci-dessus, il existe donc k ∈ K0Fb et Y ∈ gǫ,tn(F ) tels que g
−1ǫexp(X)g =
k−1ǫexp(Y )k. En fixant un entier c ≥ 1 premier a` p tel que ǫc ∈ Z(G)(F ), et en
e´levant l’e´galite´ pre´ce´dente a` la puissance c, on obtient exp(cg−1Xg) = exp(ck−1Y k),
d’ou` exp(g−1Xg) = exp(k−1Y k), d’ou` aussi g−1ǫg = k−1ǫk. Mais alors gk−1 ∈ ZG(ǫ)(F )
et γ ∈ ZG(ǫ)(F )K0Fb contrairement a` l’hypothe`se. Cela de´montre (10).
On peut donc supposer γ ⊂ ZG(ǫ)(F ). On modifie le´ge`rement les calculs du para-
graphe pre´ce´dent en remarquant que la contribution d’un γ ∈ ZG(ǫ)(F ) a` θb(ǫexp(X))
est e´gale a` celle de γ = 1, ou` l’on remplace X par γ−1Xγ. L’assertion (9) de 5.6 devient
θb(ǫexp(X)) = cb|γ|
−1
∑
γ∈γ
θϕb(γ
−1Xγ),
ou` cb est une certaine constante non nulle. On pose f = (c
−1
b fb)b∈B. C’est un e´le´ment de
Dcusp(G). D’apre`s les calculs ci-dessus, DGf est a` support dans CG(ǫ) et, en notant θ
′ sa
fonction associe´e, on a
θ′(ǫexp(X)) = |γ|−1
∑
γ∈γ
∑
b∈B
θϕb(γ
−1Xγ)
= |γ|−1
∑
γ∈γ
τ(γ−1Xγ)
= τ(X),
puisque la fonction τ est invariante par ZG(ǫ)(F ). Donc θ
′(ǫexp(X)) = θD(ǫexp(X)) si
X ∈ gǫ,tn(F ) et ǫexp(X) ∈ Gell(F ). Cela prouve (5) et la proposition. 
5.8 Filtration sur le groupe et quasi-caracte`res
Notons Qc(G) l’espace des quasi-caracte`res sur G(F ). Notons Qcn(G) la somme des
IndGM(Qc(M)) sur les Levi M tels que dim(AM ) ≥ n.
Proposition. Pour tout n ∈ Z, on a l’e´galite´ Qcn(G) = Qc(G) ∩ AnnnI(G)∗.
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Preuve. L’inclusion Qcn(G) ⊂ Qc(G) ∩ AnnnI(G)∗ est e´vidente. Soit D ∈ Qc(G) ∩
AnnnI(G)∗, notons θ sa fonction associe´e. L’hypothe`se que D appartient a` AnnnI(G)∗
signifie que, pour tout Levi M tel que dim(AM ) < n et tout m ∈Mell(F ) ∩Greg(F ), on
a θ(m) = 0. Pour M ∈ Ln, notons θM la fonction de´finie presque partout sur M(F ) par
θM(x) = D
G(x)1/2DM(x)−1/2θ(x) pour x ∈ M(F ). Notons DM la distribution qui s’en
de´duit. Par l’isomorphisme (1) de 3.2, D s’envoie sur la somme des restrictions des DM
a` Icusp(M)
WG(M). Montrons que
(2) il existe un quasi-caracte`reD′M ∈ Qc(M) tel queDM etD
′
M aient meˆme restriction
a` Icusp(M).
Commenc¸ons par fixer un e´le´ment semi-simple x ∈M(F ) et prouvons que
(3) il existe un voisinage V de 0 dans mx(F ) et, pour tout O ∈ Nil(mx), il existe
un nombre complexe cD,O de sorte que, pour presque tout Y ∈ V tel que xexp(Y ) soit
elliptique dans M(F ), on ait l’e´galite´
θM(xexp(Y )) =
∑
O∈Nil(mx)
cD,Ojˆ(O, Y ).
Si dim(AMx) > dim(AM), un tel e´le´ment xexp(Y ) n’est jamais elliptique dans M(F )
et l’assertion est triviale. Supposons dim(AMx) = dim(AM) = n. Puisque D est un
quasi-caracte`re, on peut en tout cas fixer un voisinage V′ de 0 dans gx(F ) et, pour tout
O ∈ Nil(gx), un nombre complexe c
′
D,O de sorte que, pour presque tout Y ∈ V
′, on ait
l’e´galite´
(4) θ(xexp(Y )) =
∑
O∈Nil(gx)
c′D,Ojˆ(O, Y ).
Notons τ la fonction du membre de droite, qui est de´finie presque partout sur gx(F ).
Soit Lx un Levi de Gx tel que dim(ALx) < n et soit Y ∈ lxell(F ) ∩ V
′. On note L
le commutant de ALx dans G. Alors x ∈ L(F ), Lx = Lx, AL = ALx et xexp(Y ) est
elliptique dans L(F ). Puisque dim(AL) < n, θ(xexp(Y )) = 0. Donc τ(Y ) = 0. Puisque τ
est combinaison line´aire de fonctions homoge`nes pour l’action de F×,2 par homothe´ties,
on peut supprimer ci-dessus la restriction : Y ∈ V′. La restriction de τ a` gx,tn(F ) est
donc la fonction associe´e a` un e´le´ment de Qc0(gx) ∩ AnnnI(gx)∗, avec les notations de
5.5. D’apre`s le lemme de ce paragraphe, on peut e´crire cet e´le´ment comme somme sur
les Lx ∈ LGx,n de distributions IndGxLx (dLx), ou` dLx ∈ Qc(l
x). On peut supposer que
Mx ∈ L
Gx,n et que dMx est invariante par W
Gx(Mx). Notons τx la fonction associe´e a`
dMx . En utilisant 5.3 (3), on ve´rifie que l’on a l’e´galite´
τ(Y ) = cDGY (Y )−1/2DMY (Y )1/2τx(Y )
pour presque tout Y ∈ mx,ell(F )∩mx,tn(F ), ou` c = |WGx(Mx)|. D’autre part, si V′ est as-
sez petit, il existe c′ > 0 tel queDG(xexp(Y ))1/2DM(xexp(Y ))−1/2 = c′DGY (Y )1/2DMY (Y )−1/2
pour tout Y ∈ V′ ∩mx(F ) tel que xexp(Y ) ∈ Greg(F ). L’e´galite´ pre´ce´dente devient
θM(xexp(Y )) = cc
′τx(Y )
pour presque tout Y ∈ V′ ∩ mx,ell(F ) ∩ mx,tn(F ). Cette fonction est de la forme du
membre de droite de l’e´galite´ de l’assertion (3). En prenant V = V′ ∩mx(F ), cela re´sout
cette assertion (3).
On peut supposer que le membre de droite de l’e´galite´ de cette assertion est invariant
par l’action du groupe NormGx(Mx)(F ). Posons Vx = {m
−1xexp(Y )m;m ∈ M(F ), Y ∈
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V}. Quitte a` restreindre V, cet ensemble est ouvert et ferme´ dans M(F ). On de´finit un
quasi-caracte`re dx de M(F ), a` support dans Vx, dont la fonction associe´e ve´rifie
θdx(m
−1xexp(Y )m) =
∑
O∈Nil(mx)
cD,Ojˆ(O, Y )
pour tout m ∈ M(F ) et Y ∈ V. Cette fonction co¨ıncide avec θM sur Vx ∩ Mell(F ).
On construit ces ensembles Vx et ces quasi-caracte`res dx pour tout e´le´ment semi-simple
x ∈M(F ). La re´union des Vx est M(F ) tout entier, on peut en extraire un recouvrement
localement fini M(F ) = ∪j∈JVxj . Il existe une famille (αj)j∈J , ou` αj est une fonction
localement constante sur M(F ), invariante par conjugaison et a` support dans Vxj , de
sorte que
∑
j∈J αj(m) = 1 pour tout m ∈ M(F ). En utilisant la remarque (5) de 5.2, la
distribution
D′M =
∑
j∈J
αjdxj
est bien de´finie puisque le recouvrement est localement fini, c’est un quasi-caracte`re et
elle co¨ıncide avec DM sur les e´le´ments elliptiques de M(F ), donc elle a meˆme restriction
que DM a` Icusp(M). Cela de´montre (2).
La distribution ∑
M∈Ln
|WG(M)|−1IndGM(D
′
M)
appartient a` Qcn(G) et, d’apre`s 3.2, son image dans GrnI(G)∗ est e´gale a` celle de D.
Cela de´montre l’inclusion
Qc(G) ∩ AnnnI(G)∗ ⊂ (Qc(G) ∩ Annn+1I(G)∗) +Qcn(G).
L’inclusion Qc(G)∩AnnnI(G)∗ ⊂ Qcn(G) s’en de´duit par re´currence descendante sur n.
Cela de´montre la proposition.
5.9 Un deuxie`me the´ore`me
Notons Qc0(G) l’espace des quasi-caracte`res de niveau 0 sur G(F ).
The´ore`me. L’application DG : D(G) → I(G)∗ est un isomorphisme de D(G) sur
Qc0(G).
Preuve. Compte tenu du the´ore`me 5.6, il suffit de prouver que Qc0(G) est contenu
dans l’image de l’application DG. Soit n ∈ Z. Prouvons que
(1) Qc0(G) ∩ AnnnI(G)∗ est contenu dans la somme de DG(Dn(G)) et de Qc0(G) ∩
Annn+1I(G)∗.
Remarquons que DG(Dn(G)) est contenu dans Qc0(G)∩AnnnI(G)∗ d’apre`s 5.6. Soit
D ∈ Qc0(G) ∩ AnnnI(G)∗. Pour M ∈ L
n
min, on a de´fini dans le paragraphe pre´ce´dent
la distribution DM sur M(F ), de fonction associe´e θM , et on a prouve´ l’existence d’un
quasi-caracte`re D′M sur M(F ) qui co¨ıncidaient avec DM sur Mell(F ). Montrons que
(2) D′M est de niveau 0 sur les elliptiques.
D’apre`s les remarques (2) et (4) de 5.7 et le lemme 4.6, on peut fixer ǫ ∈ G(F )p′∩M(F )
et de´montrer que, pour tout X ∈ mǫ,tn(F ) tel que ǫexp(X) ∈ Mell(F ), la fonction
λ 7→ θD′
M
(ǫexp(λ2X)) appartient a` E. Pour un tel X , on a par de´finition
θD′M (ǫexp(λ
2X)) = θM(ǫexp(λ
2X)) = DG(ǫexp(λ2X))1/2DM(ǫexp(λ2X))−1/2θD(ǫexp(λ
2X)).
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D’apre`s le (ii) du lemme 7.6, la fonction λ 7→ DG(ǫexp(λ2X))1/2DM(ǫexp(λ2X))−1/2
est produit d’une constante et d’une puissance entie`re de |λ|. Puisque D ∈ Qc0(G),
la fonction λ 7→ θD(ǫexp(λ2X)) appartient a` E. Il en re´sulte que la fonction λ 7→
θD′M (ǫexp(λ
2X)) appartient a` E, d’ou` (2).
D’apre`s la proposition 5.7, il existe donc D′′M ∈ D
M(Dcusp(M)) tel que D′′M co¨ıncide
avec D′M sur Mell(F ), donc aussi avec DM . La distribution∑
M∈Ln
|WG(M)|−1IndGM(D
′′
M)
appartient alors a` DG(Dn(G)) et son image dans GrnI(G)∗ est e´gale a` celle de D. Cela
prouve (1).
Pour n = aMmin + 1, on a Qc0(G) ∩ Ann
nI(G)∗ = {0} = DG(Dn(G)). Graˆce a` (1),
on de´montre par re´currence descendante que Qc0(G) ∩ AnnnI(G)∗ = DG(Dn(G)) pour
tout n. Pour n = aG, cela de´montre l’e´galite´ Qc0(G) = D
G(D(G)). 
6 Repre´sentations et repre´sentations de niveau 0
6.1 Repre´sentations de niveau 0
Notons Irr(G) l’ensemble des classes d’isomorphismes de repre´sentations lisses irre´ductibles
de G(F ) (dans des espaces complexes). Une telle repre´sentation π, dans un espace V ,
est dite de niveau 0 si et seulement s’il existe une facette F ∈ Fac(G) telle que l’es-
pace des invariants V K
+
F soit non nul. On note Irr(G)0 le sous-ensemble des (classes
d’isomorphismes de) repre´sentations de niveau 0 et Irr(G)>0 celui des repre´sentations
qui ne sont pas de niveau 0. On note p0 la projection C[Irr(G)] → C[Irr(G)0] qui
annule C[Irr(G)>0]. On sait que p0 est associe´e a` l’action d’un idempotent du centre
de Bernstein. Il se de´duit de cet idempotent une action sur divers objets, par exemple
C∞c (G(F )), que l’on note encore p
0. On sait que p0 commute, en un sens compre´hensible,
aux ope´rations d’induction et de passage au module de Jacquet : par exemple, si P est
un sous-groupe parabolique de G de composante de Levi M et si πM ∈ Irr(M), alors
p0(IndGP (π
M)) = IndGP (p
0(πM)).
On note Temp(G) le sous-ensemble de Irr(G) des repre´sentations tempe´re´es et on
pose Temp(G)0 = Temp(G) ∩ Irr(G)0.
Si ξ est un caracte`re de AG(F ), on note Irr(G)ξ le sous-ensemble de Irr(G) des
repre´sentations dont le caracte`re central co¨ıncide avec ξ sur AG(F ). On de´finit de meˆme
Irr(G)0ξ, Temp(G)ξ etc... Evidemment, Irr(G)
0
ξ est vide si ξ n’est pas mode´re´ment ra-
mifie´ et Temp(G)ξ est vide si ξ n’est pas unitaire.
Pour toute repre´sentation irre´ductible π, on note Θπ son caracte`re-distribution. D’apre`s
Harish-Chandra, c’est un quasi-caracte`re. On note θπ sa fonction associe´e. Par line´arite´,
l’application π 7→ Θπ se prolonge en une application
Θ : C[Irr(G)]→ I(G)∗
qui est injective.
6.2 Repre´sentations elliptiques
Arthur a de´fini un ensemble de ”repre´sentations elliptiques”, cf. [2] paragraphe 3.
Une telle repre´sentation est une combinaison line´aire finie, a` coefficients dans C, de
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repre´sentations irre´ductibles tempe´re´es. Sa de´finition de´pend de divers choix, en parti-
culier de normalisations d’ope´rateurs d’entrelacement. Nous supposons ces choix fixe´s
et nous notons Ell(G) l’ensemble des repre´sentations elliptiques. C’est un ensemble
line´airement inde´pendant. L’espace C[Ell(G)] ne de´pend pas des choix. Pour un Levi
M ∈ Lmin, le sous-espace C[Ell(M)] ⊂ C[Temp(M)] est invariant par l’action natu-
relle du groupe WG(M) sur C[Temp(M)]. On note C[Ell(M)]W
G(M) le sous-espace des
invariants. On a alors la de´composition en somme directe
C[Temp(G)] = ⊕M∈LminInd
G
M(C[Ell(M)]
WG(M)).
Introduisons l’application d’Harish-Chandra HG : G(F ) → AG, notons A
∗
G l’espace
vectoriel re´el dual de AG et A∗G,C son complexifie´. Un e´le´ment χ ∈ A
∗
G,C de´finit un
caracte`re de G(F ), que l’on note encore χ, de´fini par χ(g) = exp(< χ,HG(g) >). Si
π ∈ Irr(G), on note πχ la repre´sentation πχ(g) = χ(g)π(g). Si χ ∈ iA∗G, cette ope´ration
π 7→ πχ conserve l’espace C[Ell(G)]. On note Ell(G)R l’ensemble des πχ pour π ∈ Ell(G)
et χ ∈ A∗G. On a alors la de´composition plus ge´ne´rale
(1) C[Irr(G)] = ⊕M∈LminInd
G
M(C[Ell(M)R]
WG(M)).
Via l’injection Θ, cette de´composition est compatible avec la filtration de I(G)∗ de´finie
en 3.2. C’est-a`-dire que, pour n ∈ Z, l’intersection de AnnnI(G)∗ et de l’image de Θ est
e´gale a` l’image par cette injection de la sous-somme de l’expression ci-dessus, ou` on limite
la sommation aux M tels que dim(AM) ≥ n. En particulier, l’application compose´e
(2) C[Ell(G)R]
Θ
→ I(G)∗ → Icusp(G)
∗
est injective.
En fait, chaque repre´sentation elliptique est combinaison line´aire de sous-repre´sentations
d’une meˆme induite d’une se´rie discre`te d’un Levi de G. Il en re´sulte d’une part que toute
repre´sentation elliptique admet un caracte`re central. D’autre part que ou bien toutes ces
composantes sont de niveau 0, ou bien aucune ne l’est. On note Ell(G)0, resp. Ell(G)>0,
les repre´sentations elliptiques du premier cas, resp. du second. Puisque p0 ”commute” a`
l’induction, on obtient des variantes des e´galite´s pre´ce´dentes telles que
(3) C[Temp(G)0] = ⊕M∈LminInd
G
M(C[Ell(M)
0]W
G(M));
C[Irr(G)0] = ⊕M∈LminInd
G
M(C[Ell(M)
0
R]
WG(M));
C[Irr(G)>0] = ⊕M∈LminInd
G
M(C[Ell(M)
>0
R ]
WG(M)).
Il y a aussi des variantes de ces e´galite´s en imposant que toutes les repre´sentations se
transforment selon un caracte`re fixe´ ξ de AG(F ).
6.3 Le re´sultat de [20]
Soit π ∈ Irr(G)0. En [20], on a associe´ a` π un e´le´ment de Dcusp(G) que l’on avait note´
ΘGπ,cusp. On modifie le´ge`rement la de´finition en y incluant les mesures mes(AG(F )\K
†
F)
−1
qui intervenaient dans les formules de cette re´fe´rence. On note ∆Gπ,cusp l’e´le´ment de
Dcusp(G) ainsi obtenu.
SoitM un Levi de G. Choisissons un sous-groupe parabolique P ∈ P(M). On associe
au module de Jacquet πP un e´le´ment ∆
M
πP ,cusp
. Notons ∆MπM ,cusp,G−comp sa projection dans
47
Dcusp,G−comp(M), autrement dit sa restriction au sous-ensemble des e´le´ments de M(F )
qui sont compacts mod Z(G). Elle ne de´pend pas du choix de P .
Le re´sultat principal de [20] est que
(1) Θπ co¨ıncide sur Gcomp(F ) avec la distribution
∑
M∈Lmin
|WM ||WG|−1DG[∆MπM ,cusp,G−comp].
Autrement dit, notons ∆π l’image naturelle de
∑
M∈Lmin
|WM ||WG|−1∆MπM ,cusp,G−comp
dans DG−comp(G). Alors Θπ co¨ıncide avec DG[∆π] sur Gcomp(F ). On prolonge π 7→ ∆π
par line´arite´ en une application
∆ : C[Irr(G)0]→ DG−comp(G).
Remarque. La somme intervenant dans (1) peut se re´crire
(2)
∑
M∈Lmin
|WG(M)|−1DG[∆MπM ,cusp,G−comp].
6.4 Surjectivite´
Soit ξ un caracte`re unitaire et mode´re´ment ramifie´ de AG(F ). L’application ∆ se
restreint en une application line´aire C[Temp(G)0ξ]→ DG−comp,ξ(G).
Lemme. (i) L’application ∆ : C[Temp(G)0ξ]→ DG−comp,ξ(G) est surjective.
(ii) L’application ∆cusp : C[Ell(G)
0
ξ ]→ Dcusp,ξ(G) est bijective.
Preuve. Notons ici qξ la projection de C
∞
c (G(F )) dans C
∞
c,ξ(G(F )) ou de I(G) dans
Iξ(G). On a le diagramme naturel
DG−comp,ξ(G)
∆G ր p1 ց
C[Temp(G)0ξ ] D
G ↓ (qξ(IE(G)))∗
Θց p2 ր
Iξ(G)
∗
L’application p2 est la restriction et p1 = p2 ◦DG. Le triangle de droite est donc commu-
tatif. Celui de gauche l’est d’apre`s 6.3(1). Montrons que
(1) p2 ◦Θ est surjective.
Notons que l’espace (qξ(IE(G)))
∗ est de dimension finie. Chaque e´le´ment de E(G) est
invariant par un groupeK+F pour une certaine facette F ∈ Fac(G). Donc E(G) est annule´
par toute repre´sentation qui n’est pas de niveau 0. D’apre`s le the´ore`me de Paley-Wiener
(avec caracte`re central), l’application C[Temp(G)ξ]→ (qξ(IE(G)))∗ similaire a` p2 ◦Θ est
surjective. D’apre`s la proprie´te´ pre´ce´dente, on peut aussi bien remplacer Temp(G)ξ par
Temp(G)0ξ, d’ou` (1).
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Une variante avec caracte`re central de la proposition 3.8 nous dit que l’application
p1 est un isomorphisme. Alors le (i) de l’e´nonce´ se de´duit de (1).
En utilisant 6.3 (1), l’injectivite´ de l’application du (ii) se de´duit de celle de l’appli-
cation (2) de 6.2 D’apre`s le (i) de´ja` de´montre´ et la relation (3) de 6.2, pour de´montrer
la surjectivite´ de l’application du (ii), il reste a` prouver que, si M est un Levi propre
de G, si πM ∈ C[Ell(M)0ξ ] et si l’on note π = Ind
G
M(π
M), alors ∆Gπ,cusp = 0. La pro-
jection I(G)∗ → Icusp(G)∗ annule toutes les distributions dont le support ne coupe pas
G(F )comp, car tout e´le´ment elliptique re´gulier est compact mod Z(G). La projection de
Θπ est donc e´gale a` celle de D
G[∆Gπ ]. Cette projection I(G)
∗ → Icusp(G)∗ annule aussi
toutes les distributions induites a` partir d’un Levi propre. Il en re´sulte que la projection
de Θπ est nulle et que la projection de D
G[∆Gπ ] est e´gale a` celle de D
G[∆Gπ,cusp]. Donc la
projection dans Icusp(G)
∗ de DG[∆Gπ,cusp] est nulle. D’apre`s le (ii) du corollaire 3.9, on a
donc ∆Gπ,cusp = 0, ce qui ache`ve la de´monstration. 
6.5 Produit scalaire elliptique
Fixons un caracte`re unitaire ξ de AG(F ). L’espace
C[Temp(G)ξ] = ⊕M∈LminInd
G
M(C[Ell(M)ξ]
WG(M))
est muni d’un produit scalaire elliptique note´ < .,>ell, cf. [2] paragraphe 6. Les com-
posantes ci-dessus indexe´es par un Levi propre sont dans le noyau de ce produit. Par
contre, le produit se restreint en un produit hermitien de´fini positif sur C[Ell(G)ξ], pour
lequel Ell(G)ξ est une base orthonormale. Rappelons la de´finition du produit scalaire.
Fixons un ensemble Tell de repre´sentants des classes de conjugaison de sous-tores ellip-
tiques maximaux de G. Pour T ∈ Tell, on pose W (T ) = NormG(T )(F )/T (F ) et on
munit AG(F )\T (F ) de la mesure de Haar de masse totale 1. Pour π, π
′ ∈ C[Temp(G)ξ],
on a alors
(1) < π, π′ >ell=
∑
T∈Tell
|W (T )|−1
∫
AG(F )\T (F )
θπ(t)θπ′(t)D
G(t) dt.
Remarquons que ceci ne de´pend d’aucune mesure.
On va munir Dcusp,ξ(G) d’un produit scalaire que l’on appelle aussi elliptique. Pour
F ,F ′ ∈ Fac(G), notons N(F ,F ′) l’ensemble des g ∈ G(F ) tels que gF = F ′ et fixons
un ensemble de repre´sentants N(F ,F ′) du quotient
AG(F )K
0
F ′\N(F ,F
′).
On a e´tabli en 3.5 une de´composition
(2) Dcusp(G) =
∏
ν∈N
Dcusp(G)
ν .
On e´crit f =
∏
ν∈F f
ν la de´composition d’un e´le´ment f ∈ Dcusp(G). Fixons ν ∈ N . Soient
(F , ν), (F ′, ν) ∈ Fac∗max(G) et soient f ∈ Ccusp(G
ν
F ) et f
′ ∈ Ccusp(GνF ′). On pose
< f, f ′ >ell= mes(AG(F )\AG(F )K
0
F)
2
∑
g∈N(F ,F ′)
< gf, f ′ > .
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Ce produit se prolonge par line´arite´ en un produit surDcusp(G)
ν . Soient f , f ′ ∈ Dcusp,ξ(G).
On voit que < fν+ν
′
, f
′ν+ν′ >=< fν , f
′ν > pour tout ν ∈ N et tout ν ′ ∈ wG(AG(F )). On
pose
< f , f ′ >ell=
∑
ν∈N/wG(AG(F ))
< fν , f
′ν >ell .
On ve´rifie que, pour g ∈ G(F ), < gf , f ′ >ell=< f , f ′ >ell. C’est-a`-dire que gf−f appartient
au noyau du produit scalaire elliptique. Celui-ci se descend donc en un produit sur
Dcusp,ξ(G).
Proposition. L’application
C[Ell(G)0ξ ] → Dcusp,ξ(G)
π 7→ ∆Gπ,cusp
est un isomorphisme isome´trique pour les produits scalaires elliptiques.
Preuve. On peut supposer que l’ensemble de repre´sentants Fax∗max(G,A) est stable
par l’ope´ration (F , ν) 7→ (F , ν + ν ′) pour tout ν ′ ∈ wG(AG(F )). Repre´sentons ∆Gπ,cusp
comme un e´le´ment de
∏
(F ,ν)∈Fac∗max(G,A)
Ccusp(G
ν
F )
K†
F , cf. 3.8. On note (fπ,F ,ν)(F ,ν)∈Fac∗max(G,A)
cet e´le´ment. Soit T ∈ Tell et t ∈ T (F ) ∩Greg(F ). D’apre`s [20] 18(3), on a l’e´galite´
θπ(t) = D
G(t)−1/2
∑
(F ,ν)∈Fac∗max(G,A)
IG(t, fπ,F ,ν).
On a identifie´ ici l’e´le´ment fπ,F ,ν a` la fonction (fπ,F ,ν)F . La somme est finie car les termes
ne sont non nuls que si ν = wG(t).
Remarque. La formule de la re´fe´rence contient un terme mes(AG(F )\K
†
F)
−1 que
l’on a incorpore´ a` la de´finition de fπ,F ,ν .
Fixons un ensemble de repre´sentants N des orbites dansN pour l’action de wG(AG(F ))
par addition. Notons Fac∗max(G,A;N ) le sous-ensemble des e´le´ments (F , ν) ∈ Fac
∗
max(G,A)
tels que ν ∈ N . La formule ci-dessus se re´crit
θπ(t) = D
G(t)−1/2
∑
(F ,ν)∈Fac∗max(G,A;N )
∑
ν′∈wG(AG(F ))
IG(t, fπ,F ,ν+ν′).
Parce que la restriction a` AG(F ) du caracte`re central de π est ξ, on voit que la somme
inte´rieure n’est autre que
mes(AG(F )c)
−1
∫
AG(F )
IG(ta, fπ,F ,ν)ξ(a)
−1 da.
D’ou`
θπ(t) = mes(AG(F )c)
−1
∫
AG(F )
DG(ta)−1/2
∑
(F ,ν)∈Fac∗max(G,A;N )
IG(ta, fπ,F ,ν)ξ(a)
−1 da.
La formule (1) devient
< π, π′ >ell= mes(AG(F )c)
−1
∑
(F ,ν)∈Fac∗max(G,A;N )
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∑
T∈Tell
|W (T )|−1
∫
T (F )
DG(t)1/2IG(t, fπ,F ,ν)θπ′(t) dt.
Les fonctions fπ,F ,ν sont cuspidales, leurs inte´grales orbitales sont nulles hors des e´le´ments
elliptiques. La formule de Weyl conduit donc a` l’e´galite´
< π, π′ >ell= mes(AG(F )c)
−1
∑
(F ,ν)∈Fac∗max(G,A;N )
Θπ′(fπ,F ,ν).
Fixons (F , ν) intervenant ci-dessus. Puisque la fonction fπ,F ,ν est a` support compact
mod Z(G), on peut exprimer Θπ′(fπ,F ,ν) a` l’aide de ∆π′ . Puisque la fonction fπ,F ,ν est
cuspidale, les distributions induites ne comptent pas, d’ou`
Θπ′(fπ,F ,ν) = D
G[∆Gπ′,cusp](fπ,F ,ν).
Ceci est calcule´ par la proposition 3.6 et la remarque (2) qui la suit. On obtient
Θπ′(fπ,F ,ν) = cF < fπ,F ,ν, fπ′,F ,ν >,
ou`
cF = mes(K
0
F)
2mes(AG(F )c)
−1[K†F : AG(F )K
0
F ].
De la meˆme fac¸on, on a
< fπ,F ,ν , fπ′,F ,ν >ell= dF < fπ,F ,ν, fπ′,F ,ν >,
ou`
dF = mes(AG(F )\AG(F )K
0
F)
2[K†F : AG(F )K
0
F ].
D’ou`
Θπ′(fπ,F ,ν) = cFd
−1
F < fπ,F ,ν, fπ′,F ,ν >ell,
puis
< π, π′ >ell= mes(AG(F )c)
−1
∑
(F ,ν)∈Fac∗max(G,A;N )
cFd
−1
F < fπ,F ,ν, fπ′,F ,ν >ell .
On ve´rifie que
mes(AG(F )c)
−1cFdF = 1.
D’ou`
< π, π′ >ell=
∑
(F ,ν)∈Fac∗max(G,A;N )
< fπ,F ,ν, fπ′,F ,ν >ell .
Par de´finition, la membre de droite n’est autre que < ∆Gπ,cusp,∆
G
π′,cusp >. Cela de´montre
que l’application de l’e´nonce´ est isome´trique. Elle est bijective d’apre`s le (ii) du lemme
6.4. Cela ache`ve la de´monstration. 
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6.6 Un lemme pre´liminaire
Rappelons que l’on a de´fini en 5.7 la notion de quasi-caracte`re sur G(F ) de niveau 0
sur les elliptiques.
Lemme. Soit π ∈ C[Ell(G)R]. Supposons que Θπ soit un quasi-caracte`re de niveau 0
sur les elliptiques. Alors π appartient a` C[Ell(G)0R].
Preuve. On peut de´composer la repre´sentation π en π =
∑
i=1,...,h πi ou` chaque πi est
combinaison line´aire de repre´sentations irre´ductibles dont le caracte`re central se restreint
a` AG(F ) en un meˆme caracte`re ξi. On suppose les ξi tous distincts. Par interpolation,
on peut trouver une famille de nombres complexes (cj)j=1,...,h et une famille (aj)j=1,...,h
d’e´le´ments de AG(F ) de sorte que
Θπi(g) =
∑
j=1,...,h
cjΘπ(ajg)
pour tout g ∈ G(F ). Puisque Θπ est un quasi-caracte`re de niveau 0 sur les elliptiques,
cette formule entraˆıne que Θπi l’est aussi. Cela nous rame`ne au cas ou` π elle-meˆme est
combinaison line´aire de repre´sentations irre´ductibles dont le caracte`re central se restreint
a` AG(F ) en un meˆme caracte`re que l’on note ξ. On peut aussi tordre le proble`me par
un e´le´ment χ ∈ A∗G : Θπχ est encore un quasi-caracte`re de niveau 0 sur les elliptiques
et, si l’on prouve que πχ appartient a` C[Ell(G)
0
R], la meˆme assertion s’ensuit pour π.
On peut donc supposer ξ unitaire. D’apre`s la proposition 5.7, il existe d′ ∈ Dcusp(G)
tel que Θπ co¨ıncide avec D
G[d′] sur Gell(F ). Rappelons que AG(F ) agit naturellement
sur Dcusp(G). On note (a, δ) 7→ δa cette action. L’e´le´ment d′ n’a pas force´ment de ca-
racte`re central pour l’action de AG(F ) mais on peut le remplacer par un e´le´ment qui
admet ξ pour tel caracte`re central. En effet, on peut d’abord remplacer d′ par l’inte´grale∫
AG(F )c
ξ(a)−1d
′a da. Cela ne modifie pas la proprie´te´ ci-dessus puisque π se transforme
par AG(F ) selon ξ. Mais cela assure que AG(F )c agit sur d
′ selon le caracte`re ξ. Utilisons
la de´composition (2) de 6.5 et e´crivons d′ =
∏
ν∈N d
′ν . Pour tout ν ∈ N , DG(d
′ν) est
a` support dans w−1G (ν) et co¨ıncide avec Θπ sur Gell(F ) ∩ w
−1
G (ν). Fixons un ensemble
de repre´sentants N des orbites de l’action par addition de wG(AG(F )) dans N . On voit
qu’il existe un unique d ∈ Dcusp,ξ(G) tel que d
ν = d
′ν pour tout ν ∈ N . Puisque π se
transforme par AG(F ) selon ξ, Θπ co¨ıncide avec D
G(d) sur Gell(F ). D’apre`s le (ii) du
lemme 6.4, il existe π0 ∈ C[Ell(G)0ξ ] tel que ∆cusp(π
0) = d. Alors, d’apre`s l’assertion (1)
de 6.3, Θπ0 co¨ıncide sur Gell(F ) avec D
G(d), donc aussi avec Θπ. D’apre`s l’injectivite´ de
l’application (2) de 6.2, on a π = π0, ce qui ache`ve la de´monstration. 
6.7 Caracte´risation des repre´sentations de niveau 0
The´ore`me. Soit π ∈ C[Irr(G)]. Alors π ∈ C[Irr(G)0] si et seulement si Θπ est un
quasi-caracte`re de niveau 0 sur G(F ).
Preuve. Supposons π ∈ C[Irr(G)0]. D’apre`s 6.3 (1) et le the´ore`me 5.6, Θπ co¨ıncide
avec un quasi-caracte`re de niveau 0 sur les e´le´ments de G(F ) qui sont compacts mod
Z(G). Soit ǫ ∈ G(F )p′, supposons que ǫ n’est pas compact mod Z(G). Alors L[ǫ] est un
Levi propre et on a L[ǫexp(X)] = L[ǫ] et Q[ǫexp(X)] = Q[ǫ] pour tout X ∈ gǫ,tn(F ).
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D’apre`s le the´ore`me 5.2 de [4], on a θπ(ǫexp(X)) = δQ[ǫ](ǫexp(X))
1/2θπQ[ǫ](ǫexp(X))
pour tout X comme ci-dessus. Un meˆme calcul qu’au (ii) du lemme 7.6 montre que
δQ[ǫ](ǫexp(X)) = δQ[ǫ](ǫ). La repre´sentation πQ[ǫ] est de niveau 0. Puisque L[ǫ] ( G, on
peut raisonner par re´currence sur le rang semi-simple de G et suppose´ prouve´ que ΘπQ[ǫ]
est un quasi-caracte`re de niveau 0 sur L[ǫ](F ). Autrement dit que, pour des constantes
cO convenables, on a
θπQ[ǫ](ǫexp(X)) =
∑
O∈Nil(l[ǫ]ǫ)
cO jˆ(O, X)
pour tout X comme ci-dessus. Puisque l[ǫ]ǫ = gǫ, on en de´duit un de´veloppement ana-
logue de θπ(ǫexp(X)). Donc Θπ co¨ıncide avec un quasi-caracte`re de niveau 0 sur CG(ǫ).
Ceci est donc vrai pour tout ǫ ∈ G(F )p′ et cela signifie que Θπ est un quasi-caracte`re de
niveau 0.
Pour n ∈ Z, notons C[Irr(G)]n la sous-somme de l’expression 6.2 (1) ou` l’on somme
sur les Levi M ∈ Lmmin pour m ≥ n. On va prouver
(1) soit π ∈ C[Irr(G)]n ; supposons que Θπ est un quasi-caracte`re de niveau 0 sur
G(F ) ; alors π appartient a` la somme de C[Irr(G)]n+1 et de
⊕M∈LnminInd
G
M(C[Ell(M)
0
R]
WG(M).
Ecrivons π =
∑
M∈Lmin
IndGM(π
M), ou` πM ∈ C[Ell(M)R]
WG(M) et πM = 0 si aM < n.
Le caracte`re Θπ appartient a` Qc0(G) par hypothe`se donc a` Qc0(G)∩AnnnI(G)∗. D’apre`s
le (ii) de la proposition 3.10 et le the´ore`me 5.9, cet espace a meˆme image dans GrnI(G)∗
que
⊕M∈LnminInd
G
M(D
M(Dcusp(M)
WG(M))).
Autrement dit, pour tout M ∈ Lnmin, on peut fixer d
M ∈ Dcusp(M)W
G(M) tel que ΘπM
co¨ıncide avec DM(dM) sur les e´le´ments elliptiques de M(F ). A fortiori, πM est un quasi-
caracte`re sur M(F ) de niveau 0 sur les elliptiques. D’apre`s le lemme 6.6, πM appartient
a` C[Ell(M)0R] et donc aussi a` C[Ell(M)
0
R]
WG(M). Posons σ =
∑
M∈Lnmin
IndGM(π
M). Alors
Θπ et Θσ ont meˆme image dans Gr
nI(G)∗. Donc π−σ appartient a` C[Irr(G)]n+1. Puisque
σ appartient au dernier espace indique´ dans l’assertion (1), cela de´montre cette assertion.
D’apre`s le sens ”seulement si” de´ja` de´montre´ du the´ore`me, l’assertion (1) implique le
sens ”si” par re´currence descendante sur n. 
7 Endoscopie
7.1 Donne´es endoscopiques
On note WF le groupe de Weil de F . Il contient le groupe d’inertie IF . On note I
s
F le
groupe d’inertie sauvage de F , c’est-a`-dire le p-Sylow du groupe IF .
La the´orie de l’endoscopie a e´te´ de´veloppe´e par Langlands et ses successeurs. Nous ne
la reprendrons pas et nous adopterons sa formulation telle qu’elle figure dans [14]. Une
donne´e endoscopique de G est un triplet G′ = (G′,G ′, s), ou` G′ est un groupe re´ductif
connexe de´fini et quasi-de´ploye´ sur F , G ′ est un sous-groupe du L-groupe LG = Gˆ⋊WF
et s est un e´le´ment semi-simple du groupe complexe Gˆ. Le groupe Gˆ′ s’identifie a` la
composante neutre ZGˆ(s)
0 du commutant ZGˆ(s). On dit que la donne´e est elliptique si
et seulement si Z(Gˆ)Γ est un sous-groupe d’indice fini de Z(Gˆ′)Γ.
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L’hypothe`se (Hyp)(G) a les conse´quences suivantes :
(1) il existe une extension de F de degre´ premier a` p telle que le groupe G′ soit
de´ploye´ sur cette extension ;
(2) WF ∩ G ′ est un sous-groupe de WF d’indice fini premier a` p.
Preuve. Le (1) re´sulte de ce que le rang de G′ est le meˆme que celui de G et que l’on
a de´ja` remarque´ que, pour tout tore sur F de dimension infe´rieure ou e´gale a` ce rang, il
existe une extension F ′ de F de degre´ premier a` p telle que ce tore soit de´ploye´ sur F ′.
Pour (2), fixons une telle extension galoisienne F ′ de F de degre´ premier a` p, telle que G′
soit de´ploye´ sur F . L’action de ΓF ′ sur Gˆ
′ est triviale, a fortiori l’action de ΓF ′ sur Gˆ est
triviale. Le noyau de l’homomorphisme naturelWF → Gal(F ′/F ) estWF ′. Par de´finition,
la projection G ′ → WF est scinde´e, c’est-a`-dire que l’on peut fixer un homomorphisme
continu i : WF → G ′ qui est une section de cette projection. Pour w ∈ WF , e´crivons
i(w) = (j(w), w). La restriction de j a` WF ′ est un caracte`re de ce groupe a` valeurs dans
ZGˆ(s). Notons W
1 le sous-groupe des w ∈ WF ′ tels que j(w) ∈ ZGˆ(s)
0. L’hypothe`se
(Hyp)(G) implique que ZGˆ(s)
0 est un sous-groupe de ZGˆ(s) d’indice premier a` p. Donc
W 1 est d’indice fini premier a` p dans WF ′, donc aussi dans WF . Pour w ∈ W 1, on a
(1, w) = j(w)−1i(w) et ce terme appartient a` G ′ puisque j(w) ∈ ZGˆ(s)
0 = Gˆ′ ⊂ G ′. Donc
W 1 ⊂WF ∩ G ′ et (2) est de´montre´. 
On a besoin de munir toute donne´e endoscopique G′ de donne´es auxiliaires G′1, C1, ξˆ1,
cf. [14] I.2.1. Le tore C1(F ) est naturellement muni d’un caracte`re λ1 : C1(F ) → C×.
Il y a une notion d’unitarite´ pour de telles donne´es, cf. loc. cit. I.7.1, qui implique que
λ1 est unitaire. Nous dirons que les donne´es auxiliaires sont mode´re´ment ramifie´es si et
seulement si elles ve´rifient les conditions suivantes :
(3) G′1 et C1 sont de´ploye´s sur une extension de F de degre´ premier a` p ;
(4) on a ξˆ1(1, w) = (1, w) pour tout w ∈ IsF .
Lemme. Sous notre hypothe`se (Hyp)(G), il existe des donne´es auxiliaires mode´re´ment
ramifie´es et unitaires.
Preuve. Choisir une suite
1→ C1 → G
′
1 → G
′ → 1
e´quivaut a` choisir une suite duale
1→ Gˆ′ → Gˆ′1 → Cˆ1 → 1
Pour celle-ci, il y a le choix standard suivant. Fixons une paire de Borel (Bˆ′, Tˆ ) de Gˆ′
pre´serve´e par l’action galoisienne. On pose Gˆ′1 = (Gˆ
′ × Tˆ )/diag(Z(Gˆ′)), ou` diag est le
plongement diagonal. Le centre de Gˆ′1 est isomorphe a` Tˆ , donc est connexe. Le tore Cˆ1
est Tˆ /Z(Gˆ) et on sait bien que c’est un tore induit. Si F ′ est une extension finie de F de
degre´ a` p sur laquelle G′ est de´ploye´, les actions galoisiennes sur Gˆ′1 et Cˆ1 sont triviales
sur ΓF ′. Dualement, C1 est de´ploye´ sur F
′ et, puisque G′ l’est aussi, G′1 l’est e´galement.
Pour construire ξˆ1 ve´rifiant (4), le mieux est de reprendre la preuve de Langlands
[12] lemme 4. On s’aperc¸oit qu’il y a un unique argument a` pre´ciser. La cle´ de la
preuve est que, quand S2 → S1 est une injection de tores de´finis sur F , tout caracte`re
χ2 : S2(F ) → C× se prolonge en un caracte`re χ1 : S1(F ) → C× (rappelons que, pour
nous, caracte`re signifie homomorphisme continu). On doit pre´ciser que tout caracte`re
mode´re´ment ramifie´ χ2 se prolonge en un caracte`re mode´re´ment ramifie´ χ1. Le sous-
groupe S1,tu(F ) de S1(F ) est compact, donc le produit S2(F )S1,tu(F ) est ferme´ dans
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S1(F ). Puisque χ2 est mode´re´ment ramifie´, il est trivial sur S2,tu(F ) = S2(F )∩ S1,tu(F ).
Donc on peut prolonger χ2 en un caracte`re χ
′ : S2(F )S1,tu(F ) → C× qui est trivial sur
S1,tu(F ). Puisque S2(F )S1,tu(F ) est ferme´ dans S1(F ), on peut ensuite prolonger χ
′ en
un caracte`re χ1 : S1(F ) → C×. Il est encore trivial sur S1,tu(F ), c’est-a`-dire qu’il est
mode´re´ment ramifie´.
Avec ce comple´ment,la preuve de [12] permet de construire ξˆ1 ve´rifiant (4). Le meˆme
argument qu’en [14] I.7.1(3) permet de le modifier afin d’assurer que les donne´es sont
unitaires. 
On fixe un ensemble de repre´sentants E(G) des classes d’e´quivalence de donne´es
endoscopiques elliptiques de G. Pour tout G′ = (G′,G ′, s) ∈ E(G), on fixe des donne´es
auxiliaires G′1, C1, ξˆ1. On suppose que ces donne´es auxiliaires sont mode´re´ment ramifie´es
et unitaires. On peut alors fixer un facteur de transfert unitaire ∆1. Signalons que, pour
nous, ce facteur ne contient pas le terme ∆IV de [13], que nous avons incorpore´ a` la
de´finition des inte´grales orbitales en suivant Arthur. Il n’est pas clair que l’hypothe`se
(Hyp)(G) que nous avons pose´e entraˆıne (Hyp)(G′) pour tout groupe endoscopique G′
de G, et encore moins qu’elle entraˆıne (Hyp)(G′1) pour un groupe auxiliaire G
′
1. Nous
renforc¸ons l’hypothe`se (Hyp)(G) en l’hypothe`se suivante :
(Hyp)endo(G) : l’hypothe`se (Hyp)(G) est ve´rifie´e ; pour tout G
′ ∈ E(G), les hy-
pothe`ses (Hyp)(G′) et (Hyp)(G′1) sont ve´rifie´es.
Toute donne´e endoscopique G′ de G apparaˆıt comme une ”donne´e de Levi” d’une
donne´e endoscopique elliptique G′′. Les donne´es auxiliaires que l’on a fixe´es pour cette
dernie`re se restreignent en des donne´es auxiliaires pour G′. Les hypothe`ses (Hyp)(G′′)
et (Hyp)(G′′1) entraˆınent (Hyp)(G
′) et (Hyp)(G′1) puisque G
′, resp. G′1, est un groupe de
Levi de G′′, resp. G′′1. En conse´quence, l’hypothe`se (Hyp)endo(G) implique que, pour toute
donne´e endoscopique (pas force´ment elliptique), on peut supposer fixe´es des donne´es
auxiliairesG′1, C1, ξˆ1 mode´re´ment ramifie´es et unitaires, de sorte que (Hyp)(G
′) et (Hyp)(G′1)
soient ve´rifie´es. On suppose aussi fixe´ un facteur de transfert unitaire ∆1.
7.2 Repre´sentations de niveau 0 et donne´es auxiliaires
Soit G′ = (G′,G ′, s) une donne´e endoscopique de G. On s’inte´resse exclusivement
aux repre´sentations irre´ductibles de G′1(F ) dont le caracte`re central co¨ıncide avec λ1 sur
C1(F ). On note Irr(G
′
1)λ1 l’ensemble de ces repre´sentations, avec les variantes Temp(G
′
1)λ1 ,
Irr(G′1)
0
λ1
etc... Ces ensembles de´pendent du choix des donne´es auxiliaires. Pour que les
re´sultats qui suivent aient vraiment un sens, il vaut mieux qu’ils n’en de´pendent pas trop.
Selon le formalisme que l’on a de´veloppe´ en [14], pour deux choix de donne´es auxiliaires,
il y a une bijection canonique entre les ensembles associe´s a` chacune des donne´es. Expli-
quons cela. Choisissons d’autres donne´es auxiliaires mode´re´ment ramifie´es (G′2, C2, ξˆ2).
Notons G′12 le produit fibre´ de G
′
1 et G
′
2 au-dessus de G
′. On a deux suites exactes
1→ C2 → G
′
12 → G
′
1 → 1, 1→ C1 → G
′
12 → G
′
2 → 1.
On a introduit en [14] I.2.5 un homomorphisme λ12 : G
′
12(F ) → C
×. Sa restriction a`
C1(F )×C2(F ) est le produit des caracte`res λ1 et λ
−1
2 . Soit π1 ∈ Irr(G
′
1)λ1 , re´alise´e dans
un espace complexe V . Par la premie`re suite ci-dessus, π1 se rele`ve en une repre´sentation
π12 de G
′
12(F ). La restriction a` C1(F ), resp. C2(F ), de son caracte`re central est λ1, resp.
1. Posons π21 = λ
−1
12 ⊗π12. Alors la restriction a` C1(F ), resp. C2(F ), du caracte`re central
de π21 est 1, resp. λ2. La repre´sentation π21 se descend par la deuxie`me suite ci-dessus
en une repre´sentation π2 de G
′
2(F ) dans V dont le caracte`re central co¨ıncide avec λ2 sur
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C2(F ). L’application π1 7→ π2 est une bijection de Irr(G
′
1)λ1 sur Irr(G
′
2)λ2. Parce que
λ1 et λ2 sont unitaires, le caracte`re λ12 l’est aussi et la bijection envoie Temp(G
′
1)λ1 sur
Temp(G′2)λ2. Parce que les donne´es auxiliaires sont mode´re´ment ramifie´es, le caracte`re
λ12 est ”mode´re´ment ramifie´” au sens que sa restriction a` l’ensemble G
′
12,tu(F ) est triviale.
Remarquons de plus que Imm(G′1,AD) = Imm(G
′
AD) = Imm(G
′
2,AD). Une facette F ∈
Fac(G′) de´termine un sous-groupe K+F de G
′(F ) et des sous-groupes similaires dans
G′1(F ) et G
′
2(F ), que l’on note K
+
1,F et K
+
2,F . On voit que si π1 admet des invariants non
nuls par le sous-groupe K+1,F , alors π2 admet des invariants non nuls par le sous-groupe
K+2,F . La bijection envoie donc Irr(G
′
1)
0
λ1
sur Irr(G′2)
0
λ2
.
7.3 Correspondance entre e´le´ments semi-simples
Soit G′ = (G′,G ′, s) une donne´e endoscopique de G. On de´finit comme en [14] I.1.10
une correspondance entre classes de conjugaison stable d’e´le´ments semi-simples dans
G′(F ) et G(F ) (on parlera aussi bien d’une correspondance entre e´le´ments semi-simples
dans G′(F ) et G(F )). Soient x′ ∈ G′reg(F ) et x ∈ Greg(F ) deux e´le´ments qui se corres-
pondent. Notons T ′ et T les commutants de x′ dans G′ et de x dans G. Ce sont des tores
et il y a un unique isomorphisme ξT,T ′ : T → T
′ de´fini sur F de sorte que ξT,T ′(x) = x
′,
cf. loc. cit.. D’ou` un isomorphisme encore note´ ξT,T ′ : t→ t′.
Lemme. (i) Si x = ǫexp(X) est une p′-de´composition de x, alors x′ = ξT,T ′(ǫ)exp(ξT,T ′(X))
est une p′-de´composition de x′.
(ii) Soit x = ǫexp(X) une p′-de´composition de x. Pour tout λ ∈ F× tel que λX ∈
gǫ,tn(F ), ξT,T ′(ǫ)exp(ξT,T ′(λX)) est un e´le´ment de G
′
reg(F ) qui correspond a` ǫexp(λX).
(iii) Supposons G′ elliptique. Alors x est compact mod Z(G) si et seulement si x′ est
compact mod Z(G′). Si ces conditions sont re´alise´es, l’application (ǫ,X) 7→ (ǫ′, X ′) =
(ξT,T ′(ǫ), ξT,T ′(X)) re´alise une bijection entre les p
′-de´compositions x = ǫexp(X) de x et
les p′-de´compositions x′ = ǫ′exp(X ′) de x′.
Preuve. Puisque ξT,T ′ est un isomorphisme, l’e´le´ment ξT,T ′(X) est topologiquement
nilpotent. Posons ǫ′ = ξT,T ′(ǫ), introduisons le Levi L[ǫ] de G et le Levi similaire L
′[ǫ′]
de G′. Notons Σ l’ensemble de racines de T dans G, Σ′ celui des racines de T ′ dans G′ et
ΣL[ǫ] et ΣL
′[ǫ′] les sous-ensembles des racines dans L[ǫ], resp. L′[ǫ′]. L’isomorphisme ξT,T ′
transporte Σ en un sous-ensemble de X∗(T ′) et on sait que Σ′ ⊂ ξT,T ′(Σ). Il re´sulte alors
des de´finitions que ΣL
′[ǫ′] = Σ′ ∩ ξT,T ′(ΣL[ǫ]). D’ou` ξT,T ′(Z(L[ǫ])) ⊂ Z(L′[ǫ′]). Il existe un
entier c ≥ 1 premier a` p tel que ǫc ∈ Z(L[ǫ]). Cela entraˆıne (ǫ′)c ∈ Z(L′[ǫ′]). Donc ǫ′ est
un p′-e´le´ment dans G′(F ). Cela de´montre le (i).
Le (ii) est imme´diat.
Supposons G′ elliptique. Alors Z(G)(F ) est un sous-groupe d’indice fini de Z(G′)(F )
et la premie`re assertion du (iii) en re´sulte. Compte tenu de (i), il reste a` voir que, si
x′ est compact mod Z(G′) et si x′ = ǫ′exp(X ′) est une p′-de´composition de x′, alors
x = ξ−1T,T ′(ǫ
′)exp(ξ−1T,T ′(X
′)) est une p′-de´composition de x. Comme ci-dessus, ξ−1T,T ′(X
′)
est topologiquement nilpotent. Puisque x′ est compact mod Z(G′), ǫ′ est p′-compact.
Mais l’hypothe`se (Hyp)(G) entraˆıne que l’indice de Z(G)(F ) dans Z(G′)(F ) est d’ordre
premier a` p. Il en re´sulte que ξ−1T,T ′(ǫ
′) est p′-compact mod Z(G), ce qui ache`ve la preuve.

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7.4 Facteur de transfert
SoitG′ = (G′,G ′, s) une donne´e endoscopique deG. Rappelons que le facteur de trans-
fert est une fonction de´finie sur l’ensembleD1 des couples (x
′
1, x) tels que : x
′
1 ∈ G
′
1,reg(F ),
x ∈ Greg(F ) et, en notant x′ l’image de x′1 dans G
′(F ), les classes de conjugaison stable de
x′ et de x se correspondent. Conside´rons un tel couple et fixons une une p′-de´composition
x = ǫexp(X). Par le (i) du lemme 7.3, on en de´duit une p′-de´composition x′ = ǫ′exp(X ′).
L’application g′1,tn(F ) → g
′
tn(F ) est surjective. Fixons X
′
1 ∈ g
′
1,tn(F ) au-dessus de X
′.
De´finissons ǫ′1 ∈ G
′
1(F ) par l’e´galite´ x
′
1 = ǫ
′
1exp(X
′
1). On voit que ǫ
′
1 est un p
′-e´le´ment,
donc que l’e´galite´ x′1 = ǫ
′
1exp(X
′
1) est une p
′-de´composition. Pour λ ∈ oF −{0}, le couple
(ǫ′1exp(λX
′
1), ǫexp(λX)) appartient encore a` l’ensemble de de´finition D1 du facteur de
transfert.
Lemme. Pour tout λ ∈ oF − {0}, on a l’e´galite´
∆1(ǫ
′
1exp(λ
2X ′1), ǫexp(λ
2X)) = ∆1(ǫ
′
1exp(X
′
1), ǫexp(X)).
Preuve. Notons T , T ′ et T ′1 les commutants de x, x
′ et x′1 dans G, G
′ et G′1. Pour
calculer le facteur de transfert, on peut choisir des χ-data mode´re´ment ramifie´es. Les
termes ∆I et ∆III,1 de [13] ne de´pendent que des tores T et T
′
1. Le terme ∆III,2 est
la valeur en x′1 d’un caracte`re de T
′
1(F ). Celui-ci est construit a` l’aide des χ-data et est
mode´re´ment ramifie´. Donc ∆III,2(ǫ
′
1exp(X
′
1), ǫexp(X)) ne de´pend pas du couple (X
′
1, X).
Il reste le terme ∆II . Un calcul similaire a` celui de [19] montre que, comme fonction
de (X ′1, X), ∆II(ǫ
′
1exp(X
′
1), ǫexp(X)) est proportionnel au terme analogue ∆II(X
′, X)
de´fini sur les alge`bres de Lie, cf. [21] 2.3. D’apre`s le lemme 3.2.1 de [7], la fonction
λ 7→ ∆II(λX ′, λX) de´finie sur F× est un caracte`re quadratique. Elle est donc constante
sur les carre´s. Le lemme en re´sulte. 
7.5 Actions des centres
Soit G′ = (G′,G ′, s) ∈ E(G). Puisque cette donne´e est elliptique, le groupe Z(G)(F )
s’identifie a` un sous-groupe d’indice fini de Z(G′)(F ). Graˆce a` l’hypothe`se (Hyp)(G),
cet indice est premier a` p. Il en re´sulte une e´galite´ Z(G)tu(F ) = Z(G
′)tu(F ). D’autre
part, le sous-groupe AG(F ) ⊂ Z(G)(F ) est e´gal au sous-groupe AG′(F ) ⊂ Z(G′)(F ).
Le groupe AG′1(F ) s’envoie surjectivement sur AG′(F ) (parce que C1 est un tore induit).
Notons Z1 le groupe des z′1 ∈ Z(G
′
1)(F ) tels que l’image de z
′
1 dans Z(G
′)(F ) appartienne
a` Z(G)(F ). Ce groupe contient le groupe engendre´ par C1(F ), AG′1(F ) et Z(G
′
1)tu(F ).
Pour tout couple (x′1, x) ∈ D1 et pour tout z
′
1 ∈ Z1, le couple (z
′
1x
′
1, zx) appartient
aussi a` D1, ou` z est l’image de z
′
1 dans Z(G)(F ). D’apre`s [13] lemme 4.4.A, il existe un
caracte`re ζ1 de Z1 de sorte que, pour (x′1, x) ∈ D1, on ait l’e´galite´
∆1(z
′
1x
′
1, zx) = ζ(z
′
1)∆1(x
′
1, x).
Ce caracte`re co¨ıncide avec λ−11 sur C1(F ). Graˆce a` l’hypothe`se (Hyp)endo(G), on a
(1) le caracte`re ζ1 est trivial sur le sous-ensemble Z(G
′
1)tu(F ) de Z1.
La preuve est similaire a` celle du lemme pre´ce´dent.
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7.6 De´composition de C[Ell(G)]
Il y a une de´composition
Icusp(G) = ⊕G′∈E(G)Icusp(G)G′
ou` chaque facteur Icusp(G)G′ est le sous-espace des f ∈ Icusp(G) dont les transferts a`
tout G′′ 6= G′ sont nuls, cf. [14] proposition I.4.11. Fixons un caracte`re unitaire ξ de
AG(F ). Il y a une variante de la de´composition ci-dessus ou` l’on impose que les fonctions
se transforment selon ce caracte`re ξ. Dualement, il y a une de´composition
(1) C[Ell(G)ξ] = ⊕G′∈E(G)C[Ell(G)ξ]G′.
Elle est orthogonale pour le produit scalaire elliptique. Pour π ∈ C[Ell(G)ξ], notons
π =
∑
G′∈E(G) πG′ l’e´criture de π selon cette de´composition.
Proposition. (i) Si π ∈ C[Ell(G)0ξ ], alors πG′ ∈ C[Ell(G)
0
ξ ] pour tout G
′ ∈ E(G).
(ii) Si π ∈ C[Ell(G)>0ξ ], alors πG′ ∈ C[Ell(G)
>0
ξ ] pour tout G
′ ∈ E(G).
Preuve. Soient π ∈ C[Ell(G)ξ] et G′ ∈ E(G). Soit x ∈ Gell(F ). On sait que les classes
de conjugaison par G(F ) contenues dans la classe de conjugaison stable de x forment un
espace principal homoge`ne sous l’action d’un groupe abe´lien fini K(x). Pour k ∈ K(x),
notons kx un repre´sentant de l’image par k de la classe de conjugaison de x (on choisit
1x = x). Notons K(x)∨ le groupe des caracte`res de K(x). Chaque G′ ∈ E(G) de´termine
un sous-ensemble K(x)∨G′ de K(x)
∨ et K(x)∨ est union disjointe des K(x)∨G′ quand G
′
de´crit E(G). Pour tout G′ ∈ E(G), on a alors l’e´galite´
(2) θπG′ (x) = |K(x)|
−1
∑
κ∈K(x)∨
G′
∑
k∈K(x)
κ(k)θπ(kx).
Soient ǫ ∈ G(F ) un e´le´ment p′-compact mod Z(G) et X ∈ gǫ,tn(F ). Posons x = ǫexp(X)
et supposons x ∈ Gell(F ). Pour tout k ∈ K(x), fixons gk ∈ G(F¯ ) tel que kx = g
−1
k xgk.
Posons ǫk = g
−1
k ǫgk et Xk = g
−1
k Xgk. Alors xk = ǫkexp(Xk) est une p
′-de´composition de
xk. Soit λ ∈ oF −{0}, posons y = ǫexp(λ2X). On a K(x) = K(y) et on voit comme dans
la preuve du lemme 5.3 que l’on peut choisir yk = ǫkexp(λ
2Xk) pour tout k ∈ K(y).
L’e´galite´ (2) pour y devient
θπG′ (ǫexp(λ
2X)) = |K(x)|−1
∑
κ∈K(x)∨
G′
∑
k∈K(x)
κ(k)θπ(ǫkexp(λ
2X)).
Supposons π ∈ C[Ell(G)0ξ ]. Comme fonctions de λ, les termes du membre de droite
appartiennent a` E. Donc aussi la fonction λ 7→ θπG′ (ǫexp(λ
2X)). C’est-a`-dire que θπG′
est un quasi-caracte`re de niveau 0 sur les elliptiques. D’apre`s le lemme 6.6, πG′ appartient
a` C[Ell(G)0ξ ]. Cela de´montre le (i) de l’e´nonce´.
Supposons π ∈ C[Ell(G)>0ξ ], soit σ ∈ C[Ell(G)
0
ξ ]. Parce que la de´composition (1) est
orthogonale, on a
< πG′, σ >ell=< πG′, σG′ >ell=< π, σG′ >ell .
On vient de prouver que σG′ e´tait de niveau 0. Donc le produit de droite est nul. Il en
estde meˆme de celui de gauche. Cela e´tant vrai pour tout σ ∈ C[Ell(G)0ξ ], cela entraˆıne
πG′ ∈ C[Ell(G)
>0
ξ ]. 
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7.7 Le cas quasi-de´ploye´
Supposons G quasi-de´ploye´. On note SI(G) le quotient de C∞c (G(F )) par le sous-
espace des fonctions dont toutes les inte´grales orbitales stables sont nulles. En identifiant
les inte´grales orbitales a` des formes line´aires sur I(G), c’est aussi le quotient de I(G)
par le sous-espace des e´le´ments dont toutes les inte´grales orbitales stables sont nulles.
Notons SI(G)∗ l’espace des distributions stables sur G(F ), c’est-a`-dire le dual de SI(G).
On note C[Irr(G)]st le sous-espace des π ∈ C[Irr(G)] telles que Θπ ∈ SI(G)∗. On de´finit
de meˆme des espaces C[Ell(G)]st etc...
On de´finit une projection line´aire pst : C[Irr(G)]→ C[Irr(G)]st de la fac¸on suivante.
Il y a une donne´e endoscopique elliptique maximale G = (G, LG, 1) que l’on suppose
appartenir a` E(G). Dans la de´composition (1) de 7.6, on a l’e´galite´ C[Ell(G)ξ]st =
C[Ell(G)ξ]G. Alors p
st : C[Ell(G)ξ] → C[Ell(G)ξ]st est la projection associe´e a` cette
de´composition (1) de 7.6, c’est-a`-dire qu’elle annule les composantes C[Ell(G)ξ]G′ pour
G′ 6= G. Plus ge´ne´ralement, le sous-espace C[Ell(G)R]st est engendre´ par les πχ, ou` π
parcourt C[Ell(G)ξ]
st, ξ parcourt le groupe des carcate`res unitaires de AG(F ) et χ par-
court A∗G. On de´finit p
st : C[Ell(G)R]→ C[Ell(G)R]st de sorte que, si π ∈ C[Ell(G)ξ] et
χ ∈ A∗G, on ait p
st(πχ) = p
st(π)χ. On a l’e´galite´ suivante, similaire a` 6.2 (1) :
(1) C[Irr(G)]st = ⊕M∈LminInd
G
M(C[Ell(M)R]
st,WG(M)).
Des projections que l’on vient de de´finir pour chaque Levi se de´duit alors la projection
pst cherche´e.
Corollaire. (i) Pour π ∈ C[Irr(G)0], on a pst(π) ∈ C[Irr(G)0]st. Pour π ∈ C[Irr(G)>0],
on a pst(π) ∈ C[Irr(G)>0]st.
(ii) On a l’e´galite´ p0 ◦ pst = pst ◦ p0.
Preuve. Le (i) re´sulte imme´diatement de la proposition 7.6 et le (ii) est e´quivalent au
(i). 
7.8 Un premier re´sultat de transfert
Soit G′ = (G′,G ′, s) ∈ E(G). On note SIλ1(G1) la variante de SI(G1) ou` l’on impose
que les fonctions se transforment par translations par C1(F ) selon le caracte`re λ
−1
1 .
On de´finit de fac¸on similaire SIλ1(G1)
∗ (c’est le dual de SIλ1(G1)). On note Aut(G
′) le
groupe d’automorphismes deG′, cf. [14] I.1.5. Ce groupe agit naturellement sur SIλ1(G1)
et SIλ1(G1)
∗, cf. [14] I.2.6.
Remarque. La de´finition adopte´e ici et dans [14] n’est pas celle que l’on trouve
dans d’autres re´fe´rences. Elle diffe`re de la de´finition adopte´e notamment par Arthur
par torsion par un caracte`re de sorte que le facteur ∆1 soit invariant par cette action.
Cela explique la disparition dans nos formules des caracte`res que l’on trouve dans celles
d’Arthur.
On sait de´finir un transfert I(G)→ SIλ1(G1), dont l’image est contenue dans le sous-
espace des invariants par Aut(G′). Une conse´quence de [3] est qu’il existe dualement une
application line´aire de transfert spectral
transfert : C[Irr(G1)λ1 ]
st → C[Irr(G)].
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Elle est invariante par l’action de Aut(G′), c’est-a`-dire qu’elle se factorise en
transfert : C[Irr(G1)λ1 ]
st → C[Irr(G1)λ1 ]
st,Aut(G′) → C[Irr(G)],
ou` la premie`re application est la projection naturelle.
Proposition. Cette application transfert envoie C[Irr(G1)
0
λ1
]st dans C[Irr(G)0].
Preuve. Soit π′ ∈ C[Irr(G1)0λ1 ]
st, posons π = transfert(π′). Soit ǫ ∈ G(F )p′ et soit
X ∈ gǫ,tn(F ). Posons x = ǫexp(X) et supposons x ∈ Greg(F ). Fixons un ensemble de
repre´sentants XG
′
(x) des classes de conjugaison stable dans G′(F ) qui correspondent a`
celle de x dans G(F ). Pour tout x′ ∈ XG
′
(x), on fixe un rele`vement x′1 de x
′ dans G′1(F ).
Par de´finition, on a l’e´galite´
(1) θπ(x)D
G(x)1/2 =
∑
x′∈XG′ (x)
∆1(x
′
1, x)θπ′(x
′
1)D
G′(x′)1/2.
On note T le commutant de x dans G et, pour tout x′ ∈ XG
′
(x), on note Tx′ celui de
x′ dans G′. On a des isomorphismes ξT,Tx′ : T → Tx′, cf. 7.3. On pose ǫx′ = ξT,Tx′ (ǫ),
Xx′ = ξT,Tx′ (X). Alors x
′ = ǫx′exp(Xx′) est une p
′-de´composition. On fixe un rele`vement
X1,x′ de Xx′ dans g
′
1,tn(F ) et un rele`vement ǫ1,x′ de ǫx′ dans G
′
1(F ) de sorte que x
′
1 =
ǫ1,x′exp(X1,x′). Soit λ ∈ F× tel que λX ∈ gǫ,tn(F ), posons y = ǫexp(λX). Alors, pour
tout x′ ∈ XG
′
(x), l’e´le´ment ǫx′exp(λXx′) correspond a` y. Montrons que
(2) si x′, x′′ ∈ XG
′
(x) et x′ 6= x′′, alors ǫx′exp(λXx′) n’est pas stablement conjugue´ a`
ǫx′′exp(λXx′′).
Supposons qu’ils sont stablement conjugue´s. Il existe alors h ∈ G′(F¯ ) tel que
h−1ǫx′exp(λXx′)h = ǫx′′exp(λXx′′). Puisque les e´le´ments en question sont fortement
re´guliers, l’ope´rateur de conjugaison par h se restreint en un isomorphisme Inth : Tx′′ →
Tx′. Le compose´ Ξ = ξ
−1
T,Tx′
◦ Inth ◦ ξT,Tx′′ est un automorphisme de T fixant y. De plus,
par construction des isomorphismes ξT,Tx′ et ξT,Tx′′ , Ξ est force´ment de la forme Inth′
pour un e´le´ment h′ ∈ NormG(T )(F¯ ). Puisqu’il fixe y et que y est fortement re´gulier,
c’est l’identite´. Mais alors Inth(ǫx′′) = ǫx′, Inth(Xx′′) = Xx′ donc h
−1x′h = x′′, ce qui
contredit la de´finition de XG
′
(x). Cela de´montre (2).
Cette assertion entraˆıne que XG
′
(y) a au moins autant d’e´le´ments que XG
′
(x). La
situation e´tant syme´trique en x et y, ces ensembles ont meˆme nombre d’e´le´ments. Alors
(2) entraˆıne que l’on peut choisir pour XG
′
(y) l’ensemble des ǫx′exp(λXx′) pour x
′ ∈
XG
′
(x). On applique cela en remplac¸ant λ par λ2 pour λ ∈ oF − {0}. L’e´galite´ (1) pour
y = ǫexp(λ2X) devient
(3) θπ(ǫexp(λ
2X))DG(ǫexp(λ2X))1/2 =
∑
x′∈XG′(x)
∆1(ǫ1,x′exp(λ
2X1,x′), ǫexp(λ
2X))
θπ′(ǫ1,x′exp(λ
2X1,x′))D
G′(ǫx′exp(λ
2Xx′))
1/2.
On conside`re ces termes comme des fonctions de λ. Comme on l’a dit plusieurs fois, les
discriminants de Weyl contribuent par des puissances de |λ|F . D’apre`s le lemme 7.4, le
facteur de transfert est constant. Puisque π′ est de niveau 0, le the´ore`me 6.7 dit que Θπ′
est un quasi-caracte`re de niveau 0. Donc les termes θπ′(ǫ1,x′exp(λ
2X1,x′)) appartiennent
a` E. Donc λ 7→ θπ(ǫexp(λ2X)) appartient a` E, c’est-a`-dire que Θπ est un quasi-caracte`re
de niveau 0. D’apre`s le meˆme the´ore`me 6.7, π appartient a` C[Irr(G)0].
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7.9 Une re´ciproque partielle
Soit G′ = (G′,G ′, s) ∈ E(G). L’application transfert se restreint en une application
line´aire
transfertell : C[Ell(G1)λ1]
st → C[Ell(G)].
Proposition. Soit π ∈ C[Ell(G)0]. Supposons que π appartienne a` l’image de l’appli-
cation transfertell. Alors il existe π
′ ∈ C[Ell(G1)0λ1 ]
st telle que transfertell(π
′) = π.
Preuve. Fixons σ′ ∈ C[Ell(G1)λ1 ]
st tel que transfertell(σ
′) = π. De´composons σ′
en somme
∑
i=1,...,h σ
′
i, ou` σ
′
i est une combinaison line´aire de repre´sentations elliptiques
de G′1(F ) dont le caracte`re central se restreint en un meˆme caracte`re ξ
′
i de AG′1(F ). On
suppose les ξ′i distincts. On a introduit un caracte`re ζ1 en 7.5. Le caracte`re ξ
′
i(ζ1)|AG′
1
(F ) de
AG′1(F ) se factorise par la projection AG′1(F )→ AG(F ) en un caracte`re ξi de ce dernier
groupe et les caracte`res ξi sont tous distincts. On a l’e´galite´ π =
∑
i=1,...,h transfertell(σ
′
i)
et, puisque π est de niveau 0, on en de´duit par interpolation que toutes les composantes
transfertell(σ
′
i) sont de niveau 0. On peut remplacer π par chacune de ces composantes
et cela rame`ne le proble`me au cas ou` AG′1(F ) agit sur σ
′ selon un caracte`re ξ′. Ensuite,
on peut encore tordre σ′ par un e´le´ment de A∗G′1 et supposer que ξ
′ est unitaire.
Pour tout e´le´ment ǫ1 ∈ G′1(F ) qui est p
′-compact mod Z(G′1), fixons un voisinage Vǫ1
de 0 dans g′1,ǫ1(F ) et une famille (cǫ1,O)O∈Nil(g′1,ǫ1 )
de nombres complexes de sorte que,
pour tout X1 ∈ Vǫ1 tel que ǫ1exp(X1) ∈ G
′
1,reg(F ), on ait l’e´galite´
(1) θσ′(ǫ1exp(X1)) =
∑
O∈Nil(g′1,ǫ1
)
cǫ1,Ojˆ(O, X1).
Le voisinage Vǫ1 n’est pas uniquement de´termine´ mais les nombres complexes cǫ1,O le
sont. Soit z1 ∈ Z(G
′
1)tu(F ). On peut remplacer ǫ1 par ǫ1z1. Cela ne change pas l’ensemble
Nil(g′1,ǫ1). Montrons que :
(2) pour tout O ∈ Nil(g′1,ǫ1), la fonction z1 7→ cǫ1z1,O est localement constante ;
(3) on peut choisir les voisinages Vǫ1 de sorte que la fonction z1 7→ Vǫ1z1 soit locale-
ment constante.
En effet, choisissons un sous-groupe Yǫ1 ⊂ gǫ1(F ) de sorte que Yǫ1 +Vǫ1 ⊂ Vǫ1. On
ve´rifie que, si z1 ∈ Yǫ1 , on peut choisir Vǫ1z1 = Vǫ1 et que l’on a cǫ1z1,O = cǫ1,O pour tout
O ∈ Nil(g′1,ǫ1). Cela prouve (2) et (3).
Puisque Z(G′1)tu(F ) est compact, l’assertion (3) se renforce imme´diatement en : on
peut choisir les voisinages Vǫ1 de sorte que Vǫ1z1 = Vǫ1 pour tout z1 ∈ Z(G
′
1)tu(F ). On
suppose de´sormais qu’il en est ainsi. Pour O ∈ Nil(g′1,ǫ1), posons
c¯ǫ1,O = mes(Z(G
′
1)tu(F ))
−1
∫
Z(G′1)tu(F )
cǫ1z1,O dz1.
On a c¯ǫ1z1,O = c¯ǫ1,O pour tout z1 ∈ Z(G
′
1)tu(F ). On de´finit une fonction τ sur G
′
1,reg(F ),
a` support contenu dans l’ensemble G′1,comp(F ) des e´le´ments de G
′
1(F ) qui sont compacts
mod Z(G′1) de la fac¸on suivante. Pour x1 ∈ G
′
1,comp(F ) ∩ G
′
1,reg(F ), on choisit une p
′-
de´composition x1 = ǫ1exp(X1). L’e´le´ment ǫ1 est p
′-compact mod Z(G′1). On pose
τ(x1) =
∑
O∈Nil(g′1,ǫ1
)
c¯ǫ1,O jˆ(O, X1).
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Cela ne de´pend pas de la p′-de´composition choisie car, d’apre`s 4.3(2), toute autre de´composition
est de la forme x1 = (ǫ1exp(Z1))exp(X1 − Z1), avec Z1 ∈ z(G′1)tn(F ) et on a fait ce qu’il
fallait pour que la formule ci-dessus soit insensible a` un tel changement. Il re´sulte de
cette de´finition que, pour tout e´le´ment ǫ1 ∈ G′1(F ) qui est p
′-compact mod Z(G′1) et
pour tout X1 ∈ Vǫ1 tel que ǫ1exp(X1) ∈ G1,reg(F ), on a l’e´galite´
(4) τ(ǫ1exp(X1)) = mes(Z(G
′
1)tu(F ))
−1
∫
Z(G′1)tu(F )
θσ′(ǫ1z1exp(X1)) dz1.
Montrons que
(5) la fonction τ est constante sur les classes de conjugaison stable.
Soient x1, x2 ∈ G1,reg(F ) que l’on suppose stablement conjugue´s. On fixe h ∈ G1,reg(F¯ )
tel que x2 = h
−1x1h. On choisit une p
′-de´composition x1 = ǫ1exp(X1). Posons ǫ2 =
h−1ǫ1h et X2 = h
−1X1h. Alors x2 = ǫ2exp(X2) et cette e´galite´ est une p
′-de´composition.
On veut prouver que τ(x1) = τ(x2). Remarquons que, ou bien x1 et x2 sont tous
deux compacts mod Z(G′1), ou bien aucun d’eux ne l’est. Dans le second cas, on a
τ(x1) = τ(x2) = 0. Supposons que x1 et x2 sont compacts mod Z(G
′
1). Pour λ ∈ oF−{0},
les e´le´ments ǫ1exp(λ
2X1) et ǫ2exp(λ
2X2) sont encore stablement conjugue´s. Si valF (λ)
est assez grand, on a λ2X1 ∈ Vǫ1 et λ
2X2 ∈ Vǫ2 , donc τ(ǫ1exp(λ
2X1)) et τ(ǫ2exp(λ
2X2))
sont calcule´s par la formule (4). Pour z1 ∈ Z(G′1)tu(F ), les e´le´ments ǫ1z1exp(λ
2X1) et
ǫ2z1exp(λ
2X2) sont encore stablement conjugue´s. Puisque σ
′ est stable, on a donc
θσ′(ǫ1z1exp(λ
2X1)) = θσ′(ǫ2z1exp(λ
2X2)).
La formule (4) entraˆıne alors l’e´galite´ τ(ǫ1exp(λ
2X1)) = τ(ǫ2exp(λ
2X2)). Cela est vrai
pour valF (λ) assez grande. Mais, comme fonctions de λ, les deux termes de cette e´galite´
appartiennent a` E. Ils sont donc e´gaux pour tout λ. En λ = 1, cela entraˆıne l’e´galite´
cherche´e τ(x1) = τ(x2) qui prouve (5).
En particulier, τ est invariante par conjugaison. Alors τ est la fonction associe´e a`
un quasi-caracte`re sur G′1(F ) de niveau 0. Comme Θσ′ , ce quasi-caracte`re se transforme
par AG′1(F ) selon le caracte`re ξ et par C1(F ) selon λ1. D’apre`s le the´ore`me 5.9, il existe
un e´le´ment d1 ∈ Dcomp(G′1) tel que ce quasi-caracte`re soit e´gal a` D
G′1[d1]. Notons d1,cusp
la composante cuspidale de d1. Cet e´le´ment conserve les meˆmes proprie´te´s que ci-dessus
de transformation par AG′1(F ) et C1(F ). On note π
′ l’e´le´ment de C[Ell(G′1)
0
ξ′] tel que
∆cusp(π
′) = d1,cusp, cf. le (ii) du lemme 6.4. Par de´finition, θπ′ co¨ıncide avec τ sur G
′
1,ell(F )
et cette fonction est invariante par conjugaison stable. Parce que π′ est elliptique, cela
entraˆıne que π′ est stable, c’est-a`-dire π′ ∈ C[Ell(G′1)
0
ξ′]
st, cf. [3] the´ore`me 6.1. Il est clair
que la restriction a` C1(F ) du caracte`re central de π
′ est λ1.
Pour prouver la proposition, il suffit de prouver que transfertell(π
′) = π. Or π et π′
sont elliptiques. D’apre`s [3] the´ore`me 6.2, il suffit de prouver que transfertell(π
′) et π
co¨ıncident sur Gell(F ). C’est-a`-dire qu’en posant Π = transfertell(π
′), il suffit de prouver
(6) pour tout x ∈ Gell(F ), on a l’e´galite´ θΠ(x) = θπ(x).
On fixe une p′-de´composition x = ǫexp(X). Soit λ ∈ oF − {0}. L’e´galite´ (3) de 7.8
dit que
θΠ(ǫexp(λ
2X))DG(ǫexp(X))1/2 =
∑
x′∈XG′(x)
∆1(ǫ1,x′exp(λ
2X1,x′), ǫexp(λ
2X))
θπ′(ǫ1,x′exp(λ
2X1,x′))D
G′(ǫx′exp(λ
2Xx′))
1/2.
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Les e´le´ments intervenant a` droite sont elliptiques, on peut remplacer la fonction θπ′ par
τ . Si valF est assez grand, on utilise (4) et on obtient
θΠ(ǫexp(λ
2X))DG(ǫexp(X))1/2 = mes(Z(G′1)tu(F ))
−1
∫
Z(G′1)tu(F )
∑
x′∈XG′ (x)
∆1(ǫ1,x′exp(λ
2X1,x′), ǫexp(λ
2X))θσ′(ǫ1,x′z1exp(λ
2X1,x′))D
G′(ǫx′exp(λ
2Xx′))
1/2 dz1.
Notons z et z′ les images de z1 dans Z(G)tu(F ) et Z(G
′)tu(F ). D’apre`s 7.5 (1), on peut
remplacer ci-dessus ∆1(ǫ1,x′exp(λ
2X1,x′), ǫexp(λ
2X)) par ∆1(ǫ1,x′z1exp(λ
2X1,x′), ǫzexp(λ
2X)).
On peut aussi remplacer DG
′
(ǫx′exp(λ
2Xx′)) par D
G′(ǫx′z
′exp(λ2Xx′)). On obtient
(7) θΠ(ǫexp(λ
2X))DG(ǫexp(X))1/2 = mes(Z(G′1)tu(F ))
−1
∫
Z(G′1)tu(F )
B(z1) dz1,
ou`
B(z1) =
∑
x′∈XG′ (x)
∆1(ǫ1,x′z1exp(λ
2X1,x′), ǫzexp(λ
2X))
θσ′(ǫ1,x′z1exp(λ
2X1,x′))D
G′(ǫx′z
′exp(λ2Xx′))
1/2.
Il est clair que B(z1) est le membre de droite de la formule (3) de 7.8 applique´e a` la
repre´sentation σ′, pour le point ǫzexp(λ2X) de G(F ). Puisque π = transfertell(σ
′), on
obtient
B(z1) = θπ(ǫzexp(λ
2X))DG(ǫzexp(λ2X))1/2.
Le z disparaˆıt du discriminant de Weyl. Il disparaˆıt aussi du premier terme car π est de
niveau 0 par hypothe`se. D’ou`
B(z1) = θπ(ǫexp(λ
2X))DG(ǫexp(λ2X))1/2,
puis, d’apre`s (7),
θΠ(ǫexp(λ
2X)) = θπ(ǫexp(λ
2X)).
On a suppose´ valF (λ) assez grande. Mais, puisque π
′ est de niveau 0, Π l’est aussi
d’apre`s la proposition 7.8. Il en est de meˆme pour π par hypothe`se. Les deux membres
de la formule ci-dessus appartiennent donc a` E. Etant e´gaux pour valF (λ) assez grande,
ils sont e´gaux pour tout λ. En λ = 1, cela prouve (6) et la proposition. 
7.10 Le the´ore`me principal
Soit G′ = (G′,G ′, s) ∈ E(G).
The´ore`me. L’application
transfert : C[Irr(G1)λ1 ]
st → C[Irr(G)]
ve´rifie l’e´galite´ p0 ◦ transfert = transfert ◦ p0.
Remarque. Les deux p0 de l’e´galite´ ne sont pas les meˆmes : le premier vit sur le
groupe G et le second sur G′1.
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Preuve. On a l’e´galite´
(1) C[Irr(G1)λ1 ]
st = ⊕M ′∈LG′min
Ind
G′1
M ′1
(C[Ell(M ′1)R,λ1]
st,WG
′
(M ′)),
cf. 7.7 (1), dont on a adapte´ les notations de fac¸on que l’on espe`re compre´hensible.
En particulier, chaque Levi M ′ de G′ de´termine un unique Levi M ′1 de G
′
1 (son image
re´ciproque dans ce groupe). Notons LG
′
min,G−rel l’ensemble des e´le´ments de L
G′
min qui sont
”relevants” pourG (dans le cas ou`G est quasi-de´ploye´, tout e´le´ment de LG
′
min est relevant).
Il y a une application naturelle de LG
′
min,G−rel dans L
G
min, cf. [14] 1.3.4. Si M
′ 7→ M par
cette application, il se de´duit de G′ une donne´e endoscopique M′ = (M ′,M′, sM) de M ,
qui est elliptique. Soit M ′ ∈ LG
′
min,G−rel, notons M ∈ L
G
min le Levi qui lui correspond.
On a l’e´galite´ AM = AM ′. L’application transfertell : C[Ell(M
′
1)λ1 ]
st → C[Ell(M)]
se prolonge en une application line´aire C[Ell(M ′1)R,λ1 ]
st → C[Ell(M)R] compatible aux
ope´rateurs de torsion par des e´le´ments χ ∈ A∗M = A
∗
M ′. On la compose avec la projection
naturelle sur les invariants par WG(M) et on obtient par restriction une application
line´aire
C[Ell(M ′1)R,λ1]
st,WG
′
(M ′) → C[Ell(M)R]
WG(M).
Le transfert commute a` l’induction et on en de´duit une application line´aire de l’es-
pace Ind
G′1
M ′1
(C[Ell(M ′1)R,λ1 ]
st,WG
′
(M ′)) dans le membre de droite de la relation (1) de 6.2,
c’est-a`-dire dans C[Irr(G)]. Si maintenant M ′ ∈ LG
′
min − L
G′
min,G−rel, on envoie l’espace
Ind
G′1
M ′1
(C[Ell(M ′1)R,λ1]
st,WG
′
(M ′)) dans C[Irr(G)] par l’application nulle. La somme des
applications ainsi de´finies sur tout M ′ ∈ LG
′
est une application line´aire du membre de
droite de (1) ci-dessus dans C[Irr(G)]. C’est l’application transfert. Il re´sulte de ces
conside´rations que, pour de´montrer le the´ore`me, il suffit de prouver l’e´galite´ analogue
pour les applications transfertell associe´s aux diffe´rents Levi de G
′ qui sont relevants
pour G. On ne perd rien a` conside´rer seulement l’application transfertell associe´e a` G
′
lui-meˆme. C’est-a`-dire qu’il suffit de prouver
(2) on a l’e´galite´ p0 ◦ transfertell = transfertell ◦ p0.
Comme dans le corollaire 7.7, cela e´quivaut aux deux assertions
(3) si π′ ∈ C[Ell(G′1)
0
λ1
]st, on a transfertell(π
′) ∈ C[Ell(G)0] ;
(4) si π′ ∈ C[Ell(G′1)λ1 ]
st ve´rifie p0(π′) = 0, alors p0 ◦ transfertell(π
′) = 0.
La proposition 7.8 est justement l’assertion (3). De´montrons (4). Comme toujours, on
peut de´composer π′ en
∑
i=1,...,h π
′
i ou` π
′
i est une combinaison line´aire de repre´sentations
elliptiques de G′1(F ) dont le caracte`re central se restreint en un meˆme caracte`re unitaire
ξ′i de AG′1(F ). Ces repre´sentations ve´rifient les meˆmes hypothe`ses que π
′ et il suffit de
prouver que p0 ◦ transfertell(π
′
i) = 0 pour tout i. En oubliant cette construction, on
peut fixer un caracte`re unitaire ξ′ de AG′1(F ) et supposer que π
′ ∈ C[Ell(G′1)ξ′,λ1 ]
st.
Le caracte`re ξ′ de´termine un caracte`re ξ de AG(F ) comme on l’a vu dans la preuve
de 7.9 et l’application transfertell envoie C[Ell(G
′
1)ξ′,λ1]
st dans C[Ell(G)ξ]. L’action du
groupe Aut(G) conserve le premier espace : elle pre´serve le caracte`re ξ′ car celui-ci est
uniquement de´termine´ par ξ. On peut remplacer π′ par sa projection sur le sous-espace
des invariants, cela ne change pas transfertell(π
′). Cela ne modifie pas non plus la
condition p0(π′) = 0 car l’action de Aut(G′) conserve le sous-espace C[Ell(G′1)
0
ξ′,λ1
]st.
Bref, on peut supposer π′ ∈ C[Ell(G′1)ξ′,λ1]
st,Aut(G′). On pose π = transfertell(π
′). Il
faut maintenant se rappeler la de´composition (1) de 7.6. L’application transfertell se
restreint en un isomorphisme
C[Ell(G′1)ξ′,λ1 ]
st,Aut(G′) → C[Ell(G)ξ]G′
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qui est une similitude pour les produits scalaires elliptiques. On note c le rapport de
similitude. En particulier, π ∈ C[Ell(G)ξ]G′. Il re´sulte de la proposition 7.6 que p0(π)
appartient aussi a` C[Ell(G)ξ]G′ , donc appartient a` l’image de transfertell. D’apre`s la pro-
position 7.9, il existe π
′0 ∈ C[Ell(G1)0λ1 ]
st telle que transfertell(π
′0) = p0(π). Les meˆmes
arguments que ci-dessus permettent de supposer que π
′0 ∈ C[Ell(G′1)
0
ξ′,λ1
]st,Aut(G
′). Parce
que p0 est une projection orthogonale, on a < p0(π), p0(π) >ell=< p
0(π), π >ell. Donc
< p0(π), p0(π) >ell=< transfertell(π
′0), transfertell(π
′) >ell
= c−1 < π
′0, π′ >ell= c
−1 < π
′0, p0(π′) >ell,
toujours parce que p0 est une projection orthogonale. Puisque p0(π′) = 0, cela entraˆıne
< p0(π), p0(π) >ell= 0, d’ou` p
0(π) = 0. Cela ache`ve la preuve de (4) et du the´ore`me. 
8 Quelques conse´quences
8.1 Le cas quasi-de´ploye´ derechef
Supposons G quasi-de´ploye´.
Corollaire. La projection de Bernstein p0 de I(G) se quotiente en une projection p0 de
SI(G).
Preuve. Notons I inst(G) le noyau de la projection I(G) → SI(G). On doit prouver
que p0 conserve ce sous-espace. C’est-a`-dire, soit f ∈ I inst(G), on doit prouver que
p0(f) ∈ I inst(G). Il suffit pour cela de prouver que, pour tout πst ∈ C[Irr(G)]st, on a
Θπst(p
0(f)) = 0. D’apre`s les proprie´te´s des projecteurs de Bernstein, on a
Θπst(p
0(f)) = Θp0(πst)(f).
D’apre`s le (ii) du corollaire 7.7, on a p0(πst) = p0 ◦pst(πst) = pst ◦p0(πst). Donc p0(πst) ∈
C[Irr(G)]st. Alors Θp0(πst)(f) = 0 puisque f ∈ I
inst(G). 
8.2 Transfert de fonctions
Soit G′ = (G′,G ′, s) ∈ E(G).
Corollaire. L’application transfert : I(G)→ SIλ1(G1) ve´rifie l’e´galite´ p
0◦transfert =
transfert ◦ p0.
Cela se de´duit du the´ore`me 7.10 comme le corollaire pre´ce´dent se de´duisait du corollaire
7.7.
8.3 Stabilite´ dans l’espace Dcusp
Supposons G quasi-de´ploye´. Disons qu’un e´le´ment d ∈ Dcusp(G) est stable si la dis-
tribution DG[d] l’est et qu’il est stable sur les elliptiques si la distribution DG[d] l’est,
c’est-a`-dire si θDG[d] est constante sur les classes de conjugaison stable contenues dans
Gell(F ). On note Dcusp(G)
st le sous-espace des e´le´ments stables dans Dcusp(G).
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Proposition. Soit d ∈ Dcusp(G). Alors d est stable si et seulement si d est stable sur
les elliptiques.
Preuve. Utilisons la de´composition Dcusp(G) =
∏
ν∈N Dcusp(G)
ν . Il est clair que d est
stable, resp. stable sur les elliptiques, si et seulement si chaque composante dν est stable,
resp. stable sur les elliptiques. On peut donc fixer ν ∈ N et supposer d ∈ Dcusp(G)ν .
Notons X l’ensemble des restrictions a` AG(F )c de caracte`res mode´re´ment ramifie´s de
AG(F ). Pour ξ ∈ X , posons dξ = mes(AG(F )c)−1
∫
AG(F )c
ξ(a)−1da da. Alors d =
∑
ξ∈X dξ.
De nouveau, d est stable, resp. stable sur les elliptiques, si et seulement si chaque com-
posante dξ est stable, resp. stable sur les elliptiques. On peut fixer ξ ∈ X et supposer que
d se transforme par AG(F )c selon ξ. Prolongeons ξ en un caracte`re unitaire de AG(F ).
Alors il existe un unique d ∈ Dcusp(G) tel que :
d ∈ Dcusp,ξ(G), c’est-a`-dire d se transforme par AG(F ) selon ξ ;
pour ν ′ ∈ N , la composante dν
′
est nulle si ν ′ 6∈ ν + wG(AG(F )) ;
dν = dν .
On voit que d est stable, resp. stable sur les elliptiques, si et seulement si d l’est. En
oubliant cette construction, on peut fixer un caracte`re unitaire ξ de AG(F ) et supposer
d ∈ Dcusp,ξ(G). D’apre`s le (ii) du lemme 6.4, il existe un unique π ∈ C[Ell(G)0ξ ] telle que
∆cusp(π) = d. Alors, d’apre`s 6.3 (1), Θπ est stable sur les elliptiques. D’apre`s [3] the´ore`me
6.1, π est stable. Soient M ∈ Lmin et P ∈ P(M). Puisque π est stable, il en est de meˆme
du module de Jacquet πP . D’apre`s 6.3 (1), ∆
M
πP ,cusp
est stable sur les elliptiques. A fortiori,
sa projection ∆MπM ,cusp,G−comp dans Dcusp,G−comp(M) est stable sur les elliptiques (cette
projection consiste a` restreindre le support a` un sous-ensemble invariant par conjugaison
stable). Supposons que M est un Levi propre. On peut raisonner par re´currence et
supposer notre proposition de´ja` de´montre´e pour M . Donc ∆MπM ,cusp,G−comp est stable.
C’est-a`-dire que DM(∆MπM ,cusp,G−comp) est une distribution stable sur M(F ). La stabilite´
se conserve par induction donc DG(∆MπM ,cusp,G−comp) est une distribution stable sur G(F ).
La formule 6.3 (1) exprime alors DG[d] comme la diffe´rence entre Θπ qui est stable et la
somme sur les M 6= G de distributions stables. Donc DG[d] est stable et d l’est alors par
de´finition. 
8.4 Transfert et module de Jacquet
SoitG′ = (G′,G ′, s) ∈ E(G). On a rappele´ dans la preuve du the´ore`me 7.10 l’existence
d’une application
(1) LG
′
min,G−rel → L
G
min.
On note simplement M ′ 7→ M cette application. Rappelons quelques-unes de ses
proprie´te´s. Elles sont ”bien connues des spe´cialistes”, bien que nous n’en ayons pas trouve´
d’e´nonce´ clair dans la litte´rature ([14] est tre`s incomplet).
Si M ′ ∈ LG
′
min,G−rel s’envoie sur M ∈ L
G
min, M
′ est comple´te´ en une donne´e endosco-
piqueM′ = (M ′,M′, sM) deM , qui est elliptique. En particulier, il y a un isomorphisme
AM ′ ≃ AM . Les racines de AM ′ dans G′ sont aussi des racines de AM dans G. Ainsi, la
chambre dans A∗M associe´e a` un sous-groupe parabolique P ∈ P(M) est contenue dans
la chambre dans A∗M ′ associe´e a` un certain sous-groupe parabolique de composante de
Levi M ′, que l’on note P ′P .
On sait de´finir une correspondance entre classes de conjugaison stable dans G′reg(F )
et dans Greg(F ). On de´finit de meˆme a` l’aide de M
′ une correspondance entre classes de
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conjugaison stable dans M ′reg(F ) et dans Mreg(F ). Appelons correspondance pour G
′ la
premie`re et correspondance pour M′ la seconde. On a
(2) soient x′ ∈M ′(F ) et x ∈M(F )∩Greg(F ) ; supposons que x et x′ se correspondent
pour M′ ; alors ils se correspondent pour G′.
Signalons que la re´ciproque est fausse. Des donne´es auxiliaires que l’on a fixe´es pour
G′ se de´duisent des donne´es pour M′. En particulier M ′1 est l’image re´ciproque de M
′
dans G′1. On a fixe´ un facteur de transfert pour la donne´e G
′, notons-le plus pre´cise´ment
∆G
′
1 . On peut fixer un facteur de transfert ∆
M′
1 pour la donne´e M
′ de sorte que
(3) pour x, x′ comme en (2) et pour x′1 ∈ M
′
1(F ) au-dessus de x
′, on ait ∆M
′
1 (x
′
1, x) =
∆G
′
1 (x
′
1, x).
Il existe un plongement WG
′
(M ′) → WG(M) ve´rifiant la condition suivante. Soient
n′ ∈ NormG′(M ′)(F ) et n ∈ NormG(M)(F ). Supposons que l’image de n′ dansWG
′
(M ′)
s’envoie par ce plongement sur l’image de n dans WG(M). On a
(4) soient x′ ∈ M ′(F ) et x ∈ M(F ) ∩ Greg(F ) ; alors x et x
′ se correspondent pour
M′ si et seulement si n′x′n
′−1 et nxn−1 se correspondent pour M′.
Conside´rons maintenant un Levi M ′ ∈ LG
′
min − L
G′
min,G−rel. On a
(5) pour x′ ∈ M ′(F ) ∩ G′reg(F ), il n’existe pas de x ∈ Greg(F ) correspondant a` x
′
pour G′.
Soit π′ ∈ C[Irr(G′)]st, posons π = transfert(π′). Soient M ∈ Lmin et P ∈ P(M).
Notons πP le module de Jacquet normalise´ de π relatif a` P et ΘπP |ell la restriction de
ΘπP a` Mell(F ).
Lemme. Sous ces hypothe`ses, on a l’e´galite´
ΘπP |ell =
∑
M ′∈LG
′
min;M
′ 7→M
|WG
′
(M ′)|−1
∑
w∈WG(M)
w−1 ◦ transfert(Θπ′
P ′
w(P )
|ell).
Preuve. Soit x ∈Mell(F ). Notons XG
′
(x) l’ensemble des classes de conjugaison stable
dans G′(F ) qui correspondent a` celle de x pour G′. Pour M ′ ∈ LG
′
min,G−rel tel que
M ′ 7→ M , notons XM
′
(x) l’ensemble des classes de conjugaison stable dans M ′reg(F )
qui correspondent a` celle de x pourM′. Relevons tout e´le´ment deWG(M) en un e´le´ment
de NormG(M)(F ) et identifions W
G(M) a` l’ensemble de ces e´le´ments. On va prouver
(6) toute classe CM
′
∈ ∪w∈WG(M)X
M′(wxw−1) est contenue dans une classe apparte-
nant a` XG
′
(x) ;
on note ιM
′
: ∪w∈WG(M)X
M′(wxw−1)→ XG
′
(x) l’application qui, a` un e´le´ment CM
′
de l’ensemble de de´part, associe la classe qui la contient ;
(7) la fibre de ιM
′
au-dessus de tout e´le´ment de son image a |WG
′
(M ′)| e´le´ments ;
(8) pour deux e´le´ments M ′1,M
′
2 ∈ L
G′
min,G−rel tels que M
′
1 6= M
′
2 et M
′
1,M
′
2 7→ M , les
images de ιM
′
1 et ιM
′
2 sont disjointes ;
(9) XG
′
(x) est re´union des images des ιM
′
quand M ′ de´crit les e´le´ments de Lmin,G−rel
tels que M ′ 7→M .
De´montrons (6). Soient w ∈ WG(M), CM
′
∈ XM
′
(wxw−1) et x′ ∈ CM
′
. Alors x′
correspond a` wxw−1 pour M′ donc aussi pour G′. Puisque wxw−1 est conjugue´ a` x par
un e´le´ment de G(F ), x′ correspond aussi a` x pour G′. Par de´finition, x′ appartient donc
a` une unique classe CG
′
∈ XG
′
(x) et alors CM
′
⊂ CG
′
.
Commenc¸ons la preuve de (7). Soient w ∈ WG(M), CM
′
∈ XM
′
(wxw−1) et x′ ∈
CM
′
. On identifie comme ci-dessus WG
′
(M ′) a` un sous-ensemble de NormG′(M
′)(F ).
Pour w′ ∈ WG
′
(M ′), w′x′w
′−1 correspond a` w′wx(w′w)−1 d’apre`s (4). Donc w′x′w
′−1
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appartient a` une unique classe w′(CM
′
) ∈ XM
′
(w′wx(w′w)−1) et on voit qu’elle ne de´pend
pas du choix de x′. Par construction, w′x′w
′−1 et x′ sont stablement conjugue´s dans
G′(F ) donc CM
′
et w′(CM
′
) ont la meˆme image par ιM
′
. Montrons que, si w′ 6= 1 (dans
WG
′
(M ′)), les deux classes CM
′
et w′(CM
′
) sont distinctes. Sinon, il existe m′ ∈ M ′(F¯ )
tel que m′w′x′w
′−1m
′−1 = x′. Puisque x′ est re´gulier dans G′(F ) (parce qu’il correspond
a` x par G′ et x est re´gulier dans G), cela entraˆıne m′w′ ∈ G′x′(F¯ ) ⊂ M
′(F¯ ). Alors
w′ ∈ M ′(F¯ ), d’ou` w′ = 1 dans WG
′
(M ′), contrairement a` l’hypothe`se. Cela de´montre
que le groupe WG
′
(M ′) agit librement sur l’espace de de´part de ιM
′
et que chaque orbite
est contenue dans une fibre de cette application.
On va de´montrer la re´ciproque et en meˆme temps la relation (8). Pour i = 1, 2,
soient M ′i ∈ L
G′
min,G−rel, wi ∈ W
G(M), C
M′i
i ∈ X
M′i(wixw
−1
i ) et x
′
i ∈ C
M′i
i . Notons
T ′i le commutant de x
′
i dans G
′. Supposons que ιM
′
1(C
M′1
1 ) = ι
M′2(C
M′2
2 ). Alors x
′
1 et
x′2 sont stablement conjugue´s dans G
′(F ). C’est-a`-dire qu’il existe h ∈ G′(F¯ ) tel que
x′2 = hx
′
1h
−1. Puisque x′1 et x
′
2 appartiennent a` G
′
reg(F ), on a
(10) σ(h) ∈ hT ′1(F¯ ) pour tout σ ∈ ΓF .
Cela implique hAT ′1h
−1 = AT ′2 . Pour i = 1, 2, x
′
i correspond pour M
′
i a` wixw
−1
i
qui est par hypothe`se elliptique dans M(F ). Donc x′i est elliptique dans M
′
i(F ), ce qui
entraˆıne AT ′i = AM ′i . Il en re´sulte que hAM ′1h
−1 = AM ′2. Donc la conjugaison par h
envoie le commutant M ′1 de AM ′1 sur le commutant M
′
2 de AM ′2 . Soit P
′
1 ∈ P(M
′
1), posons
P ′2 = hP
′
1h
−1. Alors (10) implique que P ′2 est de´fini sur F et P
′
2 ∈ P(M
′
2). De telles paires
(M ′1, P
′
1) et (M
′
2, P
′
2) qui sont conjugue´s par un e´le´ment de G
′(F¯ ) le sont par un e´le´ment
de G′(F ). Par de´finition de Lmin, on a donc M
′
1 = M
′
2. Cela de´montre (8). Continuons le
calcul en posant simplement M ′ =M ′1 =M
′
2. On a maintenant h ∈ NormG′(M
′)(F¯ ). La
relation (10) entraˆıne que l’image de h dans NormG′(M
′)(F¯ )/M ′(F¯ ) est fixe´e par ΓF . On
sait qu’alors cette image est aussi celle d’un e´le´ment u ∈ NormG′(M ′)(F ). Autrement
dit, on peut e´crire h = um′, ou` u ∈ NormG′(M ′)(F ) et m′ ∈ M ′(F¯ ). En notant encore
u l’image de u dans WG
′
(M ′), on montre facilement que CM
′
2 est alors l’image de C
M′
1
par l’action de u. Cela de´montre que les fibres de l’application ιM
′
sont exactement les
orbites de l’action du groupe WG
′
(M ′) sur l’espace de de´part de ιM
′
. D’ou` (7).
De´montrons (9). Soient CG
′
∈ XG
′
(x) et x′ ∈ CG
′
. Quitte a` conjuguer x′, on peut
supposer qu’il existe un Levi M ′ ∈ LG
′
min tel que x
′ ∈M ′ell(F ). D’apre`s (5),M
′ appartient
a` LG
′
min,G−rel. Soit M l’image de M
′ dans Lmin par l’application (1). Parce que M
′ est
une donne´e endoscopique elliptique de M et que x′ est elliptique dans M ′, on sait que
x′ correspond pour M′ a` un e´le´ment y ∈ M ell(F ). D’apre`s (2), x
′ correspond aussi a`
y pour G′. Cela entraˆıne que x et y sont stablement conjugue´s dans G(F ). Le meˆme
raisonnement que dans la deuxie`me partie de la preuve de (7) montre alors d’une part
que M = M donc M ′ 7→ M , d’autre part que la classe de conjugaison stable de y dans
M(F ) est l’image de celle de x par un e´le´ment w ∈ WG(M). Il en re´sulte que la classe
de conjugaison stable CM
′
de x′ appartient a` XM
′
(wxw−1). D’ou` (10).
Maintenant, on note pour simplifier w(x) = wxw−1 et on identifie les ensembles
XG
′
(x) et XM
′
(w(x)) a` des ensembles de repre´sentants des classes en question. En
conse´quence des proprie´te´s ci-dessus, l’e´galite´ 7.8(1) peut se re´crire
θπ(x)D
G(x)1/2 =
∑
M ′∈LG
′
min,G−rel;M
′ 7→M
|WG
′
(M ′)|−1
∑
w∈WG(M)
∑
x′∈XM′ (w(x))
∆M
′
1 (x
′
1, w(x))θπ′(x
′
1)D
G′(x′)1/2.
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Soit a ∈ AM(F ). Pour tout M
′ ∈ LG
′
min,G−rel tel que M
′ 7→ M , et tout w ∈ WG(M), w(a)
s’identifie a` un e´le´ment aM
′
w ∈ AM ′(F ), que l’on rele`ve en un e´le´ment a
M ′
w,1 ∈ AM ′1(F ). En
remplac¸ant x par ax dans la formule ci-dessus, on obtient
(11) θπ(ax)D
G(ax)1/2 =
∑
M ′∈LG
′
min,G−rel;M
′ 7→M
|WG
′
(M ′)|−1
∑
w∈WG(M)
∑
x′∈XM′ (w(x))
∆M
′
1 (a
M ′
w,1x
′
1, w(ax))θπ′(a
M ′
w,1x
′
1)D
G′(aM
′
w x
′)1/2.
Supposons |α(a)|F assez petit pour toute racine α de AM dans l’alge`bre de Lie de UP .
Casselman a prouve´ qu’alors θπ(ax) = δP (ax)
1/2θπP (ax), cf. [4] the´ore`me 5.2. On voit
que, sous la meˆme hypothe`se sur a, on a δP (ax)
1/2DG(ax)1/2 = DM(ax)1/2. Le membre
de gauche de (11) devient θπP (ax)D
M(ax)1/2. Pour M ′ et w intervenant ci-dessus, on
voit que aM
′
w ve´rifie que |α(a
M ′
w )|F est petit pour toute racine α de AM ′ dans P
′
w(P ). Le
meˆme argument transforme le membre de droite de (11) et on obtient
(12) θπP (ax)D
M(ax)1/2 =
∑
M ′∈LG
′
min,G−rel ;M
′ 7→M
|WG
′
(M ′)|−1
∑
w∈WG(M)
∑
x′∈XM′ (w(x))
∆M
′
1 (a
M ′
w,1x
′
1, w(ax))θπ′
P ′
w(P )
(aM
′
w,1x
′
1)D
M ′(aM
′
w x
′)1/2.
Chaque terme est de´fini pour tout a ∈ AM(F ). En de´composant πP ′ en repre´sentations
irre´ductibles, on voit que le membre de gauche est une combinaison line´aire de caracte`res
de AM(F ). Il en est de meˆme du membre de droite (on utilise 7.5 pour les facteurs
de transfert). On vient de voir que les deux membres e´taient e´gaux pour a dans un
certain coˆne ouvert. Il en re´sulte qu’ils sont partout e´gaux. On peut donc remplacer a
par (1) dans l’e´galite´ pre´ce´dente. Pour M ′ et w intervenant ci-dessus, posons πM ′,w =
transfert(π′P ′
w(P )
). On reconnaˆıt la somme inte´rieure du membre de droite de (12) (pour
a = 1), c’est θπM′,w(w(x))D
M(w(x))1/2. On a DM(w(x))1/2 = DM(x)1/2 et l’e´galite´ (12)
se transforme en
θπ(x) =
∑
M ′∈LG
′
min,G−rel;M
′ 7→M
|WG
′
(M ′)|−1
∑
w∈WG(M)
θπM′,w(w(x)).
Ceci est e´quivalent a` l’e´galite´ de l’e´nonce´. 
8.5 L’espace Dcusp(G) et le transfert
Proposition. Soient d ∈ Dcusp(G) et, pour tout G′ ∈ E(G), soit dG
′
∈ Dcusp,λ1(G
′
1)
st.
Supposons que DG[d] co¨ıncide avec
∑
G′∈E(G) transfert(D
G′1 [dG
′
]) sur Gell(F ). Alors
DG[d] =
∑
G′∈E(G) transfert(D
G′1 [dG
′
]).
Preuve. Soit G′ ∈ E(G). Des injections naturelles Z(Gˆ) → Z(Gˆ′) → Z(Gˆ′1) se
de´duisent des homomorphismes
(1) NG
′
1 → NG
′
→ N .
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Pour ν ∈ N , on de´finit la composante dν de d comme dans le paragraphe pre´ce´dent.
On de´finit dG
′,ν comme le produit des composantes dG
′,ν′ sur les ν ′ ∈ NG
′
1 qui s’envoient
sur ν par la suite ci-dessus. La famille ((dG
′
)G′∈E(G), d) ve´rifie l’hypothe`se ou la conclusion
de la proposition si et seulement si chaque famille ((dG
′,ν)G′∈E(G), d
ν) les ve´rifie. On peut
donc fixer ν ∈ N et supposer d ∈ Dcusp(G)ν . Notons X l’ensemble des restrictions
a` AG(F )c de caracte`res mode´re´ment ramifie´s de AG(F ). Pour G
′ ∈ E(G), cet ensemble
s’identifie a` celui des restrictions a` AG′1(F )c de caracte`res mode´re´ment ramifie´s de AG′1(F )
qui co¨ıncident avec λ1 sur AG′1(F )∩C1(F ) : a` ξ ∈ X , on associe d’abord l’image re´ciproque
de ξ par la surjection AG′1(F )c → AG(F )c, puis le produit ξ
G′ de ce caracte`re par la
restriction de ζ1 a` AG′1(F )c. Ainsi, comme dans le paragraphe pre´ce´dent, on associe a`
d, resp. dG
′
, des composantes dξ, resp. d
G′
ξG′
, pour ξ ∈ X . La famille ((dG
′
)G′∈E(G), d)
ve´rifie l’hypothe`se ou la conclusion de la proposition si et seulement si chaque famille
((dG
′
ξG′
)G′∈E(G), dξ) les ve´rifie. On peut fixer ξ ∈ X et supposer que d = dξ et d
G′ = dG
′
ξG′
pour tout G′. Prolongeons ξ en un caracte`re unitaire de AG(F ), qui s’identifie comme
ci-dessus pour toutG′ a` un caracte`re ξG
′
de AG′1(F ) dont la restriction a` AG′1(F )∩C1(F )
co¨ıncide avec la restriction de λ1. On construit un e´le´ment d ∈ Dcusp,ξ(G) comme dans le
paragraphe pre´ce´dent et de fac¸on similaire des e´le´ments dG
′
∈ Dcusp,λ1,ξG′ (G
′
1). La famille
((dG
′
)G′∈E(G), d) ve´rifie l’hypothe`se ou la conclusion de la proposition si et seulement si
la famille ((dG
′
)G′∈E(G),d) les ve´rifient. En re´sume´, on peut fixer un caracte`re unitaire
ξ de AG(F ), qui de´termine pour tout G
′ un tel caracte`re ξG
′
de AG′1(F ), et supposer
d ∈ Dcusp,ξ(G) et dG
′
∈ Dcusp,λ1,ξG′ (G
′
1) pour tout G
′.
A ce point, on peut simplifier le proble`me en se ramenant au cas ou` une unique
donne´e G′ intervient. Pour cela, on introduit la repre´sentation π ∈ C[Ell(G)0ξ ] telle que
∆cusp(π) = d. On utilise la de´composition (1) de 7.6 et on e´crit conforme´ment π =∑
G′∈E(G) πG′ . On sait que πG′ ve´rifie les meˆmes proprie´te´s que π d’apre`s la proposition
7.6. On note dG′ = ∆cusp(πG′). On a d =
∑
G′ dG′. On voit que si ((d
G′)G′∈E(G), d) ve´rifie
l’hypothe`se de l’e´nonce´, alors, pour tout G′ ∈ E(G), DG[dG′] co¨ıncide sur Gell(F ) avec
transfert(DG
′
1[dG
′
]). Inversement, si DG[dG′ ] = transfert(D
G′1 [dG
′
]) pour tout G′, la
conclusion de l’e´nonce´ est ve´rifie´e. Cela nous rame`ne au cas ou` la famille (dG
′
)G′∈E(G) a
au plus une composante non nulle. On note de´sormais G′ l’indice de cette composante
et on note (d′, d) ∈ Dcusp,λ1;ξ′(G
′
1)
st×Dcusp,ξ(G) le couple auquel se re´duisent les donne´es
de de´part.
On introduit la repre´sentation π ∈ C[Ell(G)0ξ ] telle que ∆π,cusp = d et la repre´sentation
π′ ∈ C[Ell(G′1)
0
λ1,ξ′
]st telle que ∆
G′1
π′,cusp = d
′. Alors, d’apre`s 6.3 (1), Θπ co¨ıncide avec
Θtransfert(π′) sur les elliptiques. D’apre`s [3] the´ore`me 6.2, π = transfert(π
′). Soit P ∈
P(M). D’apre`s 6.3 (1), le lemme 8.4 entraˆıne que DM [∆MπP ,cusp] co¨ıncide sur Mell(F ) avec
(3)
∑
M ′∈LG
′
min,G−rel;M
′ 7→M
|WG
′
(M ′)|−1
∑
w∈WG(M)
w−1 ◦ transfert(DM
′
1[∆
M ′1
π′
P ′
w(P )
,cusp]).
Remarquons que, pour M ′ et w intervenant ci-dessus, on peut transformer la donne´e
endoscopique M′ deM en une donne´e w−1(M′). Le terme que l’on somme peut se re´crire
transfert(Dw
−1(M ′1)[dw
−1(M ′1)]) pour un e´le´ment convenable dw
−1(M ′1) ∈ Dcusp,w−1(λ1)(w
−1(M ′1)).
C’est-a`-dire que la somme (3) est de la meˆme forme que celle qui intervient dans l’e´nonce´
de la proposition. Supposons M 6= G. En raisonnant par re´currence, on suppose notre
proposition prouve´e pour M . Alors DM [∆MπP ,cusp] est e´gal a` (3). Pour un couple (x
′
1, x) ∈
G′1,reg(F ) × Greg(F ) d’e´le´ments qui se correspondent, x est compact mod Z(G) si et
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seulement si x′1 est compact mod Z(G
′
1) : cela parce que Z(G)(F ) est un sous-groupe
de Z(G′)(F ) d’indice fini. Restreindre DM [∆MπP ,cusp] a` M(F ) ∩Gcomp(F ) e´quivaut a` res-
treindre chaque terme de (3) indexe´ par M ′ a` M ′(F ) ∩ G′1,comp(F ). Apre`s restriction a`
M(F )∩Gcomp(F ), on sait que le terme ∆MπP ,cusp ne de´pend plus de P . Il en est de meˆme
des termes intervenant dans (3). On obtient que DM [∆MπM ,cusp,G−comp] est e´gal a`
∑
M ′∈LG
′
min,G−rel ;M
′ 7→M
|WG
′
(M ′)|−1
∑
w∈WG(M)
w−1 ◦ transfert(DM
′
1 [∆
M ′1
π′
M′
,cusp,G′1−comp
]).
Induisons a` G. Evidemment, l’induction est insensible a` la torsion par un e´le´ment deWG.
Les w disparaissent de la formule et la somme en w est remplace´e par la multiplication
par |WG(M)|. D’autre part, l’induction commute au transfert. On obtient
(4) DG[∆MπM ,cusp,G−comp] =
∑
M ′∈LG
′
min,G−rel;M
′ 7→M
|WG
′
(M ′)|−1|WG(M)|
transfert(DG
′
1 [∆
M ′1
π′
M′
,cusp,G′1−comp
]).
On utilise l’e´galite´ 6.3 (2) qui peut se re´crire
DG[d] = Θπ|Gcomp(F ) −
∑
M∈Lmin,M 6=G
|WG(M)|−1DG[∆MπM ,cusp,G−comp],
ou` Θπ|Gcomp(F ) est la restriction de Θπ a` Gcomp(F ). En utilisant (4), on obtient
DG[d] = Θπ|Gcomp(F )−
∑
M∈Lmin,M 6=G
∑
M ′∈LG
′
min,G−rel;M
′ 7→M
|WG
′
(M ′)|−1transfert(DG
′
1[∆
M ′1
π′
M′
,cusp,G′1−comp
])
= Θπ|Gcomp(F ) −
∑
M ′∈LG
′
min,G−rel ;M
′ 6=G′
|WG
′
(M ′)|−1transfert(DG
′
1 [∆
M ′1
π′
M′
,cusp,G′1−comp
]).
On peut remplacer l’ensemble de sommation LG
′
min,G−rel par L
G′
min : pour un Levi non
relevant, le terme que l’on somme est nul. En utilisant de nouveau 6.3 (2) cette fois dans
G′1, on obtient
DG[d] = Θπ|Gcomp(F ) + transfert(D
G′1[d′]−Θπ′|G′1,comp(F )).
On a de´ja` dit que, graˆce a` Arthur, on avait π = transfert(π′) donc les termes Θπ|Gcomp(F )
et transfert(Θπ′|G′1,comp(F )) disparaissent. D’ou`
DG[d] = transfert(DG
′
1[d′]),
ce qu’il fallait de´montrer. 
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