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Abstract 
In the present work, an attempted was made to develop a numerical algorithm by the use of new 
orthogonal hybrid functions formed from hybrid of piecewise constant orthogonal sample-and-
hold functions and piecewise linear orthogonal triangular functions to obtain the numerical 
solution of multi-order fractional differential equations. The construction of numerical algorithm 
involves a formula, consisting of generalized one-shot operational matrices, expressing explicitly 
the Riemann-Liouville fractional order integral of the new orthogonal hybrid functions in terms of 
new orthogonal hybrid functions themselves. A set of test problems comprising of linear and 
nonlinear multi-order fractional differential equations with constant and variable coefficients was 
considered to demonstrate the accuracy and computational efficiency of our algorithm and to 
compare our results with those acquired by some other well-known methods used for solving 
multi-order fractional differential equations in the literature. The comparison highlighted that our 
algorithm exhibits superior performance to those methods. 
Keywords Orthogonal hybrid functions, generalized one-shot hybrid function operational 
matrices, multi-order fractional differential equations, orthogonal sample-and-hold functions, 
orthogonal triangular functions. 
1. Introduction 
Since the fractional calculus was born during the conversation held on 30 September 1695 between 
Leibniz and L’Hospital (Oldham and Spanier 1974), a number of methods has been devised until 
the present for solving ordinary differential equations involving derivatives and/or integrals of 
non-integer order. At first analytical methods such as Fourier transforms (Gaul et al. 1989, 1991), 
modal synthesis and eigenvector expansion (Suarez and Shokooh 1997), Laplace transform 
method, fractional Green’s function, Mellin transform method, power series method (Podlubny 
1999), etc. were developed to find the closed form solutions of linear fractional order differential 
equations. After realizing the fact that the aforesaid analytical methods cannot be applied to get 
analytical solutions of nonlinear fractional differential equations and even complicated linear 
fractional order differential equations, numerical techniques like Podlubny’s numerical method 
(Podlubny 1999), Predictor Evaluate–Corrector Evaluate type method (Diethelm et al. 2002), 
generalized Euler’s method (Odibat and Momani 2008) and semi numerical techniques, for 
instance, Adomian decomposition method (Adomian 1994), variational iteration method (He 
1999a), Homotopy perturbation method (He 1999b), fractional differential transform method 
(Arigoklu and Ozkol 2007), Homotopy analysis method (Zurigat et al. 2010), new iterative method 
(Varsha and Hossein 2006) were proposed to obtain accurate and stable numerical solutions. 
Recently there has been an increasing interest in the development of numerical methods using 
orthogonal functions like block pulse functions, hat functions, Chebyshev polynomials, Muntz 
polynomials, Laguerre polynomials, Jacobi polynomials, Legendre polynomials, Bernstein 
polynomials, etc. (Li and Sun 2011; Tripathi et al. 2013; Doha et al. 2011, 2012; Saadatmandi and 
Dehghan 2010; Saadatmandi 2014; Esmaeili et al. 2011; Bhrawy and Taha 2012). Those numerical 
algorithms possess an interesting and significant property of transforming the fractional order 
differential equation under consideration into a system of algebraic equations. Once the fractional 
order differential equation has been converted into the system of algebraic equations, the problem 
of approximating the solution of fractional order differential equation becomes the task of solving 
the system of algebraic equations which is much easier and computationally faster. Therefore, 
basing numerical methods on orthogonal functions is beneficial. The new orthogonal hybrid 
functions (HFs), which are linear combinations of the orthogonal piecewise constant sample-and-
hold functions and the orthogonal piecewise linear triangular functions, belong to the class of 
orthogonal polynomials of degree 1 and have been proposed by Deb et al. in (Deb et al. 2012) 
mainly for the analysis of delay and delay-free integer order systems and for the computation of 
numerical solutions of linear integer order differential equations (Deb et al. 2016). Even though 
very few applications of this new set of orthogonal hybrid functions has been reported in the 
literature, as the subsequent sections reveal, it possesses immense strength to be employed in the 
fractional calculus. The present work brings forward one of the important applications of the new 
orthogonal hybrid functions for solving multi-order fractional differential equation (FDE) of the 
form: 
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Here r  21 ,  tbk ,  tb0 ,  tg  are given functions of independent variable t , p  
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derivative defined as (Caputo 1967) 
   
 
    
 


t
nnnn dft
m
tfDJtfD
0
11


 ,            (2) 
where  tfJ   is Riemann-Liouville fractional order integral (Oldham and Spanier 1974),
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To accomplish the goal of numerically solving the multi-order fractional differential equation in 
(1) using HFs, we first derive a formula, by means of generalized one-shot operational matrices, 
expressing explicitly the fractional order integral of HFs in terms of HFs themselves and in the 
second step we make use of the derived generalized one-shot operational matrices to transform (1) 
into a system of algebraic equations whose solution is the approximate solution of (1). The 
remaining paper is structured as follows. Section 2 introduces new orthogonal hybrid functions. 
The generalized one-shot operational matrices are derived in Section 3. Based on the results of 
Section 3, a new numerical algorithm is proposed in Section 4. In Section 5, we test our numerical 
algorithm by applying it to a set of test problems consisting of linear and nonlinear multi-order 
fractional differential equations. Section 6 presents the significant inferences drawn from the 
present work. 
2. Orthogonal hybrid functions (Deb et al. 2012, 2016)  
Let us consider the time function,  tf , of Lebesgue measure, which is defined on the interval, 
 T,0 . We split the interval into an m  number of subintervals using the constant step size, h . 
 h,0 ,  hh 2, ,  hh 3,2 ,  ,   hjjh 1,  ,  ,   mhhm ,1 .          (3) 
We now state an m -term hybrid function vector,   tH m , each of which represents the original 
function,  tf , in the respective subinterval. 
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where ‘Tp ’ indicates transpose. 
The thi  hybrid function,  tH i , is defined as 
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where ic , id  are arbitrary constants,  tSi  is the 
thi  sample-and-hold function (SHF) described as 
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and  tTi  the 
thi  right-handed triangular function (TF) 
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Using (5) to (7), the actual function,  tf , can be approximated piecewise as shown below. 
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where  110  m
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The first order integral of   tS m  is estimated in the orthogonal HF domain as follows. 
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In the same way, the right-handed triangular function vector,   tT m  is integrated once and the 
result is expanded into orthogonal HF series 
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where  mssP1 ,  mstP1 ,  mtsP1  and  mttP1  are called the complementary one-shot operational 
matrices of first order integration and acting as a first order integrator in the orthogonal HF domain. 
Orthogonal and a few operational properties of HFs are listed in Appendix 1. 
3. Generalized one-shot operational matrices for fractional integration. 
The main objective of this section is to derive an approximation using orthogonal HFs for the 
Riemann-Liouville fractional integral of order   of  tf . 
Theorem 3.1 Let  nn ,1 , n  is an integer, and  Tt ,0 . The fractional integral of order   
of the SHF vector,   tS m , is obtained in the orthogonal HF domain as 
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Proof 
The proof is given in Appendix 2. 
Remark. If 1 , then 1k ,  1,1  mk  and 0k ,  1,1  mk , thus, Equation (12) 
produces the same result as Equation (9).  
Theorem 3.2 The fractional integral of order   (    Znnn ,,1 ) of the right-handed 
triangular function vector,   tT m , is expressed by means of orthogonal HFs  
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Proof 
Appendix 3 presents the proof of Theorem 3.2.  
Remark. Since 1k  and 0k  for 1  and  1,1  mk , the result of Equation (10) can be 
recovered from Equation (13). 
Theorem 3.3 The HF approximation for the Riemann-Liouville fractional order integral of the 
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Proof 
Using Equation (8) in the definition of the Riemann-Liouville fractional order integral of  tf  is 
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From Theorems 3.1 and 3.2, we can get the expression in (14). This completes the proof. 
Remark. The generalized HF approximation in (14) yields the HF estimate for the first order 
integration of  tf  in special case 1 . 
Example 3.1  
We now test the viability of the generalized one-shot operational matrices based HF approximation 
(  tfJ HF
 ) for the Riemann-Liouville fractional order integral of  tf . Let us consider a time 
function   ttf  ,  1,0t  and the step size of 0.125.  
The exact fractional order integral of  tf  is 
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Table 1 presents the  -norm of the error between the exact fractional integral and its 
approximation in the orthogonal HF domain for various of  . It is noticed from Table 1 that the 
formula in (14) is able to approximate both the integer order and the non-integer order integral of 
 tf  with high accuracy. Even if the HF estimate for  tfJ   may seem like complex, it requires 
very less CPU usage. The approach of estimating the Riemann-Liouville fractional integral by the 
use of the generalized one-shot operational matrices is reliable, exact and computationally 
effective. 
Table 1 Performance of HF approximation 
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4. The algorithm for solving multi-order FDEs (HFM) 
We now explain the procedure of finding the approximate solution of the multi-order FDE by the 
application of the generalized one-shot operational matrices derived in the previous section. 
Let us recall the general form of the multi-order FDE. 
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For the sake of simplicity, we consider the homogeneous initial conditions 
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Equation (17) becomes, 
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Estimating the variable coefficients  tbk  and  tb0  in the HF domain, 
     tTCtSCtb m
T
Tm
T
Sk 11)(  ,        tTCtSCtb m
T
Tm
T
S 220  .         (24) 
From (23) and (24), 
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      (25) 
Employing (A5), 
                        tTCCtSCCtTCCtSCtTCtSC mTTmTS
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                 (26) 
where         mtsTTmssTSTS kk PCPCCC    *.11 ,         mts
T
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T kk
PCPCCC    *.12 , 
          mttTTmstTSTTTS kk PCPCCCC    *.113 ,  
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~
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T
S
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~
*.24   and the operator *.  indicates element-wise multiplication. 
Equating the coefficients of the SHF vector,   tS m , and the TF vector,   tT m ,  
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.             (28) 
From (22), we get the piecewise linear approximation for  ty  in the orthogonal HF domain. 
Solving the system of algebraic equations in (27) and (28) produces the approximation for  ty  in 
the orthogonal HF domain. As the formula in (14) works well for arbitrary order  , the developed 
numerical algorithm is generic in the sense that it can be applied to classical (integer) and fractional 
(non-integer) multi-order differential equations.  
 
Figure 1 Absolute error of Example 5.1. 
5. Numerical examples 
In this section, we implement the numerical algorithm developed in the former section on linear 
and nonlinear multi-order FDEs with constant and variable coefficients. 
Example 5.1  
Consider the following linear multi-order FDE (Ford and Connolly 2009) 
       tftytyDtyD   ,   00 y ,   00' y .           (29) 
The exact solution of (27) is   3tty  . 
We consider the following three cases. 
Case 1 
2 , 5.0 ,    
5.23
5.0
2.36 ttttf 






 .           (30) 
The multi-order FDE in (29) with above parameters is solved using our numerical algorithm 
(HFM) with the step size of 0.1. The absolute error between the exact solution and the piecewise 
linear HF solution is computed and plotted in Figure 1. The  -norm of the absolute error is 
compared in Table 2 with the maximal absolute error produced in (Ford and Connolly 2009) [25] 
(see Example 1 and Table 1 in (Ford and Connolly 2009)), (Shiralashetti and Deshi 2016) (see 
Example 1 and Table 2 in (Shiralashetti and Deshi 2016)) and (Hesameddini et al. 2016) (see 
Example 5.2 and Table 1 in (Hesameddini et al. 2016)). It is evident in Tables 2 and 3 that our 
numerical algorithm is able to give more accurate approximate solution even with small number 
of subintervals 10m  i.e. 1.0h  than those achieved in (Ford and Connolly 2009), (Shiralashetti 
and Deshi 2016) and (Hesameddini et al. 2016). 
Case 2 
2 , 75.0 ,  
 
25.23
25.0
533333333.8
6 ttttf

 .           (31) 
The maximal absolute error attained by our numerical algorithm (HFM1) is compared (Table 4) 
with that got in (Shiralashetti and Deshi 2016) (see Example 3 and Table 6 in (Shiralashetti and 
Deshi 2016)), (Ford and Connolly 2009) (see Example 3 and Table 3 in (Ford and Connolly 2009)) 
and (Bhrawy et al. 2013) (see Example 5 and Tables 6, 7 in (Bhrawy et al. 2013)). In this case too, 
our numerical algorithm provides superior result with the step size of 0.1. The time elapsed during 
the computation of HF solution of (29) (case 2) is noted and tabulated in Table 3. Figure 1 shows 
the absolute error (on logarithmic scale) obtained via HFM in case 2. 
Table 2 Comparison of  -norm of HFM with other methods 
Method  Step size, h  Maximal 
absolute error 
HFM 
HWCM (Shiralashetti and Deshi 2016) 
Method 1a (Ford and Connolly 2009) 
Method 1b (Ford and Connolly 2009) 
Method 2 (Ford and Connolly 2009) 
Method 3 (Ford and Connolly 2009) 
Method 1a(2) (Ford and Connolly 2009) 
Method 3(2) (Ford and Connolly 2009)  
RVIM* (Hesameddini et al. 2016) 
1/10 
1/512 
1/512 
1/512 
1/512 
1/512 
1/512 
1/512 
- 
1.7341e-13 
1.8626e-09 
2.96e-04  
2.71e-04  
1.79e-05  
2.96e-04  
8.14e-07  
8.14e-07 
8.55e−10 
*In (Hesameddini et al. 2016), 7th iterate is considered to get the approximate solution. 
Table 3 Computational time needed by HFM 
Example Step size CPU time (in seconds) 
 h  Case 1 Case 2 
5.1 
5.2 
5.3 
1/10 
1/500 
1/500 
0.189338 
19.621723 
19.278202 
0.196911 
20.527074 
15.573774 
 
Table 4 Performance of HFM in comparison with other methods for case 2 of Example 5.1 
Method  h  Maximal 
absolute error 
Method    Maximal 
absolute error 
HFM 
HWCM  
(Shiralashetti and Deshi 
2016) 
Method 1a  
(Ford and Connolly 2009) 
Method 1b  
(Ford and Connolly 2009)  
Method 2 
 (Ford and Connolly 2009)  
Method 3  
(Ford and Connolly 2009)  
Method 1a(2)  
(Ford and Connolly 2009)   
Method 3(2)  
(Ford and Connolly 2009)  
1/10 
1/512 
 
 
1/512 
 
1/512 
 
1/512 
 
1/512 
 
1/512 
 
1/512 
5.91726e-12 
1.8624e-09 
 
 
3.54e-03  
 
6.93e-05  
 
1.18e-04  
 
5.43e-04  
 
3.10e-06  
 
5.07e-06 
GLT(GQ)a  
(Bhrawy et al. 
2013)  
( 64N ) 
 
 
GLT(GRQ)b  
(Bhrawy et al. 
2013)  
( 64N ) 
 
 
0 
1 
2 
3 
 
 
0 
1 
2 
3 
2.16e-07 
2.51e-06 
7.29e-06 
1.43e-05 
 
 
3.08e-07 
4.95e-06 
1.80e-05 
4.29e-05 
a,bwhere N  is the degree of generalized Laguerre polynomial. 
Table 5  -norm via HFM, ET and ER for Example 5.2 
Method Step size Maximal absolute error 
 h  Case 1 Case 2 
HFM 
ET  
ER  
1/500 
1/1000 
1/1000 
2.6650e-05 
0.0009980642 
0.0009538565 
7.006286e-06 
0.0009958541 
0.0009805249 
 
Example 5.2 
The linear multi-order FDE is 
       
     
 ,
23
2
3
2 21
1
2
1
2
2
11212 ttet
c
t
c
t
b
textxcDtxbDtxaD 





  

  00 x ,   10' x ,   20'' x ,   00''' x .            (32) 
The exact solution for (32) is   tttx  2 . 
The given multi-order FDE is solved using HFM for the following two cases. 
Case 1 
1a , 1b , 1c , 1e , 77.01  , 44.12  , 91.3 .          (33) 
Case 2 
1a , 1b , 5.0c , 5.0e , 
20
2
1  , 22  , 11 .         (34) 
Figure 2 gives the absolute error obtained (respective computation times are provided in Table 3) 
via our numerical algorithm for two cases. In (El-Mesiry et al. 2005) (see Example 9 in (El-Mesiry 
et al. 2005)), the linear multi-order FDE in (32) is solved using ET (Euler’s method with product 
trapezoidal quadrature formula) and ER (Euler’s method with product rectangle rule) methods 
using the step size of 0.001. Comparing with the results of (El-Mesiry et al. 2005), our numerical 
algorithm provides better result (Table 5) with twice the step size used in (El-Mesiry et al. 2005).  
Table 6 Accuracy of HFM and PECE for Example 5.3  
Method Step size Maximal absolute error 
 h  Case 1 Case 2 
HFM 
PECE  
1/500 
1/1000 
1.841512e-07 
0.0004096262 
1.965186e-07 
0.0004379749 
 
Example 5.3 
The linear multi-order FDE is  
           tftkxtxeDtxcDtbDxtxaD  122  ,   10 x ,   00' x ,        (35) 
where  
   
 22
1
2
2
5.01
33
12 tkt
e
t
c
btatf 



  

. 
The given linear non-homogenous multi-order FDE has the analytical solution   25.01 ttx  . 
We consider the following two cases. 
Case 1 
1a , 3b , 2c , 1e , 5k , 0159.01  , 1379.02  .         (36) 
Case 2 
2.0a , 1b , 1c , 5.0e , 2k , 00196.01  , 07621.02  .        (37) 
The accuracy of the HF approximate solution obtained in both cases (shown in Figure 3, Table 6 
and the respective elapsed times are given in Table 3) is better than the accuracy of the numerical 
solution acquired by Predict Evaluate-Correct Evaluate method (PECE) in (EL-Sayed et al. 2004) 
(see Example 8 and Tables 7, 8 in (EL-Sayed et al. 2004)).  
 
Figure 2 Absolute error of Example 5.2. 
 
Figure 3 Absolute error of Example 5.3. 
Example 5.4 
The nonlinear multi-order FDE is 
          tftxetxcDtxbDtxaD  312  ,   00 x ,   00' x ,   00'' x ,       (38) 
where        
3
33
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2
3
2 34
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2 12 

























 
 tetctbattf


. 
The exact solution for the following five cases is  
3
3ttx  . 
Case 1 
1a , 2b , 5.0c , 1e , 00196.01  , 07621.02  , 2 .         (39) 
Case 2 
1a , 1.0b , 2.0c , 3.0e , 
5
5
1  , 2
2
2  , 2 .         (40) 
Using the step size of 1/10, the nonlinear non-homogenous multi-order FDE in (38) is solved for 
the above two cases and the corresponding absolute errors are compared in Figure 4(a). Table 7 
presents the maximal absolute errors gained via our algorithm and those obtained by ET and ER 
methods in (EL-Sayed et al. 2005) (see Example 2 in (EL-Sayed et al. 2005)), through Adomian 
decomposition method (ADM) and modified Podlubny’s numerical method (PNM) in (El-Sayed 
et al. 2010) (see Example 2 and Tables 3 and 6 in (El-Sayed et al. 2010)) and via a numerical 
method transforming the fractional order differential equations into a system of first order ordinary 
differential equations in (Javidi and Nyamoradi 2013) (see Example 1 and Tables 1 and 3 in (Javidi 
and Nyamoradi 2013)). In terms of accuracy and computation time (Table 8), the performance of 
our numerical algorithm (HFM) is far more superior to that of ET and ER (in (EL-Sayed et al. 
2005)), PNM and ADM (in (El-Sayed et al. 2010)) and NM (in (Javidi and Nyamoradi 2013)). 
Table 7 Error analysis of Example 5.4 in case 1 and case 2. 
Method Step size Maximal absolute error 
 h  Case 1 Case 2 
HFM 
ET  
ER  
PNM  
ADM*  
NM  
1/10 
1/1000 
1/1000 
1/2000 
- 
1/2000 
7.205347e-14 
0.0008924007 
0.0007891357 
0.000399235 
0.000150218 
9.39e−5 
5.268008e-14 
0.0009717941 
0.0009438396 
0.000388881 
5.74351e-06 
2.6866e−4 
*The series solution obtained by ADM is truncated to 3N . 
Table 8 CPU time taken by HFM and other methods. 
Method  CPU time (in seconds) 
 Case 1 Case 2 
HFM 
PNM  
ADM  
NM  
0.195641 
894.999 
478.577 
5.9380 
0.199136 
952.907 
506.954 
5.9060 
 
 Figure 4(a) Absolute error of Example 5.4 in case 1 and case 2. 
 
Figure 4(b) Absolute error of Example 5.4 in case 3 and case 4. 
Case 3 
1a , 2b , 5.0c , 1e , 00196.01  , 07621.12  , 55.2 ..        (41) 
Case 4 
1a , 1.0b , 2.0c , 3.0e , 
7
7
1  , 2
7
2  , 7 .         (42) 
Table 9 and Figure 4(b) emphasis that our numerical algorithm has better convergence than 2E 
and 3E methods in (EL-Sayed et al. 2004) (see Example 10 in (EL-Sayed et al. 2005)). The 
computation time needed by HFM in case 3 and case 4 are 19.655548 and 16.739572 seconds, 
respectively. 
Table 9 Error analysis of Example 5.4 in case 3 and case 4. 
Method Step size Maximal absolute error 
 h  Case 3 Case 4 
HFM 
2E   
3E  
1/500 
1/1000 
1/1000 
2.80956210e-05 
0.00134739300 
0.00120052700 
8.5593407e-05 
0.00150859400 
0.00149777500 
 
Table 10 Error analysis of Example 5.5. 
Method Step size Maximal absolute error 
 h  Case 1 Case 2 
HFM 
PECE   
1/300 
1/1000 
4.96926379e-06 
0.000006325524 
1.62141126e-07 
0.00057616830 
Example 5.5 
Consider the following nonlinear multi-order FDE with variable coefficients  
         
   
3
3
2
1
3
2
3
322
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2
2
12
12
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
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

















t
e
t
c
bt
attxetxDctxbDtxaD


 ,      (43) 
subject to the initial conditions   00 x ,   00' x . 
The exact solution is  
3
3ttx  . 
The piecewise linear HF approximate solution of (43) is obtained by using the numerical algorithm 
for the following cases.  
Case 1 
1a , 1b , 1c , 1e , 555.01  , 455.12  .           (44) 
Case 2 
1a , 5.0b , 5.0c , 5.0e , 276.01  , 999.12  .          (45) 
As shown in Table 10 and Figure 5, our method gave more accurate results than those results by 
Predictor Evaluate-Corrector Evaluate method (PECE) in (EL-Sayed et al. 2004) (see Example 6 
and Tables 3 and 4 in (EL-Sayed et al. 2004)). The time elapsed during computation of HF solution 
in case 1 and case 2 are given in Table 11. 
 Figure 5 Absolute error of Example 5.5. 
 
Figure 6 Error analysis of Example 5.6. 
 
Table 11 CPU time taken by HFM for Example 5.5 and 5.6 
Example Step size CPU time (in seconds) 
 h  Case 1 Case 2 
5.5 
5.6  
1/300 
1/500 
6.813894 
36.837632 
5.074030 
48.637273 
Table 12 Error analysis of Example 5.6 
Method Step size Maximal absolute error 
 h  Case 1 Case 2 
HFM 
ET  
(Example 3 in EL-Sayed et al. 
2005)  
ER 
(Example 3 in EL-Sayed et al. 
2005)  
1/500 
1/1000 
 
 
1/1000 
1.34738857e-07 
0.00031542780 
 
 
0.00002789852 
4.00000005e-06 
0.00050354 
 
 
0.0004844666 
 
Example 5.6 
The linear multi-order FDE with variable coefficients is 
                   tftxtktxDtetxDtctDxtbtxaD  122  ,   20 x ,   00' x ,      (46) 
where    
 
 
 
 
  2
1
2
2
2
5.02
33
12
ttk
ttettc
ttbatf 







. 
The given problem possesses the closed form solution   25.02 ttx  . 
Figure 6 displays the absolute error of HF solution for the following cases. 
Case 1 
1.0a ,   ttb  ,   ttc  1 ,   2tte  ,    21 ttk  781.01  , 891.02  .       (47) 
Case 2 
5a ,   ttb  ,   tttc  2 ,   tte 3 ,   tttk  3 , 
70
7
1  , 13
13
2  .       (48) 
The results in Figure 6 and Tables 11 and 12 ensure that the developed numerical algorithm is 
suitable to handle a wide variety of multi-order fractional differential equations. 
6. Conclusions 
We have the following concluding remarks. 
 Tables 1 to 11 prove that, from viewpoint of solving numerically multi-order FDEs, the 
proposed numerical algorithm, despite the complexity of the problem under consideration, 
can provide more accurate results than Adomian decomposition method and Podlubny’s 
numerical method (El-Sayed et al. 2010), reconstruction of variational iteration method 
(Hesameddini et al. 2016), Predictor Evaluate-Correct Evaluate method (PECE) (EL-
Sayed et al. 2004), Euler’s method with product trapezoidal quadrature formula) and ER 
(Euler’s method with product rectangle rule (EL-Sayed et al. 2005), generalized Laguerre-
spectral methods (Bhrawy et al. 2013), systems-based decomposition schemes (Ford and 
Connolly 2009)  and Haar wavelet collocation method (Shiralashetti and Deshi 2016). 
 Though the present work has been carried out from the standpoint of pure mathematics, 
the important results (the generalized one-shot hybrid function operational matrices and 
the numerical algorithm) of the work may be worth using for precise analysis of physical 
processes modelled by multi-order FDEs.  
 The successful utilization of the new orthogonal hybrid functions for solving a special class 
of fractional order differential equations (i.e. multi-order FDEs) encourages to explore the 
unexplored applications areas (fractional order system analysis, fractional order system 
identification, fractional order controller design, etc.) of the new orthogonal hybrid 
functions.  
 
Appendix 1 Basic properties of HFs. 
The components of SHF vector,   tS m , and TF vector,   tT m , have orthogonal property. 
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The product,    tStS ji , where  1,0,  mji , is expressed via HFs 
     

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Similarly,  
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tTtT iji  1,0,  mji .          (A3) 
Whereas the product,    tTtS ji , is estimated in the orthogonal HF domain as  
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tTtS jji  1,0,  mji .          (A4) 
The product of two functions      tftfth 21  can be approximated by HFs as given in the next 
equation. 
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      (A5) 
The thn  power of function,  tg , (    TCtg ,0 ) is expanded into orthogonal HFs using the 
following expression. 
        tTCtSCtg m
T
Tm
T
S
n
 ,            (A6) 
where  110  m
T
S cccC  ,  110  m
T
T dddC  ,   
n
i ihgc  . 
Appendix 2 Proof of Theorem 3.1 
The fractional integral of order   of  tS0  is 
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Evaluating the expression in (A7) at 1,,3,2,1  mj   yields the following coefficients. 
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The difference between the consecutive coefficients, 
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We can approximate  tSJ 0
  in terms of HFs, 
           tTddddtScccctSJ mmmm 121012100   
 .    (A13) 
Substituting the expressions for ic  and id  in (A13), 
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Rewriting (A14), 
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Carrying out fractional integration on the remaining terms and expressing the results via 
orthogonal HFs,  
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Therefore, 
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This proves Theorem 3.1. 
Appendix 3 Proof of Theorem 3.2 
We get the following expression upon performing fractional integration on  tT0 ,  
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In the orthogonal HF domain,  tTJ 0
  is expressed as 
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Using the expressions for jc  and jd  and rearranging,  
             
             tTjjiijj
tSjjjtTJ
m
m
2
111
1
11
0
111321                
12210










where 
 2


h
,          121 11 mmm , 
         2111 112 
 mmmmmm .      (A22) 
We now rewrite (A22), 
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Following the same procedure, the remaining components of   tT m  can be fractional integrated 
and the resulting expressions can be approximated via HFs. 
The fractional integral of order   of   tT m  in HFs domain is 
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This complete the proof. 
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