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The GANs promote an adversarive game to approx-
imate complex and jointed example probability. The
networks driven by noise generate fake examples to
approximate realistic data distributions. Later the
conditional GAN merges prior-conditions as input in
order to transfer attribute vectors to the correspond-
ing data. However, the CGAN is not designed to
deal with the high dimension conditions since indirect
guide of the learning is inefficiency. In this paper, we
proposed a network ResGAN to generate fine images
in terms of extremely degenerated images. The coarse
images aligned to attributes are embedded as the gen-
erator inputs and classifier labels. In generative net-
work, a straight path similar to the Resnet is cohered
to directly transfer the coarse images to the higher
layers. And adversarial training is circularly imple-
mented to prevent degeneration of the generated im-
ages. Experimental results of applying the ResGAN to
datasets MNIST, CIFAR10/100 and CELEBA show its
higher accuracy to the state-of-art GANs.
Keywords: Generative Adversarial Network; CGAN;
image restoration; Resnet
1. Introductions
To generate realistic images, networks with deep lay-
ers proposed recently have been proved beyond the other
shallow approaches [1,2]. In the generative networks, the
generative adversarial networks (GANs) proposed in [3]
implement an alternated training scheme motivated by ad-
versarial game, i.e. the generator G and discriminator D
attack each other to benefit itself. If the game reaches a
balance condition, the generator has learned to generate
examples that approximate realistic data distributions. In-
stead of directly estimating probabilities, GANs promote
an adversarial training scheme to solve the generation
for high dimension and complex distributions, and there-
fore are successfully implemented to generate images and
videos freely or conditionally [4, 5].
The original GAN motivated by the success of neural
networks implementations such as CNN [6] and Auto-
encoder [1]. In [2] the authors proposed deep convolu-
tion GAN (DCGAN) that aligns 2 deep networks to gener-
ate more quality adversarial examples such as images [7],
text [8] or video sequences [5]. The deep networks have
abundant filter banks to promote more detailed analysis
and synthesis of large examples. These convolution layers
are adjusted by the propagated gradients of cost functions.
The cost functions drawn to the GANs and DCGANs are
logistic type, such as sigmoid and softmax functions. Re-
cently, in [9] the authors implements Wasserstein distance
as an efficient measurement between the fake and the real
images, and the scheme has been verified more robustness
and efficient.
According to the GANs or DCGANs, the generative
network driven by noise of uniform distribution has no
conditional representation to assign. To generate condi-
tionally, the CGAN merges determined conditional vari-
ables as inputs to transfer all the classes and attributes
to the corresponding examples [4]. The modalities of
CGAN are more easy to learn as the conditional distri-
butions P(X |Y ) are simpler than the rough margin distri-
butions P(X). However, the CGAN is not a discriminated
method since the conditions as input variables cannot di-
rectly guide the weights learning. Therefore conditional
semantics are hard to be revealed with manually selecting
the random inputs vectors. Moreover, the CGANs formu-
late the outputs as single binary labels with bit probabil-
ities (Bernoullis), and which implies that these networks
cannot transfer the original distribution to abundant se-
mantic distributions.
On the other hand, the deep networks have lots of paths
to learn the detailed features. But the original feature rep-
resentations are easy to diffuse during pass through lay-
ers. And the generated results thus go into under-fitting
or local maximization. To overcome it, the authors in [10]
claimed that the batch normalization enhances the robust-
ness of representation learning, and is then implemented
in DCGAN with deeper networks [2]. We notice that the
Resnet structure proposed in [11] also make the features
go deeper in network, and to our knowledge the Resnet
have not been found to implemented in generative net-
works, i.e. GANs.
To restore images, the coarse images can be adopted as
the conditional inputs in the generations. The proposed
network is similar to CGAN but a classifier is embedded
into the discriminator, so that the classified labels can be
no longer as the input for both modules G and D. Also
the pass-through channel in Resnet [11] is not only useful
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to classifications, but we can push the coarse images to
the pass-through channel to maintain the original spatial
features. Based on them we finally formulate a uniform
and efficient image generation network.
In this paper, a ResGAN model is proposed for the
task of image restoration. We extend the traditional GAN
schemes in terms of directly using coarse images fea-
tures and the attributes labels. Therefore, the input im-
ages are efficiently restored in terms of discriminative
features learned by the iterations of adversarial training.
Also a classifier is embedded to the discriminator thus
the performance of generations is enhanced and the ad-
versarial training is more robustness. The experimental
results evaluated by loss and accuracy verified the pro-
posed model is superior to the state-of-art GANs.
The structure of the following sections is illuminated.
In Section 2, the state-of-art GANs are summarized, also
the proposed ResGAN model are revealed. The experi-
mental results and discussions are given in Section 3. The
last section summarizes this paper.
2. Methods
2.1. GANs review
According to the original GANs, the training process is
considered as a game between the discriminator D and the
generator G, and the objective of the adversary between
the 2 networks can be integrated into a uniform equation
min
G
max
D
V (D,G) =Ex∼pdata(x)[logD(x)]+
Ez∼pz(z)[log(1−D(G(z)))].
(1)
which is a max-minimizing process with adversarial iter-
ations to obtain parameters of both the modules. The ad-
versarial iterations will continue to approximate the the-
oretic balance solution, and finally learn the modular pa-
rameters that can accurately generate or discriminate the
distribution of the data x. Another version of GAN, i.e.
the WGAN, employs the adversarial learning on different
loss measurement
min
G
max
D
V (D,G) =Ex∼pdata(x)D(x)−
Ez∼pz(z)D(G(z)).
. . . . (2)
and the final output is then obtained based on minimizing
the simplifiedWasserstein distance of the fake and the real
examples. The WGAN have enhanced generative perfor-
mances without the cost of the additional calculations.
By the assumption that the distribution of data x is the
margin of the conditional distribution P(y), the represen-
tation of condition y is then implicitly embedded to the
conditional probability p(x|y). According to this, the ob-
ject equation of the CGAN is written as
min
G
max
D
V (D,G) =Ex∼pdata(x)[logD(x|y)]+
Ez∼pz(z)[log(1−D(G(z|y)))].
(3)
where the condition y is the control input to both the mod-
ules D and G.
2.2. ResGAN model
2.2.1. Discriminator by embedding classifier
The image restoration is a challenge task due to the
complex and unknown distributions of real images. Ac-
croding to the datasets, the algorithms should learn ex-
actly the transfer model between the coarse and fine im-
ages. In this paper, we introduce a ResGAN scheme based
on the original GANs to overcome these hard problems.
The details are focus on how to utilize the example at-
tributes and introduce Resnet to achieve the task.
The proposed ResGAN is formulated by the methodol-
ogy of maximizing likelihood (ML) as the former GANs.
The difference is that the ResGAN extends the discrim-
inating task from single binary, i.e. true or false, to the
multiple attribute representations. Therefore, the attribute
representation y is utilized as a supervised reference to ob-
tain the maximized negative cross entropy. Compared to
the CGAN, the reference probability q0(y) is taken apart
from the conditional probability p(.|y) to obtain a directly
interactive formulation
min
G
max
D
V (D,G) =Eq0(y)[logD(x)]+
Eq0(y)[log(1−D(G(y)))].
. (4)
The attribute variable y composes the joint distribution
P(Y = (y1,y2, ...yd)
T) with independent Bernoulli distri-
bution BY = (By1 ,By2 , ...Byd ). Base on this, the equation
corresponding to multi-attribute yk is written as
min
G
max
D
V (D,G) =
d
∑
k=1
Eq0(yk)
[logDk(x)]+
Eq0(yk)
[log(1−Dk(Gk(yk)))].
(5)
The accumulating to k is included in vector operations and
we then remove it for reduction. Given the Bernoulli rep-
resentationY and the joint functionD(X), the object func-
tion is then equivalence to
min
G
max
D
V (D,G) = Y{log[D(X)(1−D(G(Y)))]}
+(1−Y ){log[(1−D(X))D(G(Y))]}.
(6)
Let J = V ( fθ (X),gφ (Y )), fθ , D and gφ , Y , where θ
and φ are the parameters to be optimized. Thus according
to the gradient ascent the regulate value of the discrimina-
tive parameter θ is denoted as
∂ J
∂ θ
= (Y − fθ (X))X +(1−Y − fθ (gφ (Y )))Y . (7)
and the generative parameter φ optimized in terms of the
gradient descend as
∂ J
∂ φ
= (1−Y − fθ (gφ (Y )))Y . . . . . . . (8)
which has the same formulation only for the second term
in the former equation. Therefore the adversary learning
between these 2 moduals is disequilibrium and tends to
obtain dynamic results during the iterative optimization.
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Fig. 1 The architecture of ResGAN with classifier embedding.
2.2.2. Generator with Resnet structure
The generators of the GANs are formulated as the
stacked of deconvolution layers, and the whole structure
as deconvolution networks (DCNNs). The DCNNs that
transfer few features to complex examples are the inverse
operations to the CNNs. And they have proved to be effi-
cient in realistic image generation. But in conditional gen-
erations, the input conditional variables should be passed
across many layers to affect the finally generated outputs,
which is defective especially to the image restoration.
In image restoration, the coarse images contain spa-
tial features that are often aligned to large scale represen-
tations. These spatial alignments are efficient to main-
tained in image restorations. We construct a generator
with coarse images as input and a Resnet pass-through
channel as directly spatial feature transfer. In the pro-
posed ResGAN, the coarse images can be directly trans-
ferred to the outputs, thus the implementations of image
repairing are similar to a kind of residual learning. The
repairing process can be denoted as
Xg = f (g(Xr)+Xr) . . . . . . . . . . . (9)
where Xr is the coarse image, Xg denotes the fine out-
put and g(Xr) denotes the residual image to be learned
by the generator. The generator based on Resnet is shown
in Fig.2.
G
coarse image generated image
residual learning
Fig. 2 The basic structure of the generator based on Resnet.
The original Resnet directly adopt the plus operation
to the tensors from the pass-through channel and the
weighted layers, as shown in Eq. 2. Instead of it, we fur-
ther designed the operation by connecting different ten-
sors passed by the previous network paths into one in a
fixed axis, and then push the connected tensors to the sub-
sequent layers. Our version of Resnet can deal with com-
plex tensors across convolution operations to prevent the
overwhelm of each other by the adding operation.
3. Results
According to the aboves, the restored images should
be similar to the realistic examples, also easily classified
by human or machines. Thus, the written number dataset
MNIST is firstly evaluated by both generated image and
the classified accuracy. Fig. 3 shows the generated im-
ages with ResGAN generator for the MNIST dataset. The
generated images can be clearly discriminated to differ-
ent number classes between the rows, and the handwrit-
ten number have various styles that is shown by each in
the same rows. The results denote that the coarse inputs
shown as Fig. 5 are transferred to the various distributions
of the handwritten styles. Fig. 4 denotes the background
images with the number labels as supervised attributes. In
terms of ResGAN scheme, the classified labels are used to
enhance the generative accuracy therefore the fake num-
bers in Fig. 3 can be discriminated easily.
Fig. 3 The generated images using ResGAN generator for the
MNIST dataset.
Fig. 4 The realistic images selected from MNIST dataset as
supervised attributes.
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Fig. 5 The corresponding coarse images as the inputs of the
generative network.
The losses and accuracies are illuminated in Fig. 6 and
7. We can see the cross point of the losses of G and D in
epoch 135. It means that the balance is reached that indi-
cates the best solution for both G and D. The iteration is
not stop at the balance point and we set this configuration
to obtain more generative samples and measurements.
Fig. 6 The curves of the classifier accuracies by the iterations of
ResGAN model.
Fig. 7 The curves of the logistic losses by the iterations of
ResGAN model.
We also test the GAN models on CIFAR10 and CI-
FAR100. Both of the datasets contain various images that
belong to several chosen classes, and the main difference
is the class number. In Fig.8, it shows that the generated
images have lots of details exactly similar to the realistic
examples in Fig. 9. And the input image shown in Fig. 10
are extremely coarse that the discriminated features are
eliminated, but the coarse spatial features are maintained.
The ResGAN use these features by the directly connec-
tions in the Resnet structure.
Fig. 8 The generated images using ResGAN generator for the
CIFAR10 dataset.
Fig. 9 The realistic images selected from CIFAR10 dataset as
supervised attributes.
Fig. 10 The corresponding coarse images as the inputs of the
generative network.
The testing results of CIFAR100 are shown in Fig. 11
and 12. Compared to CIFAR10, the classes of CIFAR100
has reached 100, and it means that the intrinsic distribu-
tions of each classes of the dataset are simpler than CI-
FAR10. It can be seen that the results in Fig. 11 show
more discriminated details than Fig. 8. It is implied
that the detailed classes each with simpler distribution are
more easily to learn and generate, especially compared to
these coarse classes with complex distribution.
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Fig. 11 The generated images using ResGAN generator for the
CIFAR100 dataset.
Fig. 12 The realistic images selected from CIFAR100 dataset as
supervised attributes.
Table 1 The performances illuminated as “losses/accuracies”
of the compared GAN models with the datasets. ( epoch=220)
CS MNIST CIFAR10 CIFAR100 CelebA
GAN 3.54/.406 5.43/.423 9.53/.212 16.23/.093
DCGAN 2.78/.815 4.66/.831 7.94/.519 13.45/.157
WGAN 2.50/.870 3.79/.726 7.98/.384 13.72/.139
CGAN 2.04/.912 3.58/.785 7.23/.473 12.44/.141
ResGAN 1.98/.938 2.97/.794 6.55/.612 10.57/.237
To evaluate the accuracies of different GAN modules,
we record the losses/accuracies of 1000 iterative epochs
and show the average measurements as in Tab. 1. Tab.
1 illuminates that according to the state-of-art GANs the
generative performances to the datasets. It denotes the
ResGAN has the highest performance than the other mod-
els, and the second is CGAN that slightly better than the
DCGAN and WGAN. The loss function of WGAN is
sharper and simpler than logistic function but not efficient
for learning weights from large and complex dataset. The
worst is GAN as the generator only has shallow network.
These measurements verified that the generation imple-
mented by our scheme have excellent accuracy and loss
performance.
From extremely coarse face to rebuild discriminative
examples is challenge since lots of various and precise
features on the face region. Thus, the generative model
should benefit from a large dataset in order to deal with
these situations. CelebA is one of the famous face dataset
with 200599 faces and 40 attributes of each face that can
be aliened to supervised labels for the extended discrim-
inator. The whole dataset is trained to formulate a face
restore model. The results shown in Fig. 7-9 verify that
the ResGAN are suitable for the face restore task. It can
be seen in Fig. 13 the coarse faces is hard to discriminate
even by human, and as shown in Fig. 14 the ResGAN gen-
erate realistic faces in most of the test examples, though
some hardest examples are failed.
Fig. 13 The corresponding coarse images as the inputs of the
generative network.
Fig. 14 The generated images using ResGAN generator for the
CelebA dataset.
In addition, the corresponding real faces as background
are illuminated in Fig. 15. The ResGAN based on mul-
tiple convolution layers have ability to remember these
faces of the train set, and then it will be activated by the
coarse faces as input of the generator. It implies that by
training the nodes in network are smart enough to know
how to take part in the generation themselves.
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Fig. 15 The realistic images selected from CelebA dataset as
supervised attributes.
4. Conclusions
The performances of image restores are improved by
the proposed ResGAN model based on the deep convolu-
tion networks. We test several famous datasets as MNIST,
CIFAR10/100, CelebA and the results verified the lower
losses and higher accuracies reached comparing to the
other state-of-art GANs. The main conclusion can be
summarized including 2 aspects. The one is that the clas-
sifier embedding can improve the GAN performance by
guiding the processing of optimization directly. And the
second may lies in the Resnet structure is more stable and
efficient for generative networks. To further study the pro-
posed ResGAN should be implemented to more configu-
rations such as occlusion or noise exists.
Acknowledgements
Support by National Natural Science Foundation of China: Study
on manifold vector field learning and anomaly discriminating of
group interactive trajectory in vision scenes (61563025), 2016/01-
2019/12. And Yunnan Science and Technology Department of
Science and Technology Project: Study on semantic representa-
tion and discrimination of interactions based on sparse spatial-
temporal BoW (2016FB109), 2016/10-2019/09.
References:
[1] P. Vincent, H. Larochelle, Y. Bengio, and P.-A. Manzagol, “Extract-
ing and composing robust features with denoising autoencoders”,
Proceedings of the 25th international conference on Machine learn-
ing, pp. 1096–1103, 2008.
[2] A. Radford, L. Metz, and S. Chintala, “Unsupervised Representa-
tion Learning with Deep Convolutional Generative Adversarial Net-
works”, arXiv preprint arXiv:1511.06434, pp. 1–15, 2015.
[3] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-
Farley, S. Ozair, A. Courville, and Y. Bengio, “Generative adver-
sarial nets”, Advances in neural information processing systems,
pp. 2672–2680, 2014.
[4] M. Mirza and S. Osindero, “Conditional Generative Adversarial
Nets”, arXiv preprint arXiv:1411.1784, pp. 1–7, 2014.
[5] L. Yu, W. Zhang, J. Wang, and Y. Yu, “Seqgan: sequence generative
adversarial nets with policy gradient”, volume 31, pp. 2852–2858.
Association for the Advancement of Artificial Intelligence, 2017.
[6] K. Simonyan and A. Zisserman, “Very Deep Convolutional
Networks for Large-Scale Image Recognition”, arXiv preprint
arXiv:1409.1556, pp. 1–10, 2014.
[7] J.-y. Zhu, T. Park, A. A. Efros, B. Ai, and U. C. Berkeley, “Un-
paired Image-to-Image Translation using Cycle-Consistent Adver-
sarial Networks”, arXiv preprint arXiv:1703.10593, 2017.
[8] S. Reed, Z. Akata, X. Yan, L. Logeswaran, B. Schiele, and H. Lee,
“Generative Adversarial Text to Image Synthesis”, 33rd Interna-
tional Conference on Machine Learning, pp. 1060–1069, 2016.
[9] M. Arjovsky, S. Chintala, and L. Bottou, “Wasserstein GAN”, arXiv
preprint arXiv:1701.07875, 2017.
[10] S. Ioffe and C. Szegedy, “Batch normalization: Accelerating deep
network training by reducing internal covariate shift”, International
Conference on Machine Learning, pp. 448–456, 2015.
[11] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for
image recognition”, Proceedings of the IEEE conference on com-
puter vision and pattern recognition, pp. 770–778, 2016.
