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Abstract
Domain walls in Cu–Cl boracite develop as a consequence of an improper ferroelastic,
improper ferroelectric transition, and have attracted close interest because some are conductive
and all can be mechanically written and repositioned by application of an electric field. The
phase transition and its associated dynamical properties have been analysed here from the
perspective of strain and elasticity. Determination of spontaneous strains from published
lattice parameter data has allowed the equilibrium long-range order parameter for F4̄3c →
Pca21 to be modelled simply as being close to the order–disorder limit. High acoustic loss in
the cubic phase, revealed by resonant ultrasound spectroscopy, is consistent with the presence
of dynamical microdomains of the orthorhombic structure with relaxation times in the vicinity
of ∼10−5–10−6 s. Low acoustic loss in the stability field of the orthorhombic structure
signifies, on the other hand, that ferroelastic twin walls which develop as a consequence of the
order–disorder process are immobile on this time scale. A Debye loss peak accompanied by
∼1% elastic stiffening at ∼40 K is indicative of some freezing of defects which couple with
strain or of some more intrinsic freezing process. The activation energy of ∼0.01–0.02 eV
implies a mechanism which could involve strain relaxation clouds around local ferroelectric
dipoles or freezing of polarons that determine the conductivity of twin walls.
Keywords: conductive domain walls, ferroelastic twin walls, phase transitions, boracite,
multiferroic
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1. Introduction
Boracites form an extensive family of compounds with general
formula M3B7O13X, where M is a divalent metal and X is gen-
erally a halogen [1, 2]. They possess a high-temperature cubic
phase with space group F4̄3c and, depending on composition,
undergo diverse phase transitions to produce structures with
a range of different symmetries at room temperature, includ-
ing tetragonal, trigonal, orthorhombic, or monoclinic [2, 3].
Essentially as a consequence of their diversity with respect to
structure and symmetry, they have functional properties which
are relevant for device applications. In addition to their piezo-
electric properties [1], for example, their pyroelectric voltage
figures of merit have made them interesting materials for use
in infrared detectors [4, 5] and electro-optic applications [6].
Finding of the magnetoelectric effect and the presence of a
toroidal moment in some boracites has also attracted atten-
tion [7] and effectively made them the first multiferroic com-
pounds [8]. In addition to these impressive bulk properties,
the most recent discovery of the existence of both electri-
cally conducting and insulating charged domain walls (CDWs)
makes them a serious prospect for use in new domain wall
nanotechnologies [9].
Domain walls are regions of a crystal which facilitate
the change of ferroic order parameters from one domain
to another. They define steep gradients in strain, magnetic
moment, ferroelectric dipole, or multiple combinations of
these. As such, they can be considered as potential nanoscale
functional materials in their own right, as they have local
structure, symmetry and properties that necessarily differ from
those of the domains which make up the bulk of the crys-
tal [10–16]. Their unique properties open up possibilities for
developing new devices based on tailored properties in the bur-
geoning fields of ‘domain boundary engineering’ [17, 18] and
‘domain wall nanoelectronics’ [19]. CDW’s provide one of
the most interesting examples in this context [14, 16]. Elec-
tric dipoles organised head-to-head or tail-to-tail give a nomi-
nally charged wall [13, 16], and the existence of positive and
negative bound charges at the walls creates an electrostatic
potential that should be balanced by the re-distribution of car-
riers. Effectively, these walls carry bound charge while the
rest of the material remains unaltered, resulting in quasi-two-
dimensional charged sheets coupled to the neighbouring polar-
ization. Ultrafast and ultralow energy consumption devices
such as non-volatile memory could be based on the possibility
of creating and erasing these walls, with control of data storage
via the conductive channels [20].
Domain walls in Cu–Cl boracite, Cu3B7O13Cl, are both fer-
roelastic and ferroelectric at room temperature and it has been
shown that their configuration and functionality can be engi-
neered by selective application of stress and electric fields [9].
Essential to such practical applications is an understanding of
their mobility in response to external fields. For example, some
devices will require that a particular configuration remains
fixed for the lifetime of the device while high mobilities
would be required if the objective is ultrafast switching. The
primary objectives of the present study were to investigate,
specifically, the strain and elastic properties which accom-
pany the cubic—orthorhombic transition in Cu3B7O13Cl and
assess the dynamic properties of the domain walls which
develop as a consequence of the symmetry change. Evolution
of the symmetry-breaking shear strain reveals a temperature
dependence for the driving order parameter which is consis-
tent with the transition being predominantly order–disorder in
character. Mechanical spectra obtained by resonant ultrasound
spectroscopy (RUS) show that, in exact contrast with ferroelas-
tic transitions in oxide perovskites, acoustic attenuation is high
in the high symmetry (cubic) phase and low in the low symme-
try (orthorhombic)phase. The attenuation at high temperatures
is attributed to the existence of locally ordered microdomains.
Low attenuation below the transition point shows that the
domain walls themselves are immobile under the low stress
and high frequency conditions that apply in RUS experiments.
By analogy with the properties of domain walls in perovskites,
the mobility might be substantially enhanced at low tempera-
tures in boracites which are proximal to additional structural,
magnetic or electronic instabilities. The low activation energy
of an additional Debye-like loss peak at ∼40 K reveals a
further freezing process.
2. Order/disorder character and strain coupling
The approach of Dvorak et al [21, 22] in using symmetry and
coupling of physical properties with the order parameter for
characterising phase transitions in boracites is used here as a
starting point. As set out in the appendix, the active representa-
tion for the F4̄3c–Pca21 transition at ∼365 K in Cu3B7O13Cl
is X5 and the order parameter has direction P10 [21–23].
Equation (A1) is a Landau expansion in one order parame-
ter, q, including coupling with polarisation, P, and symmetry
breaking shear strains, et and e6, of the form λPq2, λetq2and
λe6q2. It follows that P, et, e6 are expected to vary with q2 and,
hence, that the transition is improper ferroelectric, improper
ferroelastic. The structural changes involved are illustrated in
figure 1(a). A dipole oriented in the direction [001]pc is cre-
ated and there are six equivalent twin variants [figure 1(b)].
(Subscript pc refers to the cubic parent structure). Details of
these twins and their influence on Raman spectra have been
set out in Iliev et al [24].
The evolution of the order parameter can be determined
through analysis of the spontaneous shear strain and com-
parison with data for polarisation and birefringence. Spon-
taneous strains calculated from lattice parameters reported
by Uesu et al [25] in the range 200–450 K are set out in
the appendix with a choice of reference axes such that the
symmetry-breaking shear strains are et = 1√3 (2e3 − e1 − e2)
and eo = (e1 − e2), rather than et and e6. The dominant shear
strain is eo and figure 2 shows that this evolves with temper-
ature in the same manner as the measured values of optical
birefringence in the (110) plane, Δn [26], and polarisation [5].
Close correlation between these properties confirms that they
provide an internally consistent description of the evolution of
q as eo ∝ P ∝ Δn(110) ∝ q2. Also shown is the excess entropy
calculated from heat capacity data [27] using the approach
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Figure 1. (a) Schematic representation of the transformation of Cu3B7O13Cl from the high-temperature cubic F4̄3c structure to the
orthorhombic Pca21 structure. The projections show the similarity of both crystal structures. Cl atoms appear to be hidden in the cubic F4̄3c
projection. (b) Three of the six twin variants in the orthorhombic structure. The remaining three are created by exchanging the [100]o and
[010]o axes.
set out, for example, in Carpenter et al [28]. The transition is
weakly first order at T tr = 365 K.
Evidence from inelastic neutron scattering studies is that
cubic Cu–Cl boracite does not have a soft mode at the X point
of the Brillouin zone and that the high temperature structure
can be represented as containing long-lived microdomains of
the orthorhombic structure [29]. It is therefore possible that the
mechanism is of order/disorder rather than displacive charac-
ter. Issues of displacive and order/disorder contributions (eg in
references [30, 31]) can be tested at the simplest phenomeno-
logical level by comparison of Landau and Bragg–Williams
solutions for the temperature dependence of the order param-
eter, q. As set out in the appendix, neither of the standard Lan-
dau solution for a weakly first order transition, representing a
displacive limit, or the standard Bragg–Williams solution [32],
representing an order/disorder limit, reproduces the tempera-
ture dependence of q2. It turns out, however, that only a small
modification of the Bragg–Williams equation is needed to pro-
vide a satisfactory representation of the experimental data,
apart from in the temperature interval immediately below the
transition point where dynamical effects may still be impor-
tant. The fit shown in figure 3 is the solution to the excess free
energy for a 2-site order/disorder model in which a fourth order







Bq4 − TSconfig. (1)
The configurational entropy is:
Sconfig = −R [(1 + q) ln (1 + q) + (1 − q) ln (1 − q)] . (2)
Values of the fit parameters, A = −5.75 kJ mol−1 and
B = −4.06 kJ mol−1, give a first-order transition with a dis-
continuity between q = 0 and q = 0.69 at the transition point,
T tr = 374 K. Failure to match the exact transition point and
evolution of the order parameter in the ∼40 K interval below it
is not surprizing given that this is a static model. A more com-
plete description would need to include increasing dynamical
contributions as the transition point is approached.
Experimental values of the excess entropy obtained by inte-
gration of the excess heat capacity reach ∼9 J (mol−1 K−1)
at 200 K [figure 2(c)] and are consistent with a total
configurational entropy change for q = 0 → q = 1 of
−R2 ln 2 = −11.5 J (mol−1 K−1) expected on the basis of
equation (2). Equation (2) also gives an approximately linear
dependence ofΔS on q2 up to q∼0.7–0.8 for an order/disorder
process [32] so that all the correlations between measured
properties in figure 2 are consistent with a simple description
of the transition as being close to the order/disorder limit.
The magnitudes of strains coupled with the order parameter
vary up to a few % [appendix figure A1(b)] and are thus com-
parable with the strains which accompany octahedral tilting
transitions in perovskites [34, 35].
3. Sample description and experimental details
The small polished crystal used for determination of strain-
related dynamic behaviour associated with ferroelasticity in
Cu3B7O13Cl was prepared by the phase transport technique
[36] and came from the same single crystal as used in the work
of McQuaid et al [9]. Its shape was close to that of a rectangular
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Figure 2. Orthorhombic shear strain, eo (∝q2), plotted against
temperature showing scaling with (a) spontaneous polarization, P
(data from [5]), (b) birefringence in (110), Δn(110) (data from
[26]), and (c) excess entropy, ΔS (from integration of excess heat
capacity data given by Delfino et al [27]). Note: experimental
uncertainties were not given in the original papers. Some indication
of relative uncertainties in each dataset is provided by the magnitude
of scatter between data point.
parallelepiped, with dimensions∼1× 2× 0.29 mm3 and mass
0.0024 g. The largest pair of faces were aligned parallel to
(100)pc. These faces were polished so that configurations of
twin domains could be observed between crossed polars in a
transmitted light microscope.
The RUS technique for measuring elastic and anelastic
properties of mm-sized samples has been described in detail
by Migliori and Sarrao [37]. In essence, a piezoelectric trans-
ducer is used to excite natural resonances of the sample which
are then detected by a second transducer. Among other appli-
cations, RUS has been used to determine the form and strength
of coupling of the order parameter with strain at ferroic phase
transitions and to investigate the dynamics of ferroelastic twin
wall motion [38, 39]. Three different instruments were used in
Figure 3. Evolution of the order parameter, q, from the solution to
equation (1), as fit to the evolution of the square root of the
orthorhombic strain. The solution shown has a discontinuity
between q = 0 and q = 0.69 at T tr = 374 K. The fit is less good in
the immediate temperature interval below the transition point, where
dynamical effects are likely to be important.
the present study. High-temperature spectra were collected at
temperatures between room temperature and ∼450 K with the
crystal sitting between the tips of alumina buffer rods inserted
into a horizontal furnace [39]. The driving and detecting trans-
ducers were attached to the ends of the buffer rods outside the
furnace, and a maximum voltage of 1 V was applied to the
driving transducer. Note that the upper temperature limit of
∼450 K was chosen to ensure that there was no possibility of
thermal decomposition of the sample.
Low-temperature RUS measurements were made in a
helium-flow cryostat [40] and in an Oxford instruments Tes-
latron cryostat [41]. The same design of head was used in the
two low temperature instruments, with the sample held directly
between the two transducers. Maximum voltages applied to the
driving transducer were 10 V and 2 V, respectively.
Automated heating/cooling cycles included a dwell time
of 15 min before the start of data collection at each fixed
temperature, to allow for thermal equilibration. Each spec-
trum contained 65 000 data points in the frequency range
0.1–1.2 MHz. Individual resonance peaks were fit with an
asymmetric Lorentzian function to determine their peak fre-
quency, f, and width at half maximum height, Δf , using the
software package IGOR (wavemetrics). Values of f 2 for differ-
ent peaks scale with different combinations of predominantly
shear elastic constants, as illustrated for example by the evolu-
tion of the shear modulus of polycrystalline samples [35, 42].
Acoustic loss is expressed in terms of the inverse mechanical
quality factor, Q−1, and in RUS experiments is generally spec-
ified as being equal to Δf /f . The loss mechanisms are likely
to be dominated by anelastic relaxation of defects in the crys-
tal, such as ferroelastic twin walls, in response to an applied
dynamic shear stress for which the theory is set out in full by
Nowick and Berry [43].
A quantum design PPMS dynacool instrument with 9T
superconducting magnet and the ACMS II option was used to
carry out magnetic measurements on the same crystal as used
for RUS. DC measurements were made in two different config-
urations: (1) with the (100)pc faces of the sample perpendicular
to the magnetic field, and (2) with the sample mounted on a
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Figure 4. (a) Stack of segments of RUS spectra collected during heating and cooling in steps of ∼2 K through the temperature interval
290–454 K. Resonance peaks from the sample show marked softening with increasing temperature and are absent from spectra collected at
∼366 K and above, which is immediately above the cubic–orthorhombic transition point. Resonance peaks which do not display any change
in frequency as a function of temperature, marked with a star, are from the buffer rods. Spectra collected at 365 K are highlighted in green
(cooling) and black (heating). (b) Variation with temperature of f 2 (circles) and Q−1 (crosses) from fitting of a resonance peak which had
frequency ∼730 kHz at room temperature. (c) and (d) Ferroelastic twins in the Cu–Cl crystal, as observed at room temperature between
crossed polars in an optical microscope before (c) and after (d) heating through the cubic–orthorhombic transition. Scale bars = 750 μm.
quartz holder so that the (100)pc faces were parallel to the field.
Subscript pc refers to the cubic reference state. Data were col-
lected during heating through the temperature interval 2–50 K
in a measuring field of 1000 Oe following cooling in zero field
(ZFC) or following cooling in a 1000 Oe field (FC). AC mea-
surements through the temperature interval 2–60 K were also
made with the sample held with its (100)pc faces perpendicular
to the field using a DC field of 20 Oe and an AC amplitude of
5 Oe at frequencies of 100 Hz, 1 kHz and 10 kHz.
4. Results
4.1. Elasticity and anelasticity at high temperatures
Figure 4(a) shows segments of RUS spectra collected during
heating and cooling through the interval 290–454 K. The y-
axis represents amplitude but, in order to display the tempera-
ture dependence more clearly, the spectra have been stacked
in proportion to the temperature at which they were col-
lected and the axis relabelled as temperature. Peaks showing
marked temperature-dependence are from the sample while
peaks which are independent of temperature are from the
buffer rods. In spectra collected within the stability field of
the orthorhombic structure at ∼363 K and below, the for-
mer are either clearly visible between the latter or are evi-
dent from enhanced amplitude where the two overlap. The
cubic–orthorhombic transition expected at ∼365 K is marked
by the complete disappearance of resonance peaks from the
sample, indicating a high degree of acoustic attenuation in the
cubic phase. This is particularly striking as the pattern is the
opposite of what would usually be expected. Previous experi-
ence of many ferroelastic phase transitions is that the acous-
tic loss is larger in the low-temperature phase because the
loss mechanism typically involves the mobility under exter-
nal stress of ferroelastic twin walls [38]. Meyer et al [29]
found evidence from neutron diffraction data for the presence
of microdomains of orthorhombic structure in cubic Cu–Cl
boracite and the loss process in the high-temperature phase is
most likely due to dynamical disordering of the microdomains
on the resonance time scale of ∼10−5–10−6 s.
Variations of f 2 and Q−1 from fitting of a resonance peak
with frequency near 730 kHz at room temperature [figure 4(b)]
reveal in more detail how the elastic properties evolve below
T tr. Values of Q−1 immediately below the cubic–orthorhombic
transition are ∼0.002–0.003 and there is perhaps a slight
tendency for these to increase with falling temperature below
∼310 K. It is clear, however, that acoustic attenuation associ-
ated with any mobility of the twin walls is low. There are small
differences in the values of f 2 between heating and cooling
which are most likely to have been due to a change in the con-
figuration of ferroelastic twins in the crystal. Such a change is
confirmed by differences between ‘before’ and ‘after’ images
of the crystal obtained between crossed polars in a transmitted
light microscope [figures 4(c) and (d)].
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Figure 5. (a) Stack of segments of RUS spectra showing a resonance peak with frequency near 660 kHz. The spectra were obtained during
cooling from 297 K. (Teslatron cryostat, 2 V applied to driving transducer) (b) f 2 (circles) and Q−1 (crosses) variations as a function of
temperature for the same resonance peak in the full cooling/heating cycle between 299 and 4 K. The solid black curve is a fit of equation [3]
to Q−1 data in the interval 10–75 K. Fit parameters: Ea/r2(β) = 2.2 ± 0.3 kJ mol−1, Tm = 45.5 ± 0.9 K, Qm = 0.0008 ± 0.0001. The linear
baseline is shown as a black line (c) f 2 (circles) and Q−1 (crosses) variations as a function of temperature for a repeat cooling/heating cycle.
Fit parameters for the Debye peak: Ea/r2(β) = 0.91 ± 0.06 kJ mol−1, Tm = 35.4 ± 0.7 K, Qm = 0.0014 ± 0.0001 (d) f 2 and Q−1 variations
as a function of temperature for a cooling/heating cycle in the He-flow cryostat with 10 V as the maximum voltage applied to the driving
transducer. Q−1 values increased by a factor of ∼2 due to the increase in applied voltage.
4.2. Elasticity and anelasticity at low temperatures
Figure 5(a) shows a single resonance peak with frequency near
660 kHz in segments of RUS spectra stacked up the y-axis
according to the temperature at which they were collected dur-
ing heating from 6 to 297 K in steps of ∼5 K in the Teslatron
cryostat. Figure 5(b) shows the evolution of f 2 and Q−1 from
fitting of the peak for the full cooling/heating cycle. There is
a small anomaly in the temperature dependence at ∼150 K
which has not been accounted for, but the clearest feature is
a small degree of stiffening at ∼50 K followed by soften-
ing below ∼25 K. The Debye-like peak in Q−1 is centred
on ∼40 K, which coincides with an increase in f 2 by ∼1%.
To confirm this low temperature pattern, measurements were
repeated to include smaller temperature steps below 100 K
[figure 5(c)]. There is a trend of increasing Q−1 with increas-
ing temperature above ∼100 K but the anomaly at ∼150 K
does not appear to have been reproducible. There are also
small differences between f 2 values obtained during cooling
and heating.
A thermally activated acoustic loss process followed as a
function of temperature at more or less constant frequency can
be described by [44–47]













The maximum value of Q−1, Q−1m , occurs at temperature Tm
and depends on the difference in elastic constants between the
relaxed and unrelaxed states. The width of the peak depends
on both the activation energy, Ea, and the parameter r2(β)
which relates to the spread of relaxation times. If the dissi-
pation process involves a single relaxation time, the value of
β is 0 and the value of r2(β) is 1. R is the gas constant. The fit
of equation (3) shown in figure 5(b) includes a linear baseline
and has Ea/r2(β) = 2.2 ± 0.3 kJ mol−1 (∼0.02 eV), Tm = 45.5
± 0.9 K, Q−1m = 0.0008 ± 0.0001. The fitting gave an adjusted
R2 value of 0.915 and χ2 = 7.38 × 10−9. Larger values of
r2(β) would apply if there was a spread of relaxation times so
∼0.02 eV is a lower limit for the true activation energy. The
fit of equation (3) shown in figure 5(c) has Ea/r2(β) = 0.91 ±
0.06 kJ mol−1 (∼0.01 eV), Tm = 35.4 ± 0.7 K, Q−1m = 0.0014
± 0.0001 (R2 = 0.807, χ2 = 4.43 × 10−8). Assuming Arrhe-
nius behaviour, f = fo exp(−Ea/RT), allows values of the
constant, fo, to be determined as 1.46 × 107 Hz for Ea =
0.91 kJ mol−1 and 2.23 × 108 Hz for Ea = 2.2 kJ mol−1. For
comparison with magnetic data below, these would give Tm
values of 11.4 K and 21.4 K at 1 kHz, or 15.9 and 26.4 K at
10 kHz.
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Figure 6. Temperature dependence of the field cooled DC
magnetization, M, in the temperature range 2–50 K, measured in a
1000 Oe field (a) with the field parallel and (b) perpendicular to the
(100)pc faces. ZFC stands for zero-field cooled and FC for field
cooled.
A loss peak in acoustic data implies freezing of some
dynamical process in the sample which is coupled with strain.
In relation to the possible contributions of defects, an activa-
tion energy of ∼0.01 eV and elastic stiffening by only ∼1%
rules out a mechanism involving pinning of ferroelastic twin
walls by oxygen vacancies. The activation energy for this is
on the order of ∼0.5–1 eV in perovskites, for example [38]. A
more likely loss process could involve motion under external
stress of small local strain fields around magnetic or ferro-
electric defects. For example, activation energies of ∼0.05 eV
fall within a range that might be associated with freezing of
polarons [41, 45]. One interesting possibility, in this context,
is that the freezing process is of polarons responsible for con-
ductivity at the ferroelastic/ferroelectric twin walls. More col-
lective behaviour, such as the formation of polar nanoregions
in relaxor ferroelectrics, can also have activation energies of
about the same order of magnitude [42]. The most obvious
correlation with other measured properties reported in the lit-
erature for Cu3B7O13Cl is a broad hump in magnetic suscepti-
bility, χ(T ), which has its maximum value at ∼20 K [3]. This
is ahead of the magnetic transitions reported to occur at ∼8 K
and ∼9 K [3].
RUS measurements repeated in the He-flow cryostat using
10 V as the maximum voltage applied to the driving trans-
ducer revealed an additional feature of the loss mechanism.
Values of Q−1 extracted from fitting of the resonance peak
Figure 7. (a) Real (χ′) and (b) imaginary (χ′′) parts of ac magnetic
susceptibility from 2 to 60 K, with an external dc magnetic field of
20 Oe and an ac field with amplitude 5 Oe at 1 kHz and 10 kHz from
a sample with mass 0.0024 g.
near 660 kHz increased by a factor of ∼2 and values of f 2
by ∼1%–2% across the full temperature range [figure 5(d)],
in comparison with the earlier measurements at 2 V. The loss
peak at ∼40 K became less clearly defined and the peak in f 2
at ∼20 K became smoothed out. A repeat set of measurements
and fitting of the peak with frequency near 760 kHz revealed
that the low-temperature anomalies are not suppressed for all
resonance modes, but increasing the voltage in this way results
in increases in amplitude of resonance peaks. The increase in
stress required to increase the strain amplitude is evidently suf-
ficient to reduce pinning/freezing of the defect responsible for
the Debye loss peak.
4.3. DC and AC magnetism
Magnetic measurements were carried out in order to test
whether the Debye loss peak that appears in the RUS mea-
surements correlates with any magnetic process. Figure 6 con-
tains the DC magnetization, M, curves for the sample when
the (100)pc faces were perpendicular [figure 6(a)] and par-
allel [figure 6(b)] to the applied field. Two small anomalies
evident in data for (100)pc perpendicular to the applied field
correspond closely with previously reported magnetic tran-
sitions which were presumed to be from Pca211′(mm21′) to
an mm2 structure (TN2 = 8.9 K here) and then from mm2 to
Pc′a′21(m′;m′2) (TN1 = 7.7 K here) [3]. The additional broad
peak near 20 K was previously suggested to be characteristic of
low-dimensional quantum magnets and/or frustrated spin sys-
tems [3]. When the (100)pc face was parallel to the field, only
7
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the transition at 8.9 K and the hump near 20 K were visible
[figure 6(b)].
AC measurements were carried out to test whether there
is a dynamic magnetic component to the broad peak in the
DC data. Figures 7(a) and (b) show respectively the real (χ′)
and imaginary (χ′′) parts of AC susceptibility for the set up in
which the applied field was parallel to the (100)pc face of the
sample. They were collected in a heating sequence, following
cooling in zero-field. Only the results for 1 kHz and 10 kHz
are shown because the data collected at 100 Hz were too weak
to be informative. The broad hump in χ′ correlates with the
broad peak in DC magnetisation but is not overly dependent
on frequency.χ′′ perhaps has some small anomaly near ∼30 K
but also does not display any detectable difference between 1
and 10 kHz. The signal obtained with the field perpendicular
to the (100)pc face was too weak to be informative at all three
measuring frequencies.
On the basis of the estimated kinetic parameters given
above for the acoustic loss peak measured at ∼660 kHz, a sim-
ilar dynamic effect would be expected at temperatures of ∼15
or ∼25 K at measuring frequencies of 1 or 10 kHz. This falls
in the temperature interval of the broad peak in DC and AC
magnetic susceptibility. However, there is no evidence of dis-
persion with respect to frequency in the AC data so there is
not an overt correspondence between the mechanism respon-
sible for the acoustic loss peak and the origin of the magnetic
anomaly.
5. Discussion and conclusions: acoustic
properties of domain walls in a multiferroic
order/disorder system
Analysis of the cubic–orthorhombic transition in Cu–Cl
boracite from the perspectives of strain and elasticity has
revealed that it can be understood in terms of a driving
mechanism which is order/disorder rather than displacive in
character. The existence of dynamical microdomains of the
orthorhombic structure in the stability of the cubic structure
appears to be confirmed by complete attenuation of acoustic
resonances on timescales of ∼10−5–10−6 s. The attenuation
persisted up to the highest temperature at which data were col-
lected, ∼450 K, which is substantially above the temperature
of T tr + 10 K where more direct evidence of microdomains
was provided by inelastic neutron scattering [29]. An increase
in acoustic loss above the transition point also mirrors the
behaviour of some metal-organic frameworks, in which the
transition to a higher symmetry state allows dynamical dis-
ordering of the organic molecule [48–50]. This pattern of
attenuation is quite different from that typically observed at
displacive phase transitions, such as due to octahedral tilt-
ing in perovskites for example, where attenuation in the high
symmetry parent crystal is low [38].
The magnitudes of symmetry breaking shear strains iden-
tified here for Cu–Cl boracite are comparable with those
which accompany octahedral tilting transitions in oxide per-
ovskites such as (Ca,Sr)TiO3, PrAlO3, LaAlO3 and SrZrO3
[34, 35, 51–53]. All other things being equal, the mobility
of domain walls might be expected also to be comparable,
therefore. There is no evidence, as yet, that an order/disorder
mechanism for the transition necessarily results in slower
domain wall motion and/or stronger pinning by local strain
fields. Attenuation sufficient to cause the disappearance of res-
onance peaks in RUS spectra (superattenuation) in ferroelastic
phases of (Pr,La)O3 and (Ca,Sr)TiO3 occurs in the tempera-
ture interval ∼900–500 K [54–56], below which the domain
walls become pinned by oxygen vacancies. Essentially the
same tilting transition occurs in EuTiO3 at 284 K, which is
well below the expected freezing/pinning temperature of the
domain walls, and there is only a relatively small peak in Q−1
immediately below the transition point followed by a steady
decrease with falling temperature [57, 58]. The simplest expla-
nation for the drop in Q−1 values below T tr observed here
is then that the pinning/freezing temperature for the domain
walls at measuring frequencies near 1 MHz is above 365 K.
It is likely that the walls can be unpinned at low temperatures
by increasing the stress above some critical value, as has been
observed in LaAlO3 [59].
An important factor which affects domain wall dynamics is
the width of the walls, since thin walls are more likely to be
pinned by point defects than thick walls. According to Catalan
et al [60], domain walls which are both ferroelectric and fer-
roelastic are expected to be thinner than pure ferroelastic walls
but thicker than purely ferroelectric walls. On the other hand,
Jia et al [61] found that charged twin walls in PbZr0.2Ti0.8O3
thin films are ∼10 times thicker than uncharged walls. A
change in the internal structure of twin walls in SrTiO3, result-
ing in the development of polarity due to local ferroelectric
displacements, probably accounts for their high mobility down
to at least ∼5 K [62]. Ferroelastic twin walls due to octahedral
tilting in PrAlO3 also cause superattenuation of acoustic reso-
nances down to at least 10 K when a second (electronic) order
parameter develops [63]. It remains to be seen whether high
domain wall mobilities might be induced in boracites which
undergo additional structural or electronic instabilities below
room temperature but such a change would be a signal of local
structure and/or thickness of the walls.
Fitting of the Debye-like peak in Q−1 observed at ∼40 K
[figures 5(b) and (c)] gave a low activation energy, consis-
tent with a loss mechanism related to freezing of polar mag-
netic/ferroelectric defects or of polarons related to the dis-
appearance of conductivity at domain walls. Increasing the
driving voltage to increase the amplitude of the intrinsic res-
onances of the sample was sufficient to substantially reduce
the attenuation, consistent with relatively weak pinning. Addi-
tional measurements of the bulk dielectric constant and elec-
trical conductivity of domain walls at these temperatures are
needed to narrow down on possibilities for the loss mechanism
but, on the basis of the AC magnetic data at least, it does not
appear to have a strong magnetic component. There is, again,
a close analogy with oxide perovskites in that the loss peak
is similar to a peak in Q−1 seen at ∼50 K in RUS data from
LaAlO3 [64].
Finally, there is known to be significant magnetoelectric
coupling in Cu–Cl boracite, with the ferromagnetic moment
and spontaneous polarisation both aligned parallel to [001]pc
of the orthorhombic structure below ∼8–9 K [3, 65, 66]. As
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a consequence, the ferroelastic/ferroelectric twin walls must
also contain gradients of magnetic moment and it is almost
inevitable that the temperature of the magnetic ordering tran-
sition would be slightly different at the domain walls in com-
parison with inside the domains. It is worth noting that heat
capacity data of Schnelle and Schmid [3] and magnetic data
in figure 6(a) show evidence of two closely spaced transitions.
One possible interpretation is that these correspond to separate
transitions within the domain walls and within the domains.
In conclusion, although the twin walls of Cu–Cl boracite
are multiferroic, in the sense that they must inevitably have
steep gradients of electric dipole moment and ferroelastic
shear strain, and the transition mechanism is order/disorder
rather than displacive, there is as yet no evidence that their
response to applied stress is fundamentally different from that
of ferroelastic domain walls in many perovskites. Conversion
of theoretical possibilities for using the conductive properties
of the domain walls in practical devices will require that they
can be manipulated into some preferred configuration using
external fields and then held in place for the lifetime of the
device. It should be possible to engineer the balance between
slow and fast responses in exactly the same manner as might
be used for ferroelastic domain walls due to tilting transitions
in oxide perovskites. The key pinning mechanisms are likely
to involve strain coupling with point defects in the underly-
ing crystal structure and it should be possible to increase their
mobility by choosing a boracite phase which is close to some
additional structural, magnetic or electronic instability. In this
context, choice of the magnetic cation should provide partic-
ular interesting possibilities for inducing phenomenologically
rich behaviour at the domain walls.
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Appendix. Strain analysis
A Landau expansion obtained using the software package
ISOTROPY [67] for the improper ferroelastic/ferroelectric
transition F4̄3c → Pca21, driven by an order parameter, q,
which has the symmetry of irreducible representation X5
(direction P10: (0,0,0,0,0,a,−a)) coupled with polarisation, P,
(Γ4, direction P1(3): (0,0,b), polarisation parallel to [001]pc),































































G is the excess free energy due to the transition, a, b, c are stan-
dard Landau coefficients, Tc is the critical temperature, ev is
volume strain, eo and et are orthorhombic and tetragonal shear
strains defined with respect to reference axes which are paral-
lel to the crystallographic axes of the cubic structure, e4, e5, e6
are shear strains, λi are coupling coefficients and Coik are elastic
constants of the cubic reference structure. The standard solu-
















where qo is magnitude of the discontinuity in q at the transition
temperature, T tr.
For convenience, reference axes X and Y used to calculate
the spontaneous strains have been rotated through 45o in com-
parison with the reference system used in ISOTROPY. This
means that e6 and eo are exchanged, leading to the expected
relationships between q and the symmetry-adapted strains as
ev ∝ eo ∝ et ∝ q2, with e4 = e5 = e6 = 0. Values of sponta-














ev = e1 + e2 + e3 (A6)




(2e3 − e1 − e2) . (A8)
a, b and c are the lattice parameters of the orthorhombic struc-
ture given by Uesu et al [25] and ao and co are reference lattice
parameters of the cubic phase extrapolated into the stability
field of the orthorhombic phase. The cubic structure should
have ao = co/
√
2, but the way in which the original x-ray data
were collected resulted in a slight discrepancy from this rela-
tionship. The discrepancy does not affect the strain analysis to
any significant extent.
Figure A1(a) contains lattice parameters of Cu–Cl boracite
reproduced from Uesu et al [25] and includes straight line fits
to data for the cubic phase, with extrapolation to give ao and co.
Values of the linear strains and the volume strain are given in
figure A1(b) and the evolution of the symmetry-breaking shear
strains, eo and et, are given in figure A1(c). The dominant shear
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Figure A1. (a) Lattice parameter data for Cu–Cl boracite reproduced
from Uesu et al [25], as specified with respect to crystallographic
axes of the orthorhombic structure. Linear fits to data for the
cubic phase are ao = 8.45 + 5.85 × 10−4T , co = 11.95 +
6.87 × 10−5T . (b) Strains e1, e2, e3 and ev as a function of
temperature, calculated from equations (A3)–(A6). (c)
Orthorhombic strain (eo) and tetragonal strain (et) as function of
temperature, given by equations (A7) and (A8). Note: experimental
uncertainties were not given in the original work.
strain is eo, and all the strain parameter show a discontinuity
at T tr ≈ 365 K.
The variation of eo can be used to test models for the tem-
perature dependence of q2, on the basis that the expected rela-
tionship is eo ∝ q2. Equation (A2) does not provide a good
description of this evolution over the full temperature range
and fitting to two separate ranges (figure A2) is also inad-
equate. Thus the Landau solution for a weakly first order
transition describes the transition only on a qualitative basis.
The standard solution for the Bragg–Williams model of a
thermodynamically continuous, pure order/disorder transition
occurring at Tc, as reproduced in [32], is
Figure A2. Evolution of the orthorhombic strain (eo ∝ q2) with
temperature, together with fits of equation (A2) in two different
ranges.
Figure A3. Evolution of the order parameter, q, obtained from the
Bragg–Williams solution, equation (A9), in comparison with the








This has been compared to the data for
√
eo in figure A3. As
with the Landau solution, the fit is only qualitative at best.
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