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Grover’s quantum search algorithm provides a quadratic speedup over classical algorithm. The computational
complexity is based on the number of queries to the oracle. However, depth is a more practical metric for
quantum computer. Based on Grover’s algorithm, we propose several new quantum search algorithms which
have lower depth. The algorithm can be divided into several steps. Each step consists of a new initialization
of the input, which potentially decreases the error for limited coherent time quantum computer. Under some
condition, the algorithm within measurements still reaches lower depth compared with Grover’s algorithm. We
also consider several methods to parallel running the quantum search algorithm.
The exhaustive search is the only way for many non-
deterministic polynomial-time (NP) hard problems [1]. The
Grover’s quantum search algorithm (quantum version for ex-
haustive search) outperforms the classical version [2]. A re-
cent review about quantum search algorithm can be found at
[3]. Traditionally, the complexity is measured by the number
of queries to the black box, which is also called oracle (or one-
way function). If the size of solution space is N , Grover’s al-
gorithmwith complexityO(
√
N) quadratically beats the clas-
sical O(N). Grover’s algorithm (in oracle complexity) is op-
timal [4, 5]. If only one solution, about pi
√
N/4 number of
query to the oracle is required in order to reach maximal prob-
ability to find the solution by projective measurement.
Noisy intermediate-scale quantum (NISQ) technology is
available now [6]. Quantum computer’s width (number of
physical qubits) and depth (consecutive gate operations before
decoherence) qualify its performance. The depth is counted
from the universal quantum gates set. The most common one
is arbitrary single-qubit gates plus limited number of special
two-qubit gates [7]. The reason for traditional oracle com-
plexity is based on the assumption that query to oracle takes
more depth than other parts of the algorithm. In small quan-
tum computers available now the oracle can be efficiently im-
plemented [8]. The oracle’s depth scales polynomial with the
number of input qubit n.
Grover’s algorithm is composed of two parts: query to the
oracle and diffusion operator. The standard oracle flips the
ancilla qubit if the target state is recognized: Uf |x〉|y〉 =
|x〉|f(x) ⊕ y〉 by f(t) = 1 (otherwise 0). We use t or |t〉
as solution bit or qubit, also called target state, in this pa-
per. One can represent Ut = I − 2|t〉〈t|. The realization
of diffusion operator matches the preparation of initial state
[9, 10]. For unstructured solution space (database), the ini-
tial state is the equal superposition of all basis states (all items
in database), denoted by |sn〉 (assume N = 2n). Such highly
nontrivial superposition of all items can be realized by depth 1
circuit with computational initial state, i.e., |sn〉 = H⊗n|0〉⊗n
with single-qubit Hadamard gate H [11]. The diffusion op-
erator only has one constrain: being the eigenstate of |sn〉
with eigenvalue 1 [12, 13]. The most efficient diffusion op-
erator, which gives the lower bound of the oracle complexity,
is In = 2|sn〉〈sn| − I . Diffusion operator In reflects the am-
plitude in the average, since |sn〉 is the equal superposition
of database. Oracle Ut combined with diffusion operator In
gives the Grover operator Gn = InUt. Iterating the Grover
operators on the initial state, the amplitude of solution state
will increase and reach the maximum after pi
√
N/4 iterations.
Inspired by adiabatic quantum computation [14] or quan-
tum approximate optimization algorithm [15], the diffusion
operator can be replaced by all single-qubit gates (depth 1),
without sacrificing the quadratic speed up in oracle complex-
ity. However, oracle number is doubled (maximal probability
less than 1/2) compared with Grover’s algorithm. Translat-
ing to depth complexity, only when the depth of oracle d(Ut)
is less than the depth of diffusion operator d(In), search al-
gorithm with single-qubit diffusion operator can outperform
the original Grover’s algorithm. However, the more practical
case is α = d(Ut)/d(In) ≥ 1, which is the α range consid-
ered in this work. The maximal probability for finding the
target state may be improved in the case of single-qubit diffu-
sion operator by the generalized oracle [14]. Instead of condi-
tional phase -1 on target state, generalized oracle, defined by
Ut,φ = I − (1− e−iφ)|t〉〈t|, applies e−iφ on target state. The
generalized oracle can be constructed by at least two Uf func-
tions, therefore doubles the depth of Ut,φ 6=pi compared with
Ut = Ut,φ=pi. Although oracle with phase φ has important
applications, such as sure success search algorithm [10, 16]
and fixed-point search algorithm [17], we limit ourself with
oracle Ut for low depth consideration.
Most of previous theoretical work about Grover’s search
algorithm and its generalization are concentrated on one kind
of diffusion operator during the whole algorithm. Two diffu-
sion operators mixed for one algorithm are only considered
for quantum partial search algorithm (QPSA) [18], proposed
by L.K Grover and J. Radhakrishnan. QPSA trades accuracy
for speed. Instead of the accurate target t or |t〉, QPSA finds
partial target bit t1 defined by |t〉 = |t1〉⊗|t2〉. The two diffu-
sion operators are In and Im withm = l(t2) < n, where l(t2)
denotes the bit length of t2. Diffusion operator Im inverts
the amplitude around the subspace average. The subspace is
spanned by the basis of l(t2) qubits. Note that Im is am-qubit
gate, therefore also called local diffusion operator in the liter-
atures [19, 20]. Correspondingly we have two set of Grover
operators. In the language of search algorithm, the solution
2space is divided into 2l(t1) blocks. Each block has same num-
ber 2l(t2) of states. QPSA finds the block bit in which has
the target state. For example l(t) = 2l(t1) = 2l(t2) = 4,
the database is divided into four blocks and each block has
four states. QPSA finds t1 ∈ {00, 01, 10, 11}. Based on or-
acle complexity, optimized QPSA can save some number of
oracle by sacrificing the accuracy, compared with Grover’s
full search algorithm. The saved number of oracle scales as
2l(t2)/2 [20, 21].
Diffusion operator In is (single-qubit gate) equivalent with
n-qubit Toffoli gate Λn−1(σx) [11]. The notation Λn−1(σx)
implies n− 1 qubit controlled σx gate, where σx is Pauli ma-
trix as NOT gate. It is well-known that Λn−1(σx) gate can
be decomposed into O(n2) depth of basic operations (such
as single-qubit gates and CNOT gate) or O(n) depth with as
least one ancilla qubit [7]. It is obvious d(In) > d(Im). The
motivation for our work is simple: can we replace as many
as global diffusion operators In by local diffusion operator
Im in order to lower the depth of search algorithm. The an-
swer is positive. Surprisingly, in the limit N → ∞, at least
two thirds global diffusion operator In in Grover’s algorithm
can be replaced by In−1 without slowing down in the view
point of oracle complexity. In other words, new algorithm can
have lower depth with α → ∞. In practice, the depth ratio
α = d(Ut)/d(In) is a finite number, more In can be replaced
by Im withm < n− 1.
Inspired from QPSA, we propose low depth search algo-
rithm accomplished by several steps. Each step can reveal
partial bit of target state |t〉 [18, 19] (by performing computa-
tional basis measurements). After first measurement, we can
renormalize the solution space as equal superposition of states
in the target block, i.e., |t1〉|sm〉 with l(t1) +m = n. In gen-
eral, the renormalization process can continue until the full
bit t is obtained. Within measurements between, if the depth
of oracle scales similar with In (with α ≥ 1), the total depth
may still be lower than Grover’s algorithm. Although the to-
tal depth may exceed the Grover’s algorithm, each subroutine
revealing partial bit of t is smaller than Grover’s algorithm.
Such divide and conquer strategy may be benefit for NISQ
computer, which has limited coherent time [6]. Both above
ideas can be easily generalized to multiple target state [4]. In
the rest of paper, we restrict ourselves in one target state.
We set standard Grover’s algorithm as depth metric to com-
pare with. The success probability finding the solution does
not grow linearly with the number of Grover iterations Gn.
As pointed out in [4, 22], it is not necessary to run the itera-
tion until success probability reaches around 1. We define the
minimal expected depth of Grover’s algorithm instead of the
depth for maximal success probability.
Definition 1. The minimal expected depth of Grover’s algo-
rithm is
dG(α) = min
j
d(Gjn)
|〈t|Gjn|sn〉|2
. (1)
The depth of one Grover operator Gn is d(Gn) = (α +
1)d(In), which is independent with iteration number j. Thus
dG(α) can be simply minimized at asymptoticly N → ∞
case: dαG = 0.69(α + 1)d(In)
√
N . The optimized iteration
number is about 0.58
√
N which is smaller than pi
√
N/4.
Next, we define the new algorithm. Firstly, we do not con-
sider measurements within the search algorithm. And the al-
gorithm requires two kinds of diffusion operators In and Im.
The corresponding Grover operators are Gn and Gm. Note
thatGm is still an n+1-qubit gate because of n+1-qubit or-
acle Ut. We define the new algorithm with minimal expected
depth:
Definition 2. Search algorithm equipped with diffusion oper-
ators In and Im (m < n) has the minimal depth
d1(α) = min
m,j1,j2,...,jq
d(G
jq
n G
jq−1
m · · ·Gj2n Gj1m)
|〈t|Gjqn Gjq−1m · · ·Gj2n Gj1m|sn〉|2
. (2)
The minimization goes through non-negative integers
{j1, j2, . . . , jq} and positive integerm < n.
The subscript 1 defined in d1(α) suggests that we find the
target state at one step, i.e., no measurement within the algo-
rithm until the end. Later we will define dk(α) (6) with k > 1.
We can go back to Grover’s algorithm if the number of Gm is
zero, thus we always have d1(α) ≤ dG(α). The choice of sub-
space qubit (with Im acting on) can be arbitrary, such as qubit
with high connectivity in real quantum computers. But once
the subspace qubits are decided, they can not change during
the sequence. For example, the sequence G2G4G2 works on
4 qubit. The diffusion operator I2 in G2 only acts on two
qubits. All I2 in G2 will act on the decided two qubits. Mix-
ing the subspace qubit can dramatically increase the number
of invariant amplitude subspace. Such strategy may give some
advantage for search algorithm, but it is beyond in this paper.
OperatorsGn andGm have highly non-trivial commutation
relations [23] . The minimization results will depend on the
value of α and how d(In) scales with n (linear or quadratic
linear with n). In numerical optimizations, we can set some
constrains which rule out the possibility d1(α) < dG(α).
For example, we can set the total number of Gn is less than
0.69
√
N ; if the number of Gn is x, then the number of Gm
should be less than (0.69
√
N − x)(α + 1)/α. As examples,
we take the linear scale depth of Λn−1(σx) in [7], and find
the optimal sequence for n = 4, 5, . . . , 10 with α = 1. The
estimated depths are plotted in FIG. 1. Details about the cor-
responding optimal sequences and success probabilities are
provided in Supplemental Material.
The depth complexity becomes almost equivalent with or-
acle complexity as α → ∞. One may expect that all Gm
operators disappear in d1(α) with α→ ∞, since Grover’s al-
gorithm meets the strict lower bound in number of query to
oracle [5]. To separate the Grover’s algorithm and new algo-
rithm optimized by two kinds of diffusion operators (Defini-
tion 2), we define the critical α as:
αc,1 = max{α|d1(α) < dG(α)}. (3)
The subscript 1 is to distinguish critical α with the algorithm
with measurements. Later we will define αc,k with k > 1. We
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FIG. 1. (a) Estimated dG(α) (1), d1(α) (2) and d2(α) (6) withα = 1.
Depth d(In) is counted based on the linear result in [7]. The corre-
sponding optimal sequences are listed in Supplementary Material.
(b) Depth of the optimal sequence. The left (red) bar is Grover’s al-
gorithm. The right (green) bar is the optimal sequence from d1(1)
(2). Since d2(1) (6) has two parts. The middle bottom is the first part
and the middle up is the second part.
numerically estimate αc,1 (n = 4, 5, . . . , 10) based on the lin-
ear depth of In, see Supplemental Material. Surprisingly, we
can observe that αc,1 linearly increases with
√
N . Therefore,
asymptotically N → ∞, we also have αc,1 → ∞. Formally,
we can prove:
Theorem 1. αc,1 = O(
√
N).
The detailed proof is given in Supplemental Material.
The proof is based on the constructed operator G˜ =
Gn−1GnGn−1. Iterating G˜ on the initial state |s〉 gives the
success probability for finding the target state:
|〈t|G˜j˜ |sn〉|2 = sin2
(
6j˜θ
)
+O(θ), (4)
with sin θ = 1/
√
N . One can recall above relation has the
same form in Grover’s algorithm [11]:
|〈t|Gjn|sn〉|2 = sin2((2j + 1)θ). (5)
Asymptotically N → ∞, algorithm realized by G˜ has the
same success probability finding the target state with Grover’s
algorithm given by same number of oracles. However, two
thirds diffusion operators In have been replaced by In−1.
Besides, the real α maybe far below the critical value αc,1.
More global diffusion operators can be replaced by Im with
m < n− 1. See FIG 1 and Supplemental Material for exam-
ples.
In NISQ era, errors can be suppressed if a long algorithm
is divided into short pieces. Inspired by hierarchy QPSA [24],
we propose the divide and conquer strategy, combined with
depth minimizations. Suppose that the target state has k parts:
|t〉 = |t1〉|t2〉 · · · |tk〉 with
∑k
l=1 l(tl) = n.
Definition 3. We define the minimal depth of k steps search
algorithm as:
dk(α) = min
Ωm,Ω1,Ω2,...,Ωk
∑k
r=1 d(G˜r(Ωr))∏k
r=1 Pr(G˜r(Ωr))
. (6)
Here G˜r is the sequence G˜r = G
jr,q
mr−1G
jr,q−1
mr · · ·Gjr,2mr−1Gjr,1mr
which is decided by the variable set Ωr = jr,1, jr,2, . . . , jr,q.
The denominator Pr is the probability finding the partial bit
tr:
Pr(G˜r) = Tr
(
MrG˜rρrG˜
†
r
)
(7)
with the projective measurementMr = |tr〉〈tr| and the initial
state ρr = |ψr〉〈ψr| with |ψr〉 = |t1t2 . . . tr−1〉 ⊗ |smr−1〉 if
r ≥ 2; |ψ1〉 = |sn〉 and m0 = n if r = 1. The variable
set Ωm is {m1,m2, . . . ,mk} with mr = n −
∑r
r′=1 l(tr′) if
r < k and one last free choicemk < mk−1.
The definition dk(α) may look a little bit complicated. Let
us explain with examples. When k = 2, we find the target
state in two steps: |t〉 = |t1〉|t2〉. The first sequence is acting
on the initial state |sn〉. Note that the partial diffusion oper-
ators Im1 is a l(t2)-qubit gate, i.e., m1 = n − l(t1) = l(t2).
Besides Im1 only acts on the qubits including |t2〉 state. After
the first sequence, computational basis measurements reveals
|t1〉 state with probabilityP1. We can not classically check the
partial bit t1, otherwise randomly guess the partial bit would
be an efficient way. Suppose that we get the right t1 after the
first measurement. We reinitialize the state as |t1〉|sm1〉. Af-
ter the second sequence, we can perform the computational
basis measurements revealing |t2〉 state. The success prob-
ability for second part is P2. The second part is like the
renormalized version of d1(α
′). Instead, the ratio becomes
α′ = αd(In)/d(Im1 ). That is the reason why we always have
a free variable mk which plays the same role as m in d1(α).
The total success probability is P1P2. The expected depth
for those two specific sequences are (d(G˜1) + d(G˜2))/P1P2.
The minimization performed in dk(α) also runs through all
possible ways to divide the target state. In practice, one can
improve the algorithm by checking the measurement results
via classical oracle after each step. There is small probability
that we find full bit instead of partial bit at each step.
As a more concrete example, let us consider n = 4
search algorithm. Grover’s algorithm has success probability
—〈t|G34|s4〉|2 ≈ 0.961. Assume k = 2 and l(t1) = l(t2) = 2.
The operator G˜1 = G4G2 can give probability P1 ≈ 0.953.
Then we initialize the input as |t1〉|s2〉. With one G˜2 = G2
operator, we can find t2 with probability 1. Therefore the
overall probability that we find t is P1P2 = 0.953. The result
is quiet closed to Grover’s algorithm with same number of or-
acles. But the depth is obviously less and the algorithm has
been divided into two parts. Another interesting result is that
G˜1 = G4G
2
2 can give probability P1 = 1. With G˜2 = G2,
4we find a new way for n = 4 exact search algorithm [25]. We
estimate d2(α) with α = 1 for n = 4, 5 . . . , 10 qubit search
algorithm, see FIG 1. The corresponding optimal sequences
are listed in Supplementary Material.
The critical value αc,k (defined for comparison with dk(α)
(6) algorithm and Grover’s algorithm) can be defined accord-
ing to (3). Since after each measurement in dk(α), we reini-
tialize the state in equal superposition of all basis in subspace,
amplified amplitude of state |t〉 is lost. One can simply argue
that dk(α) > dk−1(α). And it implies that αc,k < αc,k−1
and they may not scale as
√
N for k > 1. We numerically es-
timate the value αc,2 (n = 4, 5, . . . , 10) based on linear scale
depth of d(In), see Supplementary Material. Analytically, we
can prove:
Theorem 2. As N →∞, αc,2 ∼ 1 +
√
3.
The proof is based on conjecture from numerical results.
Special sequence is constructed and the critical value becomes
constant as N → ∞. Detailed proof is provided in Supple-
mentary Material. Only when the oracle can be realized as ef-
ficiently as diffusion operator d(In), divide and conquer strat-
egy can outperform Grover’s algorithm. The real advantage
for algorithm dk(α) (6) is to mitigate the error accumulations
for long circuit. When oracle’s depth dominates, the optimal
QPSA can be applied [21]. The optimal sequence will be iter-
ations of Gn followed by Gm, and one last Gn. The number
of Gn and Gm has one constraint in order to find tr for high
probability (success probability approaches to 1 as N →∞).
Compared with Grover’s pi
√
N/4, around 0.56
√
N oracle is
needed in order to get at least one bit of t [20]. When the con-
stant ratio α is known, further optimization can be realized
by maximizing the number of Gm. In general, still around
1/2 depth of Grover’s algorithm is needed in order to extract
useful information about t, for example, see (b) in FIG 1.
Last we consider how to parallel run the quantum search al-
gorithm on several quantum computers. The simplest idea is
running low success probability (low depth) search algorithm
on different quantum computers. Verifying every result with
classical oracle and continue the algorithm until one of the
quantum computer finds the target state [22]. For example,
we can minimize the depth (same as Definition 2) by setting
a threshold success probability. Then run the algorithm on
several quantum computers. Another way is to combine the
random guess with search algorithm, as mentioned in [20] for
QPSA. For example, one can skip the first part of dk(α) al-
gorithm (Definition 3) and randomly guess the partial bit t1.
And each computer can pick up one guess. However, if more
than half of the bit is choosing randomly, the quadratic speed
up is lost. Such strategy is more efficient if some bits have
higher probability.
If we want near-deterministic (O(2n/2) fail probability)
parallel running, we can apply the first part of dk(α) algorithm
on n/l(t1) number of quantum computers. And each quantum
computer sets different |t1〉 qubit representations. Combining
all the results from each quantum computers, we can piece the
whole solution t at one time. The sequence of G˜1 can be found
by maximizing the number of Gm1 based on some threshold
success probability (O(1−2n/2)). At most it requires n quan-
tum computers (l(t1) = 1). However the most efficient way
to find t1 with l(t1) = 1 is by running random guess 1 bit
search algorithm [20]. The one-bit error can be easily cor-
rected both by classical or quantum oracle (with n number
oracle). Therefore, the success probability P > (1− 1/n)1/n
for each quantum computer is suffice.
In conclusion, we propose a new way to realize the search
algorithm. Different diffusion operators are mixed together
to give lower depth algorithm compared with Grover’s algo-
rithm. We also introduce the divide and conquer strategy to
search algorithm. Each divided part has lower depth compared
with Grover’s algorithm. Errors can be mitigated due to lower
depth circuit. Besides, the divide and conquer way naturally
gives a method for parallel running the search algorithm.
Ideas in this work can be easily generalized to the multi-
target solution search [4]. However, the exact number of tar-
get states is required in order to run the classical optimization
for the sequence. It remains unknown whether the fix point
search algorithm [17] can be further simplified via the mixing
diffusion operators. In this paper, we only limit on two kinds
of diffusion operators (at each step). Further improvement is
possible if more diffusion operators are working together. In a
nutshell, renormalization about population space is the thumb
rule behind the idea of mixing diffusion operators. It will be
very interesting to introduce such idea to the amplitude am-
plification algorithm [9, 10]. Grover’s algorithm only sets the
oracle bound. The depth still has the room to be optimized.
Further improvement is expected in future.
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6Supplemental Material
Optimal sequences based on α = 1
In the following, we present detailed numerical results plotted in FIG. 1. Suppose that we have quantum computers equipped
with arbitrary single-qubit gates and arbitrary controlled two-qubit gates. It is well-known that n-qubit Toffoli gate Λn−1(σx)
can be linearly decomposed into basic operators with one ancilla qubit [7]. We choose the results from [7] and set the depth of
n-qubit Toffoli gate as d(Λn−1(σx)) = {1, 5, 13, 29, 61, 120, 160, 200, 240}with n = 2, 3, . . . , 10. The depths can be optimized
a little by merging some two-qubit gates. For simplicity, we choose d(Λn−1(σx)) = 40(n− 4) when n is large. Then the depth
of diffusion operator In is: d(In) = d(Λn−1(σx)) + 2. The depth of oracle Ut is chracterized by the ratio α = d(Ut)/d(In).
As an example, we set α = 1. According to Definition 1 (minimal expected depth of Grover’s algorithm), we list the optimal
strategy for Grover’s algorithm (n = 4, 5, . . . , 10) in TABLE I. With N → ∞, the optimized iteration number converges to
0.583
√
N , and the success probability converges to 0.844. The results are independent with α.
We numerically find the optimal sequence for our new algorithms (based on Definition 2), with same parameters mentioned
above (depth of diffusion operators and α = 1). The results are listed in TABLE II. Based on Definition 3 (k = 2 steps search
algorithm), the results are listed in TABLE III. In general, different values α will give different optimal sequences. It is clearly
that both the single-run depth and expected depth in TABLE II and III are smaller than the Grover’s algorithm (TABLE I).
In practice, once α is known, one can guess the optimal sequence based on results with small n. For example, the sequence
converges to Gn/2(GnG
2
n/2)
j in TABLE II. And the optimal value j can be found both by numerical or analytical ways.
TABLE I. Estimated minimal expected depth for Grover’s algorithm, based on α = 1. Diffusion operators In have depth d(In) =
{16, 32, 64, 123, 163, 203, 243} with n = 4, 5, . . . , 10, which comes from the decomposition of n-qubit Toffoli gate [7]. Single-run depth
is the depth for one optimal sequence (without considering the success probability). The expected depth dG(1) can be obtained by single-run
depth/success probability (Definition 1).
n Optimal sequence Success probability Single-run depth dG(1)
4 G4 0.473 30 63.47
5 G25 0.602 124 205.83
6 G46 0.816 504 617.36
7 G67 0.833 1464 1756.35
8 G98 0.861 2916 3388.03
9 G129 0.798 4848 6071.76
10 G1810 0.838 8712 10397.28
TABLE II. Estimated minimal depth based on Definition 2 with α = 1. The depth of diffusion operator is d(In) =
{8, 16, 32, 64, 123, 163, 203, 243} with n = 3, 4, . . . , 10.
n Optimal sequence Success probability Single-run depth d1(1)
4 G4G3 0.821 52 63.32
5 G4G5G4 0.849 154 181.48
6 G4G6G
2
4 0.755 360 476.97
7 G4(G7G
2
4)
2 0.887 1173 1322.75
8 G4(G7G
2
4)
3 0.875 2211 2527.43
9 G5(G9G
2
5)
4 0.831 3713 4470.20
10 G5(G10G
2
5)
6 0.847 6453 7614.56
Proof of Theorem 1: αc,1 = O(
√
N)
Grover’s algorithm is usually analyzed by defining new basis states, which are invariant under the Grover iterations (only the
relative amplitude changes). One is the target state |t〉 and the other is normalized sum of all non-target states. The Grover Gn
7TABLE III. Estimated minimal depth based on Definition 3 with α = 1 and k = 2. The depth of diffusion operator is d(In) =
{4, 8, 16, 32, 64, 123, 163, 203, 243} with n = 2, 3, 4, . . . , 10.
n Optimal sequence Success probability Single-run depth d2(1)
Step 1 Step 2 Step 1 Step 2 Step 1 Step 2
4 G4G2 G2 0.953 1 48 18 69.25
5 G5G2 G2 0.658 1 96 34 197.51
6 (G6G2)
2 G2 0.791 1 384 66 569.22
7 G7G
4
4 G
2
4 0.739 0.908 792 274 1587.09
8 G8G
4
5G8G
2
5 G4G5G
2
4 0.882 0.998 1806 724 2876.40
9 G9G
4
5(G9G
3
5)
2 G4G5G
2
4 0.906 0.998 3542 884 4898.88
10 G10G
4
5(G10G
3
5)
3 G4G5G
2
4 0.810 0.998 5485 1044 8081.89
operator will have two by two matrix representation in the above two-dimensional subspace. It is easy to find
|〈t|Gjn|sn〉|2 = sin2((2j + 1)θ) (8)
with sin θ = 1/
√
N . However, such analyze is only valid for one diffusion operator algorithm. Mixing different diffusion
operators will increase the dimension of invariant subspace, for example, see [19–21, 23, 24]. And the invariant subspace is
well understood in QPSA.
Theorem 1. αc,1 = O(
√
N).
Proof. Two diffusion operators Im and In (m < n) will give three-dimensional subspace. The orthonormal basis is formed by
|t〉 = |t1〉 ⊗ |t2〉, (9a)
|ntt〉 = 1√
b− 1
∑
j 6=t2
|t1〉 ⊗ |j〉, (9b)
|u〉 =
√
N
N − b
(
|sn〉 − |t〉 −
√
b− 1|ntt〉
)
, (9c)
where b = 2l(t2). State |t〉 (9a) is the target state, which is divided into to parts |t1〉 and |t2〉. And l(t1) + l(t2) = n. State |ntt〉
(9b) is the normalized sum of all states which have t1 bit but not have t2 bit. The notation is taken fromQPSA, namely non-target
state in target block. State |u〉 (9c) is normalized sum of all other states excluded from |t〉 and |ntt〉. OperatorsGn andGm will
not change relative amplitudes for states in |ntt〉 or |u〉. Therefore, operators Gn and Gm are elements of O(3) group [23]. For
convenience, we define the angles sin θ1 = 1/
√
N/b and sin θ2 = 1/
√
b. Note that we have sin θ = sin θ1 sin θ2 = 1/
√
N . For
example, the initial state |sn〉 can be rewritten as
|sn〉 = sin θ1 sin θ2|t〉+ sin θ1 cos θ2|ntt〉+ cos θ1|u〉. (10)
It is interesting to see that operatorGm can be viewed as a renormalized version ofGn. The new basis {|t〉, |ntt〉, |u〉} gives the
representation of Gjm:
Gjm =

 cos(2jθ2) sin(2jθ2) 0− sin(2jθ2) cos(2jθ2) 0
0 0 1

 . (11)
Consider the sandwich structure G˜ = Gn−1GnGn−1. Operator G˜ has the matrix representation in the basis {|t〉, |ntt〉, |u〉}:
G˜ =

 c
2(c2 − 3s2) cs(3c2 − s2)(c2 − 3s2) s(3c2 − s2)
−cs(3c2 − s2)(c2 − 3s2) s2(s2 − 3c2) c(c2 − 3s2)
−s(3c2 − s2) c(c2 − 3s2) 0

 (12)
8with short notations c = cos θ2 and s = sin θ2. Note that sin θ2 =
√
2/N since l(t1) = 1 in G˜. The eigenvectors and
eigenvalues of G˜ are
λ0 = −1, |v0〉 = 1√
1 + (2 cos θ2 + cos 3θ2)2
(
0, 1, cos θ2(1− 4 cos2 θ2)
)T
, (13a)
λ± = e
±iγ , |v±〉 = 1√
3 + cos 6θ2
(
∓i
√
3 + cos 6θ2
2
, cos 3θ2, 1
)T
(13b)
with tan γ = ∆/(1 + cos θ2) and ∆ = (3 − 2 cos 6θ2 − cos2 6θ2)1/2. Here T is matrix transpose. It is very interesting to see
that eigenvector |v0〉 with eigenvalue -1 is orthogonal to the target state, i.e., 〈t|v0〉 = 0. We can view operator G˜ as rotation
around an axis perpendicular to |t〉, plus reflection. And the rotation angle is γ. Iteration G˜ on the initial state gives
〈t|G˜j˜ |sn〉 =λj˜0〈t|v0〉〈v0|sn〉+ λj˜+〈t|v+〉〈v+|sn〉+ λj˜−〈t|v−〉〈v−|sn〉
=λj˜+〈t|v+〉〈v+|sn〉+ λj˜−〈t|v−〉〈v−|sn〉. (14)
Obviously, we have 〈t|v±〉 = ∓i/
√
2 from (10) and (13b). As N is a large number, we can expand the result in order θ2
(θ2 =
√
2/N +O(1/N3/2)). Thus we have
γ = 3
√
2θ2 +O
(
θ2
)
, 〈v±|s〉 = 1√
2
+O (θ2) . (15)
Substitute above relations into (14). After some algebra, we can get the success probability for finding the target state
|〈t|G˜j˜ |sn〉|2 = sin2
(
3
√
2j˜θ2
)
+O(θ2) > sin2
(
3
√
2j˜θ2
)
. (16)
The last inequality is obtained by careful analyzing the term in order θ2, which is a positive number. Compare above result with
the Grover’s (8). Because the sandwich structure G˜ has three oracles, we set j˜ = 3j. Then the probability difference only at the
orderO(1/
√
N), i.e.,
|〈t|Gjn|sn〉|2 − |〈t|G˜j˜ |sn〉|2 = O
(
1√
N
)
> 0. (17)
In other words, the sequence G˜ saves depth in the orderO(√N) compared with Grover’s algorithm, but the success probability
is smaller in the order O(1/
√
N). For convenience, we denote the success probability for Grover’s algorithm as PG (with j
iterations). Then the success probability for G˜ algorithm (with j˜ = j/3 iterations) is PG − δ with δ in the order O(1/
√
N). If
the new algorithm has lower depth than Grover’s algorithm, we can set the inequality
3(α+ 1)d(In)
PG
>
(3α+ 1)d(In) + 2d(In−1)
PG − δ . (18)
The left hand side (times j/3) is the expect depth for Grover’s algorithm. The right hand side (times j˜ = j/3) is the expect depth
for G˜ algorithm. The above inequality gives
α <
2(d(In)− d(In−1))PG
3d(In)δ
= O(
√
N). (19)
If we consider the liner depth of d(In), we have α = O(
√
N/ log2N).
The critical value αc,1 for n = 4, 5, . . . , 10 is listed in TABLE IV. The numerical value is obtained from d(Λn−1(σx)) =
{1, 5, 13, 29, 61, 120, 160, 200, 240}with n = 2, 3, . . . , 10. The sandwich structure is observed from numerical calculations. In
fact, the numerical result gives the sequence G˜jG2nGn−1 when α approaches to the critical value. For analytical convenience,
we only take the structure G˜. The quadratic root scale is valid for both sequences. It is open question that the scale of critical
value αc,1 can be improved by mixing more different kinds of diffusion operators.
9TABLE IV. Numerical value for αc,1 and αc,2 (3). The results are based on the linear scale depth of diffusion operator d(In) [7]. Theorem 1
shows that αc,1 scales as O(
√
N). Theorem 2 shows that αc,2 approaches to 1 +
√
3 when N is very large.
n 4 5 6 7 8 9 10
αc,1 2.07 4.64 14.65 29.45 32.88 45.95 83.97
αc,2 NA 1.21 1.53 1.76 2.00 2.17 2.28
Proof of Theorem 2: αc,2 ∼ 1 +
√
3
We numerically find the critical value αc,2 for n = 5, 6, . . . , 10 qubit search algorithm, see TABLE IV. When α approaches to
αc,2, we observe that the sequence becomes G˜
j with G˜ = GnG2 in the first part. And the second part is only one G2 operator,
which finds the remaining two bits of the target state, with probability 1. Although such sequence may not be practical, we will
use it for analyzing the critical value αc,2. We may abuse notations in the following, though without any possible confusions.
For example, operator G˜ is GnG2 below, instead of the sandwich structure in the proof of Theorem 1.
Theorem 2. As N →∞, αc,2 ∼ 1 +
√
3.
Proof. We apply the same tricks as in proof of Theorem 1. Consider the subspace of database spanned by the basis
{|t〉, |ntt〉, |u〉} (9a-9c). The basic operator is G˜ = GnG2. Since G2 has two-qubit diffusion operator, we consider the database
|t〉 = |t1〉 ⊗ |t2〉 with l(t2) = 2. As the convention, we have sin θ1 = 2/
√
N . The operator G˜ has the matrix representation in
the basis {|t〉, |ntt〉, |u〉}:
G˜ =
1
2

 c
√
3 s√
3c −1 √3s
−2s 0 2c

 , (20)
with short notations s = sin 2θ1 and c = cos 2θ1. It has eigenvectors and eigenvalues:
λ0 = −1, |v0〉 = 1√
3c2 + 8c+ 5
(
c+ 1,−
√
3(c+ 1), s)
)T
, (21a)
λ± = e
±iγ , |v±〉 =
√
2
4∆
(
c− 1∓ i
√
3∆, (
√
3− 1)c∓ i∆, 4s
)T
(21b)
with tan γ =
√
3∆/(1 + 3c) and ∆ = (5 − 2c − 3c2)1/2. It is very interesting to see that eigenvector |v0〉 with eigenvalue
−1 is orthogonal to the average state |sn〉, i.e., 〈sn|v0〉 = 0. Then the operator G˜ can be viewed as rotation around an axis
perpendicular to |sn〉, plus reflection. And the rotation angle is γ. The first part G˜ algorithm is only required to find the |t1〉
state with high probability. The probability finding |t1〉 state equals to one minus the probability finding the state |u〉. We can
calculate the amplitude
〈u|G˜j˜ |sn〉 =λj˜0〈u|v0〉〈v0|sn〉+ λj˜+〈u|v+〉〈v+|sn〉+ λj˜−〈u|v−〉〈v−|sn〉
=λj˜+〈u|v+〉〈v+|sn〉+ λj˜−〈u|v−〉〈v−|sn〉. (22)
Since N is large (θ1 is a small angle), we can only consider the term with leading order in θ1:
γ =
√
3θ1 +O(θ21), 〈v±|sn〉 =
√
2
2
+O(θ1), 〈u|v±〉 =
√
2
2
+O(θ21). (23)
Then the probability for finding the state |u〉 is
|〈u|G˜j˜ |sn〉|2 = cos2(
√
3j˜θ1) +O(θ1) (24)
Then the probability for finding the partial bit t1 is sin
2(
√
3j˜θ1) + O(θ1). Since the second part has probability 1 (two-qubit
Grover’s algorithm has probability 1), then sin2(
√
3j˜θ1)+O(θ1) is also the probability for finding the target state (in two steps).
Comparing with Grover’s algorithm (8), we set j˜ = j/
√
3. The success probability for G˜ algorithm is PG + δ with PG as
10
Grover’s success probability and δ as a small number δ = O(1/√N). Then we can set an inequality to estimate the critical
value αc,2:
(α+ 1)d(In)
PG
>
(2α+ 1)d(In) + 3√
3(PG + δ)
(25)
The left hand side (times j) is the expect depth for Grover’s algorithm. The right hand side (times j =
√
3j˜) approximates the
expect depth for G˜ algorithm. The second part depth only contributes order O(1/√N) to the critical value αc,2, therefore we
can neglect it hear. The above inequality gives
α > 1 +
√
3− 3
d(In)
+O( 1√
N
) ∼ 1 +
√
3 (26)
