Sparse databases with hundreds of variables are commonplace. In this setting, it is both statistically and computationally challenging to detect true predictive relationships between variables and also to suppress false positives. This paper proposes a new approach to dependency detection that combines probabilistic programming, information theory, and non-parametric Bayesian modeling. The key ideas are to (i) build an ensemble of joint probability models for the whole database via approximate posterior inference in CrossCat, a non-parametric factorial mixture; (ii) identify independencies by analyzing model structures; and (iii) report the distribution on conditional mutual information induced by posterior uncertainty over the ensemble of models. This paper presents experiments showing that the approach finds relationships that pairwise correlation misses, including context-specific independencies, on databases of mathematics exam scores and global indicators of macroeconomic development.
Introduction
Sparse databases with hundreds of variables are commonplace. In these settings, it can be both statistically and computationally challenging to detect predictive relationships between variables [4] . First, the data may be incomplete, and obtained from multiple primary sources, often of non-uniform quality. Cleaning and imputation are often needed before pairwise statistics can be calculated. Second, parametric modeling assumptions that underlie standard hypothesis testing techniques may not be appropriate; relationships may be nonlinear, multivariate, and/or heteroskedastic, and thus missed by pairwise correlations. Third, as the number of variables grows, it becomes harder to detect true relationships without also finding false positives. Many frequentist approaches have been proposed (see [16, Table 1 ] for a summary), but they do not produce probabilistically coherent measures of uncertainty, and can struggle with data sparsity. This paper proposes a new approach to dependence detection that combines probabilistic programming, information theory, and non-parametric Bayesian modeling. The approach is summarized in Figure 1 . Queries about the conditional mutual information (CMI) between variables of interest are expressed using the Bayesian Query Language [17] , an SQL-like probabilistic programming language. Approximate inference with CrossCat [18] is used to produce an ensemble of joint probability models, which are analyzed for structural (in)dependencies. For model structures in which dependence cannot be ruled out, the CMI is estimated via Monte Carlo. The method is scalable to highdimensional data; it can be used for exploratory analysis without requiring expensive CMI estimation for all pairs of variables. It applies to heterogeneously typed, incomplete datasets with minimal pre-processing [18] . This paper shows empirically that the proposed approach is effective on real-world databases with hundreds of variables and a missing data rate of ∼35%, detecting common-sense predictive relationships that are missed by pairwise correlation while suppressing spurious relationships that other methods purport to detect. This paper also shows how to characterize the strength of context-specific (in)dependencies on realworld databases of mathematics exam scores and of global macroeconomic indicators. Details outlining the integration of this workflow into BayesDB, a probabilistic programming platform for data analysis, and new syntaxes in the Bayesian Query Language (block 5) for simulating from the distribution over CMI, are provided in the supplement.
x, and parameterizes all its joint and conditional distributions. The mutual information (MI) of x A and x B (under G) is defined in the usual way [5] :
.
This quantity can be interpreted as the KL-divergence between the joint distribution p G (x A , x B ) and product of marginals
, and is a well-established measure for both the existence and strength of dependence between x A and x B (Section 2.2). Given an observation of the variables {x C =x C }, the conditional mutual information (CMI) of x A and x B given {x C =x C } is defined analogously:
Estimating the mutual information between the variables of x given a dataset
is an open problem in the literature. Various parametric and non-parametric methods for estimating MI exist [20, 21, 14] ; see [23] for a comprehensive review. Traditional approaches typically construct a point estimatê I(x A :x B ) (and confidence intervals) around a "true value" of I(x A :x B ). In this paper, we instead take a non-parametric Bayesian approach, where the mutual information itself is a derived random variable; a similar interpretation was recently developed in independent work by [15] . The randomness of mutual information arises from treating the data generating process and parameters G as a random variable, whose prior distribution we denote π. Composing G with the measurable function h :Ĝ → IĜ(x A :x B ) induces the random variable h(G) ≡ I G (x A :x B ). The distribution of the MI is thus an expectation under measure π:
for all Borel sets S.
Given a dataset D, the posterior distribution of the mutual information, P(I G (x A :x B ) ∈ S|D), is constructed by using the posterior π(·|D) instead of π in (3). The distribution over conditional mutual information (2) is computed in an analogous manner, where the CMI is used inside the expectation.
Estimating conditional mutual information with generative population models
It is straightforward to produce Monte Carlo estimates of CMI for all generative population models, a probabilistic programming formalism for characterizing the data generating process of an infinite array of realizations of the random vector x = (x 1 , x 2 , . . . , x D ) introduced in [17, 27] . Listing 1 summarizes the key elements of the GPM interface.
Listing 1 GPM interface for simulating from and assessing the density of conditional and marginal distributions of a random vector x.
Simulate(G, query: Q= {qj}, condition:xE = xe j ) Return a sample s ∼ pG(xQ|xE , D).
LogPdf(G, query:xQ= xq j , condition:xE = xe j ) Return the joint log density pG(xQ|xE , D)
These two interface procedures can be combined to derive a simple Monte Carlo estimator for the CMI (2), shown in Algorithm 2a.
Algorithm 2a Gpm-Cmi
Require: GPM G; query A, B; conditionxC; accuracy T Ensure: Monte Carlo estimate of IG (xA:xB|xC=xC) 1:
While Gpm-Cmi is an unbiased and consistent estimator applicable to any probabilistic model implemented as a GPM, its quality in detecting dependencies is tied to the ability of G to capture patterns from the dataset D; this paper uses baseline non-parametric GPMs built using CrossCat (Section 3).
Extracting conditional independence relationships
The (conditional) mutual information can be used to give straightforward definitions for marginal, contextspecific, and conditional independence:
Context-Specific Independence If the event {x C =x C } decouples x A and x B completely, then they are said to be independent "in the context" ofx C , written
. This condition is equivalent to the CMI from (2) equaling zero. Thus by estimating CMI, it is possible to detect finer-grained independencies than can be detected by analyzing the graph structure of a learned Bayesian network [29] .
Conditional Independence If context-specific independence holds for all possible observation sets {x C =x C }, then x A and x B are conditionally independent given x C , written (x A ⊥ ⊥ G x B |x C ). By the nonnegativity of CMI, conditional independence is equivalent to the CMI of x A and x B (marginalizing out x C )
equaling zero. In Section 4, we compare posterior CMI curves for both context-specific and conditional queries, illustrating the difference between the two. 
by:
We refer to [7, 13] for algorithms for posterior inference, and assume we have a posterior sampleĜ = (α, z [1:N ] , {φ d }) of all latent parameters in the DpMixture given D. To compute the CMI of an arbitrary query pattern IĜ(x A : x B |x C =x C ) using Algorithm 2a, we need implementations of Simulate and LogPdf for DpMixtureĜ. These two procedures are summarized in Algorithms 3a and 3b.
Algorithm 3a DpMixture-Simulate
Algorithm 3b DpMixture-LogPdf
Require: DpMixture G; targetxA; conditionxC Ensure: log density pG(xA|xC)
Algorithm 3c DpMixture-Cluster-Posterior
Require: DpMixture G; conditionxC; 
MI(A,B|C=0)
(b) The first three plots verify that A, B, and C are marginally independent. The next three plots show that conditioning on C "couples" the parents A and B (both for fixed values of C ∈ {2, −2}, and marginalizing over all C). The last plot shows that {C = 0} does not couple A and B, due to symmetry of signum. 
CMI(B,C|A)
(d) The first three plots verify that A, B, and C are marginally dependent. The next three plots show that conditioning on A "decouples" the children B and C; the decoupling is weaker for {A = 0}, because it is 3.4 nats less likely that {A = 1}. The final plot shows the weighted CMI under these two possibilities.
Figure 2:
Posterior distributions of CMI under the CrossCat posterior, given 100 data points from canonical Bayes net structures. Distributions peaked at 0 indicate high probability of (conditional) independence. In both cases, the posterior CMI correctly detects the marginal and conditional independence structures in the "ground truth" Bayes nets, despite the fact that both "common-cause" and "common-effect" structures are not in the (structural) hypothesis space of a DpMixture.
The subroutine DpMixture-Cluster-Posterior is used for sampling (in DpMixture-Simulate) and marginalizing over (in DpMixture-LogPdf) the nonparametric mixture components. Moreover, if
in Algorithms 3a:4 and 3b:3 can be Rao-Blackwellized by conditioning on the sufficient statistics of data in cluster k, thus marginaliz-
. This optimization is important in practice, since analytical marginalization can be obtained in closed-form for several likelihoods in the exponential family [8] . Finally, to approximate the posterior distribution over CMI in (4) , it suffices to recompute DpMixture-Cmi using a set of posterior samples Figure 2 shows various posterior CMI distributions from the DpMixture successfully recovering the marginal and conditional independencies in two canonical Bayesian networks.
Inducing Sparse Dependencies Using The CrossCat Prior
A single DpMixture assumes that all variables x = (x 1 , . . . , x D ) are (structurally) marginally dependent, where their joint distribution factorizes conditioned on the mixture assignment z. In high-dimensional datasets, imposing full structural dependence among all the x j is often a conservative assumption. Moreover, while the Monte Carlo error of Algorithm 2a does not scale with the dimensionality D, its runtime scales linearly for the DpMixture, and so estimating the CMI is likely to be prohibitively expensive. We relax this constraint by using the CrossCat prior [18] , a structure learning meta-GPM which induces sparsity over the structural dependencies in the variables of x. In particular, CrossCat posits a factorization of x according to a variable partition γ = V 1 , . . . , V |γ| , where
. For all i = j, all variables in block V i are mutually (marginally and conditionally) independent of all variables in V j . Thus factorization of x is:
Within block V, the variables x V = {x d : d ∈ V} are distributed according to a vanilla DpMixture; subscripts with V (such as G V ) now index a set of block-specific DpMixture parameters. The joint (predictive) density p G V is given by Algorithm 3b:
The CrossCat prior for parameters and generative pro-
is summarized below.
We refer to [18, 22] for algorithms for posterior inference in CrossCat, and assume we have a set of approx-
of all latent CrossCat parameters from the posterior π(·|D).
Optimizing a CMI Query
The following lemma shows how CrossCat induces sparsity given a multivariate CMI query. Lemma 1 Let G be a posterior sample from CrossCat, whose full joint distribution is given by (5) and (6).
where
An immediate consequence of Lemma 1 is that structure discovery in CrossCat allows us to optimize Monte Carlo estimation of I G (x A :x B |x C =x C ) by ignoring all target and condition variables which are not in the same block V, as shown in Algorithm 4a.
Algorithm 4a CrossCat-Cmi
Require: CrossCat G; query A, B; conditionxC; acc. T Ensure: Monte Carlo estimate of IG(xA:xB|xC=xC)
iV ← 0 6: return V∈γ iV
Upper bounding dependence probability
In exploratory data analysis, we are often interested in detecting pairwise predictive relationships between variables (x i , x j ). Using the formalism from Eq (3), the quantity of interest can be phrased as the probability that their MI is non-zero:
This quantity can be upper-bounded by the posterior probability that x i and x j have the same assignments v i and v j in the CrossCat variable partition γ:
The addend in line 3 is zero from Lemma 1. The summand in (7) 
Applications
This section illustrates the efficacy of the proposed approach on (i) a real-world dataset of mathematics exam scores and (ii) a sparse database containing ∼320 indicators of global macroeconomic development drawn from an ongoing collaboration with the Bill & Melinda Gates Foundation.
Mathematics exam scores
The "mathematics marks" dataset contains 5 examination scores for 88 students: mechanics, vectors, algebra, analysis, and statistics. It is a canonical example in the literature of a real-valued, multivariate dataset with interesting conditional independence structure [19, 32, 6] . Modeling the variables as jointly Gaussian and inspecting the partial correlation matrix (Figure 4b) indicates that (mechanics and vectors) are conditionally independent of (analysis and statistics), given algebra. The partial correlation matrix implies that when predicting the vectors score for a student whose algebra score is known, further conditioning on the analysis score provides no additional information. Figure 4 explores this proposed conditional independence between vectors and analysis by studying (i) the empirical frequencies from the dataset, (ii) the posterior predictive distributions from CrossCat, and (iii) the posterior distribution of CMI given two different conditions: when algebra = 50, and when algebra = 60. The posterior CMI curves in Figure 4d detects a "context-specific" dependence, where analysis is more predictive of vectors when algebra = 60 (red curve), than when algebra = 50 (green curve). The CMI of vectors and analysis is weakest when marginalizing over all values of algebra (blue curve in 4d), in agreement with their weak partial correlation. The figure caption contains further commentary.
Macroeconomic indicators of global poverty, education, and health
The Gapminder data set is an extensive longitudinal dataset of over 300 global developmental indicators for 200 countries spanned over 5 centuries [26] . These include variables from a broad set of categories such as education, health, trade, poverty, population growth, and mortality rates. Our experiments are restricted to a cross-sectional slice of the data from 2002. Figure 5a shows the pairwise R 2 correlation values between all variables; each row and column in the heatmap is an indicator in the dataset, and the color of a cell is the raw value of R 2 (between 0 and 1). Figure 5b shows pairwise binary hypothesis tests of independence using the HSIC [12] , which detects a dense set of dependencies including many spurious relationships (see supplement). For these two methods, statistically insignificant relationships (α = 0.05 with Bonferroni correction for multiple testing) have been converted to 0. Figure 5c shows the pairwise posterior probability that the MI of two variables is greater than zero (also a value between 0 and 1). These entries are estimated using Eq (7) with H=100 samples of CrossCat. (j) Left plot shows the joint posterior density of imports and goods; the high marginal coupling is due to their common parent in (i). Center plot shows the same distribution conditioned on exports=150 and balance=30; imports now centers around its noiseless value of 120, and is decoupled from goods. Right plot shows the CMI for these two distributions. It is instructive to compare the dependencies detected by R 2 and CrossCat-Cmi. Table 5e shows pairs of variables that are spuriously reported as dependent according to correlation; scatter plots reveal they are either (i) are sparsely observed or (ii) exhibit high correlation due to large outliers. Table 5f shows common-sense relationships between pairs of variables that CrossCat-CMI detects but R 2 does not; scatter plots reveal they are either (i) non-linearly related, (ii) roughly linear with heteroskedastic noise, or (iii) pairwise independent but dependent given a third variable. Recall that CrossCat is a product of DpMixtures; practically meaningful conditions for weak and strong consistency of Dirichlet location-scale mixtures have been established by [10, 31] . This supports the intuition that CrossCat can detect a broad class of predictive relationships that simpler parametric models miss. Figure 6 focuses on a group of four "trade"-related variables in the Gapminder dataset detected as probably dependent: "net trade balance", "total goods traded", "exports of goods and services", and "imports of goods and services". R 2 fails to detect a statistically significant dependence between "net trade balance" and the other variables, due to the high noise shown in the pairwise scatter plots (Figure 5h ). From economics, these four variables are related by the graphical model in Figure 5i , where the value of a node is a noisy addition or subtraction of the values of its parents. Figure 5j illustrates that CrossCat recovers predictive relationships between these variables: conditioning on "exports"=150 and "balance"=30 (a low probability event according to the left subplot) centers the posterior predictive distribution of "imports" around 120, and decouples it from "total goods". The posterior CMI curves of "imports" and "total goods", with and without the conditions on "exports" and "balance", formalize this decoupling (right subplot of Figure 5j ).
Related Work
There is broad acknowledgment that new techniques for dependency detection beyond linear correlation are required. Frequentist approaches for conditional independence testing include the use of kernel methods [1, 9, 33, 28] , copula functions [2, 24, 16] , and characteristic functions [30] ; a comparison can be found in [16, Table 1 ]. Several of these non-parametric methods aim to capture non-linear and multivariate predictive relationships. Unlike these methods, however, our approach uses a representation of dependence in terms of conditional mutual information. Also, the proposed method is not embedded in a frequentist decision-theoretic framework, since our quantity of interest is a posterior distribution over CMI rather than a binary hypothesis test where the null is CMI = 0.
In the Bayesian literature, the most similar approach to ours was proposed independently in recent work by [15] . The method likewise computes a posterior distribution over CMI, estimating the joint density using an encompassing non-parametric Bayesian prior. However, the differences are significant. First, the Monte Carlo CMI estimator in [15] is based on resampling the empirical data, and its consistency is established under regularity conditions. However, real-world databases may be too sparse for resampling to yield good estimates, especially for queries given unlikely constraints. Gpm-Cmi instead uses simulations from a GPM, and CrossCat-Cmi in particular uses samples from the predictive distribution in a non-parametric model. Second, the non-parametric prior used by [15] is a standard Dirichlet process mixture model, whereas this paper proposes a sparsity-inducing CrossCat prior which permits (i) optimized computations for upper bounds of posterior probabilities and (ii) simplifying complex CMI queries with multivariate conditions.
Discussion
This paper has shown it is possible to detect predictive relationships between variables by integrating probabilistic programming, information theory, and nonparametric Bayes. Users can specify a broad class of conditional mutual information queries using a simple SQL-like language (see supplement), which are answered using a scalable pipeline based on approximate Bayesian inference. The underlying approach applies to arbitrary GPMs, including parametric models and other classes of probabilistic programs [27] , but exploits the sparsity of CrossCat model structures to improve scalability for exploratory analysis.
As scientific research and business operations become more data-driven, there is a growing need for statistically rigorous ways to characterize predictive relationships. This paper has focused on detection and preliminary assessment of the probable strength of a relationship in information-theoretic terms. Confirmatory analysis and descriptive summarization are left for future work, and will require new ideas, including insight into the robustness of joint density estimation when random sampling assumptions are violated. Despite these limitations, we believe the proposed method represents a significant step towards automatic methods for identifying relationships from empirical data.
A Expressing conditional mutual information queries in the Bayesian Query Language
In this section, we provide technical details outlining the integration of the workflow in Figure 1 into BayesDB [17] , a probabilistic programming platform for applied data analysis. We also outline new syntaxes in the Bayesian Query Language, an SQL-like query language which allows users to ask probabilistic questions about the data, to support posterior CMI simulations.
The data table in block 1 of Figure 1 is referred to as a base 
is a weighted ensemble of GPMs, whose minimal computational interface is shown in Listing 1.
When each G i is a posterior sample (given data in the base table D) from a Bayesian model, and the weights w 1 = · · · = w K are equal, then functionals of G i (such as the conditional mutual information (2)) are random variables whose (approximate) posterior distribution arises from evalauting the functional at each GPM.
To expose the posterior distribution of CMI to BayesDB, we extend the Bayesian Query Language with the following grammar Red symbols denote non-terminals, upper case symbols in green denote terminals, lower-case symbols between angle brackets denote literals, and \0 is the empty string. All of these queries return samples from the posterior distribution over CMI, (shown as rug ticks in block 8 of 1). The number of returned samples is K, or the total number of GPMs in metamodel M.
Finally, we note that the given expression only supports equality constraints and marginalization constraints. Morere elaborate probabilistic conditioning clauses, such as (GIVEN <var-name> BETWEEN <low> AND <high>) are left to future work. Approaches to computationally answering such CMI queries with setcontainment constraints might involve rejection sampling, or extending the GPM interface to assessing cumulative distribution functions when possible.
B Experimental Methods For Dependence Detection Baselines
In this section we outline the methodology used to produce the pairwise R 2 and HSIC heatmaps shown in Figures 5a and 5b . To detect the strength of linear correlation (for R 2 ) and perform a marginal independence test (for HSIC) given variables x i and x j in the Gapminder dataset, all records in which at least one of these two variables is missing were dropped. If the total number of remaining observations was less than three, the null hypothesis of independence was not rejected due to degeneracy of these methods at very small sample sizes. Hypothesis tests were performed at the α = 0.05 significance level. To account for multiple testing (a total of 320 2 = 51040), a standard Bonferroni correction was applied to ensure a familywise error rate of at most α.
We used an open source MATLAB implementation for HSIC.
1 1000 permutations were used to approximate the null distribution, and kernel sizes were determined using median distances from the dataset. From Figure 5b , HSIC detects a large number of statistically significant dependencies. Table 1 reports a collection of spurious relationships between variables for which (i) HSIC rejects the null hypothesis of independence, and (ii) the upper bound on the posterior probability of dependence Eq (7) is less than 0.15. Table 1 : Spurious relationships detected as dependent by HSIC, but probably independent according to posterior mutual information.
