Introduction
Gene expression pattern images during Drosophila embryogenesis obtained by in situ mRNA hybridization provide important spatial-temporal functional information. These images contain body structures that emerge during certain developmental stages. Automatic retrieval and clustering these images have been found useful in further investigation of genetic regulatory elements [1] [2] . Annotations of these structures are important for the study of Drosophila embryogenesis. So far, the annotations of these fly embryo images are done by manually assigning gene ontology terms to an image [3] . This time-consuming process depends heavily on the consistency of experts. With the availability of a large number of pattern images in publicdomain databases, such as the one generated through Berkeley Drosophila Genome Project (BDGP) [4] , an automatic and systematic annotation approach that can increase the efficiency and consistency of the analysis becomes highly desired.
We develop a system to automatically annotate the embryonic tissue in which a gene has expression. We formulate the problem as an image pattern recognition problem. For a new fly embryo image, the system answers two questions: 1) Which stage-range does this image belong to? 2) Which annotations should be assigned to the image? As far as we know this paper is the first to address this important problem. Yet there are two major challenges:
(a) The number of annotations for an image of gene expression pattern is usually unknown. From a point of view of pattern recognition, this means that each input image sample corresponds to multiple class labels. This demands special design for both the classification scheme and the feature extraction. Moreover, we are dealing with a big number of possible annotations for each image (e.g., there are hundreds of potential annotations at embryogenesis stage 13-16). Some of them appear much more commonly than others. The unbalanced data make it difficult to extract features for rare annotations;
(b) The qualities and morphologies of images vary greatly. Variation in embryo morphology, expression pattern staining and embryo orientation in images increase the difficulty of effective preprocessing and registration of the images. In addition, some inconsistent or missing annotations make it a nontrivial effort to generate an objective evaluation dataset.
This paper presents an effective feature extraction and selection method so that different structures within the same image can be automatically recognized. We also design and implement an annotation system of the embryonic patterns. We collect about 5000 images for 463 genes from BDGP database as the evaluation set. The predicted annotations for these images are presented with a confidence score and meaningful annotation results are achieved.
Feature Extraction and Selection with Wavelet-Embryo Decomposition
We propose to use wavelet decomposition to extract multiresolution features from fly embryo gene expression patterns. Wavelet analysis is useful in capturing, identifying, and analyzing local and multiscale features from signals and images (e.g. [5] ). A shown in Figure 1 , we apply the Level-2 2D discrete wavelet transform to an embryo image and produce four subbands low-low (LL), low-high (LH), high-low (HL) and high-high (HH), and in the spatial frequency domain generate decompositions called waveletembryos. This decomposition is then repeated on the LL frequency band to produce decompositions at the next level resolution. The respective coefficients of the waveletembryo decomposition are used as features to characterize an embryonic gene expression pattern.
For comparison, we also investigate two other feature extraction methods: 1) Eigen-embryo decomposition [2] that uses principal component analysis to extract prominent features of the image; 2) LeNet feature maps that are extracted by LeNet, a neural network model that is considered as one of the highest performing classifiers for handwritten numeral recognition [6] . We use the output of LeNet hidden layer as the extracted features.
The dimensionality of wavelet-embryo features is quite high and the redundancy among these features can prevent effective use of them. As our goal is to find good features corresponding to various annotations for the same image, the min-redundancy max-relevance (mRMR) feature selection [7] becomes an excellent choice to reduce redundant feature-dimensions. It generates a compact feature set with strong discriminating strength for various annotations. 
Automatic Annotation System
The annotation system is a two-tier classification process. At the first tier, an image is assigned to a specific stagerange in the course of Drosophila embryogenesis (stages 1-3, stages 4-6, stages 7-8, stages 9-10, stages 11-12, and stages 13-16). At the second tier, annotations are assigned to the image. Since the problem of assigning annotations to an image in a given stage phase is multi-objective, we solve it by decomposing it into multiple binary subproblems, each of which deals with the prediction of one class. These classifiers are trained based on one-vs-others principle, which means the training samples are labeled to 1 or 0 depending on whether the training image has one particular annotation. Outputs of these trained classifiers collectively determine the set of annotations that will be assigned to an image. The classifiers also calculate probabilistic confidence score in order to give users a quantitative measure of the prediction.
Experiments and Conclusion
We conducted two experiments. The first one is to evaluate the effectiveness of our feature extraction/selection algorithm. We built seven synthetic sets using images from various stage-ranges. We compared wavelet-embryo features against eigen-embryo features and LeNet features, and found that the wavelet features plus mRMR feature selection produces the best features for recognition (results omitted due to space limitation).
Based on the best feature selected, our second experiment is to evaluate our automatic annotation system using about 5000 images for 463 genes extracted from the DBGP gene expression pattern database. Here we include only partial results ( Table 1 ). The predicted annotations are presented in terms of the probability confidence score so that the users are able to quickly locate the most confident prediction results. It can be seen that of the four genes there is only one mismatch (marked *) between our automatic annotations and the expert-annotations. Also note that BDGP database may have missing annotations (the last row for gene CG9262). This indicates that, in addition to being used for newly collected pattern images, our automatic annotation system can also be used for annotation consistency check and data-repair in existing databases. 
