In this paper, a block LU preconditioner for saddle point problems is presented. The main di erence between the approach presented here and that of other studies is that an explicit, accurate approximation of the Schur complement matrix is e ciently computed. This is used to compute a preconditioner to the Schur complement matrix that is in turn de nes a preconditioner for a global iteration. The results indicate that this preconditioner is e ective on problems arising from CFD applications.
Introduction
In many applied problems, it is necessary to solve a saddle point problem of the form A B B T 0 ! u p
where A and B are matrices of size n A n A and n A m B respectively and m B n A : If in addition, A is symmetric positive de nite (SPD) then the problem is a classical problem. If on the other hand A is inde nite or nonsymmetric, the problem is termed generalized.
Such systems of equations arise in the solution of the Stokes and Navier-Stokes equations, linear elasticity theory, and electromagnetics as well as in constrained optimization, when minimizing a quadratic functional subject to the linear constraints B T u = g: The discretized equations are frequently large and sparse, making direct solutions infeasible. The di culty in obtaining accurate numerical solutions to Equation (1) is that the system is inde nite, as seen from the LDL T factorization of the global matrix, When used without preconditioning, Krylov subspace methods can perform poorly on such systems, see , e.g., 19 ], because they are inde nite. Three main solution approaches to Equation (1) can be distinguished. The rst is a condensation approach. The variable u is eliminated from the second equation, which results in the Schur complement system Sp = B T u ? g: (3) This can be solved exactly for p and u can then be obtained from the solution of Au = f ? Bp: (4) This approach which has been examined in 6, 22] , for example, tends to be very expensive.
Each multiplication by S requires an exact (or very precise) solve with the matrix A and matrix-vector products with B and B T : The solves with A can be e ciently performed using multigrid solvers in the case where A is equivalent to a Laplacian operator, but more general forms for A may not be as easily tractable. A simpli ed alternative to direct condensation is the Uzawa algorithm 1]. In this case, the equation blocks are iteratively solved in an outer loop using another iterative procedure for the inner loop. If the inner iterations are nearly exact, then the algorithm is called the exact Uzawa algorithm. It has been shown ( 2] ) that accurate inner loop solves are frequently not necessary. This leads to the so-called inexact algorithm. This was studied in 3] for the symmetric case and in 4] for the nonsymmetric case.
A third approach, and the one taken here, is to directly attack the global system as a whole. It is still necessary to utilize the block nature of the matrix to design an e ective preconditioner, but the task is now much simpler since exact solutions with the matrix A are no longer required. This approach has been examined by many researchers. The by takingŜ = I in the simplest case, or using the same preconditioners as for A applied to a simpli ed Schur complement approximation of the formS = B T B:
Block diagonal preconditioners are investigated in 23] and 21] for the stabilized Stokes equations, rst in the simple case where both preconditioning matrices are diagonal, then with more general preconditioners such as multigrid V-cycles in the latter reference.
The The approach taken here is similar to the methods above, however, an accurate approximation to the Schur complement approximation is computed. This is then further approximated by standard preconditioners.
The remainder of the paper is as follows. Section 2 presents the proposed block LU preconditioner as well as some details regarding its e cient implementation. Section 3 presents a series of numerical experiments for matrices arising from various disciplines. Finally, conclusions are given in Section 4.
Block LU Preconditioners
Consider the general situation where the global matrix is nonsymmetric:
The block LU factorization of the above matrix can be written as 
whereÃ andS represent some approximation to A and S respectively. The action of the block preconditioner (7) Compute x = x ? t:
The procedure involves two solves withÃ and one withS.
A block LU preconditioner based on the approximate factorization (7) of M g requires two ingredients: (1) an approximationÃ to A, for which solves are inexpensive; and (2) an approximationS to S, with which it is again inexpensive to solve linear systems. A variety of options are available for choosingÃ because A is usually available, either directly or as a good approximation. For example, it is easy to approximate A by an incomplete Cholesky (or ILU) factorization. The more crucial part is selecting an approximation to S: Once this approximation is found, it should then be approximately factored. An approximate factorization ofS may also be obtained directly, i.e., without formingS rst, as a by-product of some other factorization.
Approximating the Schur complement
In this section, the problem of obtaining approximationsS to the Schur complement is examined. Forming A ?1 to compute an approximation toS is impractical because it is usually a dense matrix. Two common approximations that are readily computable arẽ S 1 = C T B; S 2 = C T diag(A) ?1 B:
However, these approximations are not always accurate enough. One step towards a more accurate approximation, developed for the case where C = B; is the B T A ?1 B preconditioner of 9] mentioned above. The preconditioner obtained here is similar, but somewhat more direct. While the multigrid solvers used in 9] can be considered optimal, the mesh information may not always be available. For later reference it is important to unravel a relationship between the X and Y matrices, and the standard LU (or Cholesky) factorization of the global matrix M g . Consider the LU factorization of M g written here in its general (nonsymmetric) form:
Here L; U is the LU factorization of A, L S is unit lower triangular and U S is upper triangular. When A is SPD and C = B; then U L T and Y X. The above relation shows that the matrix X can be viewed as the (1,2) part of the block form of the U factor. It is also important to note that the L S ; U S pair is the LU factorization of the Schur complement matrix ?S of (6) .
The application of the preconditioner requires solving systems of the formÃx = f andSy = g as indicated in Algorithm 2.1. These equations represent approximations used to de ne a more global preconditioner, so accurate solves are not needed. The equations Ax = f andSy = g may be solved iteratively usingÂ as a preconditioner for A andŜ as a preconditioner for S. Flexible accelerators (such as FGMRES 19] ), which allow for a variable preconditioner, should be used to solve Equation (1) in this case. However, solving these systems iteratively may represent an expensive alternative. In the extreme situation where the incomplete decompositions are performed exactly, then iteration is not necessary. As is generally observed with similar algorithms, it is su cient to apply the preconditioning operation directly to the equations and avoid iterating. This approach also presents a storage savings becauseS can be discarded once the preconditionerŜ has been computed.
Computing the X factor
This section addresses the issue of computing an approximation to the matrix X = L ?1 B. It may be thought at rst that the matrix X is dense and therefore, any attempt to compute an approximation to it may be too expensive. In fact, X is often a fairly sparse matrix and methods for generating an approximation to it can be inexpensive and e ective.
If L and B are stored in a sparse row format, it is natural to derive approximation methods by including dropping strategies from the following row-oriented algorithm. The i-th row of X is denoted by X i and similarly for B and L. X i := X i =L ii 7 . EndDo
The i-th row of X is obtained by subtracting a linear combination of previous rows and the resulting row is scaled by L ii . Note that for the standard LU factorization L ii = 1 so the scaling by L ii is only necessary in this case. This row-oriented process is illustrated in Figure 1 . Two facts are useful to note at this point. First, according to an earlier remark, see Equation (8), the above process will compute the (1,2) part of the U factor in the Gaussian elimination applied to the global matrix M g . Second, the rst few rows of X are sparse and then become denser and denser, as is typical in sparse Gaussian elimination, so dropping strategies should be added to reduce ll-ins.
A common dropping strategy is one that is based on a threshold technique: any ll-in introduced at the completion of the loop in lines 3{5 of Algorithm 2.2 is dropped (replaced by zero) if it is smaller than a certain tolerance, weighted by the initial norm of row B i .
Another popular dropping strategy is one that is based on level-of-ll. A level-of-ll is assigned to each element during the factorization process of Gaussian elimination, see e.g., 
Here, m ij represents an element of the L matrix if i > j and the U matrix for i j. The ILU(p) factorization of the matrix consists of performing the usual Gaussian elimination process but every ll-in element whose level-of-ll exceeds p is dropped. In the following it is assumed that ILU(p) has been used to obtain L, in incomplete Cholesky factor for A. As a result each element of L has been assigned a level-of-ll at the completion of the ILU algorithm. To de ne a level-of-ll variant of Algorithm 2.2 all that is required is to add code for updating the ll-level values in the process and dropping those whose level exceeds p. The result is as follows. 
lev(X ij ) = minflev(X ij ); lev(L ik ) + lev(X kj ) + 1g, j = 1; : : : ; i 6 . EndDo The factorization (8) suggests that the X matrix obtained from the above algorithm is the same as the one that would be obtained from the (1,2) block of the U factor of an incomplete LU factorization, using the same level-of-ll. This is clearly true as a simple comparison with the IKJ version of the Gaussian elimination would show (see Algorithm 10.2, in 19]). If an IKJ version of Gaussian elimination, modi ed with the level-based dropping strategy, is applied to M g then the X factor can extracted from the U-part of the ILU factorization. As was observed before, the L S ; U S parts in (8) constitute the LU factors of the Schur complement matrix ?S. It would be interesting to modify the Gaussian elimination process in order to obtain the matrix ?S directly instead of its factored form. Such a modi cation, called the restricted version of Gaussian elimination was introduced and exploited in 20]. We reproduce it here for the sake of completeness. In this algorithm, the standard elimination process is carried out for the rst n A rows of M g : For the remaining rows, the elimination is carried out only to column n A : It is easy to see from what was stated above (see also 20]) that the (2,2) block in the matrix M resulting from this factorization is actually the Schur complement matrix associated with the C block. Thus, sparse Gaussian elimination techniques compute LU factorizations of these Schur complement matrices. Assume now that a dropping strategy is used to drop ll-in elements from the blocks in the above restricted Gaussian elimination procedure. In the following description it is assumed that a level-of-ll strategy is used. The level-of-ll strategy can be trivially adapted to Algorithm 2. Proof. First we refer to the comment following Algorithm 2.3 which showed that the (1,2) factor X in (10) is identical with that obtained by Algorithm 2.3 using the same level-of-ll p. Next, according to the de nition of the levels in (9), each element m ij in the (2,2) block, will have a level-of-ll not exceeding 2p + 1. So if a tolerance level of 2p + 1 is used for this block, all ( ll-in) elements introduced by Gaussian elimination in this block will be kept, i.e., no element is dropped. In this case, the (2,2) block of the matrix R in (10) is zero and therefore comparing the (2,2) blocks on both sides of (10), we obtain that Y T X ?S = 0 which is the desired result.
The proof indicates that no dropping is employed in the (2,2) block, i.e., all ll-ins in this block are kept. As a result a variant of the assumptions in the proposition is to state that a dropping strategy is applied in Algorithm 2.4 with a level-of-ll tolerance of p for the (1,1), (1,2), (2,1) blocks and no dropping in the (2,2) block. Under these alternative assumptions the conclusion is the same.
An example of this process is given in Figure 2 two di erent ll-levels. X 0 indicates that X is computed using Algorithm 2.2 and restricting X to have the same sparsity structure as B (a zero-ll procedure) while X 5 means that X is computed using Algorithm 2.2 and restricting each row to have a maximum of 5 elements. This is slightly di erent than the level-of-ll approach given in Algorithm 2.3. In this example, A and B have very narrow bandwidths as does X 0 . As a result, X T 0 X 0 has a small bandwidth and is quite sparse. For p = 5; a moderate amount of ll-in occurs in X 5 while X T 5 X 5 is much more dense. In contrast, the exact Schur complement matrix for this case is a full matrix with 665856 nonzeros.
PreconditioningS
The procedure described above can produce as accurate a Schur complement approximation as desired by increasing p when constructing X. However, to apply the preconditioner, it is still necessary to solve systems withS; or some reasonable approximation.
When C = B and A is SPD, all forms ofS given above are SPD (or symmetric positive semi-de nite if B is rank de cient). It is possible to use another ICT preconditioner 12] forS; or more generally, an incomplete LDL T factorization shouldS be only symmetric positive semi-de nite. Using an ILUT preconditioner is another alternative though the ICT forms would be preferable since they exploit symmetry.
The form ofS indicates that the Schur complement equation is closely related to the normal equations. This allows a preconditioner based on incomplete QR (IQR) factorizations 18]. The idea here is to decompose X so that X QR where R is upper triangular and Q has nearly orthonormal columns. For su ciently large ll-in, the approximation Q T Q I then holds. This gives
X T X R T Q T QR R T R:
This preconditioner also results in a memory storage saving because once R has been computed, the matrix Q is no longer needed and can be discarded.
The overall preconditioner for the case when M g is symmetric and A is SPD can now be described. In addition to an ILUT preconditioner, sparse approximate inverse preconditioning can also be used though only ILUT preconditioning is examined here.
Numerical Experiments
In this section, a global iteration for Equation (1) using the block LU preconditioner will be compared with other solution techniques. A total of ve test cases will be examined.
Description of Test Cases
The test cases that will be investigated here are described brie y.
Case 1 This is a symmetric problem that arises from a magnetostatic problem and is provided by 16].
Case 2 This is a symmetric problem that arises from the Navier-Stokes equations in the simulation of the free sedimentation of 60 particles in a Newtonian uid and is provided by 5].
Case 3 This symmetric problem is from the Stokes equations in the simulation of the L-shaped driven cavity at Reynolds number 1000.
Case 4 This nonsymmetric problem is from the solution of the Oseen equations in an
L-shaped cavity at Reynolds number 1000 with a circular vortex convective wind.
Case 5 This is the same as Case 4, but the strength of the convective wind has been increased by a factor of 10. Cases 3{5 are from 15].
The matrix properties are summarized in Table 1 formulation used here is atypical. As the bubble nodes lead to large diagonal blocks in the the matrix, these nodes are usually statically condensed at the element level 15]. However, in the case of Navier-Stokes equations, this leads to a nonstandard form for the saddle point problem because the o -diagonal blocks are no longer transposes of each other. Also, a stabilization matrix arises in the Schur complement block. For this reason, the bubble nodes have been retained in the system matrices.
Solution Approaches and Experiment Parameters
Three approaches are used to solve Equation (1).
Method M1: Solve Equation (1) iteratively using the block preconditioner (7) . For this case, the solver is chosen to be right preconditioned GMRES (20) . For preconditioning of the A block, both an ICT, with a maximum ll-in level of 10, and simple diagonal preconditioning are used. The drop tolerance has been set to zero. The Schur complement is approximated using the two simple approximationsS 1 andS 2 as well as the more It should be noted that these parameters are not optimal for all of the test cases. The main goal is in comparing how theS 3 preconditioner performs as compared to the simpler formsS 1 andS 2 ; -so a xed set of operating parameters that allowed for most of the combinations to converge was selected.
With the exception of the condition number estimates, all programs were written in Fortran-90 and executed on an SGI Challenge L with 512 MB of memory and a R-10000, 196 MHz processor.
Comparison of Solution Techniques
For each of the Cases 1{3, the three Schur complement approximations are tested for the solution methods M1 and M2 using both diagonal and ICT preconditioning for the matrix A: The Schur complement equation is preconditioned using ICT. Method M3 is also tested.
This gives a total of 13 tests for each case.
Condition number estimates of the Schur complement matrices for all three approximations and Cases 1{5 are given in Table 2 . (5) The performance of the various methods is quite surprising for Case 1. The only methods that converge within the parameter ranges considered are methods M1 and M2 with diagonal preconditioning for A and theS 1 Schur complement approximation. This particular matrix has been scaled so that the diagonal of A is an identity, hence there is actually no preconditioning for A: The convergence curves are shown in Figure 3 . Of the methods that did converge, M1 is superior. The preconditioning times for methods M1 and M2 are similar, but method M1 converged in about one-sixth the time as method M2. This is most likely due to the necessity of performing highly accurate solves with A in the solution of (3), indicated by the fairly large condition number of A (see Table 1 ).
The interesting observation is that the more accurate ICT factorization for A and accurate Schur complement approximationS 3 perform very poorly for this case despite the fact that the condition number ofS 3 is 2 orders of magnitude smaller. The only way to make either method M1 or M2 converge with these approximations is to increase the allowable ll-in parameter in the A andS 3 preconditioners to 60 and 120 respectively.
This results in an excessive preconditioning time as well as an expensive solution process, since the preconditioners are much more expensive to apply. Rusten and Winther 17] indicate that for appropriately scaled Stokes problems, the combination of identity preconditioning and ICT preconditioning ofS 1 performs quite well. However, this does not explain the poor performance of ICT preconditioning for A: This stems from the fact that in this case A is SPD but not diagonally dominant. This carries over to the L factor in the ICT of A: As a result, the zero-ll in procedure for computing X is not a good approach, since it assumes that elements away from the diagonal of L are not important. Figure 4 shows the history for the best case in Figure 3 using ICT, ILUT and IQR preconditioning for the Schur complement. Of these, the ICT appears to be most e ective. The convergence rate of the ILUT preconditioning is nearly identical to ICT, however, the preconditioning time is much greater. The IQR preconditioning time is quite good; less than ICT in fact however, the convergence rate is only about one half that of ICT. As it turns out, this is an artifact of the approximation Q T Q I: If the allowable ll-in in computing Q is tripled, then a similar convergence rate is obtained. However, this increases the preconditioning time to about 1.5 times that needed for the ILUT.
For Case 2, theS 3 approximation performs quite well and in fact, is the only approximation that converges within the de ned parameters. Convergence curves are shown in Figure 5 . Method M1 performs the fastest, followed by methods M3 and M2. The preconditioning times of methods M1 and M2 are the same, but again, the accurate solves with A greatly degrade the convergence rate of method M2.
The simple Schur complement approximationsS 1 andS 2 perform poorly because the matrix B is nearly rank de cient, hence the conditioning of the Schur complement preconditioner is quite poor. An attempt was made to account for this de ciency by removing either the rst or last column from B; but this seemed to have no e ect on the convergence behavior. Ideally, the column that is the most linearly dependent should be removed, but there is no computationally e cient way to determine this.
An where Re is the Reynolds number. Unfortunately, the ICT factorization for A under this scaling fails due to a zero pivot. The common technique of specifying a minimum value of the pivot in this case xed this problem, but the overall iterative method did not converge for any variations of methods M1 and M2. Figure 6 shows the convergence histories for the best case in Figure 5 using ICT, ILUT and IQR preconditioning. The results are qualitatively identical to those discussed above for Figure 4 .
The results for Case 3 are quite di erent from the previous cases. Nearly all approaches are successful. The only technique that fails within the de ned parameters is method M2 with diagonal preconditioning for A and theS 2 Schur complement approximation. Some representative convergence curves are shown in Figure 7 and convergence information for all cases is given in Table 3 . As in Case 2, the best performance is obtained from method M1 using theS 3 Schur complement approximation and ICT preconditioning for A though this is only slightly better than diagonal preconditioning for A: As one might suspect from the tabular data, A is very diagonally dominant. In addition, the condition number of A is quite small hence, method M2 is relatively more e ective than in the previous 2 cases. The worst case is method M3. Though the convergence rate is acceptable, the preconditioning time is roughly factor of 25{30 larger than all the other methods. For the weakly nonsymmetric Case 4, onlyS 3 has been computed, though it would be possible to useS 1 andS 2 as well. ILUT preconditioning is used for both A and the Schur complement. The results are shown in Figure 9 . Method M1 is far superior to methods M2 and M3. The overall solution time for method M1 is not much greater than for Case 3 despite the fact the the condition number ofS 3 (see Table 2 ) is ve orders of magnitude higher. The solution time for method M3 is the nearly same as for method M1, but the preconditioning time is so great that M3 is unusable in practice. Method M2 takes 8 times longer to converge. The observations for the highly nonsymmetric Case 5 are similar, though method M2 is by far the most ine cient. The condition number of A is larger than in Case 4, hence it is reasonable to expect that longer times are required to solve (3) . Also, the number of iterations required for all three methods increases greatly. It is known that for convection dominated problems such as this, the ILU class of preconditioners can be very poorly conditioned 7] . This further in uences the accuracy ofS 3 which leads to the large condition number in Table 2 . Finally, a further comment on Table 2 . There does not appear to be any direct relation between the magnitude of the condition number and the performance of the solution method. As an example, in Case 1, the condition number ofS 1 is two orders of magnitude higher thanS 3 yet the former approximation results in a preconditioner that will solve Equation (1) quite e ectively while a preconditioner based on the latter approximation stagnates. Conversely, for Case 3,S 3 has a larger condition number thañ S 1 ; yetS 3 performs (slightly) better.
3.4 E ectiveness of the Zero-ll strategy for X In this section the di erences in computing X by using a xed amount of allowable element ll-in and employing a tolerance-based dropping strategy versus restricting X to have the same sparsity structure as B are compared. Figures 11{12 show the convergence histories for Cases 2 and 3 using method M1 and ICT preconditioning for the Schur complement equation. In each plot, the convergence history for the zero ll-in version of X as well using ll{in amounts of 10, 15 and 20. Case 1 cannot be similarly compared since thẽ S 3 approximation stagnates for the set of parameters considered and this discussion does not apply to theS 1 andS 2 approximations. The corresponding condition numbers of the Schur complements are given in Table 4 . Note that the convergence rates for the zero-ll and ll-in level 20 cases are nearly identical though the preconditioning times are about 2.5 to 3 times greater for a ll-in level of 20. The total time to compute X increases linearly with the ll-in allowed.
It is curious to note that as the ll-in level increases, the number of iterations decreases while the conditioning of the Schur complement approximation increases. These results indicate that the zero-ll version of X gives a better Schur complement approximation over the range of allowable ll-in considered when A is diagonally dominant in the sense that a good approximation can be obtained at a reasonable cost.
Case 1
Case 2 Case 3 
Conclusions
The block LU preconditioner presented in this work appears to be e ective when combined with a global iterative approach in the solution of saddle point problems. In particular, the computation of the Schur complement approximationS 3 using the zero-ll approach 2.3 appears to be both computationally e cient and numerically e ective in the case where A is SPD and diagonally dominant.
For the generalized saddle point problem, convergent solutions can be obtained, but the preprocessing part which consists of computing the preconditioner is as yet ine cient relative to its symmetric counterpart. This is due to the relatively large time required by the ILUT routine to compute the preconditioning factors. One way to improve this would be to improve the e ciency of the ILUT routine. 
