A one dimensional steady-state advection-diffusion problem using summationby-parts operators has been investigated. For approximating the second derivative, a wide stencil has been used, which has spurious, oscillating, modes for all mesh-sizes. We show that the size of the spurious modes are equal to the size of the truncation error for a stable approximation. The theoretical results are verified with numerical experiments.
Introduction
Finite difference methods using central difference schemes often results in spurious modes, especially if second derivatives are computed using the first derivative operator twice. These modes, which are products of the discretization of the problem, have no connection to the continuous partial differential equation, and are therefore unwanted. One way to reduce these oscillations is by constructing appropriate boundary closures [1] , [11] . Another way is to add artificial dissipation operators to the scheme [8] , [10] , [14] . The oscillations can also be reduced by using compact operators [7] , [3] (operators with minimal stencil width). However, proving stability by energy methods and implementing fluxes when using compact operators can be cumbersome for mixed derivatives together with second order ones, as in the compressible Navier-stokes equations. These problems do not occur when using the first derivative operator twice for the second derivatives.
Assuming that well-posed boundary conditions and a stable numerical scheme is in place, the spurious oscillations for the steady-state advectiondiffusion problem will be analyzed. In particular, we will determine the rate with which they vanish during mesh refinement. In this work, a family of finite difference operators with the summation-by-part (SBP) property, and weak boundary conditions will be studied. By using the SBP operators [12] , [7] , augmented with simultaneous approximation terms (SAT) [2] , a stable numerical scheme can be obtained if well-posed boundary conditions are available [3] . Comprehensive reviews of the SBP-SAT technique are given in [14] , [4] .
The rest of this paper will proceed as follows. In section 2, well-posed boundary conditions for the advection-diffusion-equation in one space dimension are determined. The SBP-SAT method is then applied to the partial differential equation, and stable penalty parameters are derived. In section 3, we will, in the steady-state limit, show the rate of convergence for the spurious modes using a scheme of second order accuracy in the interior and first order at the boundaries. In section 4, the results from section 3 are generalized to higher order stencils. In section 5, the theoretical results are tested in numerical experiments. Finally, in section 6, we summarize the results of this work.
Well-posedness and stability
Consider the one-dimensional advection-diffusion equation in the domain x ∈ [0, 1] and t ≥ 0,
In (1), g 0,1 (t) are the boundary data, f (x) is the initial data, c 1,2 are constants to be determined such that (1) becomes well-posed and , a > 0.
Well-posedness
By multiplying (1) with u and integrating over the domain, we obtain
2 where
The boundary data does not influence the wellposedness of the problem, so we let g 0 = g 1 = 0 for simplicity [9] . Inserting the homogeneous boundary conditions from (1) into (2), yields
and an energy estimate is obtained by choosing c 1 ≥ a/2 and c 2 ≤ a/2. The energy estimate (3) will automatically lead to uniqueness, and existence is guaranteed since the right number of boundary conditions are used. We can therefore conclude Proposition 1. Equation (1) is well-posed if c 1 ≥ a/2 and c 2 ≤ a/2.
In the reminder of this paper, we use c 1 = a, c 2 = 0 and (1) is stated as
Stability
For the semi-discrete formulation of (4), difference operators of the form D = P −1 Q are used. The matrix P is diagonal and positive definite and the matrix Q satisfy the SBP-property, Q + Q T = diag(−1, 0...0, 1). For more details about the construction of these operators and the SAT-method for implementing boundary conditions, the reader is referred to [12] , [7] , [2] , [14] , [3] , [4] .
The semi-discrete formulation of (4) using SBP operators with weakly imposed boundary conditions by the SAT technique is written as
where the notation v x = P −1 Qv has been used, i.e a wide stencil has been used to approximate the second order derivative. In (5) 
T is the semi-discrete approximation of u at each grid point, α 0,1 are the penalty parameters in the SAT's to be determined such that the approximation is stable. Also, e 0 = [1, 0..., 0]
T and e N = [0..., 0, 1] T .
By multiplying (5) with v T P from the left and using the SBP-property of Q, one arrives at
where again zero boundary data has been used. In (6), the norm is defined by ||v||
Hence, we can conclude
Note that (7) is exactly the same result one would obtain in the continuous case with homogeneous boundary conditions in (4).
Spurious oscillations for the second order accurate case
The semi-discrete form of (4) in the steady-state limit is
where the data g 0,1 are now constants. We start by considering the second order SBP-scheme, where the internal discrete approximation is given by
for 2 ≤ i ≤ N − 2 and grid-spacing h. Equation (9) can be solved for v i by making the ansatz v i ∼ K i where K depends on h. Inserting the ansatz into (9) gives the relation
where θ = ah/ is the mesh so-called mesh Reynolds number.
For non-trivial solutions to (10), we have
The spurious, or oscillating, modes are K 3,4 . These modes have no relevance to the physical problem and introduce errors in the numerical solution.
The solution at each grid point i is the weighted sum of all modes and can be written as
where the coefficients σ 1−4 are determined by the conditions at the boundary points. These conditions are
The equations (13) (14) (15) (16) are obtained by considering the finite difference approximation at grid point 0, 1, N − 1 and N , respectively. It can be shown that (13-16) uniquely determine the coefficients σ 1−4 for sufficiently fine meshes. In fact, the coefficients are determined uniquely as long as well-posed boundary conditions and stability is guaranteed. If (13-16) had several solutions, the numerical solution v would not be unique. Since stability implies convergence to the analytic solution, the continuous problem would also have several solutions, which contradicts well-posedness. This is further motivated in [13] .
In this paper, we are not interested in the exact value of σ 1−4 , and will instead use (14-15) to determine the order of magnitude of σ 3,4 . Inserting (12) into (14) yields
where
Since we are only interested in the order of magnitude, it suffice to consider the order of magnitude of the τ k 's. By using K k , given by (11), in (18) one can conclude
Inserting this result in (17) yields
if σ 2 is bounded and non-zero, which is necessary for stability.
Inserting (12) into (15) yields
With the values of K k , given by (11), inserted into (20) for large values of N , one obtains
where the approximation |K 4 | N = e −a/ + O(h 2 ) has been used and κ 2 is
Since (19) and (21) are linearly independent for sufficiently large N and a = 0, both σ 3 and σ 4 must be of order O(h 2 ). Hence, the oscillatory modes only contributes with second order terms. Note that only stability has been assumed when obtaining the results above, and the results are thus independent of the boundary procedure, as long as stability is guaranteed.
We summarize the conclusions obtained so far in Proposition 3. For the second order semi-discrete approximation (8), the spurious modes in (12) contributes with O(h 2 ) terms.
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Remark.
Neither the boundary terms nor the penalty parameters enter the derivation above, which means that the spurious part contributes with O(h 2 ) terms for all stable boundary procedures.
Note also that if σ 2 = 0, equations (19) and (21) demands that both σ 3 and σ 4 must be zero, which show that constant solutions are approximated exactly.
Generalization of second order results to higher order schemes
In the previous section, we have demonstrated how a stable and second order accurate boundary procedure automatically makes the spurious modes vanish at second order rate. This phenomena is actually valid for any stable high order scheme, as we will show in this section.
To ease the derivations, we restrict ourselves to diagonal matrices P . The following propositions and theorem are also true for general symmetric P , but the treatment of such operators will obscure the main points of the following derivations. We start by stating Proposition 4. Consider the approximation (8) with SBP operators P −1 Q of internal order 2m and the ansatz
where h is the grid-spacing and i the grid point index. Then
i.e all K j ,j = 1, ..., 4m, approaches finite values as h → 0.
Proof. Let D = P −1 Q be a finite difference operator of order h 2m in the internal domain that approximates v x and v xx , that is v x ≈ Dv, v xx ≈ D 2 v. Assuming that (22) holds, one observes that
7 where P 2m (K) = 2m j=0 Q i,j+i−m K j is a polynomial of order 2m, independent of h. In (23), Q is the matrix with the SBP-property in (8) and the index i denotes an internal grid point.
For example, in the fourth order case, we have
Similarly, for the second derivative approximation, one obtains
We now use the results above to solve for the modes K of (8). Inserting (22), (23) and (24) into (8) at an internal grid point yields
By multiplying both sides of (25) with h 2 K m / , one arrives at
Note that (10) is a special case of (26), where P 2 (K) = (K 2 −1)/2. According to (26), all 4m modes K are given by
Note that (27) has 2m solutions, all independent of h, that is K j = K 0j = constant for j = 1, ..., 2m. Equation (28) is similar to (27), with a perturbation of magnitude h at the right hand side. Since P 2m is a polynomial, the solutions to (28) must therefore be close to the ones of (27), that is
With all modes obtained from (26), the final form of the solution is
where the modes K are solutions to (26) and σ j are constants to be determined by the boundary conditions. We state the following: Lemma 1. Let the numerical solution at grid point k be given by (29), such that the solution at every grid point can be written v =Kσ whereσ is a 4m − by − 1 vector containing the coefficients σ j andK is a N − by − 4m
where all K j are distinct. The rank ofK is then 4m and, consequently,K * K is non-singular.
Proof. See Appendix B. where v,σ andK are the vectors and matrices defined in Lemma 1. The numerical solution approximates the analytic one, u, as
where u and v are vectors representing the numerical and analytic solutions at each grid point, respectively. Note that (31) demands that only modes satisfying | lim h→0 K j | ≤ 1 are included; if other modes K j exists, the corresponding coefficients σ j must be zero. By multiplying (31) with (K * K ) −1K * from the left, one obtains the coefficients σ j
and we observe that lim h→0σ = (K
is non-singular and converges to a constant matrix,σ is uniquely determined byK * u, which means that every σ j converges towards fixed values according to (32).
The numerical solution at any grid point k can be divided into positive and negative (spurious) modes, such that
In (33), the spurious modes are denoted K j− < 0 and the converging modes K j+ > 0. We are now ready to state the main result of this paper (33) is approximated with the h m+1 order accurate scheme (8) and u(x) is the analytic solution to (1) in the steadystate limit, then
Proof. Assuming that well-posed boundary conditions and a stable and accurate numerical approximation exist, then ||v − u||
since the overall accuracy of the scheme is ||v − u|| P = O(h m+1 ). For (34) to be valid, the left hand side needs to be of the same order of magnitude as the right-hand side. From Proposition 4 and 5 we know that v + approaches a functionv + (x), and therefore
since both σ j+ (h) and K j+ (h) > 0 approaches finite values and the weight matrix P is a discrete integration operator of order m + 1 [5] . Similarly, the norm of the spurious part also approaches some finite value:
which is non-oscillating and therefore converges. Equation (34) can be written 2v
The left-hand side can be written
where we have used (
For sufficiently small h, a limitvalue of (36) does not exist since K j− < 0 for all j. We can thus conclude that both of the norms ||v + − u|| P and ||v − || P must approach zero during mesh refinement, since (35) and (36) would yield a contradiction otherwise. If none of them converge, (35) can not be satisfied since the limit on the left-hand side does not exist; if only one of the norms converge, the limit on the left-hand side exist and is zero, which is then inconsistent with the righthand side. Hence, both norms must approach zero with a rate O(h m+1 ), as stated in the theorem.
Next, we exemplify the theoretical results in the second order case, where all details are known. First, note that two of the solutions to (10), given by (11) , are constants (±1) and the other two are identical, with a perturbation O(h). Hence, Proposition 4 is true for the second order case. To determine the coefficients σ j , we need the analytic solution u(x). In our case, we can easily invent one; u(x) = 1 + e a/ x satisfies (1) in the steady-state limit and with the boundary data chosen accordingly. The numerical solution is identical to the analytic one if σ 1,2 = 1 and σ 3,4 = 0 in the limit N → ∞. According to proposition 5, we havẽ
where u is the exact solution injected at the grid points. This means that (K * K ) −1K * u →σ 0 = [1, 1, 0, 0] T , which are the coefficients for the exact solution. In Table 1 , we show how (K * K ) −1K * u converge toσ 0 during mesh-refinement, thus showing the validity of Proposition 5. The rate of convergence is two, as Theorem 1 indicates. We can then conclude that
and
This exemplifies the validity of Proposition 4, Proposition 5 and Theorem 1 for the second order scheme. Number of grid points ||(K * K ) −1K * u −σ 0 || 2 Rate of convergence 10 3.8 · 10 2.00 
Numerical results
Numerical experiments have been performed on problem (5) with a = 1, = 0.1, the boundary data g 0 = 1, g 1 = −1 and the initial condition f (x) = 0. The exact solution is then u(x) = 1 − exp(10(x − 1)). The SBP 21 scheme (a scheme with second order accuracy in the interior and first order at the boundaries) is integrated in time using the classical explicit Runge-Kutta of fourth order accuracy up to T = 1. The domain considered is x ∈ [0, 1]. Figure 1 shows how the oscillations vanish as the grid is refined. The rate of convergence and error levels are displayed for = 0.1 in Table 2 , and one can see that the rate of convergence approaches two. In figure 2 and 3 , the calculations are performed using SBP 42 and SBP 63 operators, respectively. The rate of convergence of the oscillations are in all cases of the same order of magnitude as the overall accuracy of the scheme, as illustrated in Table0 4.4
Conclusions
We have shown that the spurious modes, for the advection-diffusion equation, are of the same order of magnitude as the truncation error when using wide operators for approximating the second derivative. Proposition 4 can be extended for all one-dimensional problem at steady-state, which means that the modes K converges for any steady-state problem. Theorem 1 is accordingly valid for all such problems, i.e the spurious modes vanish with a rate equal to the order of the scheme as long as well-posed boundary conditions and a stable numerical approximation are available. The theoretical results are consistent with the numerical experiments performed in this work.
Appendix A
We will in this appendix prove that the N − by − 4m matrixK in (30) has rank 4m and, consequently,K * K is non-singular. First, we note that there are 2m solutions to (27) and 2m similar solutions to (28) with a perturbation O(h). It can be shown that the 2m solutions to (27) are distinct for all SBP operators up to eighth order internal accuracy; consequently, all solutions to (27) and (28) are distinct with a with a perturbation of at least O(h). We haveK
The matrixK has rank 4m if one can find 4m linearly independent rowvectors. We choose 4m rows fromK an put them as column vectors in a matrix that we callK. As first column, we choose the row vectorK
] and so forth. We then havẽ
. If these 4m rows are linearly independent, i.eK is non-singular, then the matrixK has rank 4m.
Remark. In (A-1) , we have chosenK i = K N/4m i for simplicity. However, one can also chooseK i = K N/k i for any integer N >> k > 1, and the following arguments would still be valid.
We note that (A-1) is a 4m − by − 4m Vandermonde matrix and its determinant is
. Note that if allK i in (A-1) are distinct and does not approach each other as N → ∞, thenK is non-singular. By Proposition 4, there exist 2m constant K and 2m identical K's with a perturbation O(h). For the SBP-operators up to eight order internal accuracy, one can show that these solutions are distinct. We denote these modes as K c and K P according to
where ∆K = 0. For large N , we havẽ
and allK are thus distinct in (A-1), andK is therefore non-singular. This conclude the proof for the second order scheme. For higher order schemes, however, there exists modes that vanish inside the domain, that is |K j | i → 0 for some index j and grid points i. In this case,K will be singular (some rows will contain only zeros), and we need to choose other rows fromK to form a linearly independent set of dimension 4m. First, we note that the vanishing modes always occur in pairs: one which is constant, and another one with a perturbation O(h). For the moment, lets assume that there exist two vanishing modes, which is the case for the SBP 42 scheme, and denote these as K 1,2 . The structure of the matrixK is then if A is a l − by − k matrix and B is k − by − n for any integers l and n. The proof of Sylvester's rank inequality can be found in most books about linear algebra, for example [6] . Using k = 4m, A =K * and B =K, one arrives at rank(K * K ) ≥ rank(K * ) + rank(K) − 4m = 4m + 4m − 4m = 4m and the matrixK * K must have rank 4m and is therefore non-singular. This concludes the proof of Lemma 1.
