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　平成20年2月15日に環境リモートセンシング研究センターマイクロ波リモートセンシング研究室（ヨサ
ファット研）に電波無響室が完成した。この設備は周波数１GHzから40 GHzまで使用可能で、合成開口
レーダ（SAR）をはじめ、マイクロ波の電波伝搬と散乱の実験などに応用する予定である。この設備の寸
法は幅4.0m×長6.6m×高2.4mで、また吸収特性は35 dB以上である。
　マイクロ波リモートセンシングにおける様々な実験を支援するために、今年度にネットワークアナライ
ザ、マイクロ波回路・基板加工装置、高精度回転台なども整備した。また、合成開口レーダの開発に必要
不可欠なマイクロ波回路とアンテナを開発するために、モーメント法（MoM）、有限要素法（FEM）など
を使用した高周波回路・アンテナ設計用のソフトウェアも整備した。
　これらの設備は現在飛行機(無人飛行機UAVを含む)とマイクロ衛星搭載用の合成開口レーダの開発に
使用してる。また、当センターの全国共同利用研究にも活用し、全国の研究者と共同して、小型衛星をは
じめ、合成開口レーダ、マイクロ波放射計・散乱計、道路凍結監視センサなどであるマイクロ波における
様々なセンサの開発に使用していく。
10.3. 地理情報解析室（近藤昭彦）
　リモートセンシングデータを含む多様な空間情報の解析を目的として2002年度より工学系総合研究棟8
階に設置されている。計算機はじめスキャナ、プリンター等の機器を設置している。主要な解析ソフトと
してはERDAS ER Mapper、ENVI(画像解析システム)、ArcGIS（地理情報システム）を始め複数のソフト
ウエアを揃えている。これらの機器・ソフトウエアは共同利用研究として利用することができる。また、
国土数値情報をはじめとする国土に関する情報、ランドサットTMを初めとする衛星データを準備してい
る（著作権のあるデータについては共同研究としての利用に限られる）。データセンターとしても機能し
ており、一部のデータについてはインターネットを介して公開している。
[11]　平成 21 年度計算機データベース主要業務
　　　（データベース・計算機委員会委員長：樋口篤志）
11.1. 概要
　2009年度は昨年度まで改良を続けたデータベース公開事業運用環境整備のメドがたち、ある意味では
やるべき仕事を粛々と実施し、規模を拡大した年度であるといえる。後述するトラブルは日常的に発生し
ていたが、ほぼ全て短期間で対応可能であり、CEReSの基幹事業としての衛星データ、データベース公
図 Weathernews社・Axelspace社の小型衛星を測定した様子
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開事業は次のフェーズに移行したと言える。なお、2007年度のVL支援室発足以来、データベース業務は
VLと一体で実施していることを付記しておく。2009年度の実施体制は以下の通りである。
データベース・計算機委員会：樋口篤志、久世宏明、近藤昭彦、J.	T.	Sri	Sumantyo、斎藤尚子（10月～）
衛星データ管理室：青木佐恵子、千葉真弓（責任者：樋口篤志	[データベース・計算機委員会委員長]）
VL支援室：樋口篤志（兼任）、山本宗尚、早崎将光、竹中栄晶、北山智暁	
11.2.	2009年度計算機・データベース主要業務
　これまでと比較して大きな変更、改変は2009年度には実施していないが、以下点について新規構築、
改善を図った。
・データベースの説明のための	wiki	の設定、公開	(http://www.cr.chiba-u.jp/~database-jp/wiki/wiki.cgi)
・静止気象衛星	grid	データの幾何精度向上のためのプログラム改変（VL報告で説明有）、リアルタイム
　処理の変更、および過去データ分の再計算処理の開始
・GOES-E,	-W	の準リアルタイムデータ処理、公開の開始(WNIとの共同研究、寄附研究の一環で実施）
・共用計算機室（C1:	旧データサーバ室）の再整備(マルチディスプレイ撤去等）、各研究室向けの共用ス
　ペース公開。
・情報ネットワーク工事の実施（CEReS研究棟での情報コンセント設置）
　上記主要業務のうち、C1室整備に関しては学長裁量経費、情報ネットワーク工事はVL学内負担金をそ
れぞれ使用した。
11.3.	データ管理支援室の業務
　職務はこれまでのものをほぼ踏襲している。主な業務は各種サーバの稼働状況確認、手動で行う必要の
ある作業実施、衛星画像クイックルックwebsite	の整備、データダウンロード実績整備、およびCEReS	
website	コンテンツ整形、管理である。障害・不具合に迅速に対応する必要があるため、支援員では作業
が困難な職務では速やかにデータベース委員長、委員長が出張等で不在の際にはVL支援室に報告を行い、
対応している。
表：データ管理支援室、データベース・計算機委員会、VL支援室等で対応した障害等一覧（2009年度)
年/月/日 障害，対応事項
2009/04/06 modis	server:	RAID	増設．Global	5km	MODIS	入れ込み開始
2009/05/01 データベース紹介	wiki	試作設定、コンテンツ入力開始
2009/05/12 www,	ceres	server：	UPS	バッテリ交換	
2009/06/22-26 ssh辞書アタック対応処置
2009/06/26-28 AVHRR:	hrptrec停止有．停滞分は後日再処理
2009/06/28 基幹ネットワーク保守．一時断線
2009/06/30 外部へのネットワークがつながり難い状況（07/02に解消）
2009/07/16 データベース	wiki	のコンテンツの雛型完成、website	にリンク
2009/07/22-23 外部ネットワークにつながり難い状況（07/24に解消）
2009/09/03-04 modis	server:	RAID	搭載	HDD障害．HDD交換
2009/09/19 C1計算機室：マルチディスプレイ撤去工事実施
― 128 ― ― 129 ―
2009/09/22-24 mtsat-1r	server:	ディスク不調のためデータ処理停止（その後復旧）
2009/09/25-27 AVHRR:	データ欠損．時刻あわせ失敗が原因．対応
2009/10/11-12 mtsat-1r	server:	ランドライン取得障害．IIS受信分で補充
2009/10/09-14 JAXA-MODIS:	ランドライン取得障害．後日再取得
2009/10/10 NOAA-18	AVHRR:	周波数変更(1707)	．その後データ受信状況芳しくない
→	2010年初頭にかけての再度の周波数変更で受信画像改善
2009/10/18 計画停電実施．復旧後、quicklooks,	gms	server	トラブル	→	サーバ交換で対応	
(quicklooks)、優先度を鑑みgmsは後日実施．（後日業者によりサーバM/B交換対応）
2009/10/23 gms	server:	サーバ交換実施（後日業者によりサーバ	M/B交換対応）
2009/10/18 mtsat-1r:	WNI	受信施設点検、アップグレードのため別形態でのデータ提供開始
2009/11/06 AVHRR:	現行受信NOAA衛星以外の過去受信分のproduct	生成完了
2009/11/09 goes:	サーバ障害．サーバ筐体ごと交換で対処（後日業者によりサーバM/B交換
対応）
2009/12/24 airs:	RAID	電源異常．電源交換で対処
2010/01/01-03 FY:	データ処理停止．VTI対応により復旧
2010/02/12-17 FY:	受信障害．17日VTI対応．アンテナ－コンバータ間接続コネクタ再作成によ
り復旧
2010/02/15 ネットワーク工事により一時断線有
2010/02/27-	
2010/03/05
FY:	受信障害．05日VTI	対応
2010/03/15-17 FY:	受信障害（強風によるアンテナ回転）．17日VTI対応
2010/03/15 airs,geoinfo:	UPSバッテリエラー．後日バッテリ交換
11.4.	2009年度データダウンロード実績
　2009年度(03/28/-2010/03/26)	のデータダウンロード実績は以下の通りである．
表：2009年度データダウンロード実績（数字はシーン数	[ファイル数])
衛星/センサー名 学内ダウンロード数 学外ダウンロード数 昨年比	学内/学外
NOAA/AVHRR 7,997 89,102 14.0	%	/	6.47	倍
Terra	Aqua/MODIS 6,451 1,803 116	%	/	5.93	倍
GMS5/SVISSR 483 84,980 2.1	%	/	531	倍
GOES9	(Pacific) 15 36,050 100	%	/	∞	(昨年度ゼロ)	
MTSAT 4,274,179 456,688 50.9	倍	/	5.47	倍
FT2	(-C,	-D) 18,624 154,818 122	%	/	9.49	倍
Meteosat,	MSG 148,597 5 101	%	/	0.04	%
GOES	-W,	-E 174,099 8,946 188	%	/	77.6	%
地理情報等 1,466 33,174 –	/	–
総計 4,631,911 865,566 10.9	倍	/	6.32	倍
　2008年度と比較して学内外共に順調に増加している。これはデータベースのformat、所在を示す	wiki	
を整備したこと、VLの活動として各所で説明をしていることが効果として表れていると考えられる。今
後はwikiの国際化、データクオリティの向上、カバーすべき領域拡大と共に、ネットワーク帯域拡大に
向けた各所への働きかけが必要となる。
