In this note we present some new and structural inequalities for digamma, polygamma and inverse polygamma functions. We also extend, generalize and refine some known inequalities for these important functions.
Introduction
For x > 0 the Euler's gamma function and psi function or digamma function ψ are defined as For basic properties of these functions see [11] . Polygamma functions ψ n are defined to be derivatives of psi function, that is, Polygamma functions arise naturally in the study of beta distributions-probability models for random variables restricted to [0, 1]. They play a central role in the theory of special functions and have many applications in mathematical physics and statistics. They are helpful tools to approximate classical functions and constants. They are also connected to many special functions such as Riemann-zeta function and Clausen's function etc. Another branch of mathematics in which these functions are used is inequality theory. Horst Alzer has used polygamma functions to prove many basic inequalities on the classical gamma function extensively, see [5] [6] [7] [8] [9] . Over the past fifteen years many authors have investigated these functions and obtained many remarkable inequalities, see [2] [3] [4] 10, [13] [14] [15] 17, 19] .
It is the aim of this note to continue the study of these functions and to establish some new inequalities and to refine and generalize some known inequalities involving polygamma functions. Before we prove our main theorems we need to present several lemmas which play key roles in the proofs of the main results. 
This result is known and has been proved by Alzer 
Proof. From the left inequality of (1.3) we have for all n 1,
Divide both sides of this inequality by ψ n (x)ψ n+1 (x) to obtain
Thus the mapping
is strictly increasing for x > 0. From the asymptotic expression [1, p. 260 ]
and hence we obtain
This implies that
Now a direct computation proves Lemma 1.2. 2 Remark 1.3. We note that for n = 1 in (1.4) we get
Thus, Lemma 1.2 provides a generalization of (1.5). We also note that this inequality has been used by the author of the present paper [12, 13] and Alzer [4, Theorem 4, 8] to prove many interesting inequalities for the gamma and polygamma functions. 
Proof. We can write
Setting y = (x + s)/(x + t) and then multiplying by (1 − y) n/(n+1) both of the numerator and denominator, this becomes
If we apply l'Hospital's rule to the last limit and let y = 1, we arrive at the desired limit. 2 Lemma 1.5. Let x be a positive real number and θ n be defined by Proof. (1.6) is equivalent to
Using the following difference equation 
This implies by mean value theorem for differentiation that 0 < θ n (x) < 1 for all x > 0. Setting in (1.7)
Since the mapping u → ψ n (u) is bijective this leads to
Differentiating both sides of (1.9) we get
By Lemma 1.2 we find that for all u > 0,
But since the mapping u → (−1) n−1 ψ n (u) from (0, ∞) to (0, ∞) is bijective we conclude θ n (u) > 0 for all u > 0. This proves (a). Since θ n is bounded and strictly increasing the limit of θ n (x) as x tends to infinity exists. Now we shall prove (b). Replace x by x + 1 in (1.7) to obtain
Hence, by (1.8) we have
so that we get
Since lim x→∞ θ n (x + 1) = lim x→∞ θ n (x) this becomes by (1.7)
Simplifying this identity we find that
It is easy to prove that this limit tends to 1/2. This proves (b) by the help of (a). Now we shall prove (c). Differentiating (1.7), we get
Now replace n by n + 1 in (1.7) to get
From (1.11) and (1.12) we obtain
Since θ n (x) > 0 for x > 0 by (a) and x → (−1) n ψ n+1 (x) is strictly decreasing this yields n → θ n (x) (n = 1, 2, 3, . . .) is strictly decreasing on (0, ∞), proving (c). Differentiate both sides of (1.10) to obtain
Using Lemma 1.1, we conclude for u > 0 that
Proceeding as above we obtain θ n (u) < 0 for all u > 0, which proves (d). This completes the proof of Lemma 1.5. 2 A function f is said to be strictly completely monotonic on an interval I if f has derivatives of all orders on I which alternate in sign, that is (−1) n f (n) (x) > 0 for all x ∈ I and n = 0, 1, 2, 3, . . . . Let I be an interval, s, t ∈ I and f : I → R be continuous and strictly monotonic. Then by mean value theorem for integration there exists a unique ξ ∈ [s, t] for which
ξ is called integral f -mean of s and t, and is denoted by
( 
Main results
We are in a position to state and prove our main results. In 2000 N. Elezovic et al. [15] discovered an upper bound for ψ in terms of the ψ -function. They proved the inequality
holds. Alzer [2, Theorem 4.8] used the inequality in (1.5) to show that there exists bounds for higher derivatives similar to (2.1). More precisely, he proved
holds for all x > 0 and n = 1, 2, 3, . . . . Our first theorem in this section refines the left inequality of (2.2). We proved more and we showed that even a refined form of (2.2) is a special case of a more general inequality for polygamma functions. Indeed it is a simple consequence of the inequality 0 < θ k (x) − θ n (x) < 1/2 for k = 0, where θ 0 and θ n are as defined by (2.4) and (1.6), respectively. Using this inequality for 1 k n − 1, we can obtain bounds for ψ n (x) in terms of ψ k (x) as stated in the second theorem.
Theorem 2.1. Let n be a positive integer and x be a positive real number. Then the double inequality
holds.
Proof. We define for x > 0,
First we shall show that θ 1 (x) < θ 0 (x) for x > 0, where θ 1 (x) is as defined by (1.6) with n = 1. (2.4) is equivalent to
Differentiation of (2.5) yields
From (1.7) with n = 1 we find that
From (2.6) and (2.7) we get
In [13] it has been proved that θ 0 (x) > 0 for x > 0. From this and the fact that ψ is strictly increasing on (0, ∞) we get θ 1 (x) < θ 0 (x) for all x > 0. This proves by the help of Lemma 1.5(c) that
Replacing the values of θ n (x) and θ 0 (x) given in (1.6) and (2.4) here we get
Replacing x by e ψ(x) here we find that
If n is an even integer, then mapping x → ψ n (x) is increasing and hence we get from (2.9) that
Similarly if n is an odd integer we get from (2.9) that
From the last two inequalities we prove the right inequality of (2.3). Now we will prove the left inequality of (2.3). In [13, Theorem 2.1] the author of this paper proved that 0 < θ 0 (x) < 1/2 for all x > 0. By Lemma 1.5(b) we have 0 < θ n (x) < 1/2 for x > 0 and n = 1, 2, 3, . . . , hence we have to have for all x > 0,
.). (2.10)
Using (1.6) and (2.4) this can be written as
Replacing x by e ψ(x) here we get for x > 0,
For odd n's (2.11) becomes for x > 1/2,
Replacing x by x + 1/2 here we get for x > 0,
Similarly, for even n's we find from (2.11) that
Replacing x by x + 1/2 here we get for x > 0, 
(2.14)
Proof. Using monotonicity of the sequence n → θ n (x) (n = 1, 2, 3, . . .), where θ n is as defined in (1.6), we get for x > 0 and n > k,
1/k for x in (2.15) we obtain for odd n's 16) and for even n's
(2.16) and (2.17) together prove the right inequality of (2.14). By Lemma 1.5(b) we have 0 < θ n (x) < 1/2 for all x > 0 and n = 1, 2, 3, . . . . This fact allows us to write
Using the values of θ n (x) and θ k (x) given in (1.6) we write
for x in (2.18) we get for x > 1/2 and odd n's (2.19) and for even n's
Replacing x by x + 1/2 in (2.19) and (2.20) we reach the left inequality of (2.14). 2 Remark 2.3. (a) Setting k = 1 and n = 2 in (2.14), we get the inequalities
Hence (2.14) gives a converse and another generalization of (1.5). Thus, it will be interesting to investigate the best possible constants α and β such that the inequalities .14) we get the following bounds for ζ(n + 1) in terms of ζ(k + 1),
where ζ is the Riemann-zeta function defined by for Re s > 1
Using monotonicities of θ n and θ n we get the following nice inequalities for polygamma function.
Theorem 2.4. Let n be a positive integer and x be a positive real number. Then the following inequalities for the polygamma functions hold:
where the constants α = (n!ζ(n + 1)) −1/n and β = ((n − 1)!) −1/n are best possible.
where
Differentiating both sides of (2.24) and then using (1.10) we get after a little simplification + 1) ) .
Since the mapping x → (−1) n−1 ψ n (x) is strictly decreasing, h is strictly increasing on (0, ∞). But since θ n is strictly decreasing by Lemma 1.5(d), we conclude from the last equality that g (x) < 0 for all x > 0 and therefore g is strictly decreasing, which implies g(∞) < g(x) < g(0) for x > 0. It is clear from (2.24) and (2.25) that g(∞) = 0, and by (1.9) and from the series representation (1.2) that
Now applying mean value theorem to θ n on the interval [h(x), h(x + 1)], we find that
where 0 < δ(x) < 1 for all x > 0 and h is as defined in (2.25). Substituting the value of θ n given in (1.6) here we get
Since θ n is strictly decreasing and h is strictly increasing on (0, ∞), we obtain from (2.26) that
Replacing the values of h and θ n given in (2.25) and (1.10) respectively and then simplifying the lasting expression these become
So (b) and (c) are proved. 2
There exists an extensive and rich literature for polygamma functions, but the inverse polygamma functions have not been investigated and almost nothing is known about them. In the following theorem, which is a nice application of Theorem 2.4(a), we provide explicit bounds for them. 
where the constants α = ((n − 1)!) −1/n and β = (n!ζ(n + 1)) −1/n are best possible.
Proof. Setting x = ((−1) n−1 ψ n ) −1 (t) in (2.21) and then using (1.8) we get
Simplifying these inequalities and then setting t = x finishes the proof. 2
The following theorem gives new bounds for digamma function in terms of ψ -function.
Theorem 2.6. Let x be a positive real number. Then the following double inequality for digamma function holds:
Here γ is Euler's constant.
Proof. By (1.1) we have the following series representations for x > 0:
where ω(t) = 1/t. By the mean value theorem for differentiation we have a μ = μ(k) = μ(k, x) such that 0 < μ(k) < x and
(2.29)
Employing (2.29) in (2.28) we find that
(2.30) From (2.29) we obtain
It is not difficult to show that k → μ(k) is strictly increasing on (1, ∞) and
Hence, from (2.30) we get
By the facts μ(1) = √ x + 1 − 1, μ(∞) = x/2, and (1.2) with n = 1 we finish the proof of Theorem 2.6. 2
The second Gautschi-Kershaw inequality for the -function states that
where 0 < s < 1, see [15, 18] . In the following theorem we establish an extended form of these inequalities for polygamma functions.
Theorem 2.7. Let x and y be positive real numbers and n be a positive integer. Then we have
where for p ∈ R,
is Stolarsky's mean of a and b, see for details [20] .
Proof. From the series representations (1.2) we can write
where σ (u) = 1/u n+1 . By the mean value theorem for differentiation we have η = η(k) = η(k, x, y) such that η is between x and y for which
Hence, (2.32) can be rewritten as
From (2.33) we get
Since k → σ (k) is completely monotonic on (0, ∞), η(k) is strictly increasing by Lemma 1.6. From (2.33) we get
From this identity and Lemma 1.4 we find that Thus, it is natural to ask whether the numbers − log 2 and 0 can be replaced by better constants.
In the following theorem we prove that the right-hand side of (2.38) is sharp, but the constant − log 2 on the left-hand side can be improved. By (1.5) we have (ψ (x)) 2 + ψ (x) > 0, which proves that v is strictly increasing, and hence g is strictly decreasing by (2.40). In [13, Theorem 2.1(b)] the author of this paper proved that lim x→∞ θ 0 (x) = 1/2. Employing (2.39) we obtain from monotonicity of g that 
