Abstract. Given is a sequence of characteristic approximate roots of f, whose orders are given by the singularity structure of f. This sequence gives important information about this singularity structure. We study its properties in this spirit and we show that most of them hold for the more general concept of semiroot. We show then how this local study adapts to give a proof of Abhyankar-Moh's embedding line theorem.
Introduction
The concept of approximate root was introduced and studied in 2] in order to prove (in 3] ) what is now called the Abhyankar-Moh-Suzuki theorem: it states that the a ne line can be embedded in a unique way (up to automorphisms) in the a ne plane. More precisely, formulated algebraically the theorem is:
Theorem ( The initial proofs ( 3] ) were simpli ed in 5]. Let us indicate their common starting point.
In order to prove the embedding line theorem, Abhyankar and Moh introduced the image curve of the embedding, whose equation is obtained by computing a resultant: f(X; Y ) = Res T (P(T) ? X; Q(T) ? Y ). The curve f(X; Y ) = 0 has only one place at in nity (see the general algebraic de nition in 5]; in our context it means simply that the closure of the curve in the projective plane has only one point on the line at in nity and it is unibranch at that point). The fact that C X; Y ] ! C T] is an epimorphism is equivalent with the existence of a relation T = (P(T); Q(T)), where 2 C X; Y ]. This in turn is equivalent with the existence of such a such that the degree of (P(T); Q(T)) is equal to 1. Now, when varies, those degrees form a semi-group. This semi-group was seen to be linked with a semi-group of the unique branch of at in nity, which has a local de nition. That is how one passes from a global problem to a local one.
To describe the situation near the point at in nity, in 3] the a ne plane was not seen geometrically as a chart of the projective plane. The operation was done algebraically, making the change of variable X ! 1 X . So from the study of the polynomial f one passed to the study of (X; Y ) = f(X ?1 ; Y ), seen as an element of C((X)) Y ]. That is why in 2] the local study was made for meromorphic curves, i.e., elements of C((X)) Y ]. The classical Newton-Puiseux expansions were generalized to that situation (see the title of 2]) as well as the notion of semi-group. In order to study this semi-group some special approximate roots of were used, which we call characteristic approximate roots. Their importance in this context lies in the fact that they can be de ned globally in the plane, their local versions being obtained with the same change of variable as before: X ! 1 X . The proofs in 2] or in 5] of the local properties of approximate roots dealt exclusively with locally irreducible meromorphic curves. In 35] a generalization for possibly reducible polynomials was achieved, over an arbitrary non-archimedean valued eld.
An introduction to Abhyankar's philosophy on curves and to his notations can be found in 9] . A gradual presentation of the general path of the proof of the epimorphism theorem was tried at an undergraduate level in 4] . See also the presentation done in 38] . Other applications to global problems in the plane are given in 6]. We quote here the following generalization of the embedding line theorem:
Theorem (Finiteness theorem)
Up to isomorphisms of the a ne plane, there are only nitely many embeddings of a complex irreducible algebraic curve with one place at in nity in the a ne plane.
The reference 6] also contains some conjectures in higher dimensions.
Here we discuss mainly the local aspects of approximate roots. We work in less generality, as suggested by the presentation of the subject made in 25] . Namely, we consider only polynomials in C X]] Y ]. This framework has the advantage of giving more geometrical insight, many computations being interpreted in terms of intersection numbers (see also 17]), a viewpoint that is lacking in the meromorphic case. This has also the advantage of allowing us to interpret the local properties of approximate roots in terms of the minimal resolution of f, a concept which has no analog in the case of meromorphic curves. We de ne the concept of semiroots, as being those curves that have the same intersection-theoretical properties as the characteristic approximate roots, and we show that almost all the local properties usually used for the characteristic roots are in fact true for semiroots.
First we introduce the notations for Puiseux parametrizations of a plane branch in arbitrary coordinates, following 25] . In section 3 we introduce the general notion of approximate roots. We explain the concept of semi-group of the branch and related notions in section 4. In section 5 we introduce the characteristic approximate roots of the branch, we state their main local properties (Theorem 5.1) and we add some corollaries. In section 6 we explain the main steps of the proof of Theorem 5.1. In sections 7 and 8 we give the proofs of Theorem 5.1, its corollaries and the auxiliary propositions stated in the text. In a nal section we indicate the changes one must make to the theory explained before in order to deal with the meromorphic curves and we sketch a proof of the embedding line theorem.
A forerunner of the concept of approximate root was introduced in an arithmetical context in 31] and 32] (see also 27] for some historical remarks on those papers). The existence of approximate roots is the content of exercise 13, x1, in 13] . The concept of semiroot is closely associated with that of curve having maximal contact with the given branch, introduced in 28] and 29]. More details on this last concept are given in the comments following Corollary 5.6. Approximate roots of elements of C X]] Y ] are also used in 12] to study the local topology of plane curves. The approximate roots of meromorphic curves are used in 11] for the study of a ne curves with only one irregular value. The projectivized approximate roots of a curve with one place at in nity are used in 16] in order to obtain global versions of Zariski's theory of complete ideals. In 23], the theorem 5.1 proved below and some of its corollaries are generalized to the case of quasi-ordinary singularities of hypersurfaces.
We would like to thank S.S.Abhyankar for the explanations he gave us in Saskatoon on approximate roots. We were also greatly helped in our learning of the subject by the article 25] of J.Gwo zdziewicz and A.P loski. We thank B.Teissier, E.Garc a Barroso and P.D.Gonz alez P erez for their comments on preliminary versions of this work and S.Kuhlmann and F.V.Kuhlmann for the invitation to talk on this subject in Saskatoon.
Notations
In what follows we do not care about maximal generality on the base eld. We work over C, the eld of complex numbers. By 00 ajb 00 we mean \a divides b", whose negation we note 00 a 6 jb 00 . The greatest common divisor of a 1 ; :::; a m will be denoted by gcd(a 1 ; :::; a m ). If q 2 R, its integral part is denoted q].
We consider f(X; Y ) 2 Conversely, if a branch C , ! C 2 is given, the Weierstrass preparation theorem shows that it can be de ned by a unique polynomial of the type just discussed, once the ambient coordinates X; Y have been chosen, with the exception of C = Y -axis. If we describe like this a curve by a polynomial equation f with respect to the variable Y , we call brie y its degree in Y the degree of f, and we denote it by (f).
From now on, each time we speak about the curve C, we mean the curve C f , for the xed f.
The curve C can always be parametrized in the following way ( The number G is the least one for which gcd(B 1 ; :::; B G ) = 1. Such a parametrization is called a primitive Puiseux parametrization with respect to (X; Y ) of the plane branch C. Notice that X and Y cannot be permuted in this de nition.
Let us explain why we added the attribute \primitive". If we write T = U M ,
where M 2 N , we obtain a parametrization using the variable U. In the new parametrization, the greatest common divisor of the exponents of the series X(U) and Y (U) is no longer equal to 1. In this case we say that the parametrization is not primitive. When we speak only of a \Puiseux parametrization", we mean a primitive one. We de ne also: B 0 = N. Then (B 0 ; B 1 ; :::; B G ) is called the Puiseux characteristic sequence of C f in the coordinates X; Y . The B i 's are the Puiseux characteristic exponents of C f with respect to (X; Y ).
We de ne now the sequence of greatest common divisors: (E 0 ; E 1 ; :::; E G ) in the following way: E j = gcd(B 0 ; :::; B j ) for j 2 f0; :::; Gg:
In particular: E 0 = N; E G = 1: De ne also their quotients:
This implies:
Let us introduce the notion of Puiseux series of C with respect to (X; Y ). It is a series of the form: fv X ( (X) ? (X)); (X) and (X) are distinct roots of fg:
Given a Puiseux series (2.2), de ne for k 2 f0; :::; Gg:
It is the sum of the terms of (X) of exponents strictly less than Bk+1 N . We call k (X) a k-truncated Puiseux series of C with respect to (X; Y ). If the parametrization (2.1) is reduced, then k (X) 2 C X Before introducing the concept of approximate root, we give an example of a natural question about Puiseux parametrizations, which will be answered very easily using that concept.
Motivating example
There are algorithms to compute Puiseux parametrizations of the branch starting from the polynomial f. If one wants to know only the beginning of the parametrization, one could ask if it is enough to know only some of the coe cients of the polynomial f. The answer is a rmative, as is shown by the following proposition: Proposition 2.2 The terms of the k-truncated Puiseux series of f depend only on 1 (X); :::; N E k (X).
The proof will appear to be very natural once we know the concept of approximate root and Theorem 5.1. Let us illustrate the proposition by a concrete case.
Consider:
One of its Puiseux parametrizations is: ( X = T 4 Y = T 6 + T 7 Every irreducible polynomial of the form:
has, using the proposition for k = 1, a Puiseux series of the type: Y = X 3 2 + (X); with v X ( ) 7 4 , where v X designates the order of a formal fractional power series in the variable X.
It is now time to introduce the approximate roots...
The De nition of Approximate Roots
Let A be an integral domain (a unitary commutative ring without zero divisors).
If P 2 A Y ] is a polynomialwith coe cients in A, we shall denote by (P) its degree. Let P 2 A Y ] be monic of degree (P), and d a divisor of (P The point is that it appears easier to de ne the B k 's by property 1) and then to prove the minimality property of the sequence. We have used the other way round in the formulation of Proposition 4.2 because at rst sight the minimality de nition seems more natural. One should also read the comments preceding Proposition 9.1.
The generators of the semigroup introduced in this proposition depend on the coordinates X; Y , but only in a loose way. Indeed, they are uniquely determined by the semigroup once the rst generator B 0 is known. This generator, being equal to the degree of the polynomial f, depends on X; Y . Geometrically, it is the intersection number (f; X). It follows from this that for generic coordinates, i.e. with the Y -axis transverse to the curve C, the generators are independent of the coordinates.
We can therefore speak of generic characteristic exponents. They are a complete set of invariants for the equisingularity and the topological type of the branch (see 46] ). For the other discrete invariants introduced before, we speak in the same way of generic ones and we use lower case letters to denote them, as opposed to capital ones for the invariants in arbitrary coordinates. Namely, we shall use the following notations for the generic invariants: The preceding proposition shows that the generators of the semigroup are determined by the Puiseux exponents. But the relations can be reversed, and show that conversely, the Puiseux exponents are determined by the generators of the semigroup. From this follows the invariance of the Puiseux exponents with respect to the generic coordinates chosen for the computations. Moreover, like this one can easily obtain a proof of the classical inversion formulae for plane branches (see another proof in 1]). Let us state it in a little extended form.
Let (X; Y ) and (x; y) be two systems of coordinates, the second one being generic for C. We consider the characteristic exponents (B 0 ; :::; B G ) of C with respect to (X; Y ). The name given classically to one form or another of this proposition comes from the fact it answers the question: what can we say about the Puiseux expansion with respect to (Y; X) if we know it in terms of (X; Y )? In this question, one simply inverts the coordinates.
We prove the a rmation on truncations using, as in the case of Proposition 4.2, the notion of semiroot, introduced in chapter 6. This proposition gives properties of some of the approximate roots of f. One does not consider all the divisors of N, but only some special ones, computed from the knowledge of the Puiseux exponents. For this reason, we name them the characteristic approximate roots of f.
We give now a list of corollaries. In fact these corollaries hold more generally for semiroots, see the comments made after De nition 6.4.
Corollary 5.2 The irreducible polynomial f being given, one can compute recursively its characteristic approximate roots in the following way. Compute the N-th root 0 of f and put E 0 = N. If k was computed, put (f; k ) = B k+1 . As E k has already been computed, take E k+1 = gcd(E k ; B k+1 ) and compute k+1 = E k+1 p f. One can then deduce the characteristic Puiseux exponents from the characteristic roots.
This has been extended to the case of meromorphic curves in 10]. The preceding algorithm works only if f is irreducible. But it can be adapted to give a method of deciding whether a given f is indeed irreducible, as was done in 8]. See also the more elementary presentation given in 7] . A generalization of this criterion of irreducibility to the case of arbitrary characteristic is contained in 19] .
Following the proof of the proposition, we add an example of application of the algorithm. There is no a priori bound on i G , this exponent is equal to ( ) N ]. The orders in T in the second part of the corollary are the intersection numbers of f with the curves de ned by the terms of the sum which are not divisible by f.
This corollary is essential for the applications to the proof of the embedding line theorem. Indeed, the point 2) allows one to compute (f; ) in terms of the numbers (f; i0:::iG In the case of irreducible germs of plane curves, the spectrum of gr vT (O C ) is the so-called monomial curve associated to C. It was used in 22] in order to show that one could understand better the desingularization of C by embedding it in a space of higher dimension.
Before stating the next corollary, let us introduce some other notions. For more details one can consult 14], 30] and 40].
An embedded resolution of C is a proper birational morphism : ! C 2 such that is smooth and the total transform ?1 (C) is a divisor with normal crossings.
Such morphisms exist and they all factorise through a minimal one m : m ! C 2 which can be obtained in the following way. Start from C , ! C 2 and blow-up the origin. Take the total transform of C in the resulting surface. All its points are smooth or with normal crossings, with the possible exception of the point on the strict transform of C. If this point is not with normal crossings, blow it up. Then repeat the process. After a nite number of steps, one obtains the minimal embedded resolution of C.
The reduced exceptional divisor E of m is connected, which can be easily seen from the previous description by successive blowing-up. This phenomenon is much more general, and known under the name \Zariski's connectedness theorem", In this picture there are exactly g vertical segments, g being the genus of f (see its de nition in the comments following Proposition 4.2).
If we consider also the strict transform of C on m , we represent it by an arrow-head vertex connected to the unique component of E which it intersects. We This last corollary gives a topological interpretation of the characteristic roots, showing how they can be seen as generalizations of smooth curves having maximal contact with C.
Such a generalization was already made in 28] and 29], where the notion of maximal contact with f was extended from smooth curves to singular curves having at most as many generic characteristic exponents as f. It was further studied in 15]. Let us explain this notion. This corollary is an improvement of Corollary 5.6, which said this was true in generic coordinates. This more general property is important for the geometrical interpretations of approximate roots given in 16]. A deeper study of curvettes, for possibly multi-branch curve singularities can be found in 30].
The Steps of the Proof
In this section we explain only the main steps in the proof of Proposition 5.1, as well as a reformulation for the corollaries.
First we have to introduce a new notion, fundamental for the proof, that of the expansion of a polynomial in terms of another polynomial. This is the notion mentioned in the title of 5].
Let A be an integral domain and let P; Q 2 A Y ] be monic polynomials. We make the euclidean division of P by Q and we keep dividing the intermediate quotients by Q until we arrive at a quotient of degree < (Q): Here q t 6 = 0 and (q t ) < (Q). Then we obtain an expansion of P in terms of Q: P = q t Q t+1 + r t Q t + r t?1 Q t?1 + + r 0 : All the coe cients q t ; r t ; r t?1 ; :::; r 0 are of degrees < (Q). This is the unique expansion having this property: Proposition 6.1 One has a unique Q-adic expansion of P: Step 1 Show that there exist polynomials verifying the conditions of Proposition 5.1, point 1.
Step 2 Show that those conditions are preserved by an adequate Tschirnhausen operator.
Step 3 Apply Proposition 6.3 to show inductively that the characteristic roots also satisfy those conditions.
Step 4 We will show in fact that all the corollaries of the main theorem (Proposition 5.1), with the exception of the rst one, are true for polynomials that are k-semiroots of f. That is why we begin the proofs of the corollaries 2 to 5 by restating them in this greater generality. It is only in corollary 1 that the precise construction of approximate roots is useful. The value of the approximate roots lies mainly in the fact that the de nition is global and at the same gives locally k-semiroots (see section 9).
We now formulate some propositions that will be used in the proof of Theorem 5. The induction step is completed, so we have proved the rst part of the proposition.
2)We show that this is true generally for an arbitrary k-semiroot q k . First we prove that q k is irreducible. We have to prove now the claim concerning its characteristic exponents. We apply Proposition 6.5, which expresses (f;qk) (X;qk) in terms of the coincidence exponent of f and q k .
First, we have directly by the property of being a k-semiroot: (f;qk) (X;qk) = Bk+1 (qk) = Bk+1 N1 Nk . So, by Proposition 6.5, one has K(f; q k ) = B k+1 , which implies that the k-truncated Puiseux series of f and q k are equal. This means that the rst k terms of the characteristic sequence of q k are l B0 Ek ; l B1 Ek ; :::; l Bk Ek , with l 2 N . So
But we know that (q k ) = N Ek , and this implies that l = 1, which in turn implies that q k has no more characteristic exponents.
Proof of Corollary 5.2
The point here is to compute the characteristic approximate roots and the Puiseux characteristic sequence without previously computing truncated Puiseux parametrizations.
The algorithm given in the statement works because gcd(B 0 ; :::; B k ) = gcd(B 0 ; :::; B k ) = E k ; which is part of Proposition 4.2.
Once the characteristic roots have been computed, by-products of the algorithm are the sequences (B 0 ; :::; B G ) and (E 0 ; :::; E G ). an example already considered to illustrate Proposition 2.2. We suppose here we do not know a Puiseux parametrization for it. We suppose it is irreducible -indeed it is, and the elaborations of the algorithm alluded to in the text would show itso we apply the algorithm: Proof of Corollary 5.3
The more general formulation is: If q k is a k-semiroot, f and q k have equal k-truncated Puiseux series. The proof is contained in that of Thm. 5.1, point 2, where it was seen that K(f; q k ) = B k+1 .
Proof of Corollary 5.4
We give rst the more general formulation which we prove in the sequel: 
Proof of Corollary 5.6
Instead of the characteristic roots we consider arbitrary semiroots q k and we show that the Corollary is also true in this greater generality. We sketch three proofs of the Corollary. The rst one uses adequate coordinate systems to follow the strict transforms of C f and C qk during the process of blowing-ups. The second and third one are more intrinsic. 1) Let us consider generic coordinates (X; Y ) and Puiseux series (X); k (X) for f, respectively q k . We have: The coordinates (X 1 ; Y 1 ) are generic for it if and only if b1 n ] 2. If this is the case, one describes the restriction of the next blowing-up to the chart containing The series in the right-hand side is integral, which shows that C s1 q0 is smoothwhich was evident, as C q0 was already smooth -but, more important, not tangent to X s1 = 0. This shows that it is transverse to C s1 q0 and to the only component of the exceptional divisor passing through (X s1 ; Y s1 ) = (0; 0), which is de ned by the equation: X s1 = 0.
The next blowing-up separates the strict transforms of C f and C q0 . The curve C This shows that the dual graph of the total transform of f 0 is as drawn in gure 3.
To continue, one needs to change coordinates after s 1 blowing-ups. Instead of considering the ordered coordinates (X s1 ; Y s1 ), we look at (Y s1 ; X s1 ). We now use the inversion formulae explained in Proposition 4.3. They allow to express the Puiseux exponents of C s1 f with respect to (Y s1 ; X s1 ) in terms of those corresponding to (X s1 ; Y s1 ). Moreover, it follows from the property of truncations stated in Proposition 4.3 that, if one inverts simultaneously the strict transforms of C f ; C q0 ; :::; C qg?1 , they keep having coinciding Puiseux series up to controlled orders. Repeating this process, one shows that after a number of inversions equal to the number of terms in the continuous fraction expansion of b1 n , the initial situation is repeated, but with a curve having genus (g ? 1) . The strict transform of the semiroot q k , for k 2 f1; :::; gg will be a (k ? 1)-semiroot for the strict transform of f, in the natural coordinates resulting from the process of blowing-ups. So, one can iterate the analysis made for q 0 and get the Corollary.
2) Given two branches at the origin, from the knowledge of their Puiseux exponents and of their coincidence exponent (see Proposition 6.5), one can construct the dual graph of resolution of their product. This is explained in 30] and proved in detail, as well as in the case of an arbitray number of branches, in 21]. In our case this shows that the minimal embedded resolution of f, where q k is an arbitrary semiroot for generic coordinates, is also an embedded resolution of f q k . Moreover, the extended dual graph is obtained from the dual graph D( m ; f) attaching an arrow-head vertex at the end of the k-th vertical segment. (see the explanations given after Corollary 5.6). We get from it the Corollary. the sum being taken over all the components of E which meet C 0 qk?1 . Now it can be easily seen that strictly grows on a vertical segment of D( m ), from the end to the point of contact with the horizontal segment. This comes from the fact that those components of the exceptional divisor are created in this order -but not necessarily consecutively. As (L k ) = b k and (f; q k?1 ) = b k , we see that: We analyze successively the three cases introduced in Proposition 4.3, using also some results of its proof. 
So q k is a k-semiroot with respect to generic coordinates, and by Corollary 5.6, it is a curvette with respect to L k+1 .
Let us summarize this study by showindrawing for each of the three cases the dual graph of the total transform of the product q 0 q G . As in the statement of Corollary 5.6, we denote by C 0 k the strict transform of q k . We obtain the situations indicated in gures 4, 5, 6. We want to show that R = pq p P, i.e. that (P ? R pq ) < (P) ? (P) pq .
If S := Q ? R q , we know that (S) < (Q) ? (Q) q = (P) p ? (P) pq : Then:
P ? Q p = P ? (R q + S) p = (P ? R pq ) ? P p k=1 p k S k R q(p?k) , and so:
We know that (P ? Q p ) < (P) ? (P) p , and for 1 k p we have:
So nally:
(P ? R pq ) < maxf (P) ? (P) p ; (P) ? (P) pq g = (P) ? (P) pq which shows that R = We now de ne b k by the relation given in the point 2 of the Proposition. We prove that the numbers de ned in this way are indeed elements of the semi-group ?(C) and verify the minimality property used to de ne them in the text.
The important fact is that Proposition 6.5 is proved only using the formulas of the B k 's in terms of the B k 's. That is the reason why we can apply it in what follows. In order to deal with truncations we use Proposition 6.5. Since we have two systems of coordinates, we note by K (X;Y ) (f; ) the coincidence exponent of f and in the coordinates (X; Y ). See Proposition 6.5 for its de nition. Let k+ be the (k + )-semiroot of f with respect to (X; Y ) which is equal to the minimal polynomial of a (k + )-truncated Puiseux series of f (see Proposition 6.6). Then we look at f and k+ in the coordinates (x; y) and we compute K (x;y) (f; k+ ) using Proposition 6.5. This shows that some precisely determined truncations of their Puiseux series in these coordinates coincide. As k+ is determined only by the (k + )-truncation of the Puiseux series of f with respect to (X; Y ), the computations done in each of the three cases give the result.
We give as an example only the treatment of the second case (B 0 = lb 0 ): Moreover, identifying the leading coe cients in both sides of equation (6.1), we see that a 0 is monic.
Then we have also: (P) = (a 0 Q s ) = (a 0 ) + s (Q), which implies: (P) (Q) = s + (a 0 ) (Q) : But 0 (a0) (Q) < 1, which gives the equality s = (P) (Q) ]. Also, since a 0 is monic, Proof of Proposition 6.3
Let us take for Q a monic polynomial, (Q) = (P) d . The Q-adic expansion of P is of the form:
We consider also the P (Q)-adic expansion of P:
We shall prove that if a 1 6 = 0, we have (a 0 1 ) < (a 1 ). This will show that after iterating P at most (a 1 )+1 times, we arrive at the situation a 1 = 0, in which case P (Q) = Q = So, let us suppose a 1 6 = 0. Then:
We study now the P (Q)-adic expansion of P ? P (Q) d starting from equation (8.3) . First, for 2 k d, we have:
But ( 
Now we look at the possible values of v X ( (X)? i (X))) when i varies, and for a xed value we look how many times it is obtained.
If k is minimal such that K(f; ) < Bk+1 N , we get: the value Bi N is obtained M Ei?1?Ei N times, for i 2 f1; :::; kg.
the value K(f; ) is obtained M Ek N times.
N + E k K(f; ): Now recall the formula for B k given in Proposition 4:
which gives:
We get:
) which is the desired formula.
Remark: We had nothing to know about the relation of B k with the semigroup ?(C). We only needed the fact it is given by formula (8. 
is a reduced Puiseux parametrisation of ( k = 0). So we have:
Now, using Proposition 6.5, since K(f; k ) = Bk+1 N , we have:
We have obtained: ( k ) = N Ek and (f; k ) = B k+1 , which shows that k is a k-semiroot.
Proof of Proposition 6.7
We prove the proposition by induction on k. Thus, we have proven the inequality (f; ) < (f; a 1 ) and with it the proposition. 9 The Approximate Roots and the Embedding Line Theorem
We present the ideas of the proofs of the epimorphism theorem and of the embedding line theorem as they are given in 5].
It is in order to do these proofs that the theory of Puiseux parametrizations and of local semigroups for elements of C((X)) Y ], the meromorphic curves was developed. This framework is more general than the one presented before, which concerned elements of C X]] Y ], the entire curves. We have chosen to give all the proofs for entire curves, rst because they are used in the local study of plane curves and second in order to point out in this nal section the di erences between the two theories. A third type of curves, the purely meromorphic ones, will prove to be of the rst importance. Here Res T denotes the resultant of the two polynomials, seen as polynomials in the variable T.
The Proof of the Epimorphism Theorem
From the determinant formula for the resultant, we obtain: X (F) = M; Y (F) = N and that F is monic if we see it as a polynomial in X or in Y .
Let us consider the set:
The set ?(F) is a sub-semigroup of (N; +). The morphism is an epimorphism if and only if T 2 im( ), which is equivalent to 1 2 ?(F), or ?(F) = N. We see in particular that the semigroup ? C x ?1 ] (f) consists only of negative numbers.
As is an epimorphism, we get: We get: M j N or N j M, which contradicts our hypothesis. The theorem is proved.
Remark: One can also give a proof without using contradiction. In this case one cannot suppose from the beginning that N 6 jM, and so it is not necessarily true that B 1 = ?M. As one cannot hope to express in this case B 1 in terms of N and M, the preceding proof appears to get in trouble. This can be arranged if one modi es the de nition of the characteristic Puiseux sequence, taking for B 1 the minimal exponent appearing in y( ), without imposing that it should not be divisible by N. This is the de nition of characteristic sequence taken in a majority of Abhyankar's writings on curves, in particular 5], where the preceding proof is given with this modi ed de nition. Repeating this process a nite number of times, we see that we arrive at the situation where one of the polynomials is a constant, the case rst treated. With this the theorem is proved.
The Proof of the Embedding Line Theorem

