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A general algorithm is considered and shown to lead to various unusual and 
unique series expansions of p-adic numbers, as sums of rational numbers. The 
degrees of approximation by the partial sums of these series are investigated. The 
types of series corresponding to rational numbers are characterized in certain 
cases. 6 1992 Academic Press, Inc. 
1. INTRODUCTION 
Let Q be the field of rational numbers, p a prime number, and Q, the 
completion of Q with respect to the p-adic valuation 1 IP defined on Cl! by 
(1.1) /O(,=Oand IA(,=p-“ifA=p%/s, whereptr,pts. 
Then Q, is the field of p-adic numbers with p-adic valuation ( I,,, the 
extension of the original valuation on Q, which has the properties 
(1.2) IAl,> with [AI,=0 iff A=O, IAB(,=IAJ,.IBI,, and IA+BI,< 
max(lAl,, lZ31,) with equality when IA/,, # JBJ,. 
It is a familiar that the above non-Archimedean valuation leads to an 
ultrametric distance function p on CD,, with p(A, B) = JA - BI,, making Q, 
into a complete metric space with respect to p. As is common, we define 
the order v(A) of A by IAlp=p-“(A), and set v(O)= +co. Then 
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(1.3) v(AB)=v(A)+v(B), v(A/B)=v(A)-v(B)if BZO, andv(A+B)> 
min(v(A), v(B)) with equality when v(A) # v(B). 
It is well known that every A E Q, has a unique series representation 
A=C:+4)C,P”, c, E (0, 1, 2, . . . . p - 1 }. In the discussion below we call 
the finite series (A ) = &A)Gn <,, c, p” the fractional part of A. Then 
(A ) E S,, where we define S, = { (A ) : A E Qp,} c Q. 
This set S, is not multiplicatively or additively closed. The function (A ) 
has been used in the study of certain types of p-adic continuedfractions by 
Mahler [S], Ruban [S], and Laohakosol [4] in particular. 
By using an alternative representation for A E Q,, for p 2 3, of the form 
A=Z:,r=v&,p’T b,E(O.+l , . . . . +(p- 1)/2}, J. Browkin [l] defined 
a further related p-adic continued fraction in terms of the fractional 
part ((A)) = C,,(A)<n<,, b, p”. Here ((A )) E Sb, where we define Sb = 
{((A)):Ad&,}. ’ - 
For the sake of convenience we will mainly consider the function (A ) 
and the set S,. However, unless otherwise indicated all results remain valid 
when (A) and S, are replaced by ((A )) and Sb, respectively. 
Recently the fractional part (A ) was used by the authors [3] to derive 
the following unique series expansions for any element A E Q,: 
(1.4) “Sylvester-type”: 
where a, E S,, a, = (A) and ~(a,) < 1 - 2”, ~(a,, 1) G 2v(a,) - 1 (n 2 1). 
(1.5) “Engel-type”: 
Ic.2 
A=u,+ 1 
1 
n-l u,u,...a,’ 
where u,,ES~, aO= (A) and ~(a,,)< -n, v(a,+~)Gv(a,)-l (n211). 
(1.6) “Liiroth-type”: 
A=o,+;+ 1 
n=2 aita,- 1) . ..a.-,(a,-,-l)a,’ 
where u,ES~, a,= (A), and ~(a,,)< -1 for n>l. 
The names given to the above representations in [3] were chosen 
because they bear a close analogy to quite classical ones concerning the 
expansions of arbitrary real numbers into certain “Sylvester,” “Engel,” and 
“Li.iroth” series with rational terms (discussed in [7, Chap. IV]). 
We may combine our approach to the above-mentioned representations 
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and some further results below with the aid of a general algorithm, which 
is partly analogous to one introduced by Oppenheim [6] for real series. In 
contrast to Oppenheim’s algorithm, which leads to unique real series 
expansions essentially only for the classical cases mentioned above, 
we show that uniqueness holds for our algorithm under very general 
conditions, thus leading to a large class of unusual unique p-adic series 
expansions. In addition we investigate the question posed but not settled 
in [3] of characterizing the types of series expansions corresponding to 
rational numbers. 
2. A GENERAL ALGORITHM AND CONVERGENCE CONDITIONS 
Given any A E Q, note that if (A) = U,,E S,, then v(A - aO) b 1. Then 
define A 1 = A - a,, where a, = (A ). If A, # 0 (n 2 1) is already defined, 
then let a, = (l/A,,) and put A,, 1 = (A, - l/u,) s,/r, if a, # 0, where r,, s, 
are non-zero rational numbers which may depend on a,, . . . . a,. Then 
A=~,+A,=~,+~+~A2= . . . 
a1 Sl 
1 r,l 
=a,+-&+--+ ..’ + 
r, “.rnpi 
SI a2 s, .. 
I+r,AA.+,, 
‘S,- 1 a, s1 “‘S, 
This process ends in a finite expansion of A if some A,, , = 0. If some 
a,=0 then A,+I is not defined. In order to deal with this, we note the 
following: First, 
(2.1) A, #O=v(A,)> 1 =a, #O, 
Next 
(2.2) A, # 0 * Ha, A, - 1) 3 v(A,) + 1 = 1 - ~(a,), 
since A,, # 0 a l/A,, = a, + C, 2 1 c: pr, say, 
Hence, since v(A, + 1 ) = v(a,A, - 1) - ~(a,) + v(s,) - v(r,), 
(2.3) A,#% u,#O~v(A,+,)S1-2v(a,~+~(s,~-~(~,). 
Thus, if 
(2.4) v(s,) - v(r,) 2 Wan) - 1, 
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then v(A,+,)>O and so a,,, # 0. Therefore, (2.4) is a sufficient condition 
for the expansion to exist. 
We now consider the convergence of the above “Oppenheim-type” 
algorithm relative to the metric p on Q,. 
(2.5) PROPOSITION. If the Oppenheim-type series 
z rI.“rn 1 
a,+:+ c -.- 
n=l 31 “‘Sn a,+1 
converges in Q,, it converges to A itself. This will always happen if (2.4) 
holds for all n 2 1. 
ProoJ: Since p is non-Archimedean, the series converges in Q, iff 
( rl “.r, 1 V -.- -+a 1 as n-roe. Sl -, a,+, 
This is equivalent to 
V ( 
rl . ..r. -A -00 as n-+03, 
Sl “‘S, n+l 1 
which in turn is equivalent to convergence to A in Q,. 
If (2.4) holds for all n 2 1, then 0 #a, E S, for n > 1 and (2.3) implies that 
- v(a, + l) 2 1 - v(a,) + vb,) - v(r,), or 
Therefore 
( rl “.rn 1 > ( >l+v rl “.rndl 1 V -.- .- > 3 ... >,n+l Sl “‘3, a,+1 Sl “.s,-~ a, 
and this implies convergence in CD,. 
3. UNIQUENESS OF EXPANSIONS 
We now show that the condition (2.4) is sufficient not only for the 
existence of the Oppenheim-type representation but also for the uniqueness 
of the expansion. Incorporating Proposition 2.5 above, we have: 
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(3.1) THEOREM. Every A E Q, has a finite or convergent (relative to p) 
expansion 
where a,, E S,, a, = (A ), and r,, s, E 62, may depend on a,, . . . . a,, , and 
(3.2) v(a,)< -1, 
provided that 
44, 1) d Ya,) - 1 + v(r,) - vb,), 
v(s,) - v(r,) Z 2v(a,) - 1 for n21 
The expansion is unique subject to these conditions on a,, r,, and s,. 
Proof The existence of the representation amounts to a re-statement of 
(2.3), (2.4), and Proposition 2.5. For uniqueness, first consider: 
(3.3) LEMMA. Any series 
with b, E S, and 
(3.4) v(b,)b -1, v(b, + 1) G 2v(b,) + v(r,J - v(s,) - 1, 
converges to an element B’ E 42, such that v(B’) = -v(b,). Furthermore 
B’fO and bl= (l/B’). 
Proof By (3.4), 
( 
r, . ..r. 1 
V -- --*a 
) 
as ndco 
Sl a.-S,b,+, 
and hence the series converges to an element B’ E Q, because Qp is 
complete and 1 Ip is non-Archimedean. Then B’ = lim, _ o3 S,, where 
and 
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since (3.4) gives 
r, “.r, 1 rl “‘r,-, 
V -.- (1 <i<n- 1). 
SI . ..s. b;, , s, . ..s. , 
By continuity of ( lP and hence v, it follows that v(E) = v( l/b, ), also. By 
multiplying and dividing across, 
b, =$;+$ c ri”.rn-l .’ 
,,>_zsI “‘~“-1 b, 
and so, for b, # l/B’, 
=v(b,)-v(B’)+v 
=2v(b,)+v(r,)-v(s,)-v(b,) 
>/1 by (3.4). 
Hence b, = (l/B’), and the lemma follows. 
Now suppose that A E QP has expansions 
A =u,+ c rl ..‘rn-l r; . . . r: _ , .i=bo+ c s; .‘, 
n>, Sl’.‘Sn-1 a, n31 . . ..s.-. 0, 
where ri = ri(al, a,, . . . . a,), si = si(al, a2, . . . . a,), r: = ri(b,, bz, . . . . bi), and 
sj=s,(b,,b,, . . . . bi), subject to the above conditions for ai and b;, 
respectively. Then a, = b, = (A ), and 
If A 1 # 0, then the above lemma implies that a, = b, = ( l/A I ). Therefore 
rl=r,(ul)=r,(b,)=r;, sl=sI(ul)=s,(b,)=s~ and 
If A, #O, we can then apply the lemma to obtain s,uJr, = s1 b,/r, = 
<l/A,). Thusa2=b,, rz=r;, and s2 = s;. In the same way, we successively 
find a, = b,, rn = rl, S, = s; for all n 2 1. Thus the expansion is unique. 
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4. SPECIAL CASES AND APPROXIMATIONS 
We now investigate various special cases arising from Theorem 3.1. In 
addition we consider the degree of approximation by the partial sums of 
these series. For this purpose we introduce the notation 
(4.1) 
Note that one usually wants JI,,, q,, E Z for diophantine approximation. 
Although this need not always hold here, we shall keep this notation in 
view of the convenient estimates for IA -p,,/q,,I,, in terms of )qnlp that can 
be derived below. 
Without further mention we assume a, E S, for n b 1, or a, E SL for n > 1. 
(4.2) PROPOSITION. For every n b 1, the rational approximation p,,/qn to 
A E 42, given by (4.1) sati.5jIe.s 
I I 
A-p” < 
1 
4 “P pn+’ kLflp’ 
Proof: First, for n = 1, 
v(A-z)=v(:A2)=v(r,)-v(s,)-v(a2) 
since v(a,)< -1, as 
I I 
Ad! = 
9 “P 
= 
2 1-2v(a,) (by (3.2)) 
2 2 - v(al 1 
equired. Next 
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since a,= (l/A,) implies ~(a,--l/,4,)31. Assuming that IA-p,-,/q,-,I, 
d l/p” [q,- ilp it then follows that 
! I 
A-b < 
1 1 
4 P”+’ “P lqn-lip luAp=P”+ 14AP 
Hence the approximation statement follows with the aid of induction. 
Remark. Although Proposition 4.2 shows that every Oppenheim-type 
series converges at the same, essentially linear rate in terms of lqnlp, the 
actual rate of convergence varies dramatically as a function of n. In par- 
ticular, Proposition 4.3 below illustrates cases having a doubly exponential 
rate of convergence. In contrast, the continued fractions of Ruban [S] and 
Browkin [ 1 ] converge only linearly in terms of n but quadratically in 
terms of lqnlp. 
Some interesting examples of Oppenheim-type expansions are now 
treated in detail. 
(i) As a first special case set s, = 1 (n B 1). By (2.4) we require 
v(T,) < 1 -2v(a,), n 2 1. For example, the choice Y, = ai, k = 0, 1, 2, . . . . in 
Theorem 3.1 leads to 
(4.3) PROPOSITION. Every A E Q, has a unique finite or convergent 
expansion 
x (a, .-uJk 
A=u,+:+ 1 
n=l a ’ n+l 
where ~(a,+,)< (k+2) ~(a,)- 1, ~(a,)< (-(k+2)“+ l)/(k+ 1). 
In particular the case k = 0 yields the “Sylvester-type” representation 
treated in [3]. 
(ii) Next consider the choice Y,, = 1 and s, = a,> g, for 0 # g, E S,, n k 1. 
If v( g,) 2 v( a,) - 1 then (2.4) and hence Theorem 3.1 holds. Further we 
have: 
(4.4) PROPOSITION. For A E Q, and r,, s, as above, 
where ~(a,)< -1, ~(a,+,)< -l+v(a,)-v(g,). 
Here the estimate for IA - pn/qnlp follows from the fact that v(ai) < -1 
and (2.4) yields 
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r,“.r, 
V -A 
s1 “‘S, n+l 
=v(A.+,)-v(sl...s,) 
2v(A,)+ 1 +v(g,)-v(s,...s,)> ... 
3@1)+n+v(g,)+ ... +v(g,)-v(s, . ..s.) 
=v(A,)+n- {v(q)+ ... +v(a,)}3n+2. 
In particular, (2.4) holds for either of the choices r, = g, = 1 (n > l), or 
r, = 1, g, = a, - 1 (n 2 I), which yield the “Engel-type” and “Liiroth-type” 
representations mentioned earlier. Another interesting choice that can be 
made here is rn = 1, g, = ur2 (n 3 l), which yields a convergent expansion of 
type 
A=aO+i+ 1 
1 1 .- 
(a, 
(v(a,) < -1). 
n$l -%~)2 a,,, 
(iii) Yet another case of interest occurs when r,, = 1 and v(s,) = ~(a,): In 
this case, when assuming A # 0, v(A,) 2 0 for n > 1, we obtain 
v(A,+,)=v(u,A,- l)>v(A,)+12 ... 
Bv(A,)+n>n+ 1. 
So ~(a,,)< --n (na l), and 
V ( rl . ..r. -A s1 “‘S, n+l > =v(An+l)-v(s,~~~Sn) 
k(n+1)+(1+2+ ... +n)= 
(n+ l)(n+2) 
2 . 
This proves: 
(4.5) PROPOSITION. The choice r,, = 1, v(s,) = ~(a,), for n 2 1, leads to a 
finite or a convergent (relative to p) series expansion of the form 
1 1 
A=u,+$+ c -.- 
IT21 31 
“.s, a,,,’ 
with v(a,) < -n, v(a,+ ,) < ~(a,) - 1 and IA - pn/qnJp < p-(n+‘)(“+2)‘2. 
The choice r,, = 1, s, = a,, again leads to the “Engel-type” case described 
earlier, but with an estimate for the rate of convergence sharper than that 
in the case of Proposition 4.4. 
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(iv) Expansions with a fixed “base”: Let s, = 1 (n 2 1). Then by (2.4) we 
may set y,, = r for each n, where r is any fixed element of S,, to obtain a 
unique radix-type expansion 
n- I 
A=a,+ 1 y 
n>l 4 ’ 
where v(ar) < -1, ~(a,, 1) < 2v(a,) - 1 + V(T). Similarly, setting rn = 1, 
s, = s E S, yields the expansion 
A=%+ 1 A. 
PZ?l n 
However, here the choice of v(s) is restricted by (2.4). If v(s)= -1 then 
(2.4) clearly holds and we obtain ~(a,, + i) < 2v(a,) < -2” (n 2 1). In 
addition, we may also choose v(s) = 
inductively to ~(a,,)< -1, n> 1. 
(v ) Expansions involving second 
s, = a n, r,=a,-lj r, = 1 leads to 
(4.6) PROPOSITION. Every A E Q 
expansion 
1 
A=ao+t+- 
ala2 
-2 since in this case v(ai) < -1 leads 
order linear recurrences: The choice 
has a unique finite or convergent 
1 1 
t-+-+ ‘.., 
a2a3 a3a4 
where v(a,) < f, and (A- pn/q,,IpQ p.fn+2+‘, n> 1. Here we define the 
integer valued function f, by 
(4.7) 
s,= JJ~y+2~)n-’ 
+(2>f)(q)ne’+ 1, n> 1. 
Proof: By setting s, = a,, rn = a,, ~ r, r, = 1 in the Oppenheim-type 
algorithm we obtain 
1 1 
A=a,+l+-+ -+ . . . + 1 4+1 -+- 
al ala2 a2a3 an-la, a, 
By (3.2) the digits satisfy the growth conditions v(at) 6 -1, ~(a,)< 
v(a,) - 1, v(a,+ r) d v(a,) + v(a,- ,) - 1, n 2 2. It follows that ~(a,) <f,, 
where {fn} satisfies the second order linear difference equation 
f n+2 -f,+, -f,= -1, f, = -1, f*= -2. 
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Solving the difference equation by the standard method (see, e.g., [2, 
Chap. 31) then leads to formula (4.7). Thus 
IA-~lp=j~lp=,a,o~+,,p~P~+.+l, 
since l/J~,~,~+,J,=p”~“~~+v~“~+L~~~~+f”+l=pf~+Z+l~ 
As our final example of this type we set r, = a,, s, = a,_ ,, s, = 1 to 
obtain 
(4.8) PROPOSITION. Every A E Q, has a unique finite or convergent 
expansion 
A=ao+L+~+~+~+ . . . . 1 
aI a2 a3 a4 P”+’ lqnlp 
and 
(4.9) 
n> 1. 
Proof: By (3.2) with the given substitutions for r, and s,, 
(4.10) v(a,)G -1, v(a,+,)~3v(a,)-v(a,-,)-l, n3 1, 
provided we set v(aO) when n = 1. The solution of the corresponding 
difference equation 
h ,,+z-%+,+h,,= -1, h, = -1, h,= -4 
is given by the right-hand side of (4.9). The proof will therefore be 
complete provided we can show that ~(a,)< h, for each n. Now, by a 
repeated use of (4.10) and induction on m > 0 with ho = 0, 
v(a,+,)~3(3~(a,_,)-v(a,~~)-l)-v(a,-,)-l 
d -(h,+z-h,+,)v(a,-,)+(h,+,-h,)v(a,-,-,)+h,+, 
for each m d n - 1. In particular by setting m = n - 1, 
as required, since ~(a,) < -1. 
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5. EXPANSIONS OF RATIONAL NUMBERS 
In [3] the question of characterizing the type of series expansions 
corresponding to a rational number A was posed but not settled. By using 
an approach similar to that of Browkin [l] and Laohakosol [4], a partial 
solution to this question is obtained. At this stage the choice of digit set, 
S, of Sb, becomes significant. In general our arguments apply to the digit 
set Sb but not S,. The possibility that series expansions over SP need not 
satisfy the same conditions as those over S; is suggested by the different 
characterizations obtained for p-adic continued fractions by Browkin and 
Laohokosol, respectively: Whereas all rationals are shown to have finite 
continued fractions using Browkin’s algorithm [l], in the case of Ruban 
continued fractions it is also possible to obtain infinite periodic expansions 
in certain cases [4]. 
We make use of the elementary inequalities 
(5.1) a,ESPimpliesO<a,< f (p-l)p-“=p, 
n=O 
and 
(5.2) 
(5.3) PROPOSITION. If a,,r,,Is, E Sb then the corresponding Oppenheim- 
type expansion of A E Q, (with a, E Sb, n 2 1) is finite iff A E Q. 
Proof: By the algorithm, for each n 2 1 (A, #O), 
A .+,=(a,A.-I)-$. 
n ” 
It follows that A E Q implies A, E Q for every n >/ 1. By (5.2) we can 
write a, = b, p”‘““‘, where b, E Z, Jb,( < 4 p-“(@I+ ‘. Furthermore each 
such A, can be represented in the form A,= (a,//?,) p-“‘““, where 
a,,/?,,EZ, (a,,fi,)=l, and p]aJ,,. Analogously if A,+,#O, An+,= 
ba;~lill~+~)~-v.‘~n+“, where a,+l,B,+lEC (a,+ITPn+l)=l, and 
. Finally we set u,r,/s, = c, pyCon)+ y(rn’--y(sn), where by (5.2), 
(?, E ;+,,;;;,, lc,I < 4 pNS”bY(‘“)--Y((ln)+ 1. Substituting all this into (5.4) 
leads to 
(5.5) 
a P -Na”+l) rr+1 bnan - Pn 
B = D”C”P v(an) +v(m) - V(S”). n+i 
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Thus 
P nCn%+l P -vfan+l)+~fo.)+vcm’-vc~“)=~n+l(~”a,-~,), 
where -v(a,+,)+v(a,)+v(r,)-v(s,)>l-~(a,)>0 by (3.2). Since 
(a n+lP 
-vfn,+,) + 4an)+ v(m)- V(h) , j3n+l)= 1 it follows that /?,t+l ) c,/?,. Thus 
by (5.5) 
I&I < ILII IA-11 G Ic,-*I ILZI IA-21 6 ... d IBII ICI . ..c.-1I 
< Iall &P”- 1 + f~::=,‘Y(s,)--Y(r,))-Y(q.-,) 
Using Proposition 4.2, 
Hence 
I&II < IPll gi P-y(On)--l 
and 
I%+*l < $ I%1 + ISll P-*/2”-4 
If a, # 0, then for n sufficiently large, IB,l/p*2”-’ < 1a,l/2. This implies 
b,+,l -c b,I. Thus {la,l} is eventually a strictly decreasing sequence of 
non-negative integers. It follows that we must reach a stage for which 
a,,, = 0 and the algorithm terminates. 
We deduce in particular that the Sylvester-type and Engel-type expan- 
sions are finite iff A E Q. More generally, the condition of Proposition 5.3 
is also satisfied by the Oppenheim-type expansions considered in Proposi- 
tions 4.3 and 4.6 and by the radix-type expansion 
641/41/2-2 
144 KNOPFMACHER ANDKNOPFMACHER 
Unfortunately we see that if we substitute (5.1) for (5.2) in the proof of the 
proposition the desired conclusion no longer follows. We can, however, 
characterize the expansion of rationals with digits in S, in the following 
special case. 
(5.6) PROPOSITION. The Engel-type expansion of A E 62, with a,, E S, is 
finite iff A E Q. 
Proof. In this case (see [3]), we have r,z = 1, s, = a,, and we obtain in 
place of (5.51, 
(5.7) 
a P ,I + 1 -v(un+l) bnan-/jn 
= 
P U-Cl Pn 
Using this and (5.1) we deduce that 
I%l+,l < I% + IPnI PY’+’ 
d l%l + IBII P-” -I 
since b,,, 1 8, and v(a,) d -n. By choosing n large enough that 
lj?,l p-“-l < 1 we have for all subsequent n, la,1+1/ d ICI,\. Suppose that 
~1, #O for all n. Then for all n sufficiently large we have ICI,\ = ol, \/?,,I = 8, 
where c(, 8~ N. Substituting this in (5.7) yields 
which implies that 6, = p/cc + p v’un+l). Hence 
D a,=b,p”‘“n’~-p”“n’f p-y(u~+~)+v(un)~~P, 
a 
since -v(a, + ,) + v(a,) b 1. Thus our assumption a, # 0 for all n is false 
and the result follows. 
In conclusion we note that there remains for both a, E S, and a,, E Sb the 
question of characterizing the Liiroth-type representation for rational 
numbers. It can be shown (see [3]) that eventually periodic (including 
finite) expansions correspond to rational numbers. We may ask whether as 
for real Liiroth expansions the converse is also true. 
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