Abstract: CO 2 + ethanol mixtures have a huge scientific interest and enormous relevance for many industrial processes. Obtaining of their chemical and physical properties is a fundamental task. Relative permittivity ( r ) of these mixtures is a key property because allows a better knowledge of the structure and the interactions in other media. In this work predictive values of relative permittivity ( r ) of carbon dioxide + ethanol mixtures were obtained implementing artificial neural networks (ANN s ). They are used successfully in very different fields; therefore it is a very useful tool. In this case the obtained results enhance the ones from the usual multiple linear regression analysis. In both cases mass fraction, pressure and temperature experimental data from a direct capacitance method were used.
Introduction
In general, the study of the physical properties of binary mixtures of liquids has a huge interest, both scientific and industrial [1] [2] [3] [4] . Supercritical carbon dioxide has attracted much attention due to the advantages of having a low critical temperature (T= 304.18 K) and critical pressure (P=7.38 MPa) for being used as a supercritical fluid [5] [6] [7] . Furthermore, there are other remarkable aspects like nontoxicity, non-flammability, high purity at low cost and its environmental friendly character. By adding other co solvents, the capacity of extraction of CO 2 facing a wider range of compounds can be improved [8] [9] . One of these solvents is ethanol. Binary mixtures of carbon dioxide and ethanol have been used successfully in food industry to obtain a varied sort of extracts from feed materials [10] [11] [12] . At this point, it is important to know intermolecular interactions and the consequent structural rearrangement of molecules in these processes. This is possible by studying static dielectric constant  r (relative permittivity). It is an intrinsic property of materials and accurate values of the pressure and temperature dependence of  r carry knowledge about the dynamics of the microstructures [13] [14] . In literature there are many examples of studies of that kind, reporting thermodynamic and physical properties of CO 2 + ethanol mixtures [15] [16] [17] . The usual procedure to obtain  r experimentally involves resources: equipment, materials and time, so it is interesting a method for obtaining that property in function of other parameters by means of predictive methods or simulations.
Experimental results of  r in function of temperature and pressure of carbon dioxide + ethanol mixtures, carried out by W. Eltrigham 18 using a direct capacitance method are obtained in this work by means of Artificial Neural Networks (ANNs). They are a useful tool which have attracted a great deal of attention is several fields, included the prediction of physical properties of chemicals compounds and its mixtures. ANNs are computationalmathematical models based on the structure of biological neural networks, and the human ability of taking decisions. It works learning from real cases and it gives answers when new data are introduced in the case of study.
Experimental section

Data set
Experimental data of relative permittivity ( r ) of Carbon Dioxide + Ethanol mixtures carried out by W. Eltringham 18 were used in this work (Table 1) . They are sets of experimental measures of relative permittivity at different temperatures (303 to 333 K) and pressures (7.2 to 30.8 MPa), carried out at different mass fractions of ethanol. The procedure to forecast some values by means of other consist of use a set of data to develop the model (training) and use some different to test it (validation). In this work we used 248 cases for training and 113 cases for validation. Two different subsets of data were taken for validation. One with similar values to the ones used in training (called validation 1, 28 cases) and other with a little bit different values (validation 2, 85 cases).
Multilinear Regression Analysis (MLRA)
In the study of physicochemical properties of chemical compounds and their mixtures, multilinear regression analysis (MLRA) is a common primary tool for a first or previous examination of data 19 (Equation 1). IBM SPSS Statistics v.19 was used in this work MLRA was used in order to obtain  r values from the other variables involved, in this way:
The operating method was to use a subset of data including values of the four variables for obtaining a 1 coefficients (training process) and after that try to obtain  r using those coefficients and new , P and T values (validation process).
Artificial Neural Network (ANN)
Artificial Neural Networks are a set of mathematical, statistical and computational methods based on the human brain and its way of work by means of biological neural networks [20] [21] [22] . An Artificial Neural Network uses a high number of units (neurons) interconnected among them by using a connectionist approach to computation. They are needed sets of data, which are differenced in inputs and outputs. The way of using ANNs has two parts. One is called training, and as the own word says, it consists on a process where the system is able to identify the different inputs with the outputs, and in definitive, their relations. It is said that the system is, in certain way, "learning". In the second part, (validation), the ANN provides an output when new inputs are introduced. This answer is based on the information that the own system was able to catch in training part. New outputs will be correct if the inputs used for training and validation are similar. They have been used successfully in several fields, apart from physical chemical characterization 23 , from economy 24 to biological [25] [26] or environmental issues [27] [28] . Explained more formally, the information collected by a vector (Equation 2 ) is propagated to the first intermediate layer by a function called spread function, and its mission is to add all the excitatory signals that reach neuron (Equation 3) . N is the number of neurons in the input layer, w ji is the value of the weight between the input neuron i and the intermediate neuron j and b j is the value of the bias neuron associated to the neuron j of the intermediate layer.
Activation function treats the generated value and generates an excitatory answer to signals received (Equation 4). Although they are available different activations functions depending on the kind of problem to solve, in this case the activation function chosen is the sigmoidal (Equation 5).
It is because it is widely recommended in the literature and it has been used previously with success [20] [21] [22] [23] . The information attains the last neuron, and then the spawned value is checked with the experimental value (Equation 6) to establish an error value. This is used in order to determine the end of the training part.
Modelization Several tests were carried out modifying the architectures of ANN for forecasting relative permittivity of carbon dioxide + ethanol mixtures. The tests consisted of carry out different calculus with different number of cycles, modifying the level of accepted error, modifying the number of layers and the variables used in each one. The intention was to optimise the labour in terms of time and memory spending. The neural networks were developed with three neurons in the input layer, corresponding to temperature, mass fraction of the first compound and pressure, and output layer with one neuron, corresponding to relative permittivity, and a variable number of intermediate layers, which was assayed taking into account the number of neurons, distributed in these layers by eq. 7.
M designates the number of training cases, N the number of input variables and n the number of neurons in the intermediate layers. To clearly differentiate all neural networks, they are named using this notation:
where N in and N out are the number of neurons in the input and output layer, respectively. N int1 , N int2 and N int3 correspond with the number of neurons in the intermediate layers; in the case of they were implemented (Figure 1) . 
Results and Discussion
Multilinear Regression Analysis (MLRA)
As it was already said, experimental data were obtained by a direct capacitance method. The variables involved were three: mass fraction of one of the compounds of the binary mixtures, pressure ant temperature. In Table 1 it can be seen the used values, separated To develop a multiple lineal regression analysis the first step consist of carry out a statistical analysis of the data in terms of Pearson correlation.
As it is seen in Table 2 , the used variables for forecasting  r (mass fraction, temperature and pressure) are not linearly dependent among them. Relative permittivity posses a significant correlation respect to mass fraction of one of the compounds of the binary mixtures, pressure ant temperature. Table 3 shows obtained results for training data using Equation 1. 
are commonly accepted to evaluate the accuracy of predicted data 29 . Table 4 Subscript T denotes training cases and V1 and V2 denotes the two groups of validation data, cited above. For training data, MLRA gives a high level of correlation R 2 (0.967), with a low value of RMSE (0.143), with a correspondent average IPD value of 5.3% (Figure 2 ). But the importance of this method lies in the behaviour with data more or less different from the ones used in training part. When validation was carried out using all data destined to it (Table 1) , a good correlation between predicted and experimental  r was obtained (R 2 =0.969) with RMSE=0.187 and average IPD value of 7.4%. Validation 1 was done taking values similar to the ones used in training part. In this case there is a good predicted-experimental correlation, slightly better than the one made using all validation values (see Table 1 (Figures 3-4) . It seems that MLRA provides good results but it is possible that using input data quite different from the ones used in training, average IPD should increase, then MLRA, obviously, is not the best option for forecasting  r . MLRA method can be good if very good accuracy is not vital but ANN method provides much more refined values.
ANN
It has tried to enhance predictive results of  r by using ANNs. Although it was said that neural networks are used commonly in non-linear situations 30 , it is not the case. Even so, ANNs were implemented.
With ANN, there were used the same input variables and the same training and validation data than in MRLA method in order to make a comparative study between both predictive models.
In Table 5 are shown, ordered by total RMSE (RMSE of training part + RMSE of validation part), the best five neural networks with the correspondent fitting parameter R 2 of predicted and experimental  r. According to this, 3-5-1 topology supplies the best result. For training data, as it was expected, obtained results are good ( Figure 5) . But, the most important is the result obtained in validation part, and more specifically the validation part where input data are quite different that the ones used for train the neural network. In Table 6 are shown results of R 2 correlation coefficient for predicted and experimental values, RMSE values and average IPD. R 2 correlation coefficients are in all cases greater than 0.9, but the main important is that RMSE values are less than the ones obtained with MLRA method, both for the two groups of validation data (Figures 6-7) . 
Conclusion
Relative permittivity of binary mixtures of Carbon Dioxide + Ethanol were obtained using artificial neural networks (ANNs) my means of three variable values involved in a previous work, that reported data by means of a direct capacitance method. In this work it was verified that MLRA could forecast in certain way relative permittivity values with good reliability, nevertheless ANN predictive model enhances results from this model significantly. This work proves once more the availability of artificial neural networks to obtain predictive values of some physical properties by means of the other ones, previously obtained. By using ANN`s accurate predictive values of chemical and physical properties can be obtained with lower cost than if they must be obtained experimentally.
