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APPLICATIONS ET MORPHISMES HARMONIQUES
SORIN DRAGOMIR ET MARC SORET
Abstract. Ces lec¸ons constituent une exposition pre´cise, avec des cal-
culs explicites, d’ e´le´ments introductifs a` la the´orie des applications har-
moniques entre varie´te´s Riemanniennes. On e´tablit les formules de la
premie`re et de la seconde variation de l’e´nergie de Dirichlet et on mon-
tre certaines de leurs consequences ge´ome´triques comme le the´ore`me de
B. Solomon (cf. [34]) et la the´orie de la stabilite´ pour les applications
harmoniques. On de´montre aussi un the´ore`me classique de B. Fuglede
et T. Ishihara (cf. [18], [23]) sur les morphismes harmoniques. Les mor-
phismes des e´quations de la chaleur et les morphismes des noyaux de la
chaleur (avec variables separe´es) sont de´crits, dans la the´orie des mor-
phismes harmoniques, par un re´sultat tre´s beau de E. Loubeau, [28].
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2 SORIN DRAGOMIR ET MARC SORET
1. Applications harmoniques
Les notes qui suivent sont des notes de confe´rences donne´es a` l’Ecole
Doctorale de l’Universite´ Franc¸ois Rabelais (Tours, France). Il s’agit d’une
exposition a` des fins franchement didactiques, conc¸us pour fournir aux
e´tudiants une introduction courte mais pre´cise aux re´sultats fondamentales
de la the´orie des applications harmoniques, avec l’accent sur les aspects
de ge´ome´trie diffe´rentielle, plutoˆt que comme un chapitre de la the´orie des
e´quations a` de´rive´es partielles. De nombreux exercices sont propose´s, dont
le ve´ritable but est d’encourager les e´le`ves a` comple´ter leur connaissance de
la ge´ome´trie diffe´rentielle (la the´orie des sous-varie´te´s, le calcul des vari-
ations sur les varie´te´s, etc.) par des lectures qui suivent la bibliographie
indique´e dans chaque exercice. Quelques exercices conduisent aussi a` des
proble`mes ouverts et visent a` encourager les e´le`ves a` tester leur force en tant
que jeunes chercheurs. La compre´hension des lec¸ons ne´cessitent une bonne
connaissance du calcul diffe´rentiel et integral sur une varie´te´ diffe´rentiable
(Riemannienne, compacte et orientable) et quelques rudiments de topolo-
gie alge´brique. Une connaissance de la the´orie des sous-varie´te´s de varie´te´s
Riemanniennes peut eˆtre utile, en particulier en tant que source d’exemples,
mais n’est pas indispensable.
Soit (M, g) une varie´te´ Riemannienne n-dimensionnelle, avec la me´trique
Riemannienne g. Si (U, xi) est un syste`me de coordonne´es locales sur M
alors on pose
gi j = g
(
∂i , ∂ j
)
, 1 ≤ i, j ≤ n, ∂i ≡ ∂/∂xi , G = det
[
gi j
]
,
et donc la forme exte´rieure ωU =
√
G dx1 ∧ · · · ∧ dxn est une forme de
volume sur U. Si on ajoute l’hypothe`se que la varie´te´ M est orientable
(une hypothe`se que nous ferons toujours dans ce travail) alors le formes
ωU , obtenues pour chaque carte (U, xi) d’un atlas oriente´ de M, donne lieu
a` une forme diffe´rentielle globalement de´finie sur M que nous allons noter
d vg et appele´e la forme de volume canonique de la varie´te´ Riemanniene
orientable (M, g). Nous pourrons donc inte´grer les fonctions continues a`
support compact, de´finies sur M, a` valeurs re´elles ou complexes, et on sup-
pose que le lecteur est familier avec la the´orie de l’inte´gration des formes
diffe´rentielles, telle qu’elle est traite´e par exemple par C. Godbillon, [19],
p. 94-98. On rappelle qu’une mesure de Borel sur un espace de Hausdorff
compact M est une mesure positive de´finie sur la σ-alge`bre des ensembles
de Borel (i.e. la plus petite σ-alge`bre contenant tous les ensembles ouverts
de M). Si la varie´te´ donne´e M est compacte et A ⊂ M est un ensemble de
Borel alors
µ(A) =
∫
A
d vg
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est une mesure de Borel sur M (la mesure Riemanniene canonique de (M, g))
et donc (M, µ) est un espace mesurable.
Soit (N, h) une autre varie´te´ Riemannienne, avec la me´trique h, et soit
φ : M → N une application diffe´rentiable, de classe C∞. Un concept fon-
damental, qui sera ne´cessaire par la suite, est celui de norme de Hilbert-
Schmidt de la diffe´rentielle de φ. Pre´cise´ment, pour un point quelconque
x ∈ M, on conside`re un repe`re local g-orthonormal {E1, · · · , En} du fibre´
tangent T (M), de´fini sur un voisinage ouvert de x, et on pose
‖dφ‖(x) =
 n∑
j=1
hφ(x)((dxφ)E j,x , (dxφ)E j,x)

1/2
.
La de´finition ne de´pend pas du choix du repe`re orthonormal autour de point
x et on obtient une function ‖dφ‖ : M → R, de classe C∞, appele´e la norme
de Hilbert-Schmidt de dφ. Par consequent
‖dφ‖2 = traceg (φ∗h) .
Soit C∞(M,N) l’ensemble de toutes les applications φ : M → N, de classe
C∞. E´tant donne´ un domaine relativement compact Ω ⊂ M on pose
EΩ(φ) =
1
2
∫
Ω
‖dφ‖2 d vg, φ ∈ C∞(M,N).
Le fonctionnelle EΩ : C∞(M,N) → R est appele´e e´nergie de Dirichlet.
Si M est une varie´te´ compacte alors on e´crit E = EM. Une application
φ ∈ C∞(M,N) est un point critique de l’e´nergie de Dirichlet EΩ si
(1)
d
dt
{EΩ(φt)}t=0 = 0
pour chaque variation a` 1-parame`tre {φt}|t|< ⊂ C∞(M,N) telle que φ0 = φ
et Supp(V) ⊂ Ω. On suppose que la variation donne´e est C∞ par rapport au
parame`tre t i.e. l’application
Φ : M × (−, )→ N, Φ(x, t) = φt(x), x ∈ M, |t| < ,
est de classe C∞. Aussi V est la variation infinite´simale induite par la vari-
ation {φt}|t|< i.e.
V(x) = (d(x,0)Φ) (∂/∂t)(x,0) , x ∈ M.
Soit φ−1T N → M le fibre´ vectoriel pullback, ou induit, du fibre´ tangent
T (N)→ N par l’application φ : M → N i.e.(
φ−1T N
)
x
= Tφ(x)(N), x ∈ M.
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Il est facile de voir que V est une section de classe C∞ du fibre´ pullback
φ−1T N → M parce que
(d(x,0)Φ) (∂/∂t)(x,0) ∈ TΦ(x,0)(N) = Tφ(x)(N) =
(
φ−1T N
)
x
pour chaque x ∈ M. Nous en arrivons maintenant au concept central de ces
lec¸ons. Une application φ ∈ C∞(M,N) s’appelle application harmonique
si elle est un point critique de EΩ pour chaque domaine relativement com-
pact Ω ⊂ M. Comme on le verra plus tard, les ge´ode´siques d’une varie´te´
Riemannienne, les immersions isome´triques minimales, et les submersions
Riemanniennes avec des fibres minimales sont des exemples d’applications
harmoniques. La the´orie de sous-varie´te´s dans varie´te´s Riemanniennes (cf.
e.g. B-Y. Chen, [6]) donne un grand nombre d’exemples d’ immersions
minimales, dont la ge´ome´trie de la seconde forme fondamentale est tre`s
inte´ressante (et qui est illustre´ dans les exercises suivants).
Exercise 1. i) Sous-varie´te´s invariantes des varie´te´s Kaehleriennes (cf. e.g. [10],
p. 26). Soit M une varie´te´ differentiable, de dimension 2n, e J une structure quasi-
complexe sur M i.e. un champ J ∈ C∞(End(T (M))) des tenseurs tangents de
type (1, 1) sur M tel que J2 = −I (I est la trasformation identique de T (M)).
Une me´trique Riemannienne g sur M est Hermitienne si g(JX, JY) = g(X,Y)
pour tous X,Y ∈ X(M), et (M, J, g) est alors dite varie´te´ quasi-Hermitienne. Une
varie´te´ quasi-Hermitienne est Kaehlerienne si sa structure complexe J est paralle`le
par rapport a` la connexion de Levi-Civita ∇ de (M, g) i.e. ∇J = 0. Une sous-
varie´te´ S d’une varie´te´ Kaehlerienne (M, J, g) est invariante si JX ∈ T (M) pour
chaque X ∈ T (S ). Montrer que pour chaque sous-varie´te´ invariante S d’une varie´te´
Kaehlerienne M, l’inclusion S → M est une immersion isome´trique minimale.
ii) Sous-varie´te´s invariantes des varie´te´s localement conformes Kaehleriennes (cf.
I. Vaisman, [37]). Une structure quasi-complexe J sur M est dite inte´grable si
NJ(X,Y) = 0 pour tous X,Y ∈ X(M), ou`
NJ(X,Y) = [JX, JY] − [X,Y] − J {[JX,Y] + [X, JY]}
(le tenseur de Nijenhuis). Si J est inte´grable alors (M, J) est une varie´te´ com-
plexe. Si (M, J) est une varie´te´ complexe et g est une me´trique quasi-Hermitienne
sur (M, J) alors (M, J, g) est une varie´te´ Hermitienne. Une varie´te´ Hermitienne
(M, J, g) est localement conforme Kaehlerienne (l.c.K.) s’il existe une forme diffe´-
rentielle ω ferme´e (dω = 0) de degre´ 1 telle que dω = Ω ∧ ω (cf. P. Libermann,
[27]). Ici Ω(X,Y) = g(X, JY) pour tous X,Y ∈ X(M). Soit (M, J, g, ω) une varie´te´
l.c.K. et B = ω] ∈ X(M) (le champ de Lee de M). Montrer qu’une sous-varie´te´
invariante S ⊂ M est minimale dans (M, g) si et seulement si B est tangent a S (i.e.
B⊥ = 0).
iii) Sous-varie´te´s totalement ge´ode´siques (cf. K. Nomizu, [30]). Soit (M, g) une
varie´te´ Riemannienne et F : M → M une isome´trie i.e. une transformation telle
que F∗g = g. Soit K = {x ∈ M : F(x) = x} l’ensemble des points fixes de
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F. Montrer que chaque composante connexe de K est une sous-varie´te´ totalement
ge´ode´sique de M. En particuler, soit V ⊂ Cn+1 l’hypersurface alge´brique donne´e
par l’e´quation(
z1
)a1
+ · · · +
(
zn+1
)an+1
= 0, a j ∈ Z, a j ≥ 2, 1 ≤ j ≤ n + 1.
V a une seule singularite´ a` l’origine et donc B2n(a1, · · · , an+1) = V \ {0} est une
varie´te´ complexe, de dimension complexe n. La sphe`re de Brieskorn de´termine´e
par le nombres entiers a j est la varie´te´
Σ2n−1(a1, · · · , an+1) = B2n(a1, · · · , an+1) ∩ S 2n−1.
cf. E. Brieskorn, [5]. Si a1 = 2k montrer que Σ2n−3(a2, · · · , an+1) est une sous-
varie´te´ totalement ge´ode´sique de Σ2n−1(2k, a2, · · · , an+1).
iv) Sous-varie´te´s minimales (cf. e.g. [10], p. 45-48). Soit Ψ : M → RN une im-
mersion isome´trique d’une varie´te´ Riemannienne n-dimensionelle M dans l’espace
Euclidien. Montrer que
∆Ψ = nH
ou` ∆Ψ = (∆Ψ1, · · · ,∆ΨN), Ψ = (Ψ1, · · · ,ΨN) et H est le vecteur de courbure
moyenne de l’immersion donne´e. En particulier, ve´rifier que pour une immersion
isome´trique minimale quelconque Ψ : M → RN , chaque Ψ j : M → R est une fonc-
tion harmonique sur M. Enfin, montrer qu’il n’y a pas d’ immersion isome´trique
minimale d’une varie´te´ Riemanninenne compacte M dans un espace Euclidien.
2. Connexions et me´triques dans les fibre´s vectoriels induits
Soit φ : M → N une application de classe C∞ entre les varie´te´s Rie-
manniennes (M, g) et (N, h). Soit φ−1T N → M le fibre´ vectoriel pullback
de T (N) → N par φ. Chaque champ vectoriel Y : Ω → T (N), de´fini sur
l’ensemble ouvert Ω ⊂ N, de´termine une section Yφ ∈ C∞(U, φ−1T N)
donne´e par Yφ = Y ◦φ ou U = φ−1(Ω) ⊂ M. On appelle Yφ le lifting naturel
de Y . Si (Ω, yα) est un syste`me de coordonne´es locales sur N alors{
(∂/∂yα)φ : 1 ≤ α ≤ m
}
⊂ C∞(U, φ−1T N)
est un repe`re local du fibre´ pullback, de´fini sur U = φ−1(Ω). Ici m = dim(N).
On pose sα = (∂/∂yα)φ pour la simplicite´ de l’e´criture. Soit hφ = φ−1h le
pullback de h par φ i.e. la me´trique Riemannienne fibre´e sur φ−1T N donne´e
localement par
hφ(sα , sβ) = hαβ ◦ φ , 1 ≤ α, β ≤ m,
ou hαβ = h(∂/∂yα , ∂/∂yβ) ∈ C∞(Ω). Par consequent
hφ(Xφ , Yφ) = h(X,Y) ◦ φ, X,Y ∈ X(N).
Il faut toutefois noter que toutes les sections dans le fibre´ pullback ne sont
pas des lifts naturels des champs tangents a` N (i.e. le morphisme Y ∈
X(N) 7−→ Yφ ∈ C∞(φ−1T N) n’est pas surjectif).
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Soit ∇h la connexion de Levi-Civita de la varie´te´ Riemannienne (N, h).
L’e´tape suivante consiste a` introduire une connexion ∇φ = φ−1∇h (le pull-
back de ∇h par φ) sur le fibre´ φ−1T N → M, de sorte que la me´trique hφ
soit paralle`le par rapport a` ∇φ. Si X ∈ X(M) est un champ tangent au M,
s ∈ C∞(φ−1T N) est une section dans le fibre´ pullback, et x ∈ M est un point
quelconque, alors on choisit respectivement des syste`mes de coordonne´es
locales (U, xi) e (Ω, yα) autour de point x et φ(x) tels que φ(U) ⊂ Ω et on
pose par de´finition
(2)
(
∇φX s
)
x
= f i(x)
{
∂gα
∂xi
(x) + gγ(x)
∂φβ
∂xi
(x)Γαβγ(φ(x))
}
sα(x) ,
X = f i
∂
∂xi
, s = gα sα , f i, gα ∈ C∞(U),
φα = yα ◦ φ ∈ C∞(U), 1 ≤ α ≤ m,
∇h∂β∂γ = Γαβγ ∂α , ∂α ≡
∂
∂yα
, Γαβγ ∈ C∞(Ω).
On peut montrer tre`s facilement que la de´finition de
(
∇φX s
)
x
ne de´pend pas
du choix des syste`mes de coordonne´es locales, et que l’application ∇φ :
X(M)×C∞(φ−1T N)→ C∞(φ−1T N) est une connexion dans le fibre´ vectoriel
φ−1T N → M. Pour une connexion quelconque D ∈ C(φ−1T N) on peut
de´finir une derive´e covariante de hφ en posant
(DXhφ)(r, s) = X(hφ(r, s)) − hφ(DXr, s) − hφ(r,DX s),
X ∈ X(M), r, s ∈ C∞(φ−1T N).
Ici on a denote´ par C(φ−1T N) l’espace affine de toutes les connexions dans
le fibre´ vectoriel φ−1T N → M. Pour nos besoins dans ce qui suit, nous
de´signerons par C(φ−1T N, hφ) le sous-espace affine de C(φ−1T N) consistant
en les connexions D ∈ C(φ−1T N) telles que Dhφ = 0. On peut verifier assez
facilement que ∇φ ∈ C(φ−1T N, hφ) (une consequence du fait que ∇hh = 0).
On adopte aussi le notations suivantes. Si  > 0 et M˜ = M × (−, ) on
pose
αt : M → M˜, αt(x) = (x, t), x ∈ M, |t| < .
Aussi, e´tant donne´ un champ de vecteurs X ∈ X(M) on conside`re le champ
tangent X˜ ∈ X(M˜) de´fini par
X˜(x,t) = (dxαt)Xx , (x, t) ∈ M˜.
Si X ∈ X(M) alors φ∗X est la section in φ−1T N → M donne´e par
(φ∗X)(x) = (dxφ)Xx , x ∈ M.
Par de´finition, la seconde forme fondamentale de l’application φ : M → N
est
βφ : X(M) × X(M)→ C∞(φ−1T N),
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βφ(X,Y) = ∇φXφ∗Y − φ∗∇XY, X,Y ∈ X(M),
ou ∇ est la connexion de Levi-Civita de la varie´te´ Riemannienne (M, g).
On montre facilement, et la verification est propose´e comme exercice au
lecteur, que βφ est C∞(M)-biline´are et syme´trique. Aussi la trace, per re-
spect au g, de la seconde forme fondamentale
τ(φ) = traceg
(
βφ
)
∈ C∞(φ−1T N)
est le champ de tension de l’application φ : M → N. Si {Ei : 1 ≤ i ≤ n} est
un repe`re local g-orthonorme´ de T (M), de´finie sur U ⊂ M, alors
τ(φ)x =
n∑
i=1
βφ(Ei , Ei)x , x ∈ U.
3. La formule de la premiere variation
Soit φ ∈ C∞(M,N) et {φt}|t|< ⊂ C∞(M,N) une variation avec 1-parame`tre
de φ (tel que φ0 = φ). Etant donne´ un point x ∈ M et un repe`re local g-
orthonorme´ {Ei : 1 ≤ i ≤ n} ⊂ C∞(U,T (M)), de´fini sur un voisinage ouvert
de x, on se propose d’ecrire ‖dφt‖2 comme une fonction sur M˜. On a
‖dφt‖2x = traceg
(
φ∗t h
)
x =
n∑
i=1
(
φ∗t h)(Ei , Ei
)
x =
=
n∑
i=1
hφt(x)((dxφt)Ei,x , (dxφt)Ei,x)
et pour chaque X ∈ X(U)
(dxφt)Xx = dx(Φ ◦ αt) Xx = (dαt(x)Φ) ◦ (dxαt)Xx =
= (d(x,t)Φ)X˜(x,t) =
(
Φ∗X˜
)
(x,t)
et puis
‖dφt‖2x =
n∑
i=1
hΦ(x,t)((Φ∗E˜i)(x,t) , (Φ∗E˜i)(x,t)) =
n∑
i=1
hΦ
(
Φ∗E˜i , Φ∗E˜i
)
(x,t)
i.e. si U˜ = U × (−, ), on conside`re la fonction
f : U˜ → R, f (x, t) = 1
2
‖dxφt‖2x , (x, t) ∈ U˜,
on obtient
(3) f =
1
2
n∑
i=1
hΦ
(
Φ∗E˜i , Φ∗E˜i
)
∈ C∞(U˜).
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En utilisant l’expression (3) on peut calculer facilement la derive´e de f par
rapport a` t i.e.
∂ f
∂t
=
1
2
∑
i
∂
∂t
(
hΦ(Φ∗E˜i , Φ∗E˜i)
)
=
∑
i
hΦ
(
∇Φ∂/∂tΦ∗E˜i , Φ∗E˜i
)
parce que ∇Φ ∈ C(Φ−1T N, hΦ) i.e. ∇ΦhΦ = 0. On a besoin maintenant du
lemme suivant
Lemme 1. Pour chaque X ∈ X(U)
(4) ∇Φ∂/∂tΦ∗X˜ = ∇ΦX˜Φ∗
∂
∂t
.
La de´monstration du Lemme 1 est une conse´quence du fait que [X˜ , ∂/∂t] =
0 et que la connexion ∇h est syme´trique. Donc (pour X = Ei)
∂ f
∂t
=
∑
i
hΦ
(
∇ΦE˜i Φ∗
∂
∂t
, Φ∗E˜i
)
=
=
∑
i
{
E˜i
(
hΦ(Φ∗
∂
∂t
, Φ∗E˜i)
)
− hΦ
(
Φ∗
∂
∂t
, ∇ΦE˜iΦ∗E˜i
)}
toujours en utilisant ∇ΦhΦ = 0. Notez que(
Φ∗
∂
∂t
)
(x,0)
= (d(x,0)Φ)
(
∂
∂t
)
(x,0)
= Vx ,(
Φ∗X˜
)
(x,0)
= (d(x,0)Φ)X˜(x,0) = (d(x,0)Φ)(dxα0)Xx = (dxφ0)Xx = (φ∗X)x ,
ou bien
(5)
(
Φ∗
∂
∂t
)
◦ α0 = V,
(
Φ∗X˜
)
◦ α0 = φ∗X.
D’un autre cote´, pour chaque fonction ϕ ∈ C∞(U˜)
X˜(ϕ)(x,t) = ((dxαt)Xx) (ϕ) = Xx(ϕ ◦ αt)
et puis (pour t = 0)
(6) X˜(ϕ) ◦ α0 = X(ϕ ◦ α0).
Les formules (5)-(6) impliquent (pour X = Ei et ϕ = hΦ(Φ∗(∂/∂t) , Φ∗E˜i))
E˜i,(x,0)
(
hΦ(Φ∗
∂
∂t
, Φ∗E˜i)
)
=
= Ei,x
(
hΦ(Φ∗
∂
∂t
, Φ∗E˜i) ◦ α0
)
= Ei
(
hφ(V , φ∗Ei)
)
x
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pour chaque x ∈ U. Soit Xφ ∈ X(M) le champ de vecteurs tangents deter-
mine´ par
hφ(V , φ∗Y) = g(Xφ , Y), Y ∈ X(M).
L’affirmation Supp(V) ⊂ Ω implique Supp(Xφ) ⊂ Ω. Puis (par ∇g = 0)
Ei
(
hφ(V , φ∗Ei)
)
= Ei(g(Xφ , Ei)) =
= g(∇Ei Xφ , Ei) + g(Xφ , ∇Ei Ei)
ou
(7)
n∑
i=1
E˜i
(
hΦ(Φ∗
∂
∂t
, Φ∗E˜i)
)
= div(Xφ) +
n∑
i=1
hφ(V , φ∗∇Ei Ei).
Maintenant on a besoin de
Lemme 2. On a (
∇ΦX˜Φ∗Y˜
)
◦ α0 = ∇φXφ∗Y
pour touts X,Y ∈ X(M).
En utilisant (7) et le Lemme 2
∂ f
∂t
(x, 0) = div(Xφ)x − hφ
V , n∑
i=1
{
∇φEiφ∗Ei − φ∗∇Ei Ei
}
x
pour chaque x ∈ U, ou encore
(8)
∂ f
∂t
◦ α0 = div(Xφ) − hφ(V , τ(φ)).
L’ope´rateur divergence div : X(M)→ C∞(M) est de´finie´ par
LX dvol(g) = div(X) d vg, X ∈ X(M).
Ici LX denote la derive´e de Lie le long de champ X. L’ope´rateur divergence
est donne´e par
div(X) = trace {Y ∈ X(M) 7−→ ∇Y X}
(c’est une conse´quence e´le´mentaire du fait que la forme de volume d vg est
paralle`le pour la connexion de Levi-Civita ∇ de (M, g)) ou encore, locale-
ment
div(X) =
n∑
i=1
g(∇Ei X, Ei)
sur U. Puisque Xφ est a` support compact contenu dans Ω on peut appliquer
le lemme de Green i.e. ∫
Ω
div(Xφ) d vg = 0.
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Enfin (par (8) et la de´finition de f )
(9)
d
dt
{EΩ(φt)}t=0 = −
∫
Ω
hφ(V , τ(φ)) d vg.
L’identite´ (9) est appele´e formule de la variation premie`re de EΩ. Si
{dE(φt)/dt}t=0 = 0 pour chaque variation a 1-parame´tre {φt}|t|< ⊂ C∞(M,N)
avec Supp(V) ⊂ Ω, la formule de la variation premie`re implique
(10) τ(φ) = 0
et (10) est appele´ le syste`me des applications harmoniques. Dans un mo-
ment, nous allons e´tudier la structure locale du syste`me des applications
harmoniques. Comme on verra´ tout de suite (10) est localement un syste`me
non line´aire d’e´quations a derive´es partielles de second ordre, ou` la partie
principale est l’ope´rateur de Laplace-Beltrami de la varie´te´ Riemannienne
(M, g). On rappelle que l’ope´rateur de Laplace-Beltrami est donne´ par
∆u = −div(∇u), u ∈ C2(M).
Ici ∇u ∈ X(M) est le gradient de u ∈ C1(M) i.e. le champ de vecteurs deter-
mine´ par g(∇u, X) = X(u) pour chaque X ∈ X(M). En utilisant l’expression
locale
div(X) =
1√
G
∂
∂xi
(√
G Xi
)
on obtient aussi
∆u = − 1√
G
∂
∂xi
(√
Ggi j
∂u
∂x j
)
parce que (∇u)i = gi j(∂u/∂x j) ∂i. Une autre formule locale utile peut eˆtre
obtenue de la manie`re suivante
∆u = −div(∇u) = −trace {Y 7−→ ∇Y∇u} =
= −
n∑
i=1
g(∇Ei∇u , Ei) = −
n∑
i=1
{
Ei(g(∇u, Ei)) − g(∇u,∇Ei Ei)
}
ou encore
(11) ∆u = −
n∑
i=1
{
Ei(Ei(u)) − (∇Ei Ei)(u)
}
.
Nous sommes preˆts a` donner une repre´sentation locale du tenseur de tension
τ(φ), et ensuite des e´quations (10). On a
τ(φ) = traceg
(
βφ
)
=
n∑
i=1
βφ(Ei , Ei) =
n∑
i=1
E ji E
k
i βφ(∂ j , ∂k),
Ei = E
j
i ∂ j , E
j
i ∈ C∞(U),
n∑
i=1
E ji E
k
i = g
jk , gi jg jk = δki ,
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et puis
τ(φ) = g jk βφ(∂ j , ∂k) = g jk
{
∇φ
∂ j
φ∗∂k − φ∗∇∂ j∂k
}
,
φ∗∂i =
∂φα
∂xi
(
∂
∂yα
)φ
, ∇∂ j∂k =
∣∣∣∣∣∣ ijk
∣∣∣∣∣∣ ∂i ,
∇φ
∂ j
φ∗∂k = ∇φ∂ j
∂φβ∂xk
(
∂
∂yβ
)φ = ∂2φβ∂x j ∂xk
(
∂
∂yβ
)φ
+
∂φβ
∂xk
∇φ
∂ j
(
∂
∂yβ
)φ
=
=
{
∂2φα
∂x j ∂xk
+
(
Γαβγ ◦ φ
) ∂φβ
∂x j
∂φγ
∂xk
} (
∂
∂yα
)φ
.
ensuite
τ(φ) = g jk
{
∂2φα
∂x j ∂xk
+
(
Γαβγ ◦ φ
) ∂φβ
∂x j
∂φγ
∂xk
−
∣∣∣∣∣∣ ijk
∣∣∣∣∣∣ ∂φα∂xi
} (
∂
∂yα
)φ
.
D’un autre cote´ (par (11))
∆u = −
∑
i
{
Ei
(
E ji
∂u
∂x j
)
− E ji∇∂ j
(
Eki ∂k
)
(u)
}
=
= −
∑
i
{
Ei(E
j
i )
∂u
∂x j
+ E ji Ei
(
∂u
∂x j
)
− E ji
∂Eki
∂x j
∂u
∂xk
− E ji Eki (∇∂ j∂k)(u)
}
=
= −
∑
i
E ji E
k
i
{
∂2u
∂x j ∂xk
−
∣∣∣∣∣∣ `jk
∣∣∣∣∣∣ ∂u∂x`
}
Soit
(12) ∆u = −g jk
{
∂2u
∂x j ∂xk
−
∣∣∣∣∣∣ ijk
∣∣∣∣∣∣ ∂u∂xi
}
.
Enfin
(13) τ(φ) =
{
−∆φα + g jk
(
Γαβγ ◦ φ
) ∂φβ
∂x j
∂φγ
∂xk
} (
∂
∂yα
)φ
.
Partout nous avons mis φα = yα ◦ φ. Par ailleurs
∣∣∣∣∣∣ ijk
∣∣∣∣∣∣ et Γαβγ sont respec-
tivement les symboles de Christoffel de seconde espe`ce de gi j et de hαβ. Les
e´quations (10) peuvent eˆtre e´crites localement:
(14) −∆φα + g jk
(
Γαβγ ◦ φ
) ∂φβ
∂x j
∂φγ
∂xk
= 0, 1 ≤ α ≤ m.
Par exemple, soit γ : (a, b) → N une ge´ode´sique de (N, h) i.e. localement
on a
(15)
d2γα
dt2
+
(
Γαµν ◦ γ
) dγµ
dt
dγν
dt
= 0.
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Dans ce cas
M = (a, b), n = 1, x1 = t, ∆ = − d
2
dt2
, g11 = 1,
et les e´quations (14) peuvent eˆtre e´crites sous la forme (15) i.e. chaque
ge´ode´sique γ : (a, b)→ N est une application harmonique entre les varie´te´s
Riemanniennes ((a, b), dt ⊗ dt) et (N, h).
Exercise 2.
i) Plongements isome´triques minimaux. Montrer que chaque plonge´ment isometri-
que φ : M → N est minimale si et seulement si φ : M → N est une application
harmonique.
ii) Submersions Riemanniennes (cf. [10], p. 118). Montrer qu’une submersion
Riemannienne pi : M → N est une application harmonique si et seulement si ses
fibres pi−1(y), y ∈ N, sont des sous-varie´te´s minimales de M.
iii) Applications holomorphes (cf. [10], p. 116). Soit (M, J, g) et (M′, J′, g′) deux
varie´te´ts Kaehleriennes. Une application differentiable φ : M → M′ est holomor-
phe si (dxφ)◦Jx = J′φ(x)◦(dxφ) pour chaque x ∈ M. Montrer que chaque application
holomorphe entre deux varie´te´s Kaehleriennes est une application harmonique.
iv) Applications bi-harmoniques (cf. G-Y. Jiang, [24], C. Oniciuc, [31]). Soit
φ : M → N une application diffe´rentiable, de classe C∞, entre deux varie´te´s Rie-
manniennes M et N, avec M compacte. Soit E2 : C∞(M,N)→ R donne´ par
E2(φ) =
1
2
∫
M
‖τ(φ)‖2 d vg.
On dit que φ : M → N est une application bi-harmonique si {dE2(φt)/dt}t=0 = 0
pour chaque variation {φt}|t|< ⊂ C∞(M,N) de φ0 = φ. De´duire la formule de la
premiere variation pour E2
d
dt
{E2(φt)}t=0 =
∫
M
hφ (τ2(φ) , V) d vg,
τ2(φ) = −∆φτ(φ) − traceg
{(
R∇
h)φ
(φ∗· , τ(φ)) φ∗·
}
∈ C∞(φ−1T (N)).
v) Champs des vecteurs harmoniques (cf. S. Dragomir & D. Perrone, [15]) Soit
(M, g) une varie´te´ Riemannienne et pi : T (M) → M le fibre´ tangent a` M. Soit ∇
la connexion de Levi-Civita de (M, g). L’espace totale T (M) a une structure Rie-
mannienne naturelle, la me´trique de Sasaki, induite par g de la manie`re suivante.
Soit ∇pi = pi−1∇ ∈ C(pi−1T (M)) la connexion induite par ∇ dans le fibre´ pullback
pi−1T (M)→ T (M), dont chaque fibre est(
pi−1T M
)
v
= Tpi(v)(M), v ∈ T (M).
Le vecteur de Liouville est la section L ∈ C∞(pi−1T (M)) donne´ par
L(v) = v ∈ Tpi(v)(M) =
(
pi−1T M
)
v
, v ∈ T (M).
APPLICATIONS ET MORPHISMES HARMONIQUES 13
Un champ des vecteurs tangents V ∈ X(T (M)) est horizontal si ∇piVL = 0. SoitHv ⊂ Tv(T (M)) le sous-espace de tous les Vv ou` V ∈ X(T (M)) est un chaque
champ horizontal quelconque. L’application v ∈ T (M) 7−→ Hv ⊂ Tv(T (M)) est
la distribution horizontale sur T (M). La distribution verticale est v ∈ T (M) 7−→
Ker(dvpi) ⊂ Tv(T (M)). On peut ve´rifier que
Tv(T (M)) = Hv ⊕ Ker(dvpi), v ∈ T (M).
Soit Q : T (T (M))→ Ker(dpi) la projection canonique que correspond a` la de´composition
pre´cedente. Conside´rons les morphismes de fibre´s vectoriels L et K∇ donne´s par
L : T (T (M))→ pi−1T (M), K∇ : T (T (M))→ pi−1T (M),
Lv(w) = (dvpi)Vv , Kv = γ−1v ◦ Qv , v ∈ T (M), w ∈ Tv(T (M)),
γ : pi−1T M → T (T (M)),
γv(X) =
dC
dt
(0) ∈ Tv(T (M)), v ∈ T (M), X ∈ Tpi(v)(M),
C : (−, )→ T (M), C(t) = v + tX, |t| < .
K∇ est l’application de Dombrowski. Enfin on pose
Gs(V,W) = gpi(LV, LW) + gpi(K∇V,K∇W), V,W ∈ X(T (M)),
ou` gpi = pi−1g est la me´trique induite par g dans le fibre´ pullback pi−1T (M)→ T (M).
On peut ve´rifier que Gs est une me´trique Riemannienne sur T (M) et donc on peut
regarder chaque champ de vecteurs tangents X ∈ X(M) comme une application
X : M → T (M) entre les varie´te´s Riemanniennes (M, g) et (T (M),Gs). Soit (M, g)
une varie´te´ Riemannienne compacte.
a) Montrer que la restriction de l’e´nergie de Dirichlet E : C∞(M,T (M)) → R
aux champs de vecteurs tangents a` M est donne´ par
E(X) =
n
2
Vol(M) +
1
2
∫
M
‖∇X‖2 d vg, X ∈ X(M),
ou` n = dim(M).
b) Montrer que X ∈ X(M) est une application harmonique (i.e. un point cri-
tique de l’e´nergie E : C∞(M,T (M)) → R par rapport a` variations {φt}|t|< ⊂
C∞(M,T (M)) arbitraires de X i.e. φ0 = X) si et seulement si ∇X = 0.
c) Montrer que X ∈ X(M) est un point critique de l’e´nergie E : X(M) → R si et
seulement si ∇X = 0.
d) Soit S n−1 → U(M, g)→ M le fibre´ tangent sphe´rique, dont les fibres sont
U(M, g)x = {v ∈ Tx(M) : gx(v, v) = 1}, x ∈ M.
Soit G = ι∗Gs la me´trique induite par la metrique de Sasaki, ou` ι : U(M, g) →
T (M) est l’inclusion canonique. Soit X1(M) = C∞(U(M, g)) l’espace des sections
de classe C∞ dans le fibre´ tangent sphe`rique. Montrer que X ∈ X1(M) est un point
critique de E : X1(M)→ R si et seulement si
∆gX − ‖∇X‖2 X = 0,
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ou` ∆g (le Laplacien brut) est l’operateur diffe´rentiel de second ordre ∆g : X(M)→
X(M) donne´ localement par
∆g = −
n∑
i=1
{
∇Ei∇Ei − ∇∇Ei Ei
}
,
ou` {Ei : 1 ≤ i ≤ n} est un re´pe`r local g-orthonorme´ de T (M).
4. Applications harmoniques a valeurs dans une sphe`re
Nous commenc¸ons par le calcul des symboles de Christoffel de la sphe`re
standard S m = {x ∈ Rm+1 : X21+· · ·+X2m+1 = 1}. De´signons par (X1, · · · , Xm+1)
les coordonne´es carte´siennes sur Rm+1, l’espace euclidien avec la me´trique
standard
h0
(
∂
∂XA
,
∂
∂XB
)
= δAB, 1 ≤ A, B ≤ m + 1.
Nous adoptons la convention d’e´criture XA = XA pour 1 ≤ A ≤ m + 1. Le
plongement canonique j : S m → Rm+1 est donne´ localement par
j(y1, · · · , ym) =
y1, · · · , ym,
√
1 −
∑
α=1
y2α
 ,
(y1, · · · , ym) ∈ χ(U), yα = yα ,
U = {(X1, · · · , Xm+1) ∈ S m : Xm+1 > 0},
χ : U → Rm , χ(X1, · · · , Xm+1) = (X1, · · · , Xm), j = j ◦ χ−1 .
La me´trique induite par h0 sur S m est h = j∗h0. Par consequent, localement
hαβ = h
(
∂
∂yα
,
∂
∂yβ
)
= h0
(
(d j)
∂
∂yα
, (d j)
∂
∂yβ
)
,
(d j)
∂
∂yα
=
∂ jA
∂yα
∂
∂XA
, 1 ≤ α ≤ m,
∂ jA
∂yα
= δAα, , 1 ≤ A ≤ m,
∂ jm+1
∂yα
= − y
α√
1 −
m∑
µ=1
y2µ
,
(d j)
∂
∂yα
=
∂
∂Xα
− y
α√
1 −
m∑
µ=1
y2µ
∂
∂Xm+1
,
APPLICATIONS ET MORPHISMES HARMONIQUES 15
et on obtient
(16) hαβ = δαβ +
yαyβ
1 −
m∑
µ=1
y2µ
.
On veut de´terminer
Γαβγ = h
αµΓβγµ , Γβγµ =
1
2
(
hβµ|γ + hµγ|β − hβγ|µ
)
,
f|µ =
∂ f
∂yµ
, f ∈ C∞(U), 1 ≤ µ ≤ m.
Il est donc ne´cessaire de calculer la matrice inverse [hαβ] = [hαβ]−1. On
cherche hαβ sous la forme
hαβ = δαβ + a yαyβ
o ‘u a ∈ R est une constante a` de´terminer par la condition
hαβhβγ = δαγ ⇐⇒
(
δαβ + ayαyβ
)

δβγ +
yβyγ
1 −
m∑
µ=1
y2µ

= δαγ
⇐⇒ δαγ +
yαyγ
1 −
m∑
µ=1
y2µ
+ ayαyγ + a
yαyγ
1 −
m∑
µ=1
y2µ
m∑
β=1
y2β = δ
α
γ
⇐⇒ y
αyγ
1 −
m∑
µ=1
y2µ
1 + a
1 − m∑
µ=1
y2µ
 + a m∑
β=1
y2β
 = 0
⇐⇒ y
αyγ
1 −
m∑
µ=1
y2µ
(1 + a) = 0
et on peut choisir a = −1 tel que
(17) hαβ = δαβ − yαyβ .
Puis
hβµ|γ =
∂
∂yγ
δβµ +
yβyµ
1 −
m∑
σ=1
y2σ
 =
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=
1
1 −
m∑
σ=1
y2σ
δβγyµ + δµγyβ +
2yβyµyγ
1 −
m∑
σ=1
y2σ
 ,
Γβγµ =
1
2
1
1 −
m∑
σ=1
y2σ
δβγyµ + δµγyβ +
2yβyµyγ
1 −
m∑
σ=1
y2σ
+
+ δγβyµ + δµβyγ +
2yγyµyβ
1 −
m∑
σ=1
y2σ
− δβµyγ − δγµyβ − 2yβyγyµ
1 −
m∑
σ=1
y2σ

ou encore
(18) Γβγµ =
δβγ +
yβyγ
1 −
m∑
σ=1
y2σ

yµ
1 −
m∑
σ=1
y2σ
.
Enfin (par (18))
Γαβγ = (δ
αµ − yαyµ)
δβγ +
yβyγ
1 −
m∑
σ=1
y2σ

yµ
1 −
m∑
σ=1
y2σ
=
= yα
1 − m∑
µ=1
y2µ

δβγ +
yβyγ
1 −
m∑
σ=1
y2σ

1
1 −
m∑
σ=1
y2σ
ou
(19) Γαβγ = y
α
δβγ +
yβyγ
1 −
m∑
σ=1
y2σ
 = y
αhβγ .
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Soit φ : M → S m une application differentiable. Si Φ = j◦φ et ΦA = XA◦Φ
alors ΦAΦA = 1 ou
ΦβΦβ + Φ
m+1Φm+1 = 1.
En diffe´renciant par rapport a` x j on obtient
(20)
∂Φβ
∂x j
Φβ = −Φm+1∂Φm+1
∂x j
puis (par (20))
Γαβγ ◦ φ = φα
(
δβγ +
φβφγ
φ2m+1
)
, Xα ◦ j = yα , Φα = φα ,
g jk
(
Γαβγ ◦ φ
) ∂φβ
∂x j
∂φγ
∂xk
= Φαg jk
m+1∑
A=1
∂ΦA
∂x j
∂ΦA
∂xk
= Φα
m+1∑
a=1
‖∇ΦA‖2 .
On peut conclure qu’une application φ : M → S m est harmonique si
(21) −∆Φα + Φα
m+1∑
a=1
‖∇ΦA‖2 = 0, 1 ≤ α ≤ m.
Habituellement on pose ‖∇Φ‖2 = ∑m+1A=1 ‖∇ΦA‖2 de sorte que les e´quations
(21) deviennent
(22) −∆Φ + ‖∇Φ‖2 Φ = 0,
∆Φ = (∆Φ1, · · · ,∆Φm+1), Φ = (Φ1, · · · ,Φm+1).
Exercise 3. i) Sous-varie´te´s minimales dans sphe`res (cf. [10], p. 84-88). a) Soit
i : M ↪→ Rn une sous-varie´te´ de l’espace Euclidien, avec la me´trique Rieman-
nienne induite. Soit aussi ψ : M → M une immersion isome´trique de la varie´te´
Riemannienne m-dimensionnelle M dans M. Montrer que le vecteur de courbure
moyenne de ψ est la composante tangentielle (par rapport a T (M)) de 1m ∆(i ◦ ψ).
b) Soit M une varie´te´ de dimension m et ψ : M → S n(r) une immersion isome´trique
de M dans la sphe`re n-dimensionnelle de rayon r > 0. On pose Ψ = i ◦ ψ ou`
i : S n(r) → Rn+1 est l’inclusion canonique. Montrer que ψ est minimale si et
seulement si ∆Ψ = −(m/r2) Ψ.
ii) Sous-vare´te´s dans sphe`res et valeurs propres du Laplacien (cf. T. Takahashi,
[35]). a) Soit Ψ : M → Rn+1 une immersion isome´trique d’une varie´te´ Riemanni-
enne M dans Rn+1 telle que
∆Ψ = −µΨ, µ ∈ R, µ , 0.
Montrer que 1) µ > 0, 2) ψ(M) ⊂ S n(r) ou` r2 = m/µ, et 3) Ψ : M → S n(r) est une
immersion isome´trique minimale.
b) Soit
(φ, ψ)L2 =
∫
S m
φψ d vol(gm), φ, ψ ∈ C∞(S m,R),
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le produit scalaire L2 sur la sphe`re S m, dote´ de la me´trique Riemannienne canon-
ique gm. Soit λ ∈ Spec(∆) une valeur propre du Laplacien ∆ : C∞(S m,R) →
C∞(S m,R) et soit Eigen(∆, λ) ⊂ C∞(S m,R) le sous-espace propre correspondant.
Si N = dimR Eigen(∆, λ) et {φ1, · · · , φN} ⊂ Eigen(∆, λ) est une base orthonormale
(par rapport au (· , ·)L2), montrer q’il y a des constantes α > 0 et r > 0 telles que
l’application Ψ = (αφ1, · · · , αφN) est une immersion isome´trique minimale de S m
dans S N−1(r) ⊂ RN .
Plus tard, nous aurons besoin de la notion de produit tordu, que nous
nous empressons d’introduire. Soit (L, gL) et (B, gB) deux varie´te´s Rieman-
niennes de me´triques respectives gL et gB. Soit w ∈ C∞(L× B) une fonction
diffe´rentiable tel que w(x, y) > 0 pour tous (x, y) ∈ L×B. On pose S = L×B
et de´note par Π1 : S → L et Π2 : S → B les projections canoniques. Il
s’ensuit que le champ de tenseurs de type (0, 2)
h = Π∗1gL + w
2 Π∗2gB
est une me´trique Riemannienne sur S . La varie´te´ S dote´e de la me´trique
h se note L ×w B et s’appelle le produit tordu des varie´te´s (L, gL) et (B, gB)
avec fonction de torsion w.
Soit S m ⊂ Rm+1 la sphe`re standard et
Σ = {x ∈ S m : X1 = X2 = 0}.
On peut montrer facilement que Σ est une sous-varie´te´ totalement ge´ode´sique
de S m de codimension 2. Un re´sultat un peu plus e´labore´ montre, au moyen
d’une transformation de coordonne´es locales, que chaque sous-varie´te´ to-
talement ge´odesique de codimension 2 dans la sphe`re S m est isome´trique a
Σ. Une observation tres importante dans notre contexte est que S m \ Σ est
isome´trique a` un produit tordu. Pre´cise´ment, si on pose
S m−1+ = {y = (y′, ym) ∈ Rm : y ∈ S m−1, ym > 0},
f : S m−1+ × S 1 → (0,+∞), f (y, ζ) = ym , y ∈ S m−1+ , ζ ∈ S 1 ⊂ C,
Il s’ensuit que l’application
I(y, ζ) = (ymu, ymv, y′), y ∈ S m−1+ , ζ = u + iv ∈ S 1,
donne une isome´trie S m−1+ × f S 1 ≈ S m\Σ entre S m−1× f S 1 dote´ de la me´trique
Riemannienne pi∗1gm−1 + f
2pi∗2g1 et (S
m \ Σ, gm). Ici
pi1 : S m−1+ × S 1 → S m−1+ , pi2 : S m−1+ × S 1 → S 1 ,
sont les projections natureles et gN denote la me´trique Riemannienne canon-
ique sur la sphe`re S N ⊂ RN+1. La section suivante est de´die´e a` l’e´tude des
applications harmoniques d’une variete´ Riemannienne M dans S m \ Σ, en
profitant du fait que S m \ Σ est une produit tordu pour e´crire l’equation des
applications harmoniques d’une manie´re tre´s simple.
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5. Le the´ore`me de Solomon
Soit (L, gL) une varie´te´ Riemannienne et S = L×wR un produit tordu , ou
w ∈ C∞(S ), w > 0 est la fonction de torsion. Comme nous l’avons vu dans
la section pre´ce´dente, la varie´te´ S se pense comme dote´e de la me´trique
h = Π∗1gL + w
2 dt ⊗ dt.
Une observation tre`s pe´dante est que la fonction coordonne´e t : L × R→ R
est donne´e par t = t˜ ◦ Π2 ou` Π2 : L × R → R est la seconde projection
canonique et t˜ est la coordonne´e (globale) cartesienne sur R. Sauf pour des
raisons de caracte`re didactique, habituellement on ne fait pas de distinction
(du point de vue des notations) entre t et t˜. Soit M une vare´te´ Riemannienne
orientable compacte. On e´tablit le lemme suivant.
Lemme 3. (B. Solomon, [34])
Soit φ : M → L×wR une application harmonique. Soit u = Π2◦φ : M → R.
Alors u est une solution de l’e´quation elliptique
(23) div
(
(w ◦ φ)2 ∇u
)
= (w ◦ φ)
(
∂w
∂t
◦ φ
)
‖∇u‖2.
En particulier si w est une fonction sur L (i.e. ∂w/∂t = 0) alors φ(M) ⊂
L ×
{
tφ
}
pour quelque tφ ∈ R.
De´monstration. Soit F = Π1 ◦ φ. Si ϕ ∈ C∞(M) alors on pose
φs(x) = (F(x) , u(x) + sϕ(x)), x ∈ M, |s| < ,
de tell manie`re que {φs}|s|< est une variation avec 1-parame`tre de φ = (F, u).
Sit g la me´trique Riemannienne sur M. La norme de Hilbert-Schmidt du
differentiel dφs est donne´ par
‖dφs‖2x =
[
traceg
(
φ∗sh
)]
(x) =
n∑
i=1
(φ∗sh)(Ei , Ei)x =
=
∑
i
hφs(x)((dxφs)Ei,x , (dxφs)Ei,x)
pour x ∈ U, ou {Ei : 1 ≤ i ≤ n} est un repe`re local g-orthonorme´ de´fini sur
l’ensemble ouvert sur U ⊂ M. Si X ∈ X(U) alors
hφs(x) ((dxφs)Xx , (dxφs)Xx) =
=
(
Π∗1gL
)
φs(x) ((dxφs)Xx , (dxφs)Xx) + w(φs(x))
2
[
(dt)φs(x) ((dxφs)Xx)
]2
=
= gL,F(x)
(
(dφs(x)Π1) ◦ (dxφs)Xx , (dφs(x)Π1) ◦ (dxφs)Xx
)
+
+w(φs(x))2
[
(du(x)+sϕ(x)t˜) ◦ (dφs(x)Π2) ◦ (dxφs)Xx
]2
=
= gL,F(x) ((dxF)Xx , (dxF)Xx) + w(φs(x))2
[
(du(x)+sϕ(x)t˜) ◦ (dx(u + sϕ))Xx
]2
=
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= (F∗gL)(X, X)x + w(φs(x))2
{
(du(x)+sϕ(x)t˜)
[
(dxu)Xx + s (dxϕ)Xx
]}2
parce que Π1(φs(x)) = F(x) et Π2(φs(x)) = u(x) + sϕ(x). D’autre part on
peut faire la conside´ration e´le´mentaire suivante
(dxu)Xx = Xi(x)(dxu)
(
∂
∂xi
)
x
= Xi(x)
∂u
∂xi
(x)
(
∂
∂t˜
)
u(x)
,
(du(x)+sϕ(x)t˜)(dxu)Xx = Xx(u),
parce que (dt˜)
(
∂/∂t˜
)
= 1. Ici X = Xi ∂/∂xi par rapport a` un syste`me de
coordonne´es locales (U, xi) sur M. Ensuite(
φ∗sh
)
(X, X) = (F∗gL) (X, X) + (w ◦ φs)2 [X(u) + s X(ϕ)]2
et alors
‖dφs‖2 =
∑
i
(F∗gL) (Ei , Ei) + (w ◦ φs)2
∑
i
[
Ei(u) + s Ei(ϕ)
]2
=
= ‖dF‖2 + (w ◦ φs)2
∑
i
{
Ei(u)2 + 2s Ei(u)Ei(ϕ) + s2 Ei(ϕ)2
}
sur U, ou
(24) ‖dφs‖2 = ‖dF‖2 + (w ◦ φs)2
[
‖∇u‖2 + 2s g(∇u,∇ϕ) + s2 ‖∇ϕ‖2
]
.
D’autre part (par (24))
∂
∂s
{
w(F(x) , u(x) + sϕ(x))2
[
‖∇u‖2x + 2s g(∇u,∇ϕ)x + O(s2)
]}
s=0
=
= 2 w(F(x), u(x))
∂w
∂t
(F(x), u(x))ϕ(x) ‖∇u‖2x + 2w(F(x), u(x))2 g(∇u,∇ϕ)x =
= 2w(φ(x)) wt(φ(x))ϕ(x) ‖∇u‖2x + 2w(φ(x))2 g(∇u∇ϕ)x .
Si φ : M → S est une application harmonique alors
(25) 0 =
d
ds
{E(φs)}s=0 =
1
2
d
ds
{∫
M
‖dφs‖2 d vg
}
t=0
=
=
∫
M
{
(w ◦ φ) (wt ◦ φ) ϕ ‖∇u‖2 + (w ◦ φ)2 g(∇u,∇ϕ)
}
d vg
et
(w◦φ)2 g(∇u,∇ϕ) = (w◦φ)2(∇u)(ϕ) = (∇u)((w◦φ)2 ϕ)−ϕ (∇u)
[
(w ◦ φ)2
]
=
= div
[
ϕ(w ◦ φ)2 ∇u
]
− ϕ (w ◦ φ)2 div(∇u) − ϕ (∇u)
[
(w ◦ φ)2
]
=
= div
[
ϕ(w ◦ φ)2 ∇u
]
+ ϕ
{
(w ◦ φ)2 ∆u − (∇u)
[
(w ◦ φ)2
]}
,∫
M
div
[
ϕ(w ◦ φ)2 ∇u
]
d vg = 0,
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donc (par (25))∫
M
ϕ
{
(w ◦ φ) (wt ◦ φ) ‖∇u‖2 + (w ◦ φ)2 ∆u − (∇u)
[
(w ◦ ϕ)2
]}
d vg = 0
pour chaque ϕ ∈ C∞(M). Mais on sait que C∞0 (M) (ici C∞(M) parce que M
est compacte) est dense edans L2(M) et alors
(26) (w ◦ φ) ∆u = 2(∇u)(w ◦ φ) − (wt ◦ φ) ‖∇u‖2
ou` wt = ∂w/∂t. Il peut eˆtre observe´ facilement que les formules (26) et (23)
sont e´quivalentes. La premie`re partie du Lemme 3 est demontre´e. Si wt = 0
alors l’equation (23) devient
(27) div
[
(w ◦ φ)2∇u
]
= 0.
ensuite
div
[
(w ◦ φ)2u∇u
]
= u div
[
(w ◦ φ)2∇φ
]
+ (w ◦ φ)2(∇u)(u)
ou (par (27))
div
[
(w ◦ φ)2u∇u
]
= (w ◦ φ)2‖∇u‖2
et (par inte´gration le long de M, en utilisant le lemme de Green)∫
M
(w ◦ φ)2‖∇u‖2 d vg = 0
on peut conclure que u = constante sur M i.e. u(x) = tφ pour quelque tφ ∈ R
et chaque x ∈ M. Q.e.d.
Nous sommes preˆts a` commencer la discussion sur les applications har-
moniques dans une sphe`re dont les valeurs omettent une sous-varie´te´s to-
talement ge´ode´sique de codimension deux. On dit qu’ une application con-
tinue φ : M → S m rencontre Σ si φ(M) ∩ Σ , ∅. Soit φ : M → S m une
application continue que non rencontre pas Σ (i.e. φ(M) ∩ Σ = ∅). On dit
que φ et Σ sont entrelace´s si l’application φ : M → S m \ Σ n’est pas homo-
topique a` l’application constante. Le but de cette section est de prouver le
re´sultat suivant.
The´ore`me 1. (B. Solomon, [34])
Soit φ : M → S m une application harmonique non constante, d’une varie´te´
Riemannienne compacte M dans une sphe`re. Alors φ et Σ sont entrelace´s
ou φ rencontre Σ.
De´monstration. Soit φ : M → S m \ Σ une application harmonique non
constante qui non rencontre pas Σ. La preuve se conduit par re´duction a`
l’absurde i.e. on suppose que φ : M → S m \ Σ et Σ ne sont pas entrelace´s
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i.e. φ : M → S m\Σ est homotopiquement nulle. Comme S m\Σ ≈ S m−1+ × f S 1
(une isome´trie), on peut considerer l’application
ψ˜ = I−1 ◦ φ : M → S m−1+ × f S 1 .
Soit p : R → S 1 l’application de recouvrement naturel i.e. l’application
exponentielle p(t) = exp(2piit) pour chaque t ∈ R. Considerons le produit
tordu S m−1+ ×w R, ie la varie´te´ produit S m−1+ × R dote´e de la me´trique
Π∗1gm−1 + (w ◦ Π1)2 dt ⊗ dt,
w ∈ C∞(S m−1+ ), w(y) = ym , y = (y′, ym) ∈ S m−1+ .
On peut ve´rifier facilement que l’application
pi =
(
1S m−1+ , p
)
: S m−1+ ×w R→ S m−1+ × f S 1
est une isome´trie locale. On a besoin du lemme suivant
Lemme 4. Soit S et S˜ deux varie´te´s Riemanniennes et soit pi : S → S˜ une
isome´trie locale. Soit aussi φ˜ : M → S˜ une application harmonique d’une
varie´te´ Riemannienne compacte et orientable M dans S˜ . Alors chaque ap-
plication diffe´rentiable φ : M → S telle que pi ◦ φ = φ˜ est harmonique.
Par le Lemme 4 l’application ψ˜ : M → S m−1+ × f S 1 est harmonique.
Posons
F = pi1 ◦ ψ˜, u˜ = pi2 ◦ ψ˜,
ou`
pi1 : S m−1+ × S 1 → S m−1+ , pi2 : S m−1+ × S 1 → S 1 ,
sont le projections canoniques. De plus soit x0 ∈ M et ζ0 = u˜(x0) ∈ S 1.
Considerons aussi un point t0 ∈ R tel que p(t0) = ζ0. Nous avons besoin
d’un re´sultat standard de la the´orie de l’homotopie.
Lemme 5. (Proposition 5.3, [21], p. 43)
Soit X un espace topologique connexe et localement connexe par arcs. Soit
x0 ∈ X et f : X → S 1 une application continue. Si t0 ∈ R est un point tel
que p(t0) = f (x0) et f∗ pi1(X, x0) = 0 alors il existe une unique application
continue g : X → R telle que g(t0) = t0 et p ◦ g = f .
On peut observer que
φ ' 0 =⇒ ψ˜ ' 0 =⇒ u˜∗ pi1(M, x0) = 0
et alors (par le Lemme 5) il y a une unique application continue u : M → R
tel que u(x0) = t0 et p ◦ u = u˜. Il est utile d’ indiquer les applications
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introduites a` l’aide du diagramme commutatif suivant
x0 ∈ M ψ˜→ S m−1+ × f S 1
u ↓ ↓ pi2
t0 ∈ R p→ S 1 3 ζ0
On applique maintenant le Lemme 3 avec L = S m−1+ , avec la fonction de
torsion w ∈ C∞(S m−1+ ) donne´ par w(y) = ym, et avec l’application
ψ = (F, u) : M → S m−1+ ×w R.
C¸a c’est possible parce que pi ◦ ψ = ψ˜ et pi est une isome´trie locale et alors
(encore par le Lemme 4) ψ est une application harmonique. Par le Lemme
3 il en re´sulte que
ψ(M) ⊂ S m1+ × {tψ}
pour quelque tψ ∈ R. Donc on peut penser que ψ est une application har-
monique de M dans l’hemisphe`re S m−1+ . Enfin, on utilise le lemme suivant
Lemme 6. Soit ψ : M → S m−1+ une application harmonique d’une varie´te´
compacte et orientable dans une hemisphe`re. Alors ψ est l’application con-
stante.
De´monstration. Par l’e´quation (22)
−∆Ψ + ‖∇Ψ‖2Ψ = 0,
Ψ = j ◦ ψ, j : S m−1 ⊂ Rm .
En particulier −∆Ψm + ‖∇Ψ‖2Ψm = 0 et alors (en inte´grant le long de M,
par le lemme de Green) ∫
M
‖∇Ψ‖2 Ψm d vg = 0,
Ψ(M) ⊂ S m−1+ =⇒ Ψm > 0,
et alors ∇Ψ = 0 sur M et donc Ψ est constante. Alors φ : M → S m \ Σ est
constante, une contradiction. Q.e.d.
Par un re´sultat de topologie tre`s bien connu S m−1+ × S 1 ' S 1 (une equiv-
alence d’homotopie). Par consequent, une application continue φ : M →
S m−1+ × S 1 est homotopiquent nulle si et seulement si pi2 ◦ φ : M → S 1 est
homotopiquent nulle. Les classes d’homotopie des applications continues
M → S 1 forment un group abe´lien pi1(M) (le groupe de Bruschlinski de M,
cf. [21], p. 48). Aussi (par le The´ore`me 7.1 [21], p. 49) il y a un isomor-
phisme naturel pi1(M) ≈ H1(M,Z) et donc on obtient le re´sultat suivant
Corollaire 1. Soit M une varie´te´ Riemannienne connexe, compacte, ori-
entable avec H1(M,R) = 0. Alors chaque application harmonique non
constante φ : M → S m rencontre Σ.
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6. La formule de la seconde variation et stabilite´ des applications
harmoniques
Soit φ : M → N une application harmonique entre les varie´te´s Rieman-
niennes M (compacte, orientable) et N et soit Φ : M× (−, )× (−, )→ N
une variation avec deux parame`tres de φ i.e. une application differentiable
telle que Φ(x, 0, 0) = φ(x) pour chaque x ∈ M. On pose
φs,t : M → N, φs,t(x) = Φ(x, s, t), x ∈ M, |s| < , |t| < ,
donc φ0,0 = φ. On pose aussi
Vx = (d(x,0,0)Φ)
(
∂
∂t
)
(x,0,0)
, Wx = (d(x,0,0)Φ)
(
∂
∂s
)
(x,0,0)
, x ∈ M,
donc V,W ∈ C∞(φ−1T (N)). On veut calculer
∂2
∂s ∂t
{
E(φs,t)
}
s=t=0 =
1
2
∂2
∂s ∂t
{∫
M
‖dφs,t‖2 d vg
}
s=t=0
.
Soit {Ei : 1 ≤ i ≤ n} un repe`re local g-orthonorme´ de´finie sur U ⊂ M. Si
M˜ = M × (−, ) × (−, ), f : M˜ → R,
f (x, s, t) = ‖dφs,t‖2x , x ∈ M, |s| < , |t| < ,
αs,t : M → M˜, αs,t(x) = (x, s, t), x ∈ M,
alors
f =
n∑
i=1
hΦ(Φ∗E˜i , Φ∗E˜i)
sur U˜ = U × (−, ) × (−, ) ou`
(Φ∗A)(x, s, t) = (d(x,s,t)Φ)A(x,s,t) , A ∈ X(M˜), (x, s, t) ∈ M˜,
X˜(x,s,t) = (dxαs,t)Xx , X ∈ X(M), x ∈ M, s, t ∈ (−, ),
et donc Φ∗A ∈ C∞(Φ−1T (N)) et X˜ ∈ X(M˜). Il en suit que
∂ f
∂t
=
∑
i
∂
∂t
{
hΦ(Φ∗E˜i , Φ∗E˜i)
}
=
(parce que ∇ΦhΦ = 0)
= 2
∑
i
hΦ
(
∇Φ∂/∂tΦ∗E˜i , Φ∗E˜i
)
=
(parce que
[
∂/∂t , X˜
]
= 0 pour chaque X ∈ X(U))
= 2
∑
i
hφ
(
∇ΦE˜iΦ∗
∂
∂t
, Φ∗E˜i
)
=
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= 2
∑
i
{
E˜i
(
hΦ
(
Φ∗
∂
∂t
, Φ∗E˜i
))
− hΦ
(
Φ∗
∂
∂t
, ∇ΦE˜iΦ∗E˜i
)}
(de nouveau par ∇ΦhΦ = 0). Pour chaque s, t ∈ (−, ) soit Xs,t ∈ X(M)
determine´ par
g(Xs,t , Y) = hΦ(Φ∗
∂
∂t
, Φ∗Y˜) ◦ αs,t , Y ∈ X(M).
Alors∑
i
E˜i
(
hΦ
(
Φ∗
∂
∂t
, Φ∗E˜i
))
(x,s,t)
=
∑
i
E˜i,(x,s,t)
(
hΦ
(
Φ∗
∂
∂t
, Φ∗E˜i
))
=
=
∑
i
[(
dxαs,t
)
Ei,x
] (
hΦ
(
Φ∗
∂
∂t
, Φ∗E˜i
))
=
∑
i
Ei,x
(
hΦ
(
Φ∗
∂
∂t
, Φ∗E˜i
)
◦ αs,t
)
=
=
∑
i
Ei,x
(
g(Xs,t , Ei)
)
=
∑
i
{
g(∇Ei Xs,t , Ei) + g(Xs,t , ∇Ei Ei)
}
x =
= div(Xs,t)(x) + hΦ
Φ∗ ∂∂t , ∑
i
Φ∗∇˜Ei Ei

(x,s,t)
et on obtient
1
2
∂ f
∂t
(x, s, t) = div(Xs,t)(x) − hΦ
Φ∗ ∂∂t , ∑
i
(
∇ΦE˜iΦ∗E˜i − Φ∗∇˜Ei Ei
)
(x,s,t)
.
Pour chaque X,Y ∈ X(M) on de´finit une section βΦ(X,Y) ∈ C∞(Φ−1T (N))
en posant
βΦ(X,Y) = ∇ΦX˜Φ∗Y˜ − Φ∗∇˜XY .
Alors la dernie`re identite´ devient
(28)
1
2
∂ f
∂t
(x, s, t) = div(Xs,t)(x) − hΦ
(
Φ∗
∂
∂t
, traceg (βΦ)
)
(x,s,t)
et par consequent
∂2
∂s ∂t
{
E(φs,t)
}
s=t=0 =
∂
∂s
{∫
M
1
2
∂ f
∂t
(· , s , t) d vg
}
s=t=0
=
=
∂
∂s
∫
M
div(Xs,t)(x) − hΦ (Φ∗ ∂
∂t
, traceg (βΦ)
)
(x,s,t)
 dx
s=t=0
ou` on a pose´ par simplicite´ dx = (d vg)(x). Ensuite (par le lemme de Green)
(29)
∂2
∂s ∂t
{
E(φs,t)
}
s=t=0 =
= −
{∫
M
∂
∂s
[
hΦ
(
Φ∗
∂
∂t
, traceg (βΦ)
)]
d vg
}
s=t=0
.
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Maintenant on peut calculer (par ∇ΦhΦ = 0)
(30)
∂
∂s
[
hΦ
(
Φ∗
∂
∂t
, traceg (βΦ)
)]
=
= hΦ
(
∇Φ∂/∂sΦ∗
∂
∂t
, traceg (βΦ)
)
+ hΦ
(
Φ∗
∂
∂t
, ∇Φ∂/∂straceg (βΦ)
)
.
On peut montrer facilement que(
∇ΦX˜Φ∗Y˜
)
(x,0,0)
=
(
∇φXY
)
x
,
(
Φ∗X˜
)
(x,0,0)
= (φ∗X)x
donc [
traceg (βΦ)
]
(x,0,0)
=
∑
i
{
∇φEiφ∗Ei − φ∗∇Ei Ei
}
x
=
=
[
traceg
(
βφ
)]
x
= τ(φ)x = 0
parce que φ est harmonique. D’autre part
(31) ∇Φ∂/∂straceg (βΦ) =
∑
i
∇Φ∂/∂sβΦ(Ei , Ei) =
=
∑
i
{
∇Φ∂/∂s∇ΦE˜iΦ∗E˜i − ∇Φ∂/∂sΦ∗∇˜Ei Ei
}
et (compte tenue du fait que
[
∂/∂s , X˜
]
= 0 pour chaque X ∈ X(U))
∇Φ∂/∂s∇ΦE˜iΦ∗E˜i = ∇ΦE˜i∇Φ∂/∂sΦ∗E˜i + R∇
Φ
(
∂
∂s
, E˜i
)
Φ∗E˜i
ou` R∇
Φ
est le tenseur de courbure de la connexion ∇Φ ∈ C(Φ−1T (N), hΦ).
Alors la formule (30) conduit a`
∂
∂s
[
hΦ
(
Φ∗
∂
∂t
, traceg (βΦ)
)]
s=t=0
=
= hΦ
Φ∗ ∂∂t , ∑
i
{
∇ΦE˜i∇Φ∂/∂sΦ∗E˜i − ∇Φ∂/∂sΦ∗∇˜Ei Ei
}
s=t=0
+
+
∑
i
hΦ
(
Φ∗
∂
∂t
, R∇
Φ
(
∂
∂s
, E˜i
)
Φ∗E˜i
)
s=t=0
=
(parce que
[
∂/∂s , E˜i
]
= 0 et
[
∂/∂s , ∇˜Ei Ei
]
= 0)
= hΦ
Φ∗ ∂∂t , ∑
i
{
∇ΦE˜i∇ΦE˜iΦ∗
∂
∂s
− ∇Φ∇˜Ei Ei
}
Φ∗
∂
∂s

s=t=0
+
+
∑
i
hΦ
(
Φ∗
∂
∂t
, R∇
Φ
(
∂
∂s
, E˜i
)
Φ∗E˜i
)
s=t=0
.
APPLICATIONS ET MORPHISMES HARMONIQUES 27
Soit R∇
h
la courbure de (N, h). Soit aussi
(
R∇
h
)φ
= φ−1R∇
φ
le pullback de
R∇
h
i.e. localement(
R∇
h)φ ( ∂
∂yα
)φ
,
(
∂
∂yβ
)φ ( ∂
∂yγ
)φ
=
(
Rµαβγ ◦ φ
) ( ∂
∂yµ
)φ
.
Ici Rµαβγ sont les composantes locales de R
∇h par rapport au syste`me des
coordonne´es locales (yα) sur N. On peut montrer (avec un calcul local tre`s
simple) que
hΦ
(
Φ∗
∂
∂t
, R∇
Φ
(
∂
∂s
, X˜
)
Φ∗Y˜
)
s=t=0
= hφ
(
V ,
(
R∇
h)φ
(W, φ∗X) φ∗Y
)
pour chaque X,Y ∈ X(M). D’autre part on peut calculer le premier terme de
la manie`re suivante
hΦ
Φ∗ ∂∂t , ∑
i
{
∇ΦE˜i∇ΦE˜iΦ∗
∂
∂s
− ∇Φ∇˜Ei Ei
}
Φ∗
∂
∂s
 ◦ αs,t =
(par ∇ΦhΦ = 0)
=
∑
i
{
E˜i
(
hΦ
(
Φ∗
∂
∂t
, ∇ΦE˜iΦ∗
∂
∂s
))
− hΦ
(
∇ΦE˜iΦ∗
∂
∂t
, ∇ΦE˜iΦ∗
∂
∂s
)
−
−hΦ
(
Φ∗
∂
∂t
, ∇Φ∇˜Ei EiΦ∗
∂
∂s
)}
◦ αs,t =
(si, pour chaque s, t ∈ (−, ), on conside`re Ys,t ∈ X(M) de´fini par
g(Ys,t , X) = hΦ
(
Φ∗
∂
∂t
, ∇ΦX˜Φ∗
∂
∂s
)
◦ αs,t
pour chaque X ∈ X(M))
=
∑
i
{
Ei
(
g(Ys,t , Ei)
) − g (Ys,t , ∇Ei Ei)}−
−
∑
i
{
hΦ
(
∇ΦE˜iΦ∗
∂
∂t
, ∇ΦE˜iΦ∗
∂
∂s
)}
◦ αs,t =
(par ∇g = 0)
=
∑
i
g
(∇EiYs,t , Ei) −∑
i
{
hΦ
(
∇ΦE˜iΦ∗
∂
∂t
, ∇ΦE˜iΦ∗
∂
∂s
)}
◦ αs,t
(en utilisant la de´finition de Ys,t)
= div
(
Ys,t
) −∑
i
{
hΦ
(
∇ΦE˜iΦ∗
∂
∂t
, ∇ΦE˜iΦ∗
∂
∂s
)}
◦ αs,t
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et alors le formules(
∇ΦX˜Φ∗
∂
∂t
)
(x,0,0)
=
(
∇φXV
)
x
,
(
∇ΦX˜Φ∗
∂
∂s
)
(x,0,0)
=
(
∇φXW
)
x
, x ∈ M,
conduisent a`
∂
∂s
[
hΦ
(
Φ∗
∂
∂t
, traceg (βΦ)
)]
s=t=0
= div
(
X0,0
)−
−
∑
i
{
hφ
(
∇φEiV , ∇φEiW
)
− hφ
(
V ,
(
R∇
h)φ
(W, φ∗Ei) φ∗Ei
)}
et alors (en inte´grant le long de M, par le lemme de Green)
(32)
∂2
∂s ∂t
{
E(φs,t)
}
s=t=0 =
=
∫
M
{〈
DφV , DφW
〉
− hφ
(
V , traceg
(
R∇
h)φ
(W, φ∗·) φ∗·
)}
d vg.
L’identite´ (32) est la formule de la seconde variation de E par rapport a`
la variation a` deux parame`tres {φs,t}−<s,t< . On doit encore expliquer la
notation utilise´ dans (32). Pour chaque section V ∈ C∞(φ−1T (N)) sa de´rive´e
covariante DφV est une section dans le fibre´ vectoriel T ∗(M) ⊗ φ−1T (N) →
M de´finie par
(DφV)(X) = ∇φXV, X ∈ X(M).
Aussi le me´triques g et h induisent sur C∞(T ∗(M) ⊗ φ−1T (N)) un produit
scalaire donne´ localement par
〈ϕ , ψ〉 =
n∑
i=1
hφ (ϕEi , ψEi) , ϕ, ψ ∈ C∞(T ∗(M) ⊗ φ−1T (N)).
On a besoin des produits scalaires L2
(V,W)L2 =
∫
M
hφ(V,W) d vg, V,W ∈ C∞(φ−1T (N)),
(ϕ, ψ)L2 =
∫
M
〈ϕ, ψ〉 d vg, ϕ, ψ ∈ C∞(T ∗(M) ⊗ φ−1T N).
Une autre version de (32) est obtenue en introduisant l’ope´rateur diffe´renciel
(le Laplacien brut) de second ordre localement donne´ par
∆φ : C∞(φ−1T N)→ C∞(φ−1T N),
∆φV = −
n∑
i=1
{
∇φEi∇φEiV − ∇φ∇Ei EiV
}
, V ∈ C∞(φ−1T N).
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Soit maintenant
(
Dφ
)∗ : C∞(T ∗(M) ⊗ φ−1T N) → C∞(φ−1T N) l’adjoint
formel de Dφ : C∞(φ−1T N)→ C∞(T ∗(M) ⊗ φ−1T N) i.e.((
Dφ
)∗
ϕ , V
)
L2
=
(
ϕ , DφV
)
L2
,
ϕ ∈ C∞(T ∗(M) ⊗ φ−1T N), V ∈ C∞(φ−1T N).
Lemme 7. ∆φ =
(
Dφ
)∗ ◦ Dφ.
De´monstration. On a (par ∇φhφ = 0 et ∇g = 0)((
Dφ
)∗
ϕ , V
)
L2
=
∫
M
〈ϕ , DφV〉 d vg,
〈ϕ , DφV〉 =
∑
i
hφ(ϕEi , D
φ
Ei
V) =
=
∑
i
{
Ei
(
hφ(ϕEi , V)
)
− hφ
(
∇φEiϕEi , V
)}
=
(si on de´finit Xϕ,V ∈ X(M) par
g(Xϕ,V , Y) = hφ(ϕY , V),
pour chaque Y ∈ X(M))
=
∑
i
{
Ei
(
g(Xϕ,V , Ei)
)
− hφ
(
∇φEiϕEi , V
)}
=
=
∑
i
{
g
(
∇Ei Xϕ,V , Ei
)
+ g
(
Xϕ,V , ∇Ei Ei
)
− hφ
(
∇φEiϕEi , V
)}
=
= div
(
Xϕ,V
)
+
∑
i
{
hφ
(
ϕ∇Ei Ei , V
) − hφ (∇φEiϕEi , V)} =
= div
(
Xϕ,V
)
−
∑
i
hφ
(
(∇φEiϕ)Ei , V
)
ou` la de´rive´e covariante de ϕ est donne´e par
(∇φXϕ)Y = ∇φX(ϕY) − ϕ∇XY, X,Y ∈ X(M).
On a obtenu l’identite´
(33) 〈ϕ , ∇φV〉 = div
(
Xϕ,V
)
− hφ
(
traceg
(
∇φϕ
)
, V
)
.
En inte´grant le long de M (par le lemme de Green)((
Dφ
)∗
ϕ , V
)
L2
= −
∫
M
hφ
(
traceg
(
∇φϕ
)
, V
)
d vg =
= −
(
traceg
(
∇φϕ
)
, V
)
L2
d’ou
(34)
(
Dφ
)∗
ϕ = −traceg
(
∇φϕ
)
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parce que C∞0 (φ
−1T N) (ici C∞(φ−1T N) parce que M est compacte) est dense
dans L2(φ−1T N). En particulier pour ϕ = DφV(
Dφ
)∗
ϕ = −
∑
i
{∇Ei(ϕEi) − ϕ∇Ei Ei} =
= −
∑
i
{
∇φEi∇φEiV − ∇φ∇Ei EiV
}
= ∆φV
et le Lemme 7 est de´montre´. Q.e.d.
Par les syme´tries du tenseur de courbure de Riemann-Christoffel
hφ
(
V , traceg
[(
R∇
h)φ
(W, φ∗·) φ∗·
])
=
∑
i
hφ
(
V ,
(
R∇
h)φ
(W, φ∗Ei) φ∗Ei
)
=
=
∑
i
(
K∇
h)φ
(V, φ∗Ei , W, φ∗Ei) =
∑
i
(
K∇
h)φ
(W, φ∗Ei , V, φ∗Ei) =
=
∑
i
hφ
(
(R∇
h
)φ(V, φ∗Ei)φ∗Ei , W
)
= hφ
(
traceg
[
(R∇
h
)φ(V, φ∗·)φ∗·
]
, W
)
ou` K∇
h
(le tenseur de Riemann-Christoffel) est donne´ par
K∇
h
(X,Y,Z,U) = h(R∇
h
(Z,U)Y , X), X,Y,Z,U ∈ X(M),
et
(
K∇
h
)φ
= φ−1K∇
h
est le pullback de K∇
h
par φ. Alors (par (32))
(35)
∂2
∂s ∂t
{
E(φs,t)
}
s=t=0 =
∫
M
hφ(JφV , W) d vg
ou` on a pose´
(36) JφV = ∆φV − traceg
[
(R∇
h
)φ(V, φ∗ ·)φ∗ ·
]
, V ∈ C∞(φ−1T N).
L’application Jφ : C∞(φ−1T N) → C∞(φ−1T N) est dite l’ope´rateur de Ja-
cobi. On pose d’habitude
RφV = traceg
[
(R∇
h
)φ(V, φ∗ ·)φ∗ ·
]
et alors l’ope´rateur de Jacobi s’e´crit
(37) Jφ = ∆φ − Rφ .
Rφ est un ope´rateur differentiel d’ordre zero i.e. une application C∞(M)-
lineaire
Rφ : C∞(φ−1T N)→ C∞(φ−1T N).
En particulier Rφ( f V) = f Rφ(V) et alors Rφ induit un endomorphisme du
fibre´ vectoriel φ−1T (N)→ M, indique´ par le meˆme symbole
Rφ,x : Tφ(x)(N)→ Tφ(x)(N), x ∈ M,
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Rφ,x(v) =
n∑
i=1
R∇
h
φ(x) (v, (dxφ)ei) (dxφ)ei ,
∀ v ∈ Tφ(x)(N) =
(
φ−1T N
)
x
,
ou` ei = Ei,x et {Ei : 1 ≤ i ≤ n} est un repe`re ortonorme´ du (T (M), g), de´fini
sur un voisinage ouvert U ⊂ M de point x. On peut ve´rifier sans difficulte´
(encore par le proprie´te´s de syme´trie du tenseur de Riemann-Christoffel)
que
(38) hφ
(
RφV , W
)
= hφ
(
V , RφW
)
, V,W ∈ C∞(φ−1T N).
La formule de la variation seconde (35) nous permet d’introduire des no-
tions tre`s importantes, comme l’indice et la nullite´ d’une application har-
monique φ ∈ C∞(M,N). Nous allons donner quelques de´finitions. Le
Hessien de l’application e´nergie E : C∞(M,N)→ R est de´fini par
H(E)φ(V,W) =
∫
M
hφ
(
JφV , W
)
d vg,
V,W ∈ C∞(φ−1T N).
Soit har(M,N) = {φ ∈ C∞(M,N) : τ(φ) = 0} l’ensemble des applications
harmoniques. Pour une application harmonique quelconque φ ∈ har(M,N)
l’ indice de φ est la borne supe´rieure de l’ensemble{
dimR(F) : F ⊂ C∞(φ−1T N) sous − espace,
H(E)φ est de`fini negatif sur F
}
.
L’indice de φ est note´ par ind(φ). La nullite´ de φ est la dimension de l’espace{
V ∈ C∞(φ−1T N) : H(E)φ(V,W) = 0, ∀ W ∈ C∞(φ−1T N)
}
.
La nullite´ de φ est note´ par null(φ). Une application harmonique est faible-
ment stable si ind(φ) = 0 i.e. H(E)φ(V,V) ≥ 0 pour chaque V ∈ C∞(φ−1T N).
Autrement φ est instable.
L’ope´rateur de Jacobi Jφ : C∞(φ−1T N) → C∞(φ−1T N) est un ope´rateur
elliptique auto-adjoint agissant sur les sections de fibre´ vectoriel φ−1T N →
M (dont la base M est compacte) et alors (par la the´orie de Hodge-de Rham-
Kodaira) le spectre Spec(Jφ) de Jφ est un ensemble discret qui se compose
d’un nombre infini de valeurs propres, chaque ayant une multiplicite´ finie.
De plus Spec(Jφ) n’a pas de point d’accumulation. Un nombre re´el λ ∈ R
est un valeur propre de Jφ s’il existe V ∈ C∞(φ−1T N), V , 0, tel que
JφV = λV . Pour chaque λ ∈ Spec(Jφ) on pose aussi Eigen(Jφ , λ) = {V ∈
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C∞(φ−1T N) \ {0} : JφV = λV}. La multiplicite´ de λ ∈ Spec(Jφ) est la
dimension dimR Eigen(Jφ , λ). On sait aussi que
ind(φ) =
∑
λ<0
dimR Eigen(Jφ , λ),
null(φ) = dimR Eigen(Jφ , 0) = dimR Ker(Jφ).
On e´crit le spectre de Jφ comme une suite
λ1(φ) ≤ λ2(φ) ≤ · · · ≤ λν(φ) ≤ · · · ↑ +∞
ou` chaque valeur propre est e´crit tant de fois combien sa multiplicite´. Aussi
on sait (par la the´orie ge´ne´rale des valeurs propres d’un ope´rateur elliptique
auto-adjoint) que φ ∈ har(M,N) est faiblement stable si et seulement si
λν(φ) ≥ 0 pour chaque ν ≥ 1.
Proposition 1. Si N est une varie´te´ Riemannienne a` courbure sectionelle
non positive alors chaque application harmonique φ ∈ har(M,N) est faible-
ment stable.
De´monstration. On rappelle d’abord que la courbure sectionelle de (N, h)
est
k(σ) =
K∇
h
y (v, w, v, w)
‖v‖ ‖w‖ − hy(v,w) , σ ⊂ Ty(N), dimR σ = 2, y ∈ N,
ou` {v,w} ⊂ σ est une base arbitraire. Soit V ∈ C∞(φ−1T N) et x ∈ M. Alors
hφ
(
RφV , V
)
x
=
∑
i
hφ(x)
(
R∇
h
φ(x)
(
Vx , (dxφ)Ei,x
)
(dxφ)Ei,x , Vx
)
=
=
∑
i
K∇
h
φ(x)
(
Vx, (dxφ)Ei,x, Vx, (dxφ)Ei,x
)
.
Soit A ⊂ {1, · · · , n} l’ensemble des indices i ∈ {1, · · · , n} tels que les
vecteurs {Vx , (dxφ)Ei} sont line´arement inde´pendents . Pour chaque i ∈ A
soit σi ⊂ Tφ(x)(N) le 2-plan engendre´ par {Vx, (dxφ)Ei,x} (autrement, i.e. si
i ∈ {1, · · · , n} \ A, alors hφ
(
RφV , V
)
x
= 0) . Il suit que
hφ
(
RφV , V
)
x
=
∑
i∈A
(
‖Vx‖ ‖(dxφ)Ei,x‖ − hφ(x)(Vx , (dxφ)Ei,x)
)
k(σi) ≤ 0
et enfin
H(E)φ(V,V) =
∫
M
hφ(JφV,V) d vg =
=
∫
M
{
‖DφV‖2 − hφ(RφV,V)
}
d vg ≥ 0
pour chaque V ∈ C∞(φ−1T N). Q.e.d.
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Malgre´ le fait que har(M,N) n’est pas une varie´te´, nous introduisons une
notion d’espace tangent en un point φ ∈ har(M,N) de la manie`re suivante.
Pour chaque φ ∈ har(M,N) soit Tφ (har(M,N)) l’ensemble des sections V ∈
C∞(φ−1T N) telles que
Vx = (d(x,0)Φ)(∂/∂s)(x,0) , x ∈ M,
pour quelque variation a` 1-parame`tre
Φ : M × (−, )→ N, Φ(x, s) = φs(x), x ∈ M, |s| < ,
telle que φ0 = φ et chaque φs : M → N soit une application harmonique.
Proposition 2. Pour chaque application harmonique φ ∈ har(M,N) on a
(39) Tφ (har(M,N)) ⊂ Ker(Jφ).
En particulier
(40) dimR
[
Tφ(har(M,N))
]
≤ null(φ).
De´monstration. Soit {φs}|s|< ⊂ har(M,N) une variation a` 1-parame`tre
telle que φ0 = φ. Puis soi {φs,t}|t|< ⊂ C∞(M,N) une variation a` 1-parame`tre
de φs i.e. φs,0 = φs. On pose comme d’habitude
Ψ : M × (−, ) × (−, )→ N, Ψ(x, s, t) = φs,t(x), − < s, t < ,
Vx = (d(x,0,0)Ψ)
(
∂
∂t
)
(x,0,0)
, Wx = (d(x,0,0)Ψ)
(
∂
∂s
)
(x,0,0)
, x ∈ M.
Chaque φs est une application harmonique et donc
∂
∂t
{
E(φs,t)
}
t=0 = 0.
Il s’ensuit que
0 =
∂2
∂s ∂t
{
E(φs,t)
}
s=t=0 =
∫
M
hφ
(
JφV , W
)
d vg
et alors, comme W ∈ C∞(φ−1T N) est arbitraire, il re´sulte que JφV = 0.
Q.e.d.
Nous discutons maintenant quelques exemples de´libe´re´ment simples.
Exemple 1. (L’application constante) Soi φ : M → N l’application con-
stante φ(x) = y0 pour chaque x ∈ M. Alors(
φ−1T N
)
x
= Tφ(x)(N) = Ty0(N), x ∈ M,
donc une section V ∈ C∞(φ−1T N) satisfait
V(x) ∈
(
φ−1T N
)
x
= Ty0(N), x ∈ M.
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Soit {vα : 1 ≤ α ≤ m} ⊂ Ty0(N) une base de Ty0(N). On de´finie des sections
Vα : M → φ−1T (N), Vα(x) = vα , x ∈ M, 1 ≤ α ≤ m.
Chaque e´le´ment de Ty0(N) peut eˆtre e´crit comme une combination line´aire
des vecteurs {vα : 1 ≤ α ≤ m} alors pour chaque V ∈ C∞(φ−1T N) et chaque
x ∈ M
V(x) = f α(x) vα = f α(x) Vα(x)
pour quelques scalaires f α(x) ∈ R. Par la diffe´rentiabilite´ de V il re´sulte que
f α ∈ C∞(M) et donc
C∞(φ−1T N) = { f αVα : f α ∈ C∞(M)} .
Maintenant nous allons calculer l’ope´rateur de Jacobi. Pour un re´pere local
orthonorme´ quelconque {Ei : 1 ≤ i ≤ n} du (T (M), g)
JφVα = ∆φVα − RφVα ,
RφVα = traceg
{(
R∇
h)φ
(Vα , · ) ·
}
=
∑
i
(
R∇
h)φ
(Vα , φ∗Ei) φ∗Ei = 0
parce que dxφ = 0 (pour n’importe quelle application constante φ). Soit
(Ω, yα) un syste`me des coordonne´es locales autour de y0 de sorte qu’on ait
vα = aβα
(
∂
∂yβ
)
y0
, aβα ∈ R.
Si sα = (∂/∂yα)φ alors sα(x) = (∂/∂yα)φ(x) = (∂/∂yα)y0 et donc
Vα(x) = vα = aβαsα(x)
et puis
∇φXVα = f i
∂aβα∂xi + aγα∂φσ∂xi (Γβσγ ◦ φ)
 sβ = 0
ou` X = f i(∂/∂xi). On peut donc calculer le Laplacien brut
∆φVα = −
n∑
i=1
{
∇φEi∇φEiVα − ∇φ∇Ei EiVα
}
= 0,
∆φ( f V)) = −
n∑
i=1
{
∇φEi∇φEi( f V) − ∇φ∇Ei Ei( f V)
}
=
= −
n∑
i=1
{
∇φEi
[
Ei( f )V + f∇φEiV
]
− (∇Ei Ei)( f )V − f∇φ∇Ei EiV
}
=
= −
n∑
i=1
{
E2i ( f ) V + 2 Ei( f )∇φEiV + f∇φEi∇φEiV − (∇Ei Ei)( f )V − f∇φ∇Ei EiV
}
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ou
(41) ∆φ( f V) = f ∆φV + (∆ f ) V − 2∇φ∇ f V
ou` on a utilise´ les identite´s
∆ f = −
n∑
i=1
{
Ei(Ei( f )) − (∇Ei Ei)( f )
}
, ∇ f =
n∑
i=1
Ei( f ) Ei .
Donc (par (41))
∆φV = ∆φ( f αVα) = f α ∆φVα + (∆ f α) Vα − 2∇φ∇ f αVα = (∆ f α) Vα
et enfin
(42) JφV = (∆ f α) Vα , V = f αVα ∈ C∞(φ−1T N).
Si λ ∈ Spec(Jφ) est un valeur propre du Jφ i.e. JφV = λV pour quelque
V = f αVα ∈ C∞(φ−1T N) \ {0} alors (par (42))
λ f αVα = Jφ( f αVα) = (∆ f α) Vα
et donc ∆ f α = λ f α i.e. λ ∈ Spec(∆). On a de´montre´ la proposition suivante
Proposition 3. Soit φ : M → N une application constante i.e. φ(x) = y0
pour quelque y0 ∈ N. Alors le valeurs propre de l’ope´rateur de Jacobi
Jφ sont les valeurs propre du Laplacien ∆ de (M, g), chaque compte´ m =
dim(N) fois. De plus, le spectre du Jφ ne de´pend pas du y0.
On sait que le spectre du Laplacien est
Spec(∆) : λ0(g) = 0 < λ1(g) ≤ λ2(g) ≤ · · · ≤ λν(g) ≤ · · · ↑ +∞
ou` le valeur propre λ0(g) = 0 est obtenue pour les fonctions constantes (non
nulles) sur M, comme fonctions propres. Alors (par la Proposition 3 et les
calcules que la pre´ce´de) on a
ind(φ) = 0, null(φ) = dim(N),
pour chaque application constante φ : M → N. 
Exemple 2. (L’application identique) Soit (M, g) une varie´te´ Riemannienne
et soit φ = 1M : M → M l’application identique i.e. φ(x) = x pour chaque
x ∈ M. La the´orie de la seconde variation est, dans ce cas, tre`s complique´.
En effet N = M et C∞(φ−1T N) = X(M) et alors l’ope´rateur de Jacobi J1M :
X(M)→ X(M) est donne´ par
(43) J1M = ∆ − ρ
ou` ∆ est le Laplacien brut agissant sur les champs de vecteurs tangents a` M
i.e. localement
∆X = −
n∑
i=1
{
∇Ei∇Ei X − ∇∇Ei Ei X
}
, X ∈ X(M),
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et ρ est l’ope´rateur de Ricci i.e. localement
ρ(X) =
n∑
i=1
R∇(X, Ei)Ei , X ∈ X(M).
L’ope´rateur de Jacobi J1M est en relation avec le Laplacien ∆1 : Ω
1(M) →
Ω1(M) agissant sue les formes diffe´rentielles de degree 1. D’autre part il y
a un isomorphisme canonique X(M) ≈ Ω1(M) des C∞(M)-modules donne´
par
X ∈ X(M) 7−→ X[ = ω ∈ Ω1(M), ω(Y) = g(X,Y), Y ∈ X(M).
On peut donc introduire l’ope´rateur diffe´rentiel
∆H : X(M)→ X(M), ∆HX = ∆1X[ , X ∈ X(M).
Lemme 8. (La formule de Weitzenbo¨ck)
(44) ∆H = ∆ + ρ.
On obtient
(45) J1M = ∆H − 2ρ.
Une conse´quence importante de la formule (45) est
The´ore`me 2. (R.T. Smith, [33]) Sit (M, g) une varie´te´ de Einstein (i.e.
Ric∇ = c g pour quelque c ∈ R) de dimension n ≥ 3, compacte. Alors
i) l’application identique 1M : M → M est faiblement stable si et seulement
si la premie`re valeur propre non nulle λ1(g) du Laplacien ∆ : C∞(M) →
C∞(M) satisfait l’ine´galite´ λ1(g) ≥ 2c, et ii) la nullite´ de l’application iden-
tique est
null(1M) = dim Iso(M, g) + dimR{ f ∈ C∞(M) : ∆ f = 2c f }
ou` Iso(M, g) est le groupe d’isome´tries de (M, g).
Le The´ore`me 2 rappelle un re´sultat classique de A. Lichnerowicz (cf.
The´ore`me D.I dans [2], p. 179):
The´ore`me 3. Soit M une varie´te´ Riemannienne compacte n-dimensionelle.
S’il existe un nombre k strictement positif tel que Ric∇(X, X) ≥ k g(X, X)
pour chaque X ∈ X(M) alors on a aussi λ1(g) ≥ kn/(n − 1).
L’hypote´se du The´ore`me 3 n’est pas satisfaite, en general, par une varie´te´
d’Einstein (Ric∇ = c g) parce que la courbure scalaire R = cn peut eˆtre non
positive. D’autre part, si R > 0 alors (dans les hypothe´ses du The´ore`me 2)
on peut appliquer le The´ore`me 3 pour en de´duir que λ1(g) ≥ cn/(n−1) mais
l’ine´gatite´ obtenue est trop faible. En effet on a toujours 2c > cn/(n − 1)
parce que n ≥ 3 (et on peut pas dire aucune chose sur la stabilite´ de 1M).
Pour de´montrer le The´ore`me 2 on a besoin d’abord du
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Lemme 9. Le Hessian de E pour l’application identique φ = 1M est donne´
par les formules
(46) H(E)1M (X, X) =
∫
M
{
‖∇X‖2 − Ric∇(X, X)
}
d vg,
(47) H(E)1M (X, X) =
∫
M
{g (∆HX, X) − 2 Ric∇(X, X)} d vg,
(48) H(E)1M (X, X) =
∫
M
{
1
2
‖LXg‖2 − (div X)2
}
d vg,
pour chaque X ∈ X(M) = C∞(1−1M T M). En particulier, comme conse´quence
de (46), si Ric∇ est semi-de´fini ne´gatif alors 1M est faiblement stable.
De´monstration. On part de
H(E)φ(V,W) =
∫
M
hφ(JφV,W) d vg, V,W ∈ C∞(φ−1T N),
N = M, φ = 1M , h = g, h1M = g, C∞(φ−1T N) = X(M).
On a J1M = ∆ − ρ et on peut accepter l’identite´
(49) ∆ = ∇∗∇
ou` ∇∗ : C∞(T ∗(M) ⊗ T (M)) → X(M) est l’adjoint formel de ∇ : X(M) →
C∞(T ∗(M) ⊗ T (M))
(∇∗ϕ , X)L2 = (ϕ , ∇X)L2 ,
ϕ ∈ C∞(T ∗(M) ⊗ T (M)), X ∈ X(M).
Naturellement, on peut de´montrer (49) d’une manie`re directe ou` on peut le
de´duire de ∆φ =
(∇φ)∗ ∇φ pour φ = 1M. De plus Ric∇(X,Y) = g(ρX,Y) et
donc
H(E)1M (X, X) =
∫
M
g(∆X − ρX , X) d vg =
=
(
∆X, X
)
L2
−
∫
M
Ric∇(X, X) d vg =
= (∇X , ∇X)L2 −
∫
M
Ric∇(X, X) d vg
et la formule (46) est de´montre´. Puis J1M = ∆H − 2ρ implique, de la meˆme
manie`re, la formule (47). La de´monstration de la formule (48) est un peu
plus complique´e. On part de J1M = 2 ∆ − ∆H et alors
H(E)1M (X, X) =
∫
M
{
2 g(∆X, X) − g(∆HX, X)
}
d vg =
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= 2
∫
M
‖∇X‖2 d vg −
∫
M
g(∆HX, X) d vg
et
‖∇X‖2 =
n∑
i=1
g(∇Ei X , ∇Ei X).
On pose ω = X[ (et donc ω] = X). Alors
g(∇Ei X , E j) = (∇Eiω)E j ,
∇Ei X =
n∑
j=1
[
(∇Eiω)E j
]
E j ,
‖∇X‖2 =
∑
i
g
∑
j
[
(∇Eiω)E j
]
E j ,
∑
k
[
(∇Eiω)Ek
]
Ek
 =
=
∑
i, j
[
(∇Eiω)E j
]2
= ‖∇ω‖2
parce que, pour chaque forme biline´aire B sa norme est donne´e localement
par
‖B‖2 =
n∑
i, j=1
B(Ei , E j)2 .
Maintenant on veut utiliser les identite´s (ou` comme d’abord ω = X[)
(50) ‖∇X‖ = ‖∇ω‖,
(51) ‖∇ω‖2 = 1
2
‖dω‖2 + 1
4
‖LXg‖2 ,
(52) ‖d∗ω‖2 = (div X)2 .
Ici LXg est la derive´e de Lie de g. On a
g(∆HX, X) = g
(
(∆1ω)] , X
)
= (∆1ω) (X) =
∑
i
g(X, Ei) (∆1ω) Ei =
=
∑
i
ω(Ei) (∆1ω) Ei = g(∆1ω , ω) =
∫
M
g(d∗dω + dd∗ω , ω),∫
M
g(∆HX, X) d vg =
∫
M
{
‖dω‖2 + ‖d∗ω‖2
}
d vg
ou
(53)
∫
M
g(∆HX, X) d vg =
∫
M
{
‖dω‖2 + (div X)2
}
d vg
et (en appliquant (50)-(52)) on obtient la formule (48). Q.e.d.
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Maintenant nous allons de´montrer le The´ore`me 2. L’instrument crucial
est la de´composition de Hodge-de Rham
(54) Ω1(M) = {ω ∈ Ω1(M) : d∗ω = 0} ⊕ {d f : f ∈ C∞(M)}
orthogonale par rapport au produit scalaire L2 sur les formes de degre´ 1. La
formule (54) implique imme´diatement
(55) X(M) = {X ∈ X(M) : div(X) = 0} ⊕ {∇ f : f ∈ C∞(M)}.
La de´composition (55) est invariante par ∆H. En effet si X ∈ X(M) est un
champ de vecteurs tangents a` M avec div(X) = 0 et ω = X[ alors d∗ω =
−div(X) = 0. D’autre part
g (∆HX , · ) = g
(
(∆1ω)] , ·
)
= ∆1ω
(i.e. (∆HX)[ = ∆1ω) implique
div (∆HX) = −d∗ ∆1ω = −d∗ (d d∗ + d∗d)ω = 0
parce que d∗ ◦ d∗ = 0 et d∗ω = 0. Donc ∆H pre´serve le premier terme de la
de´composition (55). Si maintenant X = ∇ f alors ω = d f et
g(∆H(∇ f ) , · ) = g((∆1(d f ))] , · ) = ∆1(d f ) = d d∗ d f = d(∆ f )
i.e. (∆H∇ f )[ = d∆ f ou` ∆H∇ f = ∇(∆ f ), ce qui veut dire que ∆H pre´serve
aussi le second terme de la de´composition (55). Par hypothe´se la varie´te´ est
d’Einstein et alors
J1M = ∆H − 2ρ = ∆H − 2cI
ou` I est la trasformation identique de T (M). Donc la de´composition (55)
est aussi invariante par l’operate´ur de Jacobi. En particulier
(56) J1M∇ f = ∆H∇ f − 2c∇ f = ∇ (∆ f − 2c f )
Soit Y ∈ X(M) de´compose´ (par rapport a` (55)) en Y = X+∇ f ou` div(X) = 0.
Alors
H(E)1M (Y,Y) =
∫
M
g(J1M Y,Y) d vg =
=
∫
M
{
g(J1M X, X) + g(J1M X,∇ f ) + g(J1M∇ f , X) + g(J1M∇ f ,∇ f )
}
d vg.
On a J1M X ∈ Ker(div) et J1M∇ f ∈ ∇C∞(M) et donc
(J1M X, ,∇ f )L2 = 0, (J1M∇ f , X)L2 = 0.
Il re´sulte que (par la formule (48))
H(E)1M (Y,Y) = H(E)1M (X, X) + H(E)1M (∇ f ,∇ f ) =
=
1
2
∫
M
‖LXg‖2 d vg + H(E)1M (∇ f ,∇ f ).
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Le premier terme est non negatif. Pour e´tudier le second terme on e´crit
f ∈ C∞(M) =
∞⊕
ν=0
Eigen(∆, λν(g))
en terme de fonctions propres du Laplacien
f =
∞∑
ν=0
fν , ∆ f0 = 0, ∆ fν = λν(g) fν , ν ≥ 1,
et alors (par (56))
J1M∇ f = ∇(∆ f − 2c f ) =
∞∑
ν=0
∇ (∆ fν − 2c fν) =
∞∑
ν=0
(λν − 2c) ∇ fν
et donc les valeurs propres de J1M sur l’espace ∇C∞(M) sont {λν − 2c :
ν ≥ 1}. En conse´quence H(E)1M (Y,Y) ≥ 0 pour chaque Y ∈ X(M) si et
seulement si λ1(g) ≥ 2c. 
Exercise 4. i) (Existence de coordonne´es locales isothermes, cf. S-S. Chern, [7],
S-S. Chern & P. Hartman & A. Winter, [8]) Soit (M, g) une varie´te´ Riemannienne
de dimension 2. Montrer que pour chaque point p ∈ M il y a un syste`me de
coordonne´es locales (U, x, y) tel que p ∈ U et la me´trique s’ecrit localement
g = 2F(dx ⊗ dx + dy ⊗ dy)
pour quelque F ∈ C∞(U) avec F(q) > 0 pour chaque q ∈ U.
ii) (Le Laplacien en coordonne´es isothermes, cf. [10], p. 54) Soit (M, g) une
varie´te´ Riemanniene de dimension 2 et z = x + iy la coordonne´e locale com-
plexe associe´e au syste`me des coordonne´es isothermes (U, x, y) sur M. Montrer
que l’operateur de Laplace-Beltrami (sur les fonctions) est donne´ par
∆ =
2
F
∂
∂z
∂
∂z
.
iii) (Immersions isome´triques minimales dans l’espace Euclidien, cf. [10], p.
55) Soit Ψ : M → Rn une immersion isome´trique d’une varie´te´ Riemannienne
2-dimensionelle dans Rn. Montrer que Ψ est minimale si et seulement si
∂2Ψ
∂z ∂z
= 0.
En particulier, observer que la minimalite´ de M ne de´pand pas de la me´trique de M
mais seulement de sa structure comme varie´te´ complexe.
iv) (Immersions conformes, cf. [10], p. 57) Soit M une surface de Riemann
(i.e. une varie´te´ complexe de dimension complexe 1) et Ψ : M → Rn une appli-
cation differentiable. On dit que Ψ est conforme si pour chaque coordonne´e locale
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complexe z = x + iy sur M on a∥∥∥∥∥(dΨ) ∂∂x
∥∥∥∥∥ = ∥∥∥∥∥(dΨ) ∂∂y
∥∥∥∥∥ , g0 ((dΨ) ∂∂x , (dΨ) ∂∂y
)
= 0.
Ici g0 est la me´trique Riemannienne canonique sur Rn (la me´trique Euclidienne).
Inspire´ par les exercices pre´cedents, on peut donner la de´finition suivante. Une
immersion Ψ : M → Rn est une surface minimale dans Rn si Ψ est conforme et
∂2Ψ/∂z ∂z = 0.
Soit Ψ : M → Rn une immersion conforme et soit g = Ψ∗g0 la me´trique induite
sur M. Montrer que Ψ est une immersion isome´trique de (M, g) dans (Rn, g0) et la
me´trique induite s’e´crit localement comme g = 2F{dx ⊗ dx + dy ⊗ dy} avec F > 0.
v) (La repre´sentation de Weierstrass des surfaces minimales dans R3, cf. [10],
p. 57-71)
a) Soit D ⊂ C un ensemble ouvert dans le plan complexe et soit z = x + iy la
coordonne´e complexe naturelle surC. Il est clair que D est une surface de Riemann.
Soit Ψ : D → Rn une surface minimale. On de´finit l’application φ : D → Cn en
posant
φ(z) =
∂Ψ
∂z
(z) =
1
2
(
∂Ψ
∂x
(z) − i ∂Ψ
∂y
(z)
)
, z ∈ D.
1) Montrer que l’application φ : D→ Cn est holomorphe.
2) Si φ = (φ1, · · · , φn) alors montrer que ∑nj=1 (φ j)2 = 0.
3) Montrer que
∑n
j=1
∣∣∣φ j∣∣∣2 = F , 0.
b) Viceversa, si D ⊂ C est un ouvert connexe et simplement connexe et φ : D→
Cn est une application holomorphe telle que
∑n
j=1
(
φ j
)2
= 0 et
∑n
j=1
∣∣∣φ j∣∣∣2 , 0 alors
montrer que l’application Ψ : D→ Rn de´finie par
Ψ j(z) = Re
{∫ z
o
φ j(ζ) dζ
}
+ c j, 1 ≤ j ≤ n,
est une surface minimale. Ici o ∈ D est un point quelconque fixe´ et c j ∈ R,
1 ≤ j ≤ n, sont des constantes. L’exercise montre que pour trouver des exemples
des surfaces minimales dans Rn on doit de´terminer des applications φ : D → Cn
sujets aux conditions (1)-(3) de l’exercise pre´ce´dent.
c) Soit D ⊂ C un domaine et soit f , g : D → C deux fonctions telles que f est
holomorphe sur D tandis que g est me´romorphe sur D. On suppose aussi que pour
chaque pole z ∈ D de g d’ordre m, le point z est un zero de f d’ordre au moins 2m.
1) Montrer que si on pose
(57) φ1 =
1
2
f (1 − g2), φ2 = i
2
f (1 + g2), φ3 = f g,
alors l’application φ = (φ1, φ2, φ3) : D → C3 est holomorphe et ∑3j=1(φ j)2 = 0.
De plus, montrer que toutes les applications holomorphes φ : D → C3 avec la
propriete´
∑3
j=1(φ
j)2 = 0 peuvent etre repre´sente´es sous la forme (57), avec la seule
exception du cas φ3 = 0.
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2) Montrer que l’application φ : D → C3 satisfait ∑3j=1 |φ j|2 , 0 quand les
ze´ros de f coincident avec les poles de g et l’ordre de chaque ze´ro z ∈ D de f est
pre´cisement deux fois l’ordre de z comme pole de g.
3) Montrer que toutes les applications holomorphes φ : D → C3 avec φ3 = 0 et∑2
j=1(φ
j)2 = 0 sont donne´es par
φ2 = i φ1 , φ3 = 0, φ1 ∈ O(D),
i.e. φ1 : D → C est une fonction holomorphe arbitraire. De plus, montrer que∑2
j=1 |φ j|2 , 0 if and only if φ1(z) , 0 for any z ∈ D.
d) (Le the´ore`me de repre´sentation de Weierstass, cf. [10], p. 65) Soit D ⊂ C un
domaine tel que pi1(D) = 0 e soit o ∈ D un point fixe´. Montrer que chaque surface
minimale Ψ : D→ R3 peut eˆtre repre´sente´e sous la forme
Ψ j(z) = Re
{∫ z
o
φ j(ζ) dζ
}
+ c j , 1 ≤ j ≤ 3,
ou` c j ∈ R sont des constantes. De plus, montrer que le fonctions φ j sont donne´es
par
φ =
(
1
2
f (1 − g2), i
2
f (1 + g2), f g
)
,
avec f holomorphe sur D et g me´romorphe sur D telles que les zeros de f et les
poles de g coincident, et l’ordre du chaque zero z ∈ D de f est deux fois l’ordre de
z comme pole de g, ou si φ3 = 0 alors φ2 = i φ1 ou` φ1 : D → C est une fonction
holomorphe arbitraire.
e) (L’application de Gauss d’une surface minimale, cf. [10], 71-83) Les ex-
ercises suivants donnent la nature des fonctions f et g dans la repre´sentation de
Weierstrass d’une surface minimale. Soit Ψ : M → Rn une immersion minimale
conforme d’une surface de Riemann M dans Rn et soit z une coordonne´e locale
complexe sur M. La me´trique induite g = Ψ∗g0 s’ecrit localement g = 2F dz ⊗ dz
avec F > 0. Posons nous φ = ∂Ψ/∂z. Si M est un domaine D ⊂ C alors φ : D→ Cn
est bien de´fini et conduit a` la repre´sentation de Weierstrass. Quand M est une sur-
face de Riemann arbitraire alors φ est de´fini seulement sur le domaine U de la
carte locale utilise´. Si (V,w) est un’autre coordone´e locale complexe sur M telle
que U ∩ V , ∅ et on pose φ′ = ∂Ψ/∂w, alors φ′ = (∂z/∂w) φ ou` z = z(w) est
holomorphe. C¸a veut dire que φ est bien de´fini au moins d’un facteur multiplicatif
complexe et donc il de´termine une application
Φ : M → CPn−1 , Φ(z) = [φ(z)] ,
si z ∈ U ⊂ M. On appelle Φ l’application de Gauss. Ici [ζ] est le point de l’espace
projectif complexe de coodonne´e homoge´ne ζ ∈ Cn \ {0}.
1) Soit M une surface de Riemann et Ψ : M → Rn une immersion conforme.
Soit Φ : M → CPn−1 l’application de Gauss associe´e a Ψ i.e. pour chaque point
p ∈ M on conside`re une carte locale complexe (U, z) sur M telle que p ∈ U et on
APPLICATIONS ET MORPHISMES HARMONIQUES 43
pose
Φ(p) =
[
∂Ψ
∂z
(p)
]
.
Montrer que Ψ est minimale si et seulement si Φ est holomorphe.
2) Avec les conventions de l’exercise pre´ce´dent, montrer que
Φ(M) ⊂ Qn−2 = {[w1, · · · ,wn] ∈ CPn−1 :
n∑
j=1
w2j = 0}
i.e. l’image de l’application de Gauss d’une immersion conforme est contenue
dans la quadrique complexe Qn−2 ⊂ CPn−1.
7. Morphismes harmoniques
7.1. Re´gularite´ des morphismes harmoniques. Soit (M, g) et (N, h) deux
varie´te´s Riemanniennes, des dimensions n et m. Une application continue
φ : M → N est un morphisme harmonique si pour chaque fonction har-
monique locale v : Ω ⊂ N → R sur (N, h) on a ∆(v ◦ φ) = 0 sur U =
φ−1(Ω) ⊂ M en sens faible i.e.∫
U
(v ◦ φ) (∆ϕ) d vg = 0, ∀ ϕ ∈ C∞0 (U).
Proposition 4. Chaque morphisme harmonique est C∞ diffe´rentiable.
De´monstration. Il suffit de de´montrer que pour chaque point x0 ∈ M
il y a une carte locale (Ω, yα) de N, de manie`re que y0 = φ(x0) ∈ Ω et
φα = yα◦φ ∈ C∞(U). Sur la varie´te´ Riemannienne (N, h), autour de point y0,
on peu sans doute conside´rer une carte locale (Ω, yα) harmonique i.e. telle
que les fonctions coordonne´es sont des harmoniques locales du Laplacien
∆h de (N, h) (∆hyα = 0 sur Ω pour chaque 1 ≤ α ≤ m). Alors ∆φα = 0 au
sens faible. Mais le Laplacien d’une varie´te´ Riemanniene est un operateur
hypoelliptique1 et alors φα ∈ C∞ pour chaque 1 ≤ α ≤ m. Q.e.d.
7.2. Fonctions harmoniques locales avec gradient et hessien prescrits
en un point. Pour l’e´tude des morphismes harmoniques re´sultat suivant
(connu comme le lemme de Ishihara) est ne´cessaire.
Lemme 10. Soit (N, h) une varie´te´ Riemannienne de dimension m et y0 ∈ N.
Soit
C, Cα , Cαβ ∈ R, Cαβ = Cβα ,
m∑
α=1
Cαα = 0,
1C¸a veut dire que ∆u = 0 en sens faible implique que u ∈ C∞ (i.e. la distribution u est
du type fonction u(ϕ) =
∫
M f ϕ dvol(g), ϕ ∈ C∞0 , pour quelque fonction f ∈ C∞).
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des constantes reels donne´. Pour chaque syste`me des coordonne´es locales
normales (Ω, yα) autour de y0 il existe une fonction harmonique v : Ω→ R
telle que
v(y0) = C, vα(y0) = Cα , (∇αvβ)(y0) = 0,
ou`
vα = v|α =
∂v
∂yα
, ∇αvβ = vβ|α − Γµαβvµ .
Soi φ(x) une fonction de classe C2 definie´ pour {x ∈ Rn : |x| < R}. Pour
0 < α < 1 on pose aussi
HRα(φ) = sup|x|<R, |y|>R
|φ(x) − φ(y)|
|x − y|α ,
‖φ‖R0 = ‖D0φ‖R0 = sup|x|<R |φ(x)|,
‖Dφ‖R0 = ‖D1φ‖R0 =
n
max
i=1
sup
|x|<R
∣∣∣∣∣ ∂φ∂xi (x)
∣∣∣∣∣ ,
‖D2φ‖R0 =
n
max
i, j=1
sup
|x|<R
∣∣∣∣∣∣ ∂2φ∂xi ∂x j (x)
∣∣∣∣∣∣ ,
‖φ‖Rα = ‖φ‖R0 +
Rα
α
HRα(φ),
‖φ‖Rα+2 =
2∑
ν=0
Rν
ν!
‖Dνφ‖R0 +
Rα+2
2(α + 2)
n
max
i, j=1
HRα
(
∂2φ
∂xi ∂x j
)
.
Soit B(R)α (respectivement B
(R)
α+2) l’e´pace du Banach des fonctions φ avec‖φ‖Rα < ∞ (respectivement avec ‖φ‖Rα+2 < ∞). Le Lemme 10 re´sulte du
The´ore`me 4. (T. Ishihara, [23])
Soit L l’ope´rateur diffe´rentiel done´ par
Lφ(x) ≡
n∑
i, j=1
ai j(x)
∂2φ
∂xi ∂x j
+
n∑
i=1
ai(x)
∂φ
∂xi
+ a0(x)φ
avec ai j, ai, a0 ∈ B(R0)α pour quelques 0 < α < 1 et R0 > 0. Soit les
constantes Ci j, Ci, C0 ∈ R, 1 ≤ i, j ≤ n, telles que Ci j = C ji et∑
i, j
ai j(0)Ci j +
∑
i
ai(0)Ci + a0(0)C0 = 0.
Il y a une solution φ de Lφ = 0 dans un voisinage de l’origine telle que
∂2φ
∂xi ∂x j
(0) = Ci j ,
∂φ
∂xi
(0) = Ci , φ(0) = C0 ,
pour chaque 1 ≤ i, j ≤ n.
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De´monstration. Soit ϕ(x) une fonction test telle que 0 ≤ ϕ(x) ≤ 1 et
ϕ(x) = 1 sur |x| ≤ 1/4 et φ(x) = 0 sur |x| ≥ 1/2. Pour chaque 0 < R ≤ R0 on
pose
T : B(R)α+2 → B(R)α+2 ,
Tφ(x) = −
∫
|ξ|<R
J(x − ξ) ϕ
(
ξ
R
)
|L0φ(ξ) − Lφ(ξ)| dξ,
ou J(x) est la solution fondamentale du
L0φ(x) ≡
∑
i, j
ai j(0)
∂2φ
∂xi ∂x j
= 0.
Soit V l’e´space vectoriel engendre´ par 1, xi, xi x j (1 ≤ i, j ≤ n) sur R. On
pose aussi
V1 = {C0 +
∑
i
Cixi +
∑
i, j
Ci jxi x j ∈ V :
∑
i, j
ai j(0)Ci j = 0},
V2 = {C0 +
∑
i
Cixi +
∑
i, j
Ci jxix j ∈ V :∑
i, j
ai j(0)Ci j +
∑
i
ai(0)Ci + a0(0)C0 = 0}.
Soi
(58) h = C0 +
∑
i
Cixi +
∑
i, j
Ci jxix j ∈ V1 .
Alors
L0h(x) =
∑
i, j
ai j(0)
∂2h
∂xi ∂x j
=
∑
i, j
ai j(0)Ci j = 0.
Pour chaque h ∈ B(R)α+2 fixe´ on defini l’application line´are
Λ = Λh : B
(R)
α+2 → B(R)α+2, Λ(φ) = h − Tφ, φ ∈ B(R)α+2 ,
et donc
‖Λφ‖Rα+2 ≤ ‖T‖ ‖φ‖Rα+2
ou
‖T‖ = sup
{‖Tφ‖Rα+2
‖φ‖Rα+2
: φ ∈ B(R)α+2, φ , 0
}
.
On accepte sans de´monstration le re´sultat suivant
Lemme 11. Si ai j, ai, a0 ∈ B(R)α pour quelques R0 > 0 et 0 < α < 1 alors il y
a une constante C > 0 telle que ‖T‖ < CRα.
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Maintenant on peut choisir R > 0 tel que CRα < 1 et alors (par le Lemme
11) ‖T‖ < 1 i.e. Λ est une contraction. Par le the´ore`me des contractions il y
a une unique solution φh ∈ B(R)α+2 de l’equation
(59) φ = h − Tφ.
Lemme 12. On a
(60) ‖φh − h‖Rα+2 ≤
‖T‖
1 − ‖T‖ ‖h‖
R
α+2
pour chaque h ∈ B(R)α+2.
De´monstration du Lemme 12. Soit h ∈ B(R)α+2. La succession {Λν}ν≥0 tend
vers le point fix φh dans B
(R)
α+2 pour ν→ ∞. On pose
ψν = Λ
νh =
ν∑
j=0
(−1) jT jh, ν ≥ 0,
et alors ‖ψν − φh‖Rα+2 → 0 pour ν→ ∞. Les inegalite´es
‖ψν − h‖Rα+2 =
∥∥∥∥∥∥∥
ν∑
j=1
(−1) jT jh
∥∥∥∥∥∥∥
R
α+2
≤
ν∑
j=1
‖T jh‖Rα+2 ≤
≤
ν∑
j=1
‖T‖ j‖h‖Rα+2 = ‖T‖
1 − ‖T‖ν
1 − ‖T‖ ‖h‖
R
α+2
implique
‖φh − h‖Rα+2 ≤ ‖φh − ψν‖Rα+2 + ‖ψν − h‖Rα+2 ≤
≤ ‖φh − ψν‖Rα+2 +
‖T‖(1 − ‖T‖ν)
1 − ‖T‖ ‖h‖
R
α+2
et donc (pour ν→ ∞) on obtient l’ine´galite´ (60). Q.e.d.
On revient maintenant au choix (58) du h. Si on applique L0 au φh =
h − Tφh alors (par L0h = 0)
L0φh = −L0Tφh = −L0
∫
|ξ|<R
J(x − ξ)ϕ
(
ξ
R
) [
L0φh(ξ) − Lφh(ξ)] dξ.
Mais L0J = δ i.e.
∫
(L0J)(x)ψ(x)dx = ψ(0) pour chaque ψ ∈ C∞0 , et donc
(apre´ un changement de variable)
L0Tφh(x) = −ϕ
( x
R
) [
L0φh(x) − Lφh(x)]
et en fin
(61) Lφh(x) = 0, |x| < R4 .
Nous aurons besoin du
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Lemme 13. L’application line´are F : V1 → V2 de´finie par
F(h) = φh(0) +
n∑
i=1
∂φh
∂xi
(0)xi +
n∑
i, j=1
∂2φh
∂xi ∂x j
(0)xix j , h ∈ V1 ,
est un isomorphisme.
On utilise maintenant le Lemme 13 pour terminer la de´monstration du
The´ore`me 4. Soit C0,Ci,Ci j ∈ R telles que Ci j = C ji et ∑i, j ai j(0)Ci j +∑
i ai(0)Ci + a0(0)C0 = 0. Alors g = C0 +
∑
i Cixi +
∑
i, j Ci jxix j appartient au
V2. Mais F : V1 → V2 est surjectif et donc il y a h ∈ V1 tel que F(h) = g.
La de´rnie´re egalite´ s’ecrit
∂2φh
∂xi ∂x j
(0) = Ci j ,
∂φh
∂xi
(0) = Ci , φh(0) = C0 .
De plus (par (61)) φh est une solution de Lφ = 0 dans un voisinage de
l’origine, et le The´ore`me 4 est de´montre´.
De´monstration du Lemme 13. Les espaces V1 e V2 ont dimension finie
[on a dimR V1 = dimR V2 = d − 1 avec d = dimR V = 1 + n + n(n + 1)/2] et
donc il suffit de de´montrer que F1 : V1 → V2 soit injectif. Soit h ∈ ker(F)
i.e.
(62)
∂2φh
∂xi ∂x j
(0) = 0,
∂φh
∂xi
(0) = 0, φh(0) = 0.
On a h = C0 +
∑
i Cixi +
∑
i, j Ci jxix j (avec Ci j = C ji et
∑
i, j ai j(0)Ci j = 0) et
alors
(63) h(0) = C0 ,
∂h
∂xi
(0) = Ci ,
∂2h
∂xi ∂x j
(0) = 2Ci j .
On a besoin du
Lemme 14. L’ine´galite´
(64) ‖Tφh‖Rα+2 ≤
4‖T‖
1 − ‖T‖
|C0| + R n∑
i=1
|Ci| + R2
n∑
i, j=1
|Ci j|

est vrais pour chaque h = C0 +
∑n
i=1 Cixi +
∑n
i, j=1 Ci jxix j ∈ V.
On peut utiliser le Lemme 14 pour finir la de´monstration du Lemme 13.
En applicant les equations
φh = h − Tφh , ∂φh
∂xi
− ∂Tφh
∂xi
,
∂2φh
∂xi ∂x j
=
∂2h
∂xi ∂x j
− ∂
2Tφh
∂xi ∂x j
,
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au x = 0 on obtient (par (62)-(63))
0 = C0 − (Tφh)(0), 0 = Ci − ∂Tφh
∂xi
(0), 0 = 2Ci j − ∂
2Tφh
∂xi ∂x j
(0).
Donc
|C0| = |(Tφh)(0)| ≤ sup
|x|<R
|(Tφh)(x)| = ‖Tφh‖R0 ,
|Ci| =
∣∣∣∣∣∂Tφh∂xi (0)
∣∣∣∣∣ ≤ sup|x|<R
∣∣∣∣∣∂Tφh∂xi (x)
∣∣∣∣∣ ≤ ‖DTφh‖R0 ,
2 |Ci j| =
∣∣∣∣∣∣ ∂2Tφh∂xi ∂x j (0)
∣∣∣∣∣∣ ≤ sup|x|<R
∣∣∣∣∣∣ ∂2Tφh∂xi ∂x j (x)
∣∣∣∣∣∣ ≤ ‖D2Tφh‖R0 .
Par consequence
|C0| + R
n∑
i=1
|Ci| + R2
n∑
i, j=1
|Ci j| ≤
2∑
ν=0
Rν
ν!
‖DνTφh‖R0 ≤
≤ ‖Tφh‖Rα+2 ≤
4‖T‖
1 − ‖T‖
|C0| + R n∑
i=1
|Ci| + R2
n∑
i, j=1
|Ci j|

en applicant le Lemme 14. En fin on peut choisir R > 0 tel que CRα < 1/5.
Il suit2 que C0 = 0, Ci = 0 et Ci j = 0. Le Lemme 13 est de´montre´.
De´monstration du Lemme 14. On pose
f (R) = |C0| + R
∑
i
|Ci| + R2
∑
i, j
|Ci j|.
Alors
‖h‖R0 = sup|x|<R |h(x)| ≤ sup|x|<R
|C0| + ∑
i
|Ci| |xi| +
∑
i, j
|Ci j| |xi| |x j|
 ≤
≤ sup
|x|<R
|C0| + ∑
i
|Ci| |x| +
∑
i, j
|Ci j| |x|2

i.e.
(65) ‖h‖R0 ≤ f (R).
De meme manie`re
‖Dh‖R0 = maxi sup|x|<R
∣∣∣∣∣ ∂h∂xi (x)
∣∣∣∣∣ ,
∂h
∂xi
= Ci + 2
∑
j
Ci jx j ,
2On a ‖T‖ < 1/5 (par le Lemme 11). Si f (R) > 0 alors f (R) ≤ 4‖T‖(1− ‖T‖)−1 f (R) est
equivalent au ‖T‖ ≥ 1/5, une contradiction.
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∣∣∣∣∣ ≤ |Ci| + 2R ∑
j
|Ci j|,
et donc
R
∣∣∣∣∣ ∂h∂xi
∣∣∣∣∣ ≤ R|Ci| + 2R2 ∑
j
|Ci j| ≤ 2 f (r).
On arrive a la conclusion
(66) R‖Dh‖R0 ≤ 2 f (R).
En fin
‖D2h‖R0 = maxi, j sup|x|<R
∣∣∣∣∣∣ ∂2h∂xi ∂x j
∣∣∣∣∣∣ = maxi, j (2|Ci j|)
et donc
(67)
R2
2
‖D2h‖R0 ≤ f (R).
Par les (65)-(67)
2∑
ν=0
Rν
ν!
‖Dνh‖R0 ≤ 4 f (R).
D’autre part
HRα
(
∂2h
∂xi ∂x j
)
= HRα(2Ci j) = 0
et donc
(68) ‖h‖Rα+2 ≤ 4
|C0| + R ∑
i
|Ci| + R2
∑
i, j
|Ci j|
 .
A ce point le Lemma 14 suit de (60) et (68). Q.e.d.
7.3. Le the´ore`me de Fuglede-Ishihara. Dans cette section on de´montre
le re´sultat (connu comme le the´ore`me de Fuglede-Ishihara) suivant
The´ore`me 5. Soit (M, g) une varie´te´ Riemannienne connexe, de dimension
n, et (N, h) une varie´te´ Riemannienne de dimension m. Alors
i) Chaque morphisme harmonique φ : M → N est une application har-
monique et il y a une fonction continue λ : M → [0,+∞) telle que λ2 est
C∞ et
(69) g(∇φα , ∇φβ)x = λ(x)2δαβ , 1 ≤ α, β ≤ m,
pour chaque point x ∈ M et chaque syste`me local de coordonne´es normales
(Ω, yα) sur N centre´ au point φ(x) (ici φα = yα ◦ φ).
ii) Chaque application harmonique que satisfait (69) est un morphisme
harmonique.
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iii) Si m > n alors il n’y a pas de morphisme harmonique φ : M → N
non constant.
iv) Si m ≥ n et φ : M → N est un morphisme harmonique, alors pour
chaque point x ∈ M avec λ(x) , 0 il existe un voisanage ouvert U ⊂ M de
x tel que φ : U → N soit une submersion.
v) Pour chaque morphisme harmonique φ : M → N et chaque f ∈ C2(N)
(70) ∆( f ◦ φ) = λ2
(
∆h f
)
◦ φ.
Lemme 15. Soit φ : M → N une application diffe´rentiable et (Ω, yi) un
syste`me de coordonne´es locales sur N tel que U = φ−1(Ω) , ∅. Alors
(71) ∆(v ◦ φ) = (vα ◦ φ)
{
∆φα +
(
Γαµν ◦ φ
) ∂φµ
∂xi
∂φν
∂x j
gi j
}
+
+gi j
∂φµ
∂xi
∂φν
∂x j
(
∇µvν
)
◦ φ
pour chaque fonction v : Ω → R de classe C2 et chaque syste`me de coor-
donne´es locales (xi) sur U.
Maintenant on peut commencer la de´monstration du The´ore`me 5. Soit
α0 ∈ {1, · · · ,m} un index fixe´. Soit aussi x0 ∈ M un point fixe´ et choisissons
un syste`me des coordonne´es locales normales (Ω,Yα) sur N, avec centre
y0 = φ(x0). Choisissons aussi les constantes
Cα = δαα0 , Cαβ = 0, 1 ≤ α, β ≤ m.
Pour le Lemme de Ishihara il y a une fonction harmonique v : Ω ⊂ N → R
tel que vα(y0) = δαα0 et (∇αvβ)(y0) = 0. On sait que, par rapport a` un
syste`me de coordonne´es normales, on a Γαβγ(y0) = 0 et alors (par (71) avec
∆(v ◦ φ)x0 = 0) {
∆φα0 +
(
Γαµν ◦ φ
) ∂φµ
∂xi
∂φν
∂x j
gi j
}
(x0) = 0
et donc φ est une application harmonique. Pour de´montrer (69) on a besoin
du
Lemme 16. Soit φ : M → N un morphisme harmonique, x0 ∈ M, (U, xi) et
(Ω, yα) des syste`mes des coordonne´es locales sur M et N telles que x0 ∈ U,
φ(U) ⊂ Ω, et (Ω, yα) est normale. Posons
Xαβ =
∂φα
∂xi
∂φβ
∂x j
gi j , 1 ≤ α, β ≤ m.
Alors
(72) Xαβ(x0) = X11(x0)δαβ.
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De plus il y a une fonction continue λ : M → [0,+∞) telle que λ2∣∣∣
Ω
= X11.
La fonction λ donne´ par le Lemme 16 est la dilatation du morphisme
harmonique φ.
De´monstration du Lemme 16. Soit Cαβ ∈ R avec Cαβ = Cβα et ∑mα=1 Cαα =
0. Par le Lemme de Ishihara il existe une fonction harmonique v : Ω → R
telle que
vα(y0) = 0,
(
∇αvβ
)
(y0) = Cαβ .
Alors (par (71))
Cαβ
∂φα
∂xi
(x0)
∂φβ
∂x j
(x0)gi j(x0) = 0
ou
(73)
∑
α,β
CαβXαβ(x0) +
∑
α
Cαα
[
Xαβ(x0) − X11(x0)
]
= 0.
Soit α0 ∈ {2, · · · ,m} un indice fixe´ et conside´rons les constantes Cαβ ∈ R
donne´es par
α , β =⇒ Cαβ = 0, Cαα =

1, α = α0 ,
−1, α = 1,
0, autrement.
Alors (par (73))
Xα0α0(x0) − X11(x0) = 0
i.e. X11(x0) = · · · = Xmm(x0) et (73) devient
(74)
∑
α,β
CαβXαβ(x0) = 0.
En ce point on fixe deux indices α0, β0 ∈ {1, · · · ,m} avec α0 , β0 et on
choisit les constantes
Cαβ =
1, α = α0 et β = β0 ,0, autrement.
Alors (74) implique Xα0β0(x0) = 0. En re´sume´, one a de´montre´ que
Xαβ(x0) = X11(x0)δαβ , 1 ≤ α, β ≤ m.
On pose
λ2Ω = X
11 =
∂φ1
∂xi
∂φ1
∂x j
gi j
de manie`re que λΩ ∈ C(Ω) et λ2Ω ∈ C∞(Ω). La contraction des indices α et
β dans (72) donne
m∑
α=1
∂φα
∂xi
∂φβ
∂x j
= mλ2Ω .
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Si (Ω′, y′α) est un autre syste`me de coordonne´es locales normales avec cen-
tre y0 = φ(x0) alors on sait que la transformation des coordonne´es locales
y′α = y′α(y1, · · · , ym) est une transformation orthogonale
y′α = aαβy
β , 1 ≤ α ≤ m, [aαβ] ∈ O(m),
et donc ∑
α
∂φ′α
∂xi
∂φ′α
∂x j
gi j =
∑
α
∂φα
∂xi
∂φα
∂x j
gi j
sur Ω ∩ Ω′ i.e. les fonctions λΩ se rattachent et donnent une fonction con-
tinue globalement de´finie λ : M → [0,+∞) (telle que λ|Ω = λΩ). Le
Lemme 16 est de´montre´.
Maintenant on peut finir la de´monstration du The´ore`me 5. Il est clair
que (72) peut eˆtre e´crit dans la forme (69). Pour chaque point x0 ∈ M et
chaque syste`me des cordonne´es locales normales (Ω, yα) sur N avec centre
en y0 = φ(x0) on pose
ξα =
∂φα
∂xi
(x0)
(
dxi
)
x0
∈ T ∗x0(M) , 1 ≤ α ≤ m.
Alors (par le Lemme 16)
(75)
〈
ξα , ξβ
〉
g
= λ(x0)2δαβ
ou` 〈·, ·〉g est le produit scalaire sur T ∗x0(M) de´fini par
〈ξ, η〉g = gi j(x0) ξiη j ,
ξ = ξi(dxi)x0 , η = η j(dx
j)x0 , ξ, η ∈ T ∗x0(M).
En particulier les covecteurs tangents {ξα : 1 ≤ α ≤ m} sont orthogo-
naux. Pour comple´ter la de´monstration du The´ore`me 5 on suppose que
m > n. Alors λ(x0) = 0 (autrement les covecteurs {ξα : 1 ≤ α ≤ m} sont
inde´pendents, donc m ≤ dimR T ∗x0(M) = n, une contradiction). Il s’ensuit
que (par (69)) (∇φα0)(x0) = 0 et alors φα = constante.
Soit maintenant m ≤ n et soit x0 ∈ M tel que λ(x0) , 0. Par l’inde´pendence
des covecteurs {ξα : 1 ≤ α ≤ m} on a
rang
[
∂φα
∂x j
(x0)
]
= m
de manie`re que φ est une submersion sur un voisinage de x0.
Soit φ : M → N une application harmonique que ve´rifie (69). Alors (par
(71))
∆(v ◦ φ)x0 = gi j(x0)
(
∇αvβ
)
(y0)
∂φα
∂xi
(x0)
∂φβ
∂x j
(x0) = λ(x0)2
M∑
α=1
(∇αvα) (y0)
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pour chaque v ∈ C2(N). On sait que ∆hv = hαβ∇αvβ et donc (∆hv)(y0) =∑m
α=1(∇αvα)(y0) (parce que hαβ(y0) = δαβ. On obtient donc la formule (70).
Enfin si v : Ω → R est harmonique alors (par (70)) ∆(v ◦ φ)(x0) = 0 i.e. φ
est un morphisme harmonique. Q.e.d.
7.4. Morphismes de l’e´quation de la chaleur. Le noyau de la chaleur
d’une varie´te´ Riemannienne connexe (M, g) est une function continue pM
(x, y, t) ∈ M × M × (0,+∞) 7−→ pM(x, y, t) ∈ R
telle que pM est C2 par rapport a` y et C1 par rapport a` t et
(76)
(
∂
∂t
− ∆y
)
pM = 0,
(77) lim
t→0+
∫
M
pM(x, y, t)ϕ(y) d vg(y) = ϕ(x), x ∈ M,
pour chaque fonction borne´e et continue ϕ : M → R. La convergence dans
(77) est entendue comme localement uniforme, i.e. pour chaque x ∈ M il
existe un voisinage U ⊂ M tel que le limite (77) est uniforme sur U. Si M
est compacte une telle fonction pM(x, y, t) existe et est unique (cf. e.g. [2]).
Pour les conside´rations a` suivre on a besoin de rappeler le re´sultat suivant
(cf. I. Chavel, [9])
The´ore`me 6. Soit M une varie´te´ Riemannienne compacte. Pour chaque
solution u ∈ C2(M × R) du proble`me de Dirichlet pour l’e´quation de la
chaleur (
∂
∂t
− ∆
)
u = 0, u(x, 0) = f (x),
on a
u(y, t) =
∫
M
pM(x, y, t) f (x) d vg
ou` pM(x, y, t) est le noyau de la chaleur sur M.
On adopte le de´finitions suivantes. Une application Ψ : M × (0,+∞) →
N × (0,+∞) s’appelle un morphisme des equations de la chaleur si u =
Ψ∗v = v◦Ψ est une solution de ut−∆u = 0 pour chaque solution locale v(x, t)
de vt−∆hv = 0. Puis une application Φ : M×M×(0,+∞)→ N×N×(0,+∞)
est un morphisme des noyaux de la chaleur si le pullback par Φ du noyau
pN de la chaleur sur N est le noyau pM de la chaleur sur M i.e. Φ∗pN = pM.
E. Loubeau, [28], a e´tudie´ les morphismes dee equations de la chaleurs et
des noyaux de la chaleur avec variables separe´es i.e.
Ψ(x, t) = (φ(x), h(t)), Φ(x, y, t) = (φ(x), φ(y), h(t)),
pour quelque φ : M → N et quelque h : (0,+∞)→ (0,+∞), et a obtenu
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The´ore`me 7. (E. Loubeau, [28]) 1) L’application Ψ : M × (0,+∞) →
N × (0,+∞), Ψ(x, t) = (φ(x), h(t)), est un morphisme des e´quations de la
chaleur si et seulement si φ : M → N est un morphisme harmonique de
dilatation constante λ (et alors une submersion homothe´tique ou une appli-
cation constante) et h est donne´ par h(t) = λ2t+C pour quelque C ∈ [0,+∞)
et tous t ∈ (0,+∞).
2) Si Φ : M×M×(0,+∞)→ N×N×(0,+∞), Φ(x, y, t) = (φ(x), φ(y), h(t))
est un morphisme des noyaux de la chaleur avec φ : M → N surjectif alors
Ψ : M × (0,+∞) → N × (0,+∞), Ψ(x, t) = (φ(x), h(t)), est un morphisme
des e´quations de la chaleur. De plus h(t) = λ2t et dim(M) = dim(N).
De´monstration. 1) On peut penser a` une fonction harmonique comme
une solution de l’e´quation de la chaleur qui ne de´pend pas de t, et donc
φ est un morphisme harmonique. Soit U ⊂ N un ensemble ouvert et f :
U × (0,+∞) → R une fonction telle que (∂/∂t − ∆h) f = 0. Alors (∂/∂t −
∆)( f ◦ Ψ) = 0. D’autre part(
∂
∂t
− ∆
)
( f ◦ Ψ) = ∂
∂t
( f ◦ Ψ) − ∆( f ◦ Ψ) =
= h′(t)
(
∂ f
∂τ
◦ Ψ
)
− ∆( f ◦ Ψ) =
(parce que φ est un morphisme harmonique, en applicant la dernie`re affir-
mation du The´ore`me de Fuglede-Ishihara)
= h′(t)
(
∂ f
∂τ
◦ Ψ
)
− λ2(∆h f ) ◦ Ψ =
=
{(
h′(t)
∂
∂τ
− λ2∆h
)
f
}
◦ Ψ
et donc Ψ est un morphisme des e´quations de la chaleur si et seulement si
h′(t) = λ(x)2 , (x, t) ∈ U × (0,+∞),
i.e. h′ = λ2 = constante. Q.e.d.
2) Soit u ∈ C2(N × R) une solution de (∂/∂t − ∆h)u = 0. Alors(
∂
∂t
− ∆
)
(u ◦ Ψ)(y,t) = h′(t) u(Ψ(y, t)) − ∆(u ◦ Ψ)(y,t).
D’autre part
u(η, τ) =
∫
N
pN(ξ, η, τ) u(ξ, 0) d vol(h)(ξ)
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d’ou` le premier terme est
h′(t)
∫
N
pN(ξ, φ(y), h(t)) u(ξ, 0) d vol(h)(ξ) =
=
∫
N
∂
∂t
{
pN(ξ, φ(y), h(t))
}
u(ξ, 0) d vol(h)(ξ).
Puis (
∂
∂t
− ∆
)
(u ◦ Ψ)(y,t) =
=
∫
N
∂
∂t
{
pN(ξ, φ(y), h(t))
}
u(ξ, 0) d vol(h)(ξ)−
−
[
∆x
∫
N
pN(ξ, φ(x), h(t)) u(ξ, 0) d vol(h)(ξ)
]
(y,t)
=
=
∫
N
[(
∂
∂t
− ∆x
)
pN(ξ, φ(x), h(t))
]
(y,t)
u(ξ, 0) d vol(h)(ξ) =
(φ e´tant surjective, elle a (par le The´ore`me de Federer-Morse, cf. [32])
une inverse a droite ψ (i.e. ξ = φ(ψ(ξ))) telle que ψ est une application
measurable au sens de Borel)
=
∫
N
[(
∂
∂t
− ∆x
)
(pN ◦ Φ)
]
(ψ(ξ),y,t)
u(ξ, 0) d vol(h)(ξ) =
(Φ e´tant un morphisme des noyaux de la chaleur)
=
∫
N
[(
∂
∂t
− ∆y
)
pM
]
(ψ(ξ), y, t) u(ξ, 0) d vol(h)(ξ) = 0
et donc Ψ est un morphisme des e´quations de la chaleur. Alors, par la
premiere partie du The´ore`me de Loubeau
Ψ(x, t) =
(
φ(x), λ2t + C
)
ou` φ est un morphisme harmonique de dilatation constante λ. On peut ob-
server ime´diatement que il y a deja des limitations sur la constante C parce
que λ2t +C ∈ (0,+∞) pour tous t > 0 et donc on obtient C ≥ 0 pour t → 0+.
Nous allons montrer que C = 0. On sait que (cf. [2])
pM(x, x, t) ∼ (4pit)−m/2
(
u0 + u1t + u2t2 + · · ·
)
, t → 0+ ,
ou` m = dim(M). La dernie`re affirmation signifie (par de´finition) que
(78) lim
t→0+
1
tk
(4pit)m pM(x, x, t) − k∑
j=0
u jt j
 = 0, ∀ k = 0, 1, 2, · · ·
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De la meˆme manie`re, sur la varie´te´ N
lim
τ→0+
1
τk
(4piτ)n/2 pN(φ(x), φ(x), τ) − k∑
j=0
v jτ j
 = 0, ∀ k = 0, 1, 2, · · ·
avec n = dim(N). En particulier, si on pose
a(x, t) = (4pit)m/2 pM(x, x, t) − u0 , b(ξ, τ) = (4piτ)n/2 pN(ξ, ξ, τ) − v0 ,
alors a est continue par rapport a t > 0, respectivement b est continue par
rapport a τ > 0, et
lim
t→0+
a(x, t) = 0, lim
τ→0+
b(ξ, τ) = 0.
Il suit que
b(φ(x), λ2t + C) = (4pi)n/2(λ2t + C)n/2 pN(φ(x), φ(x), λ2t + C) − v0 =
= (4pi)n/2(λ2t + C)n/2 pM(x, x, t) − v0 =
= (4pi)n/2
(
λ2t + C
)n/2
(4pit)−m/2 [a(x, t) + u0] − v0
et donc
(79) tm/2
[
b(φ(x), λ2t + C) + v0
]
= (4pi)(n−m)/2(λ2t + C)n/2 [a(x, t) + u0] .
La formule (79) pour t → 0+ donne
0 = Cn/2u0(x, x).
Si, par l’ absurde, on avait C > 0 alors u0 ≡ 0 et donc (cf. [2] pour la
dernie`re egalite´)
0 =
∫
M
u0(x, x) d vg(x) = a0 = Vol(M),
une contradiction. Il suit que C = 0 et enfin
Φ(x, y, t) = (φ(x), φ(y), λ2t).
Si φ n’est pas l’application constante alors (par le The´ore`me de Fuglede-
Ishihara) on doit avoir m ≥ n i.e. m = n + p par quelque p ≥ 0. La formule
(79) avec C = 0 s’e´crit
(80) (4pit)p/2
[
b(φ(x), λ2t) + v0
]
= |λ|n [a(x, t) + u0] .
Si p ≥ 1 alors (pour t → 0+ dans (80))
0 = |λ|n u0(x, x),
une contradiction. Donc il faut avoir p = 0 i.e. m = n. Q.e.d.
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8. Applications a la physique mathe´matique: gravite´ associe´e a un mode`le
sigma non line´aire
Les the´ories de Kaluza-Klein ont re´cemment pris de l’importance dans
la recherche d’une the´orie qui pre´voit l’unification de la gravite´ avec les
autres forces de la nature. Dans les the´ories modernes de Kaluza-Klein on
commence avec le hypothe`se que l’espace-temps a (4 + K) dimensions. Les
K dimensions spatiales supple´mentaires sont statiques et recroqueville´es
dans une varie´te´ compacte de dimension non observable, typiquement de
l’ordre de la longueur de Planck.
Soit M une varie´te´ diffe´rentiable D-dimensionnelle avec D = 4 + K et
soit {
ZM : M ∈ {1, 2, · · · , 4 + K}
}
≡
≡ {xµ, ym : µ ∈ {0, 1, 2, 3}, m ∈ {5, 6, · · · , 4 + K}}
un syste`me de coordonne´es locales surM. Supposons que M est un espace-
temps avec la me´trique Lorentzienne g et on pose
g = det[gMN], gMN = g
(
∂
∂ZM
,
∂
∂ZN
)
, 1 ≤ M,N ≤ 4 + K.
Ici [gMN] a la signature (−+· · ·+). Les composantes locales des applications
Φ :M→ B deM dans une varie´te´ diffe´rentiable compacte n-dimensionelle
B sont des champs scalaires de la the´orie. Supposons aussi que B est une
varie´te´ Riemannienne avec la me´trique h. Soit
{ua : a ∈ {5, 6, · · · , 4 + n}}
un syste`me de coordonne´es locales sur B et posons
Φa = ua ◦ Φ, hab = h
(
∂
∂ua
,
∂
∂ub
)
, 5 ≤ a, b ≤ 4 + n.
Le mode`le que nous verrons se compose de gravite´ d’Einstein dans (4 + K)
dimensions couple´es a` un sigma-mode`le non-line´aire. C¸a veut dire que on
conside`re l’action
(81) S Ω(g,Φ) =
1
2
∫
Ω
[
−R(g)
2
+
1
λ2
gMN
∂Φa
∂ZM
∂Φb
∂ZN
(hab ◦ Φ)
] √−g d4+KZ.
Ici Ω ⊂ M est un domainee relativement compact. Aussi R(g) = gMNRMN
est la courbure de Ricci de (M, g) tandis que λ2 est une constante donnant la
force de l’auto-couplage (self-coupling) des champs scalaires. Il convient
de noter que l’action (81) se compose de deux parties. Le premier terme est
l’action gravitationelle habituelle (l’action de Hilbert-Einstein) sans terme
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cosmologique. Le deuxie`me est lie´e a` l’e´nergie de l’application Φ entre les
varie´te´s semi-Riemanniennes (M, g) et (B, h)
EΩ(Φ) =
∫
Ω
eg(Φ)
√−g d4+KZ
ou` la densite´ d’e´nergie est
eg(Φ) =
1
2
gMN
∂Φa
∂ZM
∂Φb
∂ZN
(hab ◦ Φ).
Ici, nous avons pre´fe´re´ e´crire dans la langue traditionnelle de la physique,
c’est a` dire en coordonne´es locales, en se souvenant que les objets con-
side´re´s sont en fait de´finis globalement e.g.
S Ω : Lor(M) ×C∞(M, B)→ R,
S Ω(g,Φ) =
1
2
∫
Ω
[
−R(g)
2
+
2
λ2
eg(Φ)
]
d vg,
g ∈ Lor(M), Φ ∈ C∞(M, B).
Soit {gt}|t|< ⊂ Lor(M) une variation avec 1-parame`tre du g0 = g ∈ Lor(M)
telle que Supp(h) ⊂ Ω ou` h = (∂gt/∂t)t=0. On adopte les notations
Γ˙MNP =
(
∂ΓMNP
∂t
)
t=0
, R˙MNPQ =
∂RMNPQ∂t

t=0
ou` ΓMNP(t) et R
M
NPQ(t) sont respectivement les symboles de Christoffel de
gMN(t) et les composantes locales de R∇
t
. Ici ∇t est la connexion de Levi-
Civita de (M, g) et R∇t denote la courbure de ∇t. Si f ∈ C1(M) on pose
f|M = ∂ f /∂ZM pour la simplicite´ de l’e´criture. La derive´e de
RABMN = Γ
A
MN|B − ΓABN |M + ΓSMNΓABS − ΓSBNΓAMS
est
(82) R˙ABMN = Γ˙
A
MN|B − Γ˙ABN |M + Γ˙SMNΓABS + ΓSMNΓ˙ABS − Γ˙SBNΓAMS − ΓSBNΓ˙AMS .
Soit [gMN] l’inverse de [gMN]. La formule de Taylor gMN(t) = gMN + t hMN +
O(t2) ensemble avec gMN(t)gNP(t) = δPM donne
gMN(t) = gMN − t hMN + O(t2), hMN = gMAgNBhAB .
Parce que
ΓBGS (t) =
1
2
(
gBS |G + gGS |B − gBG|S ) =
= ΓBS G +
t
2
(
hBS |G + hGS |B − hBG|S ) + O(t2),
∇GhBS = hBS |G − ΓAGBhAS − ΓAGS hBA ,
il s’ensuit que
ΓABG(t) = g
AS (t)ΓBGS (t) =
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= ΓABG +
t
2
gAS
(
hBS |G + hGS |B − hBG|S ) − t hANΓNBG + O(t2)
et on obtient
(83) Γ˙ABG =
1
2
gAS (∇GhBS + ∇BhGS − ∇S hBG) .
Par conse´quent Γ˙MNP est un champ de tenseurs de type (1, 2) sur M. Sa
de´rive´e covariante est
(84) ∇BΓ˙AMN = Γ˙AMN|B + Γ˙SMNΓABS − ΓSBMΓ˙AS N − ΓSBNΓ˙AMS .
Echangons les indices B et M et soustrayons l’e´quation re´sultant de l’e´quation
(84). On obtient (par (82))
(85) ∇BΓ˙AMN − ∇MΓ˙ABN = R˙ABMN .
La contraction de A et B dans (85) conduit a`
(86) R˙MN = ∇AΓ˙AMN − ∇MΓ˙AAN .
Si R˙(g) = {∂R(gt)/∂t}t=0 il suit que (par (86) en utilisant le fait que la con-
traction avec gMN commute avec la derive´e covariante)
R˙(g) = gMNR˙MN − hMNRMN =
= ∇A
(
gMNΓ˙AMN − gANΓ˙MMN
)
− hMNRMN = ∇AXA − hMNRMN
ou`
(87) R˙(g) = div(X) − 〈Ric∇(g) , h〉,
X = XA
∂
∂ZA
, XA = gMNΓ˙AMN − gANΓ˙MMN .
Aussi le produit scalaire entre de champs de tenseurs U et V de type (0, 2)
est donne´ par
〈U,V〉 = gMPgNQUMNVPQ .
Posons
L(g) = − 2
λ2
eg(Φ)
de sorte que
S Ω(gt,Φ) = −12
∫
Ω
[
R(gt)
2
+L(gt)
] √−gt d4+KZ.
Pour calculer {dS Ω(gt,Φ)/dt}t=0 il faut faire quelques considerations ele-
mentaires de ge´ometrie semi-Riemannienne locale. On pose
L˙(g) = (∂L(gt)/∂t)t=0 .
On a
∂
∂t
{√−gt}t=0 = −12 1√−g ∂g∂gMN
{
∂gMN
∂t
}
t=0
= −1
2
1√−g
∂g
∂gMN
hMN ,
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g =
2+K∑
N=1
gMNgMN ,
∂g
∂gMN
= gMN , gMN =
gMN
g
,
puis
(88)
∂
∂t
{√−gt}t=0 = 12 √−g gMNhMN .
Puis encore (par (88))
L˙(g) = ∂L
∂gMN
hMN ,
(89)
∂
∂t
{
L(gt)√−gt
}
t=0
=
(
∂L
∂gMN
+
1
2
L(g)gMN
)
hMN
√−g ,
∂
∂t
{
R(gt)
√−gt
}
t=0
= R˙(g)
√−g + R(g) ∂
∂t
{√−gt}t=0 =
=
{
R˙(g) +
R(g)
2
〈g, h〉
} √−g
ou`
(90)
∂
∂t
{
R(gt)
√−gt
}
t=0
=
{
div(X) − 〈Ric∇(g) , h〉 + R(g)2 〈g, h〉
} √−g .
Enfin (par (88)-(89) et le lemme de Green)
2
d
dt
{S Ω(gt,Φ)}t=0 =
=
∫
Ω
{
〈Ric∇(g) − R(g)2 g , h〉 −
(
∂L
∂gMN
+
1
2
L(g)gMN
)
hMN
}
d vg.
Soit
TMN = −2 ∂L
∂gMN
+ gMN L
le tenseur e´nergie-impulsion. Comme
gMNgNP = δMP ,
0 =
∂
∂gQR
(
gMNgNP
)
=
∂gMN
∂gQR
gNP + gMNδ
Q
Nδ
R
P ,
on a
∂gMN
∂gQR
= −gMQgNR ,
∂L
∂gMN
=
∂L
∂gPQ
∂gPQ
∂gMN
= − ∂L
∂gPQ
gMPgNQ =
1
2
(
TPQ − L gPQ) gMPgNQ =
=
1
2
(
TPQgMPgNQ − L gMN
)
,
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et puis
∂L
∂gMN
+
1
2
L gMN = 1
2
TPQ gMPgNQ ,
(91)
(
∂L
∂gMN
+
1
2
L gMN
)
hMN =
1
2
〈T, h〉.
Donc la formule de la premie`re variation (pour une variation a` un 1-parame`tre
{gt}|t|<) est
(92) 2
d
dt
{S Ω(gt,Φ)}t=0 =
∫
Ω
〈Ric∇(g) − R(g)2 g −
1
2
T , h〉 d vg.
Soit (g,Φ) ∈ Lor(M) × C∞(M, B) un point critique de l’action S Ω i.e.
{dS Ω(gt ,Φt)/dt}t=0 = 0 pour chaque variation a 1-parame`tre de (g,Φ) =
(g0,Φ0) supporte´ dans Ω. En particulier {dS Ω(gt ,Φ)/dt}t=0 = 0 donc (par
(92))
(93) Ric∇(g) − R(g)2 g =
1
2
T.
Enfin on peut calculer aussi TMN i.e.
L = − 1
λ2
gMNΦa|MΦ
b
|N(hab ◦ Φ),
∂L
∂gMN
= − 1
λ2
Φa|MΦ
b
|N(hab ◦ Φ),
(94) TMN =
2
λ2
{
Φa|MΦ
b
|N −
1
2
gMN Φa|P Φ
b
|Q g
PQ
}
(hab ◦ Φ).
Les e´quations (93) en coordonne´es locales deviennent
RMN − R(g)2 gMN =
1
2
TMN
et alors (par contraction avec gMN , en utilisant aussi l’expression (94))
(95) R(g) =
1
λ2
gMN Φa|MΦ
b
|N(hab ◦ Φ).
Si maintenant on remplace de (95) dans (93) on obtient
(96) RMN =
1
λ2
Φa|MΦ
b
|N (hab ◦ Φ).
Les e´quations (96) sont les equations d’ Einstein du champ gravitationel.
Soit {Φt}|t|< une variation avec 1-parame`tre de Φ0 = Φ. Le point (g,Φ) est
critique pour S Ω donc {dS Ω(g,Φt)/dt}t=0 = 0 et (conte tenue des considera-
tion dans la section § 3 des lec¸ons presentes)
0 =
d
dt
{S Ω(gt)}t=0 = −
∫
Ω
hΦ (V , τ(Φ)) d vg
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ou` V = {∂Φt/∂t}t=0 ∈ C∞(Φ−1T B). Donc (g,Φ) est une solution de τ(Φ) = 0
i.e.
(97) −∆Φa + gMNΦb|MΦc|N
(
Γabc ◦ Φ
)
= 0.
Les e´quations (96)-(97) sont les e´quations de Euler-Lagrange du principe
variationel associe´ au action S Ω.
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