Abstract This work presents a novel approach to tackle the music staff removal. This task is devoted to removing the staff lines from an image of a music score while maintaining the symbol information. It represents a key step in the performance of most optical music recognition systems. In the literature, staff removal is usually solved by means of image processing procedures based on the intrinsics of music scores. However, we propose to model the problem as a supervised learning classification task. Surprisingly, although there is a strong background and a vast amount of research concerning machine learning, the classification approach has remained unexplored for this purpose. In this context, each foreground pixel is labelled as either staff or symbol. We use pairs of scores with and without staff lines to train classification algorithms. We test our proposal with several well-known classification techniques. Moreover, in our experiments no attempt of tuning the classification algorithms has been made, but the parameters were set to the default setting provided by the classification software libraries. The aim of this choice is to show that, even with this In addition, we also discuss several advantages of this approach for which conventional methods are not applicable such as its high adaptability to any type of music score.
Introduction
Music constitutes one of the main tools for cultural transmission. That is why musical documents have been carefully preserved over the centuries. In an effort to prevent their deterioration, the access to these sources is not always possible. This implies that an important part of this historical heritage remains inaccessible for musicological study. Digitizing this content allows a greater dissemination and integrity of this culture. Furthermore, the massive digitization of music documents opens several opportunities to apply music information retrieval algorithms, which may be of great interest for music analysis. Since the manual transcription of music sources is a long, tedious task-which often requires expert supervision-the development of automatic transcription systems is gaining importance over the last decades [4, 22, 23] .
Optical music recognition (OMR) can be defined as the ability of a computer to understand the musical information contained in the image of a music score. The process basically consists in receiving a scanned music score and exporting its musical content to some machine-readable format (Fig. 1 ). This task can be considered very similar to that of optical character recognition. Nevertheless, its higher complexity and particular notation, in comparison with text, lead to the need of specific developments [1] .
OMR has to deal with many aspects of musical notation, one of which is the presence of the staff, the set of five parallel lines used to define the pitch of each musical symbol. Although these lines are necessary for human readability, they complicate the automatic segmentation and classification of musical symbols. Some works have approached the problem maintaining the staves [3, 24, 25] ; however, a common OMR preprocessing includes the detection and removal of staff lines [28] . This task is aimed at removing the staff lines of the score, maintaining as much as possible the symbol information.
Although staff lines detection and removal may be seen as a simple task, it is often difficult to get accurate results. This is mainly due to problems such as discontinuities, skewing, slant or paper degradation (especially in ancient documents). Given that, the more accurate this process, the better the detection of musical symbols, much research has been devoted to this process, which can be considered nowadays as a research topic by itself.
Notwithstanding all these efforts, the staff removal stage is still inaccurate and it often produces noise, for example staff lines not completely removed. Although more aggressive methods that minimize noise can be used, they might produce partial or total loss of some musical symbols. The trade-off between these two aspects, in addition to the accuracy of the techniques, has hitherto led to the inevitable production of errors during this stage. Moreover, the differences between score style, sheet conditions and scanning processes lead researchers to develop some kind of ad hoc method for staff detection and removal, which usually presents little robustness when it is applied to different staves.
From another point of view, the process of removing staff lines can be defined as a classification problem in which, given some foreground pixel, it must be guessed whether that pixel is a part of a staff or a symbol (i.e. binary classification). Note that addressing the problem in this way, both staff detection and removal can be performed at the same time. Fig. 1 The task of optical music recognition (OMR) is to analyse an image containing a music score to export its musical content to some machine-readable format. a Example of input score for an OMR system. b Symbolic representation of the input score To the best of our knowledge, this approach still remains unexplored. Hence, this work aims at providing a first insight into the staff removal process modelled as a binary classification task. To this end, a set of features based on neighbourhood pixels is extracted at each foreground pixel. At the experimentation stage, several common pattern recognition algorithms will be applied using these features. Our main intention is to show that this simple and general approach deserves further consideration since its performance reaches the level of state-of-art methods while offering several advantages that the others cannot.
This paper is organized as follows: Sect. 2 presents background on staff detection and removal; Sect. 3 describes our approach to model the process as a classification task; Sect. 4 contains the experimentation performed and the results obtained; Sect. 5 discusses the pros and cons of our approach, and some additional considerations; and finally, Sect. 6 concludes the current work.
Background
Due to the complexity of music notation, OMR systems rely on music staff removal algorithms to perform the most relevant task of symbol isolation and segmentation [26] . Note that this process should not only detect staff lines but also remove them in such a way that musical symbols remain intact (see Fig. 2 ).
Unfortunately, this removal stage is hardly ever perfect. The need of eliminating every part of the staff often leads to delete some parts of the musical symbols, which produces unavoidable errors in posterior stages. The trade-off between keeping symbols and removing staff lines leads to inevitable production of extraction and classification errors later. That is why several methods have been proposed to tackle this process. A good comparative study, including a taxonomy of the different approaches, can be found in the work of Dalitz et al. [7] . In the last years, however, new strategies have been developed: Cardoso et al. [30] proposed a method that considers the staff lines as connecting paths between the two margins of the score. Then, the score is modelled as a graph so that staff detection is solved as a maximization problem. This strategy was improved and extended to be used on grey-scale scores [27] ; Dutta et al. [10] developed a method that considers the staff line segment as a horizontal connection of vertical black runs with uniform height, which are validated using neighbouring properties; in the work of Piatkowska et al. [21] , a swarm intelligence algorithm was applied to detect the staff line patterns; Su et al. [31] start estimating properties of the staves like height and space; then, they tried to predict the direction of the lines and fitted an approximate staff, which was posteriorly adjusted; Geraud [13] developed a method that entails a series of morphological operators directly applied to the image of the score to remove staff lines; and Montagner et al. [19] proposed to learn image operators, following the work of Hirata [17] , whose combination was able to remove staff lines. Others works have addressed the whole OMR problem by developing their own, case-directed staff removal process [29, 32] .
The current performance of staff removal methods can be checked in the GREC/ICDAR 2013 staff removal competition [12, 34] . This competition makes use of the CVC-MUSCIMA database [11] , which contains handwritten music score images with a perfect ground truth on staff removal. Many of the most advanced methods showed a decreasing accuracy when different distortions were applied to the input scores. Indeed, the same behaviour may be expected by methods, especially suitable for some type of score that are subsequently applied to very different conditions. Taking into account the vast variety of music manuscripts-which is even wider considering old music-there is a need of developing staff removal methods that are able to deal with any kind of score.
In our work, we propose to model the staff removal stage as a pixel classification problem. That is, extract features from each foreground pixel and take a decision about keeping or removing it based on supervised learning classification techniques. Therefore, the accuracy of the method lies in data instead of in selecting the appropriate series of image processing steps. Although it may be worse in the cases in which specific staff removal algorithms have been developed, it allows us to present a robust approach since it can be effective in any type of score as long as labelled data are available. The strategy proposed is described in next section.
A classification approach for staff lines removal
As depicted above, several procedures for the staff detection and removal stage have been proposed. Although most of them are able to achieve a very good performance in many cases, they are far from optimal when the style of the score is changed. The intention of our strategy is to present a new method that is able to adapt to the actual score style as long as learning data are available.
To handle this issue, we propose to follow a supervised learning approach. That is, the task is based on building a classification model using a training sample with labelled data. After that, the model is able to receive new unseen samples and determine the class label [9] .
In our context, given an image depicting a score, we extract a labelled set of features from each foreground pixel. These features are used to train a classification algorithm. At test phase, each of these pixels is classified between symbol or staff. Then, depending on what it is pursued-either staff detection or staff removal-it is removed from the image those pixels classified as symbol or those classified as staff. Without loss of generality, we shall assume from now on that our objective is the staff removal stage since it is the common preprocessing required in OMR systems.
In this work, the features of each pixel of interest consist of the values of its neighbouring region. We believe that the surroundings of each pixel contains contextual information that can be discriminative enough for this task. Furthermore, this contextual information can help to avoid misclassification due to noise or small deformations of the image.
We shall assume that the input score has been binarized previously, as it is usual in this field. Nevertheless, our feature extraction is not restricted to binary images, but it could be applied to any type of image.
Formally speaking, let I : N × N → {0, 1} define the input score image. We use w h and w w to denote two integer values defining the opening of the neighbouring region in each dimension (horizontal and vertical, respectively). Given a position (i, j) of the input image, a set of (2 w h + 1)(2 w w + 1) features (f i, j ) is considered taking the values of the neighbourhood region centred at (i, j). That is,
Then, the values contained within this set are concatenated following some specific order (e.g. by columns) to obtain a proper feature vector. This process is illustrated in Fig. 3 .
To obtain the training set, the feature extraction process is applied to the foreground pixels of a labelled data set of scores with and without staff lines. Given a pixel in the position (i, j), the feature extraction is applied in the score that contains staff lines (i.e. in the original one). After that, the value in the position (i, j) of the score without staff lines is used to obtain the actual label between staff or non-staff.
This training set is used to feed a supervised learning classifier. Then, when an input score is received, this classifier will be able to take a decision about each of its foreground pixels. If it is classified as staff, the pixel will be removed from the image. It should be emphasized that the intention of this work is not to find the most suitable pair of features and classification algorithm, but to show that this approach allows dealing with the staff removal stage even with a very straightforward classification step. Pursuing the best configuration could cause results depend more on these aspects than on the approach itself. Thus, a more comprehensive feature extraction and classification research fall outside the actual intention of this work.
Next section will present experimentation with some common classification algorithms considering several values of w h and w w .
Experimentation
This section details the experimentation carried out to test our proposal. Taking advantage of the GREC/ICDAR 2013 staff removal competition, whose data set was publicly available, 1 we are going to follow the same experimental set-up to assure a fair comparison with state-of-art developments.
The data used in this contest are organized in train and test sets, with 4000 and 2000 samples, respectively. The test set is further divided into three subsets (TS1, TS2 and TS3) based on the deformations applied to the scores. Each sample consists of an image of a handwritten score in both binary and grey scale with its corresponding ground truth (the score without staves). We shall use here the binary ones. Figure 4 shows a piece from a score of that set. The number of foregrounds pixels per score is around 500,000 with 200,000 staff pixels, both on average.
The training set will be used to learn to distinguish between staff and symbol pixels by the classification algorithms. Due to the large amount of data available, it is infeasible to handle it completely. Thus, at each instance only one score of the training set, chosen randomly, will be used. If we also consider that one score contains around 500,000 1 http://dag.cvc.uab.es/muscima/. foreground pixels, this is still too much information to use as training set.
We must bear in mind that the whole set of foreground pixels may be used to train the classifiers. Then, to further reduce the size of the training sample, the condensing algorithm [16] was applied. This algorithm removes the samples that are not considered relevant enough for the classification task. After that, the average size of the training sample was around 20,000. In other words, only 4 % of the foreground pixels of one score randomly selected have been used as training, which constitutes 0.001 % of the available training information.
On the other hand, test set will be used to assess the results achieved. As in the competition, the performance metric will be the F 1 score or F-measure:
where TP, FP and FN stand for true positives (staff pixels classified as staff), false positives (symbol pixels classified as staff) and false negatives (staff pixels classified as symbol), respectively.
Classification techniques
For the classification task, many supervised learning algorithm can be applied. In this work, we are going to consider the following methods:
-Nearest neighbour (NN) [6] : given a distance function between samples, this algorithm proposes a label of the input by querying its nearest neighbour of the training set. The Euclidean distance was used for our task. -Support vector machine (SVM) [33] : it learns a hyperplane that maximizes the distance to the nearest samples (support vectors) of each class. It makes use of kernel functions to handle nonlinear decision boundaries. In our case, a radial basis function kernel was chosen. -Random forest (RaF) [2] : it builds an ensemble classifier by generating several random decision trees at the training stage. The final output is taken by combining the individual decisions of each tree.
The methods described above have been applied using the Waikato Environment for Knowledge Analysis (WEKA) library [15] , each one with their default parametrization unless where it has been told otherwise. Since our interest is not focused on finding the best classifier for this task, but to emphasize the supervised learning approach, we did not pursue the optimal tuning of these classifiers.
Results
For our experiments, we shall restrict ourselves to consider squared neighbouring regions. Concretely, regions with windows of length 1, 2, 3 and 4 in each direction centred at the pixel. Therefore, each pixel of interest is defined by 9, 25, 49 and 81 binary features, respectively. Results achieved are given in Table 1 . An initial remark is that the number of features has a stronger influence in the results than the algorithm used. For instance, classifiers showed a poor performance when 9 features are considered, but they increase noticeably the accuracy with 25 features. It is important to stress that each Results seem to be stabilized within the two highest number of features considered. Thereby including more than 81 is not expected to improve accuracy significantly. In addition, increasing the number of features may imply some drawbacks such as efficiency in both learning and testing phase.
Regarding classification techniques, SVM achieves best results for both each feature extraction considered and each test subset, although its difference with RaF is hardly significant. In turn, NN does present a lower accuracy than the others. Specifically, SVM with 81 is reported as the best configuration, on average, and it is also the best result in two of the three corpora used. Figure 5 shows an example of the behaviour provided by our algorithm (SVM with 81 features), in which a great accuracy is achieved. Surprisingly, misclassification is not found in the edges between symbol and staff, but it mainly occurs along the staff lines. In fact, looking in more detail, very few symbol pixels are removed. It should be stressed that most of these remaining mistakes could be hopefully corrected by means of a post-processing step.
To analyse our performance against state-of-the-art methods, Table 2 shows a summary of the results achieved in the staff removal competition for each test set. These sets comprise different deformations applied over original scores: 3D distortions in TS1, local noise in TS2, and both 3D distortion and local noise in TS3. For a detailed description about each Best values, on average, achieved on each subset are highlighted participant and the deformation models applied, reader is referred to the report of the competition [34] . Our best average configuration (SVM with 81 features) is also included for comparison.
Most of the methods proposed in the contest follow a two-step approach: first, an estimation of the position of the staff lines and then staff lines removal while keeping symbol information. This second step is what usually produces the accuracy loss, since it is difficult to distinguish symbol pixels over a staff line. On the contrary, our method is directly focused on the final task without a first estimation of staff lines.
According to the results, our method shows the best accuracy against local noise (TS2). This is probably because local noise is less harmful for our feature extraction and classification. In turn, they are less generalizable to deal with 3D distortions (TS1 and TS3), for which our approach suffers some accuracy loss. Although we only achieve the highest score in one of the two subsets considered, our results are quite competitive as differences among best results and those obtained by our method are very small. In addition, our method surpasses many of the participants in the contest in all sets considered. It should be noted that not only this configuration is competitive but also most of the configurations given in Table 1 , even with a little set of features. Moreover, we must also remember that for obtaining these results only 0.001 % of all available training information was used.
Finally, we focused on assessing whether the amount of data used to train the classifiers has a strong impact on the results. To this end, another experiment has been performed in which the number of training samples is iteratively increased, using a random subset of the training scores as validation set. As mentioned above, the specific size of the training set in our previous experiments is given by condensing algorithm, which keeps around 20,000 samples, on average. Figure 6 shows the curves of such experiment extracting 81 features per pixel (the highest value considered in our experiments). It can be seen that the performance is Given all of above, we consider that our proposal should merit high interest since its performance is competitive using a simple strategy that has not been studied so far. Next section extends the implications that our method has in the ongoing research on staff removal, supported by the results obtained.
Discussion
Since the work presented here is the first approach to the staff removal task as a pixel classification problem, it opens several lines of discussion that should be addressed.
The first thing to remark is that the performance of our method is very competitive, although it does not significantly outperform all the already proposed ones. While this fact may question the usefulness of the proposal, relevant additional advantages are shown. First of all, it is simple, easy to use and does not require additional knowledge of the field. In addition, a fine-tuning of the classifiers parameters, as well as using some kind of advanced feature extraction, clearly represents room for accuracy improvement.
Unfortunately, this method has also drawbacks that deserve consideration in future developments. For instance, approaching the task from a classification point of view is very expensive. Regardless the specific classifier speed, each foreground pixel of the score entails a classification process. Therefore, our method will be usually slower than conventional image processing methods.
From the learning-driven process point of view, the staff removal stage is as robust as its training set. That is, the process can be accurate if we have enough data of the target type of score. Foreground information such as handwritten notation or noise can also be addressed simultaneously as long as they appear in the training data. Furthermore, this paradigm allows the method to be adapted to any type of To serve as an example, we have carried out a simple proofof-concept experiment to compare the adaptiveness of our proposal against a classical one. The experiment is focused on early music manuscripts so as to analyse the behaviour of the methods when dealing with quite different musical scores.
In order to feed the supervised learning classifier, we have manually labelled a single line of staff of this type (see Fig. 7 ). Note that we are just using a very small piece as training set, which is expected to be available with small effort.
As a representative of classical image processing strategies, we have chosen the LRDE method, since it depicted the best performance in the contest. Its publicly available online demo 2 has been used for this test. Figure 8 shows the results of a staff removal process applying both our proposal and this method to an early music piece of score. For the sake of further analysis, our method is trained with both specific data and data of CVC-MUSCIMA. It is important to remark that the LRDE method is not able to remove accurately staff lines in spite of being one of the best in the contest. On the other hand, our method achieves a very poor performance if data are not appropriate, as depicted in Fig. 8c . However, if specific data are used, results are fairly accurate (Fig. 8d) . Although this comparison may not be totally fair, it clearly illustrates some drawback of developing image procedures to remove staff lines in contrast to a learning-based approach.
Further considerations
In addition to the advantages discussed previously, considering staff removal as a supervised classification problem allows us to explore many other paradigms that could be profitable for this task:
2 https://olena.lrde.epita.fr/demos/staff_removal.php.
-Online learning: new data may be available through the use of the system [8] . For instance, when user corrects OMR mistakes, the information could be analysed to extract new labelled pixels for the staff removal process. This case may be useful when it is assumed that the data of the image in process are more relevant than the training set itself. -Active learning: if it is assumed that a user must be supervising the OMR task, the system could query about the category (staff or symbol) of some piece of the score. The main goal is to reduce the user effort in the whole process, and therefore, some queries may be needed to avoid many of the potential mistakes in the classification stage [14] . -One-class classification: since the staff removal may entail an imbalanced binary classification with respect to the training data available, it could also be modelled as a one-class classification problem [18] . This case seems to be very interesting because it would need less data to train (just one of the two classes considered, the one whose data are more available) and some strategies could be applied to automatically extract labelled data of that class from score images. -Deep learning: taking into account the huge amount of labelled data present in this task, this paradigm may learn the high-level representation inherent to each piece of the score to learn to distinguish between symbol and staff pixels more accurately. Convolutional neural networks have been reported to be especially suitable for performing such a task [5] .
These points represent ideas that could be implemented to improve the process so that it becomes more adaptive, efficient and/or effective. Nevertheless, it should be noted that most of these paradigms can not be applied if conventional methods for staff removal are used.
On the other hand, one of the main obstacles in the preprocessing of degraded documents is the binarization step. However, the method proposed in this work could be trained to deal with grey-level images, although it would represent Fig. 8 Performance of LRDE method and our proposal (SVM classifier and 81 features per pixel) with general and specific data over an ancient score of early music. a Input score. b Input score after staff removal by LRDE method. c Input score after staff removal by our proposal with CVC-MUSCIMA data. d Input score after staff removal by our proposal with specific data a different task. Since background pixels would have to be classified as well, the complexity of the process would be increased drastically.
For all the reasons above, we believe that this approach is worthwhile in its current form since the performance achieved is comparable to state of the art with a very straightforward procedure. Moreover, it is specially interesting when considering all the research avenues and opportunities opened, some of which could lead to a significantly higher performance than that obtained by the methods proposed so far.
Conclusions
In this work, we presented a novel approach for the staff removal stage, a key preprocessing step in the performance of most OMR systems. Our strategy models the task as a supervised learning classification problem, in which each foreground pixel is classified as staff or symbol using raw neighbouring pixels as features.
In our experiments, the feature set was demonstrated to be more relevant than the specific classifier in the accuracy results. SVM classifier, considering 81 features, reported the best results on average. In comparison with other state-ofthe-art staff removal processes, our strategy showed a very competitive performance, even achieving the best results in some cases, using a very small piece of the training information. A proof-of-concept experiment over early music scores has also been carried out as an example of the robustness of our method. Therefore, this novel approach deserves further consideration in the field since it also opens several opportunities for which conventional methods are not applicable.
As future work, some effort should be devoted to overcoming the problem of getting enough data to train the classifiers. For instance, the conditions of the actual sheet-such as scale and deformation-could be learned online. Then, the same conditions could be applied to a reference data set so that specific labelled data are obtained for each type of score. The use of adaptive techniques for domain adaptation or transfer learning is another way to deal with this issue [20] . Simi-larly, considering an interactive OMR system, staff removal learning could be improved through user interaction.
Moreover, there is still plenty of room for improvement regarding the classification process such as seeking a better feature set or using other advanced techniques for supervised learning. Speeding up the process may be also of great interest. For instance, by classifying a relatively small block of the score at a once, instead of querying every single pixel of the image.
