Multicast is an efficient way of transmitting the same set of data to multiple interested users. WLANs do not provide any standardized solution for reliable data multicast. Multicast packets are delivered to multiple users as a simple broadcast service without support for Automatic Repeat Request. Hence, multicast transmission results in higher packet error rates. In order to improve the reliability of multicast delivery, a fixed low speed (robust) transmission mode is generally required. However, this results in the inefficient use of scarce and valuable bandwidth. This paper presents a reliable and efficient Wi-Fi multicast delivery solution for challenging outdoor applications. An Application Layer Forward Error Correction enabled data carousel is proposed for reliable multicast transmission over standard IEEE 802.11 WLANs. Field trials have been conducted to demonstrate and quantify system performance. Results show that the proposed system enhances user quality of experience while time efficiently utilising available bandwidth. The proposed interleaved carousel that is Raptor code enabled, attains 74.5% less download time than the traditional carousel, because of randomisation of errors and the protection of Raptor AL-FEC. 90% of users are able to download successfully a video file of 2.8MB within 12sec, with multicasting using the Modulation and Coding Scheme (MCS) at 26Mb/s. Higher MCS modes become viable by exploiting the rateless properties of RaptorQ codes to radically enhance the reliably of multicast transmissions.
Introduction
The wide availability of cell phones and tablet computers has led to an increase in the demand for mobile multimedia applications. Unicast protocols struggle to meet these demands since radio and network resources are shared between users. For unicast transmissions each user must be sent a unique copy of the media. As a consequence, for dense user groups the network rapidly runs out of bandwidth. The problem is made worse since each unicast user also requests the retransmission of lost data packets via the return channel. While this provides a reliable link; it prevents the dissemination of media-rich content. One solution to efficiently disseminate high bandwidth media-rich content over error-prone wireless channels to many users is to use multicast transmission. However, standard multicast 802.11 transmissions fail to provide users with reliable data delivery. At present IEEE 802.11 1 offers no standardized or certified extension for reliable multicast delivery. Multicast packets are sent as a simple broadcast service without support for Automatic Repeat Request (ARQ). When combined with mobile handsets and tablet computers, where further bottlenecks may exists in implementation of the protocol stack, multicast transmission results in high packet loss rates. Another issue with multicast transmission over IEEE 802.11 networks is that adaptive modulation and coding is unsupported. In practice, to improve reliability, multicast transmission often uses the lowest IEEE 802.11 link speed regardless of channel condit ions. This approach is very wasteful of valuable radio spectrum 2 .
In scenarios where a return channel is unavailable, it is well known that a data carousel or broadcast disk 3 approach can be used to provide reliable multicast file delivery. With a data carousel the transmitter continually transmits all the data packets in a cyclic fashion. Receivers may join the carousel at any time and normally leave only when they have received all the packets that belong to the desired file(s). However, wireless communication channels are prone to errors (which result in lost packets) and as a consequence users may not obtain all elements of the required file(s) in a single transmission cycle. In such cases the users must wait for the next carousel cycle to successfully retrieve the file. This approach may result in numerous duplicate packets at each user and a significant increase in the total time required to acquire the desired media. Application Layer Forward Error Correction (AL-FEC) based on traditional block codes can be used in conjunction with data carousels to reduce download time 4, 5, 6, 7 . However, traditional codes suffer from constraints such as a fixed code rate that must be defined beforehand. Furthermore, prior knowledge of the channel conditions is required. If the code rate is underestimated, this approach may still result in the reception of duplicate packets at the users, i.e. limited number of redundant packets. In wireless multicast systems the users experience very different channel conditions and hence there is no single optimum design.
An ideal solution to the problems listed above is the use of digital fountain codes 8 . In terms of providing reliable and scalable multicast, fountain codes are more efficient than any other type of FEC 8 . Unlike traditional block codes, a digital fountain code can generate endless encoded packets from a given source block such that each transmit packet is different and useful for decoding 9 .
Raptor codes 10 are known to operate close to ideal performance bound. There are two commercially available Raptor codes: Raptor 10 (R10) and RaptorQ (RQ) 11 . R10 has already been integrated into many standards (with the exception of WLAN) in order to provide robust multicast transmissions. This includes the 3GPP Multimedia Broadcast and Multicast Service (MBMS) 12 and the Digital Video Broadcasting-Handheld (DVB-H) service 13 . Raptor code performance has been extensively studied for file delivery and streaming services over 3GPP MBMS networks 14, 15 , DVB-H 16 , WiMAX 17 and WLANs 18 .
In our previous works 19, 20 ,we have considered the use of AL-FEC with a data carousel as a reliable multicast data transmission scheme for IEEE 802.11 WLANs in outdoor environments. We have modelled different carousel transmission schemes by exploiting the rateless properties of Raptor codes in order to further enhance user Quality of Experience (QoE) while minimising the use of radio and network resources. We have also evaluated system performance through exhaustive simulation. Furthermore, we have provided optimum system parameters for the carousel combined with R10 19 and the latest RQ codes 20 . In this paper, we extend theory into practice by presenting experimental results collected at Bristol Zoo (UK) as part of the AIYP (Arkive In Your Pocket) project. The measurements verify the conclusions in the previous works 19, 20 . To the best of our knowledge, no previous study has addressed the implementation of RQ in the context of multicast data carousel delivery over IEEE 802.11n.
The remainder of this paper is organized as follows. Section 2 provides an overview of Raptor code AL-FEC and data carousels. Section 3 presents the system model and experimental scenario. Section 4 describes the methodology used to evaluate the measurement results. Section 5 includes the experimental results and analysis and finally, Section 6 concludes the paper.
Related work
Related works 3,21 consider the optimisation of broadcast disks (data carousels) in error-free communication channels. In 4 , in order to reduce the download time, a data carousel is combined with small block codes such as Reed Solomon (RS) codes and system performance is investigated for different uniform and random packet losses. However, it is well known that packet loss is time varying and busty in wireless channels. Moreover, small block codes can only protect a limited number of packets in a source block, therefore the file must be divided into many source blocks, as shown in 4 . However, increasing the number of source blocks results in an increase in the download time. In 6,7 the use of adaptive Low Density Parity Check (LDPC) AL-FEC is studied for the delivery of files in a carousel system over FLUTE. The analysis considers adaptation of the AL-FEC code rate based on user feedback (users report the packet loss rate they perceive), since traditional codes need exact knowledge of the channel in order to provide optimum results. In heterogeneous user conditions, it is not trivial to find an optimal code rate suitable for all users.
In the related literature different carousel transmission schemes have been considered. For example, in 22 two models are compared using extensive simulations for carousels combined with LDPC codes: a sequential model, in which packets are transmitted in order (first source symbols and then repair symbols) and a random model, where packets are sent randomly (inserting source and repair symbols). In this work, we compare a sequential model and an interleaved transmission scheme, where packets from multiple files are interleaved. Most importantly, in this work we consider Raptor code enabled data carousels. Our analysis is based on experimental measurements. Also, unlike other studies, we consider the use of different Modulation and Coding Schemes (MCS). Carousel performance using different traditional AL-FEC codes have been investigated and optimised in the literature, however no work exists on the modelling and optimisation of the carousel with rateless codes; more specifically with RQ codes.
Background

Raptor codes
Raptor codes are a form of fountain code that can generate on-the-fly an unlimited number of encoded symbols from a fixed source block. Due to this property, these codes are characterized as rateless codes. In this case all received symbols are different and hence useful in the decoding process. In a fountain code, it does not matter which particular symbols are received, only that a sufficient number of symbols have arrived. The main drawback of Raptor codes is that the decoder needs slightly more symbols than the original k source symbols to reconstruct the file, implying that Raptor codes have a small reception overhead. This is defined as . Raptor codes can tolerate a maximum loss rate of by transmitting n encoded symbols, where r represents the number of received symbols. A Raptor code has the property that the decoding success probability increases with each received additional symbol. Thus the reception overhead of a Raptor code depends on k and the desired probability that the source block can be fully reconstructed from the received symbol set 10 .Although Raptor codes impose an additional overhead, they are very attractive due to properties such as low-complexity and flexibility. For example, a Raptor code`s processing requirements increase linearly with source block size k. These properties often allow Raptor codes to be implemented in software, which is uncommon for alternatives such as RS codes. Furthermore, the number of source symbols k and encoded symbols n can be as large as desired. However, the standardized R10 code, which is a systematic version, has coding parameters of and . The latest RQ Raptor code can support up to 56,403 source symbols in a single source block and generate up to encoded symbols 11 . RQ codes offer better coding efficiency (very close to ideal codes) compared with R10, which requires . This allows the use of a flexible range of source block sizes, i.e. in practice using small block sizes is better for devices with limited power and processing capability, such as smartphones or tablets. The Raptor code rate, , can be either fixed or adjusted dynamically according to the channel conditions by varying n. This property makes Raptor codes desirable for carousel-based services, since the probability of receiving duplicate symbols can be significantly reduced. 
Data carousels
A data carousel, or broadcast disk, is a traditional way of providing reliable multicast services over fixed networks. With a data carousel the transmitter divides the file(s) into symbols, puts them into packets and then repeatedly transmits the packets in a cyclic fashion. Receivers may join the carousel at any time and normally leave once they have received all the packets that belong to a particular file(s). The elapsed time is called the file download time.
For file download delivery, error-free reception of the files is typically required. However, wireless communication channels are prone to errors (which result in packet loss) and as a consequence receivers may not obtain all the packets in a file, or set of files, in a single transmission cycle. Thus it is necessary to wait for the next cycle for the chance to successfully retrieve the file, as shown in Fig. 1 . In the traditional data carousel, for each file the same set of packets are sent per cycle. This leads to the observation of duplicate packets at the receiver.
System overview
FEC carousel model
A block AL-FEC code can be used in conjunction with a data carousel to improve its overall performance. The resulting system is referred to here as a FEC carousel. In this case, in each carousel cycle, some repair symbols are transmitted alongside the original symbols. Although, this approach improves the performance of the carousel, there would be still duplicate packets at the receiver if the user needs more than one cycle to acquire the file(s).
The packets can be transmitted in either sequential order or in an interleaved fashion as illustrated in Fig. 2 . In our previous paper 19 , it was shown that sequential transmission schemes have some constraints; for example the number of repair symbols to be sent must be defined carefully in order to provide optimum results (minimum download time). Therefore, in order to remove such constrains, we consider an interleaved version of the carousel combined with an AL-FEC fountain code. The model can be summarised as follows. A file is divided into source blocks, with these blocks further divided into k source symbols. A systematic RQ encoder is then applied to each individual source block of the file to generate the encoded data. The partitioning process and transmission schedule used in our RQ software is shown in Fig. 2 . Each time the RQ encoder generates a single encoded symbol from each source block of every file. As shown in Fig. 2 , the first encoded symbol from each of the source blocks is transmitted, followed by the second and so on. In this case, symbols of each block and file are interleaved over time.
As the code is systematic the first k encoded symbols are the source (original) symbols. RQ codes can be used to generate repair symbols from a source block, therefore the maximum number of repair symbols in the software is set to . Hence, each time a new encoded symbol is sent for each source block duplicate packets are avoided at
Download time to fully retrieve file A User j joins the carousel User j leaves the carousel the receiver. One encoded symbol is placed into one UDP/IP packet and hence the terms packet and symbol can be used interchangeably. Fig. 2 also shows the time a user has to wait if they cannot decode the source block in the first cycle. As seen, in the sequential model a user must wait at least whereas in the interleaved model the wait time is approximately , where is the total number of source blocks over all files in the carousel, L is the Protocol Service Data Unit (PSDU) packet size, p is the number of repair packets and R is the transmission rate. 
Wait time in FEC carousel models
Experimental scenario
The ARKive-in-Your-Pocket (AIYP) project aims to provide a digitally enhanced experience to users at public venues by providing location specific data and video content to mobile tablets. The AIYP architecture was based on multicast data and video delivery over 802.11n Wi-Fi. A full system level implementation was trialed at Bristol Zoo (UK). Wireless Access Points (APs) were deployed in 7 hotspots, as shown in the map in Fig. 3 (a) . The Wi-Fi network used different vendor APs (for example Fig. 3 (b) ), such as the Aruba AP275, the Motorola AP7161 and the Netgear 6300. The later unit was 802.11ac-based and was flashed with internal Broadcom firmware to support the selection of the multicast MCS mode. The AIYP server was centrally located and was responsible for generating the Raptor FEC packets from the carousel data files. The server was also used to send the resulting stream via UDP broadcast for wireless transmission. The RaptorQ encoding process consists of three steps, 1) the creation of an encoding matrix (for a specific block size), 2) the generation of intermediate symbols by multiplying the original data with the encoding matrix, and 3) the generation of the encoding symbols by combining a small number of intermediate symbols. The second step was optimised by pre-multiplying the original data with the encoding matrix and storing the intermediate symbols on the server's hard drive. The clients were Android tablets supplied by Toshiba (a project partner). These used a single embedded antenna and connected to the APs at 2.4GHz. The tablets ran the "Wild-i" application, which was developed specifically within the AIYP project. 
Methodology
This section describes the methodology used to evaluate the performance of the proposed AL-FEC enabled data carousel based on multicast WLAN transmissions. The performance metrics used are the average download time and the percentage of decoding success, which are calculated over all realisations. In the case of multicast file delivery, the average download time is used to represent the overall system performance. The aim is to reduce the average download time and increase the probability of successful decoding, thus increasing the number of satisfied users in the coverage area. To this end two carousel models are compared, 1) the sequential carousel and 2) the interleaved carousel, both with Raptor code AL-FEC. As a benchmark, the performance of a traditional carousel was also studied for comparison. Furthermore, additional parameters were investigated, such as the MCS mode, the source block length k and the stretch factor SF to explore their sensitivity on the download time. The stretch factor is defined as the number of total encoded symbols sent in a cycle divided by the source block length, k. During the AIYP trials (where the experimental data were collected) the server transmitted three different files, each 2.8 MB in size, using two different MCS modes: MCS 2 (QPSK ¾ at 19.5 Mb/s) and MCS 3 (16 QAM ½ at 26 Mb/s). The Raptor code parameters were set as follows; symbol size, T=1400B and source block length, k=200, unless otherwise stated.
The data was collected using three tablets. The server sent the files in the carousel continuously. For each MCS mode, each tablet recorded a 13 minutes long received packet trace, which consists of on average 550,000 packets for MCS 2 and 700,000 packets for MCS 3 (e.g. 3 tablets x 550,000 packets for MCS 2). Using the sequence number (ESI) of each received packet, it was possible to determine the sequence of received and lost packets. This information was then used as the input to the Raptor decoder to compute decoding success/failure for each source block of a file. If decoding was not successful, the user waited for additional packets in order to decode the block and hence rebuild the file. The download time for each user was calculated using the first and last received packet and their corresponding time stamps. In order to provide statistically valid average download times, the results were calculated over 1500 realisations. These were obtained using the packet traces from the three tables and by randomising the entry point to the carousel.
Experimental results and analysis
This section presents the experimental data and the resulting post-processing analysis. Furthermore, for each scenario the optimum system parameters are presented that minimised average download time.
Measurement results
The following experimental results are presented and are representative of the complete data set. Fig. 4 shows the received SNR at a tablet as a user moves around the Bristol Zoo site, using MCS mode 2 and 3. The received SNR is calculated from the received signal strength indicator (RSSI), which is recorded every second (assuming a noise floor of -93dBm). The noise floor is derived for a 20 MHz bandwidth and a noise temperature of 2 Kelvin. A noise figure ( of 8dB was assumed at the tablet. Using the received packet trace, the PER was evaluated over one second periods (as the number of lost packets divided by the total number of packets during that second) in order to time align with the SNR in Fig. 4 . The PER data is shown in Fig. 5 (a) . It can be seen that the PER rises as high as 0.8 (80% packet loss). Fig. 5 (b) shows the received packet trace for the first 180 seconds of the SNR data shown in Fig. 4 . It is clear that the recorded packet loss rate is very bursty for multicast transmissions. 
Analysis of FEC carousel models
The next set of results compare the sequential and interleaved carousel models when combined with Raptor code AL-FEC. Using the experimental packet traces, the average download time was calculated with respect to the stretch factor for the two carousel models (sequential and interleaved) described in Section 4. The result is given in Fig. 6  (a) . It can be seen that the interleaved model provides much lower download times compared to the sequential model, i.e. the average download time is reduced up to 50% for MCS 2 and 51% for MCS 3. Moreover, the number of sent encoded symbols must be carefully defined for the sequential model. The minimum average download time was achieved for SF=1.05 (almost the same for MCS modes 2 and 3). Increasing the SF results in an increase in the average download time since adding more symbols for each source block increases the cycle size and hence the average wait time for the sequential carousel. If decoding is not successful in the first cycle, the user must wait longer in order to have a chance to download the file or files. The interleaved model is independent of the stretch factor SF since the wait now depends on the number of source blocks and not on the number of encoded symbols sent. Fig. 6 (b) compares the percentage of decoding success with respect to the download time for the sequential, the interleaved and the traditional carousels over all realisations from the three tablets. Note that the download time in the sequential transmission is calculated for the optimum SF value of 1.05. As a benchmark, we also show results for the traditional data carousel. It can be seen that the traditional data carousel results in a significant increase in the total time required to acquire the desired media when compared to the FEC carousel methods. This occurs because of numerous duplicate packets at the receiver. In the interleaved model the acquisition of the data files is fast, e.g. for 90% decoding success the download time is reduced to just 12 sec. This download time is around 58% less than the sequential carousel and 74.5% less than the traditional carousel. The faster download is due to the fact that the interleaved model randomises the packet losses in each source block, unlike the sequential model, where bursts of coding success errors result in higher PER in the source blocks. Therefore, the number of required carousel cycles and hence the download time increases. To show how packet loss affects download time the download time is now plotted against the PER in each realisation for the interleaved and sequential models. The results are presented in Fig. 7 . It is clear that for the same PER, the variance of the download time in the sequential carousel can be as high as 30 sec. This is due to the variance of the PER in the Raptor source blocks, i.e. Raptor decoding success depends on the PER in each source block, not on the overall PER. To explain this in more detail the mean and variance of the PER is plotted for each source block of a file in Fig. 8 . In the interleaved model the maximum observed PER is 0.042, whereas in the sequential model it is 0.17. These PER values define the download time for that file since in order to decode the file all the source blocks must be decoded successfully. Clearly the sequential model needs more carousel cycles to retrieve sufficient packets for that source block. Therefore, for the same mean PER, the download time is different due to the differing maximum source block PER. When the PER increases, the variance of the download time also increases, for example, when the PER<0.05 there is a difference of 8 sec in the download time for the same PER, however, when the PER=0.15, the difference is around 14 sec. This is because at higher mean PER values, the probability of observing higher PER in the source blocks increases. It is also observed from Fig. 8 that in the sequential model, some source blocks have the PER=0. This can be explained using the received packet trace in Fig.  5 (b) . Here it is seen that there are consecutive packets received without any error. Fig. 6 (b) also shows the coverage (percentage of decoding success) and capacity (download time) trade-offs for MCS modes 2 and 3. As expected, higher MCS modes provide higher capacity at the expense of lower coverage. However, the performance difference between MCS modes 2 and 3 is quite low in the interleaved FEC carousel model when compared to the other two transmission schemes.
In the previous results, a RQ fountain code was implemented to generate encoded symbols for each source block. This avoided duplicate packets at the receiver. In cases where the channel conditions are good, the PER in a block is zero and there is no need to perform Raptor decoding. In multicast transmissions there are many users each with unique channel conditions and hence it is beneficial to send the original symbols after sending a certain number of encoding symbols. To investigate how many repair symbols are needed in order to provide results close to an ideal fountain code we limit the number of encoded symbols represented with the code rate and send these symbols in a cyclic fashion (using the interleaved model). Fig. 9 shows the average download time corresponding to code rate. In the figure fountain results are only used to represent the lower bound. As expected, the lower the code rate, the lower the probability of receiving duplicate packets and hence the better the average download time. The required code rate obviously depends on the PER attained at that MCS mode as indicated in the figure: MCS 2 requires a code rate of while MCS 3 needs a in order to provide the same performance as the fountain version. 
Optimum source block length
In this section the source block length k for different MCS modes are shown for the interleaved carousel model. The percentage of decoding success is first analysed against download time for different source block lengths k, as depicted in Fig. 10 . It is obvious that the decoding success increases with the source block length k, since for a given file size reducing the source block length results in an increase in the number of source blocks. This is directly related to the waiting time between each packet of a source block. Although the Raptor code encoding/decoding process increases linearly with k, the percentage of decoding success does not show the same trend as seen in the figure for and , where the performance results are very close. Since mobile devices have limited power and memory capabilities it is suggested to use a small source block length k, e.g.
. Considering the practical limitations and the users QoE trade-offs, a source block length of was selected for the AIYP trials. Fig. 8 . PER in each source block for sequential and interleaved models, MCS 2. 
Conclusion
A joint AL-FEC and data carousel was proposed to achieve reliable multicast data transmission over standard WLANs. This paper has presented experimental results obtained from field trials at Bristol Zoo. The data was captured using tablet devices and then post processed to determine system performance. One of the main contributions of this work is the design (and parameter optimisation) of a wireless multimedia multicast delivery system for 802.11n devices. Furthermore, higher MCS modes have been used in the study; unlike previous work where the lowest (most robust) transmission mode was used. The use of higher MCS modes improves multicast transmission efficiency. Different data carousel models were analysed, namely sequential and interleaved transmissions, in order to further increase the user QoE. Results have shown that the interleaved model provides faster downloads than the sequential model. Furthermore, it is easy to implement this model in practice, since its performance is independent of the SF value, whereas for sequential operation an optimum SF value (that minimises the average download time) must be determined.
