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In this paper we consider bounded families F of complex n × n
matrices. We give sufficient conditions under which the sequence
{ρ¯k(F)1/k}k≥1, where ρ¯k(F) is the supremum of the spectral radii
of all possible products of k matrices chosen in F , is convergent to
its supremum ρ(F), the so-called (generalized) spectral radius of F .
We also illustrate a possible practical application.
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1. Introduction
In this paper we consider a bounded family F = {A(i)}i∈I of complex n × nmatrices, where I is a
set of indices, possibly infinite. For such a familyF , the following definitions are given in the literature.
Let ‖ · ‖ be a given norm on the vector space Cn and let the same symbol ‖ · ‖ denote also the
corresponding induced n×nmatrix norm. Then, for each k ≥ 1, consider the setk(F) of all possible
products of length k whose factors are elements of F , that is
k(F) = {A(i1) . . . A(ik) | i1, . . . , ik ∈ I}.
Moreover, for each k ≥ 1, consider the number
ρˆk(F) = sup
P∈k(F)
‖P‖ (1.1)
< This work was supported by INdAM – G.N.C.S. and by M.I.U.R. under Project PRIN2007.∗ Corresponding author.
E-mail addresses: guglielm@univaq.it (N. Guglielmi), zennaro@univ.trieste.it (M. Zennaro).
0024-3795/$ - see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2011.11.017
2094 N. Guglielmi, M. Zennaro / Linear Algebra and its Applications 436 (2012) 2093–2104
and, finally, define the joint spectral radius of F as
ρˆ(F) = lim sup
k→∞
ρˆk(F)1/k
(see Rota and Strang [19]). Note that the numbers ρˆk(F) depend on the particular norm ‖ · ‖ used in
(1.1) whereas, by the equivalence of all the norms in finite dimensional spaces, it turns out that ρˆ(F)
is independent of it.
Analogously, letρ(·)denote the spectral radius of an n×nmatrix and then, for each k ≥ 1, consider
the number
ρ¯k(F) = sup
P∈k(F)
ρ(P) (1.2)
and define the generalized spectral radius of F as
ρ¯(F) = lim sup
k→∞
ρ¯k(F)1/k
(see Daubechies and Lagarias [7]).
In [7] it was proved that
ρˆ(F) = lim
k→∞ ρˆk(F)
1/k = inf
k1
ρˆk(F)1/k (1.3)
and
ρ¯(F) = sup
k1
ρ¯k(F)1/k. (1.4)
Later Berger and Wang [4], Elsner [8], Shih et al. [21] and Shih [20] proved that
ρˆ(F) = ρ¯(F).
Thus we simply call this number the spectral radius of the (bounded) family of matrices F and denote
it by ρ(F).
The above definitions and results are nice generalizations of the well-known situation for single
families F = {A}. In particular, the equality ρˆ(F) = ρ¯(F) is the generalization of the so called
Gelfand limit.
Unlike the case of a single family, where it is ρ¯k(F)1/k = ρ(A) for all k ≥ 1, in general the sequence
{ρ¯k(F)1/k}k≥1 does not admit a limit.
Example 1.1 (see, e.g., Gripenberg [10] and Jungers [15]). A simple example is given by the 2× 2matrix
family F = {A(1), A(2)},
A(1) =
⎡
⎣ 0 1
0 0
⎤
⎦ , A(2) =
⎡
⎣ 0 0
1 0
⎤
⎦ ,
for which it is immediately seen that ρ(F) = 1 and
ρ¯k(F) =
⎧⎨
⎩ 0 if k is odd1 if k is even .
Therefore, it is meaningful to give the following definition.
Definition 1.1. A bounded family F of complex n× nmatrices is said to be asymptotically regular if it
holds that
ρ(F) = lim
k→∞ ρ¯k(F)
1/k. (1.5)
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The aim of this paper is to find sufficient conditions in order that a bounded family F be asymptot-
ically regular (see Section 3).
We also illustrate how to use the results of this paper in order to endow some existent algorithms
for the computation of the spectral radius of a finite family F with a tool for checking its possible
regularity (see Section 4).
Finally we consider the special case of families F of real nonnegative matrices (see Section 5). It is
known that, in general, the spectral radius ρ(F) also satisfies
ρ(F) = lim sup
k→∞
(
sup
P∈k(F)
|tr(P)|
)1/k
, (1.6)
where tr(P) is the trace of P (see Chen and Zhou [6]), and that, under a mild assumption, for finite
families F of real nonnegative matrices the lim sup (1.6) is indeed a limit (see Xu [22]). Inspired by
this result, we prove that, apart from a slightly different assumption, nonnegativity of the matrices is
sufficient for asymptotic regularity as well.
2. A few preliminary definitions and results
In this section we briefly recall a few definitions and results from the literature. In what follows,
for the bounded family F = {A(i)}i∈I of complex n× nmatrices, if ‖ · ‖ denotes a norm on the vector
space Cn and the corresponding induced n × n matrix norm, we shall still use the same notation to
define
‖F‖ = ρˆ1(F) = sup
i∈I
‖A(i)‖.
The following result can be found, for example, in Rota and Strang [19] and in Elsner [8].
Proposition 2.1. The spectral radius of a bounded family F of complex n× n matrices is characterized by
the equality
ρ(F) = inf‖·‖∈N ‖F‖, (2.1)
where N denotes the set of all possible induced n × n matrix norms.
We shall need the following definitions.
Definition 2.1 (Finiteness Property). A bounded family of complex n× nmatrices F is said to have the
finiteness property if, there exist k∗  1 and a product P ∈ k∗(F) such that
ρ(F) = ρ¯k∗(F)1/k∗ = ρ(P)1/k∗ . (2.2)
Definition 2.2. If F is a bounded family of complex n× nmatrices, any matrix P ∈ k∗(F) satisfying
(2.2) for some k∗  1 will be called a spectrum-maximizing product (in short, an s.m.p.) for F .
Observe that the finiteness property means the existence of at least an s.m.p. P.
Lagarias andWang [16] were able to give sufficient conditions on a bounded familyF guaranteeing
that the finiteness property holds.
On the contrary, the general Finiteness Conjecture that all finite families of matrices have the finite-
ness property, arisen from work of Daubechies and Lagarias [7] and stated in [16], was disproved by
Bousch and Mairesse [1] and, later, by Blondel et al. [3].
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3. A sufficient condition for asymptotic regularity
A natural question arises immediately. Given an arbitrary family of matrices F , is it possible to
check a priori whether the quantity ρ¯k(F)1/k converges or not, that is, whether F is asymptotically
regular or not?
Indeed this is not possible in general. In this paper we are able to give an answer starting by the
knowledge of an s.m.p. but, since we do not possess it a priori, the check is possible only a posteriori.
An algorithm which is able to provide an s.m.p. under some assumptions is discussed in [11].
Let ‖ · ‖ denote a norm in Cn and the corresponding induced matrix norm. Then, for any n × n
matrixM, we define
κˆ(M) = min
x∈Cn, ‖x‖=1 ‖Mx‖ (3.1)
and
κ¯(M) = min
λ∈σ(M) |λ|, (3.2)
where σ(M) denotes the spectrum ofM.
The following result is easy to prove.
Lemma 3.1. Let {M(s)}s≥1 be a bounded sequence of complex n × n matrices and let ‖ · ‖ be a given
norm. If
lim
s→∞ κˆ(M
(s)) = 0, (3.3)
then it also holds that
lim
s→∞ κ¯(M
(s)) = 0. (3.4)
Proof. By contradiction, assume that there exists a subsequence {M(sh)}h≥1 such that, for all h ≥ 1,
κ¯(M(sh)) ≥ d for some d > 0.
Since {M(sh)}h≥1 is bounded, without loss of generality we can assume that it converges to some
matrix M¯ such that
κ¯(M¯) ≥ d > 0. (3.5)
On the other hand, hypothesis (3.3) clearly implies
κˆ(M¯) = 0,
i.e., M¯ is singular, which contradicts (3.5). 
Now consider a bounded family F such that ρ(F) > 0 and let P¯ ∈ k∗(F) for some k∗ ≥ 1 such
that ρ(P¯) > 0.Without loss of generality (possibly after a scaling of the family F), in order to simplify
the computations, we assume
ρ(P¯) = 1. (3.6)
Then let ξ1, . . . , ξr be the leading eigenvectors and generalized eigenvectors of P¯ and let
U = span(ξ1, . . . , ξr).
Moreover, let ξr+1, . . . , ξn be the eigenvectors and generalized eigenvectors related to all the other
eigenvalues of P¯, if any, the modulus of which is < ρ(P¯) = 1, and let
V = span(ξr+1, . . . , ξn).
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Thus, U and V are complementary subspaces of Cn and
dim(U) = r, dim(V) = n − r.
Finally, letU andV be the projections of Cn ontoU and V , respectively, determined by the vector
representation with respect to the basis {ξ1, . . . , ξn}.
Lemma 3.2. Let W be a bounded subset of Cn and let ‖ · ‖ be a given norm. Then
lim
s→∞ supx∈W
‖P¯sx − P¯sUx‖ = 0. (3.7)
Proof. Let x ∈ W . Then we have that
Vx =
n∑
i=r+1
αi(x)ξi,
where the functionsαr+1(x), . . . , αn(x) are defined and continuous on thewhole space Cn. Thus, since
W is bounded, they are uniformly bounded inW .
Therefore, since lims→∞ P¯sξi = 0, i = r + 1, . . . , n, and x = Ux + Vx, (3.7) is proved. 
Now consider another product Q ∈ q(F) for some q ≥ 1.
Lemma 3.3. Assume that (3.6) is fulfilled. For any fixed Q ∈ q(F), q ≥ 1, it holds that
lim sup
s→∞ ρ(P¯
sQ)1/(sk
∗+q) ≤ 1. (3.8)
Proof. Since ρ(P¯) = 1, by Proposition 2.1, for any 
 > 0 there exists an induced matrix norm ‖ · ‖

such that ‖P¯‖
 < 1 + 
. Therefore, it follows that
ρ(P¯sQ)1/(sk
∗+q) ≤ ‖P¯sQ‖1/(sk∗+q)
 < (1 + 
)1/k
∗‖Q‖1/(sk∗+q)
 ,
which in turn implies
lim sup
s→∞ ρ(P¯
sQ)1/(sk
∗+q) ≤ (1 + 
)1/k∗ .
By the arbitrariness of 
, (3.8) is proved. 
Then let QU denote the restriction of Q to the subspace U. Moreover, define
Q¯U = UQU, (3.9)
which is a linear operator of U in itself. Analogously, let P¯U denote the restriction of P¯ to the subspace
U, which obviously satisfies the equality
UP¯U = P¯U . (3.10)
Proposition 3.1. Assume that (3.6) holds and that Q ∈ q(F) is such that Q¯U verifies the condition
ρ(P¯sUQ¯U) ≥ R for all s ≥ s0 (3.11)
for some constant R > 0 and some integer s0 ≥ 1. Then it holds that
lim
s→∞ ρ(P¯
sQ)1/(sk
∗+q) = 1. (3.12)
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Proof. For any s ≥ 1, let μs be an eigenvalue of P¯sUQ¯U such that
|μs| = ρ(P¯sUQ¯U) (3.13)
and let us ∈ U be the relevant eigenvector with ‖us‖ = 1 for a given norm in U. It is not restrictive to
assume that this norm is prolonged to Cn in such a way that ‖us‖ = 1 still holds.
Then, for any s ≥ 1, consider the matrix M(s) = P¯sQ − μsI, where I is the n × n identity matrix.
We have that
M(s)us = P¯sQus − μsus = P¯sQus − P¯sUQ¯Uus = P¯sQus − P¯sUQus
and hence, since all the vectors Qus are such that ‖Qus‖ ≤ ‖Q‖, Lemma 3.2 implies
lim
s→∞ ‖M(s)us‖ = 0.
In turn, this implies hypothesis (3.3) of Lemma 3.1 and, consequently, (3.4) holds too. This means
that there exists an integer s∗ such that, for all s ≥ s∗, the matrix P¯sQ has an eigenvalue λs satisfying
the inequality
|λs − μs| < R/2,
where R is given by (3.11). Therefore, in view of (3.13) we can conclude that, for all s ≥ max{s∗, s0},
ρ(P¯sQ) > ρ(P¯sUQ¯U) − R/2 ≥ R/2
and, eventually, that
lim inf
s→∞ ρ(P¯
sQ)1/(sk
∗+q) ≥ 1.
Thus, by (3.8), the proof is complete. 
Remark 3.1. As it is illustrated in the following Example 3.1, in general condition (3.11) is not necessary
for the validity of (3.12).
Example 3.1. Consider the 2 × 2 matrices
P¯ =
⎡
⎢⎣ 1 0
0 ei
⎤
⎥⎦ , Q =
⎡
⎢⎣ 1 −1
1 −1
⎤
⎥⎦ ,
where ρ(P¯) = 1 and ρ(Q) = 0.
Since U = C2, we have that P¯U = P¯ and Q¯U = Q . Moreover, it is easy to see that
P¯sQ =
⎡
⎢⎣ 1 −1
esi −esi
⎤
⎥⎦
and, hence, that ρ(P¯sQ) = |1 − esi| = 2| sin( s
2
)|.
Now, it is well-known that, for any s0 ≥ 1,
inf
s≥s0 |1 − e
si| = 0
(see, e.g., Hardy and Wright [13]), so that condition (3.11) is not satisfied.
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On the other hand, if ρ(P¯sQ) = 2| sin( s
2
)| < √2, then there exists an integer hs ≥ 1 providing
ρ(P¯sQ) = 2
∣∣∣∣sin
(
s
2
)∣∣∣∣ = 2
∣∣∣∣sin
(
s
2
)
− sin(hsπ)
∣∣∣∣ = 2hs| cos(ξs)| ·
∣∣∣∣ s
2hs
− π
∣∣∣∣
such that
|ξs − hsπ | <
∣∣∣∣ s
2
− hsπ
∣∣∣∣ < π
4
,
which implies | cos(ξs)| >
√
2
2
. Moreover, it is known that
∣∣∣∣ s
2hs
− π
∣∣∣∣ ≥ (2hs)−42
(see Mahler [17] and, for better lower bounds, Hata [12]), which yields
ρ(P¯sQ) >
√
2
2
(2hs)
−41 >
√
2
2
∣∣∣∣ s
π
+ 1
2
∣∣∣∣
−41
.
Therefore, for any k∗ ≥ 1 and q ≥ 1, we can conclude that
lim inf
s→∞ ρ(P¯
sQ)1/(sk
∗+q) ≥ lim
s→∞
(√
2
2
∣∣∣∣ s
π
+ 1
2
∣∣∣∣
−41)1/(sk∗+q)
= 1
and, consequently, because of (3.8), that (3.12) holds.
Now we give a sufficient condition in order that the hypothesis (3.11) be satisfied.
Proposition 3.2. Assume that Q ∈ q(F) is such that Q¯U and P¯U have a common invariant subspace
U′ ⊆ U with 1  r′ = dim(U′)  r such that the restriction Q¯U′ of Q¯U to U′ is invertible (as linear
operator of U′ in itself). Then (3.11) is satisfied.
Proof. Let P¯U′ denote the restriction of P¯U to its invariant subspace U′. Therefore, by the definition
of U, all the r′ eigenvalues of P¯U′ (counted with their own multiplicities) have unitary modulus.
Thus
| det(P¯U′)| = 1.
As a consequence, it holds that
| det(P¯sU′ Q¯U′)| = | det(Q¯U′)|
for all s ≥ 1.
Therefore, since Q¯U′ is invertible and since the eigenvalues of P¯sU′ Q¯U′ are eigenvalues of P¯
s
UQ¯U as
well, we have that (3.11) is satisfied with R = | det(Q¯U′)|1/r′ > 0 and s0 = 1. 
Remark 3.2. If r = dim(U) ≥ 2, in general the hypothesis of nonsingularity of Q¯U′ in the fore-
going Proposition 3.2 is not necessary for the validity of condition (3.11) (see the forthcoming
Example 3.2).
On the other hand, it is necessary if r = 1. In fact, in this particular but important case, since
P¯U and Q¯U are just numbers, the alternative would be Q¯U = 0, i.e., P¯sUQ¯U = 0 for all s ≥ 1.
We also remark that the hypothesis of Proposition 3.2, although not necessary in the general case,
has the advantage of being reasonably easy to check.
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Example 3.2. Consider the 2 × 2 matrices
P¯ =
⎡
⎣ 1 1
0 1
⎤
⎦ , Q =
⎡
⎣ 1 −1
1 −1
⎤
⎦ ,
where ρ(P¯) = 1 and ρ(Q) = 0.
SinceU = C2, we have that P¯U = P¯ and Q¯U = Q . Moreover, it is easy to see that the unique nonzero
common invariant subspace of P¯ and Q is U′ = U = C2.
Now, it turns out that
P¯sQ =
⎡
⎣ s + 1 −s − 1
1 −1
⎤
⎦
and, hence, ρ(P¯sQ) = s. Nevertheless, Q¯U′ = Q is singular.
Now we are in a position to state the main results of this paper. In order to treat explicitly the
general case, we do not assume (3.6) any more.
Theorem 3.1. Let F be a bounded family and let P¯ ∈ k∗(F) for some k∗ > 1 such that, for some integer
t ≥ 0 and for any integer q with tk∗ + 1 ≤ q ≤ (t + 1)k∗ − 1, there exists Q ∈ q(F) for which Q¯U
satisfies the re-scaled hypothesis (3.11), that is
ρ(P¯sUQ¯U) ≥ R ρ(P¯)s for all s ≥ s0 (3.14)
for some constant R > 0 and some integer s0 ≥ 1. Then
lim inf
k→∞ ρ¯k(F)
1/k ≥ ρ(P¯)1/k∗ . (3.15)
Proof. It is immediately seen that, under the assumption (3.14) in place of (3.11), formula (3.12) be-
comes
lim
s→∞ ρ(P¯
sQ)1/(sk
∗+q) = ρ(P¯)1/k∗ . (3.16)
Thus, the result easily follows from definition (1.2) and from the fact that, for any k ≥ (t + 1)k∗,
two integers s ≥ 1 and qwith tk∗ ≤ q ≤ (t+1)k∗−1 are uniquely determined such that k = sk∗+q.
Observe that, for k = rk∗ with r ≥ t + 1, we can obviously choose Q = P¯t . 
The following sufficient condition for asymptotic regularity is an obvious corollary to Theorem 3.1.
Corollary 3.1. Let F be a bounded family that has the finiteness property and assume that, for some
k∗ > 1, there exists an s.m.p. P¯ ∈ k∗(F) such that, for some integer t ≥ 0 and for any integer q with
tk∗ + 1 ≤ q ≤ (t + 1)k∗ − 1, there exists Q ∈ q(F) for which Q¯U satisfies hypothesis (3.14). Then the
family F is asymptotically regular.
Note that the family F of Example 1.1 fails to satisfy the hypothesis of Corollary 3.1. In fact, the
unique s.m.p.’s (with the minimal number of factors) are
P¯ = A(1)A(2) =
⎡
⎣ 1 0
0 0
⎤
⎦ ∈ 2(F)
and its cyclic permutation
A(2)A(1) =
⎡
⎣ 0 0
0 1
⎤
⎦ .
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ThusU = span([1, 0]T ) and V = span([0, 1]T ) (orU = span([0, 1]T ) and V = span([1, 0]T )). On the
other hand, for odd k, all the nonzeromatricesQ ∈ k(F) are all equal to either A(1) or A(2). Therefore,
in any case, it turns out that Q¯U = 0.
Certainly, the family F of Example 1.1 is quite particular and both matrices A(1), A(2) are singu-
lar. However, the lack of asymptotic regularity may happen also to families whose elements are all
nonsingular, as it is illustrated by the following example.
Example 3.3. Consider the 2 × 2 matrix family F = {A(1), A(2)},
A(1) =
⎡
⎢⎣ 0 4
1
16
0
⎤
⎥⎦ , A(2) =
⎡
⎢⎣ 0 1
1
4
0
⎤
⎥⎦ .
It is easy to see that ρ(F) = 1 and that the unique s.m.p.’s (with the minimal number of factors)
are
P¯ = A(1)A(2) =
⎡
⎢⎣ 1 0
0 1
16
⎤
⎥⎦ ∈ 2(F)
and its cyclic permutation
A(2)A(1) =
⎡
⎢⎣
1
16
0
0 1
⎤
⎥⎦ .
More precisely, for all P ∈ k(F), k ≥ 1, it holds that ρ(P) = 1/2k unless P = P¯s for some s ≥ 1,
in which case ρ(P) = 1. Consequently,
ρ¯k(F)1/k =
⎧⎪⎨
⎪⎩
1
2
if k is odd
1 if k is even
that is, F is not asymptotically regular.
Like for the family of Example 1.1, it holds that U = span([1, 0]T ) and V = span([0, 1]T ) (or
U = span([0, 1]T ) and V = span([1, 0]T )). Moreover, for odd k, all the matrices Q ∈ k(F) have an
anti-diagonal structure and, thus, it turns out that Q¯U = 0. So the hypothesis of Corollary 3.1 is not
satisfied.
4. A practical application
In this section we have in mind the algorithm introduced by Guglielmi and Zennaro [11] and its
variants for the computation of the spectral radius of a finite family F . This algorithm, which we do
not report here for the sake of brevity, works for finite families F that have the finiteness property
and satisfy some additional hypotheses. When it ends successfully, it also returns an s.m.p. P¯ of F .
Therefore, in the successful case, now we propose to check the hypothesis of Corollary 3.1 in order to
understand whether the family F is asymptotically regular.
Of course, it is convenient to exploit Proposition 3.2. To this aim, let
 = [U V ], U = [ξ1 · · · ξr]T , V = [ξr+1 · · · ξn]T
be the matrices of the eigenvectors and generalized eigenvectors of P¯ as defined at the beginning of
Section 3. It turns out that P¯U and Q¯U are represented by and can be identified with the r × r matrices
given by the first r rows of the n × r matrices −1P¯U and −1QU , respectively.
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Consequently, it is evident that the hypothesis of Proposition 3.2 is equivalent to the following facts:
(i) both P¯U and Q¯U are block upper triangular matrices (modulus similarity transformations by
means of permutations) of the form⎡
⎣M11 M12
0 M22
⎤
⎦ ,
whereM11 is an r
′ × r′ matrix (r′ = r if U′ = U);
(ii) the matrixM11 related to Q¯U is nonsingular.
Note that the matrixM11 related to P¯U is obviously always nonsingular.
Example 4.1. Consider the 2 × 2 matrix family F = {A(1), A(2)},
A(1) =
⎡
⎣ 1 −1
1 0
⎤
⎦ , A(2) =
⎡
⎣ 0 1
−1 0
⎤
⎦ .
Using a variant of the algorithm given in [11], Cicone et al. [5, Section 3.1] proved that
P¯ = A(1)A(2)(A(1))2A(2) =
⎡
⎣ 2 1
1 1
⎤
⎦
is an s.m.p. of F and, consequently, that ρ(F) =
(
(3 + √5)/2
)1/5
.
Now we can apply our procedure for checking the asymptotic regularity of F . To this aim, we
compute the eigenvectors of P¯ and obtain that U = span([1, (√5 − 1)/2]T ) and V = span([(√5 −
1)/2,−1]T ). Thus we have P¯U = [(3 +
√
5)/2].
Then, according to Corollary 3.1, for q = 1, 2, 3, 4, we look for a product Q ∈ q(F) satisfying the
hypothesis of Proposition 3.2. Note that, since r = dim(U) = 1, it is also necessary for the validity of
(3.14) (see Remark 3.2). We have:
q = 1: for Q = A(1) it turns out that Q¯U = [(5 +
√
5)/10];
q = 2: for Q = (A(1))2 it turns out that Q¯U = [−(5 −
√
5)/10];
q = 3: for Q = (A(1))3 it turns out that Q¯U = [−1];
q = 4: for Q = (A(1))4 it turns out that Q¯U = [−(5 +
√
5)/10].
Therefore, we can conclude that the family F is asymptotically regular.
5. Families of nonnegative matrices
In this section we consider the special case of families F = {A(i)}i∈I where all matrices A(i) ≥ 0,
i.e., they are real and have nonnegative entries.
Let usmention that in the literature there are a few papers which analyze the nonnegative case and
provide results which refine those known in the more general case (see, for example, [14,18,9]).
For the next discussion, we need to recall a few well-known definitions (see, e.g., Berman and
Plemmons [2]).
Definition 5.1. An n × n matrix A is said to be reducible if there exists a permutation matrix M such
thatM−1AM is block lower-triangular (with diagonal blocks whose dimension is strictly less than n).
If a matrix A is not reducible, then it is said to be irreducible.
Definition 5.2. An n×n real nonnegativematrix A ≥ 0 is said to be primitive if there exists an integer
m ≥ 1 such that Am > 0, i.e., Am has strictly positive entries.
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The following result was proved by Xu [22].
Theorem 5.1. Let F = {A(i)}1≤i≤m be a finite family of real nonnegative matrices and assume that at
least one of them is primitive. Then the family F satisfies the stronger property
ρ(F) = lim
k→∞
(
sup
P∈k(F)
|tr(P)|
)1/k
in place of (1.6).
Therefore, inspired by this result, now we investigate to what extent the nonnegativity of the
matrices might also imply the asymptotic regularity of a family F .
To this aim we consider a primitive real matrix P¯  0. It is well-known (see again [2]) that P¯ has a
unique leading eigenvalue λmax = ρ(P¯) which is simple, and that the related leading eigenvector ξ1
can be chosen such that ξ1 > 0, i.e., all of its components are strictly positive. Moreover, all the other
eigenvectors and generalized eigenvectors ξ2, . . . , ξn of P¯ cannot be nonnegative and are related to
eigenvalues with modulus strictly less than ρ(P¯).
As usually done, we set
U = span(ξ1), V = span(ξ2, . . . , ξn).
Lemma 5.1. Let a matrix P¯  0 be primitive. Then
V ∩ K+ = {0},
where K+ = {x ∈ Cn | x  0}.
Proof. First of all, observe that, thanks to the primitivity of P¯, we can assume P¯ > 0 without changing
the spaces U and V . In fact, using the properties of primitive nonnegative matrices (see again [2]), this
can be achieved just by replacing the matrix P¯ by P¯m for somem ≥ 1.
Assume to the contrary that there exists a vector x  0, x = 0, such that x ∈ V , so that
x =
n∑
i=2
αiξi, (5.1)
where not all of the coefficients αi vanish.
Then for some l ≥ 1 let λ∗1, . . . , λ∗l be the eigenvalues of maximum modulus among those which
are related to eigenvectors and/or generalized eigenvectors with nonzero coefficient in (5.1), each
corresponding to a different diagonal block in the Jordan canonical form of P¯. Observe that some of
them could be equal to one another.
We can assume that either λ∗1 is real or λ∗1 is complex and λ∗2 = λ∗1. In both cases, for β > 0
sufficiently small we can find amatrix P¯β > 0 perturbed from P¯ which has the same eigenvectors and
generalized eigenvectors as P¯ and the same eigenvalues but (1+β)λ∗1 in place of λ∗1 if it is real or (1+
β)(λ∗1)+i(λ∗1)and (1+β)(λ∗1)−i(λ∗1) inplaceofλ∗1 andλ∗2 = λ∗1 if theyare complexconjugate.
Since in either case the modulus of the perturbed eigenvalues is increased, we conclude that we
can assume without loss of generality that l = 1 if λ∗1 is real and that l = 2 if λ∗1 and λ∗2 are complex
conjugate.
Indeed, in the complex conjugate case, the perturbation factor (1+β) can be chosen in such a way
that
(
(1 + β)(λ∗1) + i(λ∗1)
)m = ((1 + β)(λ∗1) − i(λ∗1))m be real for a suitable integerm ≥ 2.
Therefore, since the spaces U and V are preserved to the matrix (P¯β)
m > 0, the complex conjugate
case can be discarded and, without loss of generality, we can always assume that l = 1 with λ∗1 real.
We can also assume without loss of generality that ξ2 is the eigenvector related to the eigenvalue
λ∗1, that ξ3 is the generalized eigenvector of maximum index d in the Jordan chain related to λ∗1 with
nonzero coefficient in (5.1) (obviously, ξ3 = ξ2 if d = 1), and that α3 > 0.
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Then we define the vector sequence {xj}j≥1 by setting
xj = α−13 (d − 1)! j1−d|λ∗1|d−1−j P¯jx.
Since x≥ 0, x = 0, and P¯ > 0,we have that xj > 0 for all j ≥ 1. Thus, in view of the above discussion
and of the properties of the Jordan chains of generalized eigenvectors, we can conclude that
lim
j→∞ xj = ξ2 ≥ 0.
This is impossible, since the eigenvector ξ2 cannot be nonnegative. 
Theorem 5.2. Let F be a bounded family of nonnegative matrices that has the finiteness property and
assume that there exists a primitive s.m.p. P¯. Then the family F satisfies the hypothesis of Corollary 3.1 and,
hence, is asymptotically regular.
Proof. Let P¯ ∈ k∗(F). Then it is sufficient to find Q ∈ q(F) for which Q¯U satisfies hypothesis (3.14)
for any integer qwith 1 ≤ q ≤ k∗ − 1 (see Corollary 3.1). Since r = dim(U) = 1, this means that Q¯U
must satisfy the hypothesis of Proposition 3.2 with r′ = r = 1, that is Q¯U = 0 (see Remark 3.2).
On the other hand, since ξ1 > 0, for any nonzero matrix Q  0 we have Qξ1  0, Qξ1 = 0, and
therefore, by Lemma 5.1, the proof is complete. 
We conclude this paper by observing that in Example 3.3, where the family F fails to be asymptot-
ically regular, all the matrices are nonnegative, but the unique s.m.p. P¯ is reducible.
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