Abstract. Consider a family of planar systems depending on two parameters (n, b) and having at most one limit cycle. Assume that the limit cycle disappears at some homoclinic (or heteroclinic) connection when Φ(n, b) = 0. We present a method that allows to obtain a sequence of explicit algebraic lower and upper bounds for the bifurcation set Φ(n, b) = 0. The method is applied to two quadratic families, one of them is the well-known Bogdanov-Takens system. One of the results that we obtain for this system is the bifurcation curve for small values of n, given by b = . We obtain the new three terms from purely algebraic calculations, without evaluating Melnikov functions.
Introduction
Consider a smooth family of planar differential equations (ẋ,ẏ) = (P (x, y; n, b), Q(x, y; n, b)), (n, b) ∈ R 2 , for which the existence of at most one limit cycle is already known and moreover all the bifurcations occurring in the family are well understood. For this family we could say that the Qualitative theory of ordinary differential equations has achieved all its goals and all the job is done. Nevertheless, from an analytic and quantitative point of view there remains a crucial question: to determine the bifurcation curves in the bifurcation diagram of the family.
Some of these bifurcation curves are not difficult to find. This is the case for instance of the curves that control the changes in the behavior of the flow near the critical points. These bifurcation curves correspond to local phenomena and so, in principle, are easier to study. A paradigmatic example of this kind is the bifurcation curve associated to the birth of a limit cycle due to an AndronovHopf bifurcation. The curves governing global phenomena are in general much more difficult to determine. This is, for instance, the case of the appearance of homoclinic or heteroclinic connections.
We propose a method that, in some cases, allows to obtain explicit lower and upper bounds in the parameter plane for the location of the bifurcation curves associated to these global phenomena. As illustration, we will apply it to two 2-parametric families of quadratic systems having at most one limit cycle. Since our examples are polynomial, we will consider their phase portraits on the Poincaré sphere, see for instance [11, Chap. 5] or [14, Chap. 3.10] , and the homoclinic or heteroclinic connections will also take into account the critical points at infinity.
We start by giving a description of the method for finding the relation between the parameters (n, b) for which this homoclinic or heteroclinic connection exists. As a first step we consider an algebraic curve C = {(x, y) ∈ R 2 : C(x, y) = 0}, as general as possible, but having some of the geometrical properties of the phase portrait of the system. For instance, it has to pass through the two critical points of the vector field that are connected by the heteroclinic orbit; if the critical point is a saddle it has to be tangent to one of its separatrices; if the critical point is at infinity, it has to have a branch going to infinity in the direction corresponding to this point, etc.
The second step consists in using all the free parameters in C to impose that, near the critical points, the curve be as close as possible to the separatrix connecting orbit. In most cases this can be done by finding a local analytical expression of this separatrix in the neighborhood of each critical point. There are several possibilities to impose that C be as close as possible to the separatrix. If the separatrix is a heteroclinic orbit we can fix all the free parameters of C imposing this condition only in the neighborhood of one of the critical points or in the neigbourhood of both critical points at the same time. If the separatrix is a homoclinic orbit we can impose the condition only on one of the branches of the orbit that arrives to the critical point or on the two at the same time. In the two families of quadratic systems studied in the next sections all these possibilities will be explored.
Once all the parameters of the curve C are fixed, we impose one more level of closeness between both objects (the connecting orbit and the algebraic curve) by forcing a relation among the parameters (n, b) ∈ R 2 . This procedure gives a curve B = {(n, b) ∈ R 2 : Φ(n, b) = 0} in the bifurcation space. In fact, up to this point the method proposed is essentially the one followed in [2] to obtain analytic approximations to separatrices for some two-point boundary value problems.
The last step is our main contribution and is the one that leads to explicit algebraic upper and lower bounds of the bifurcation curve associated to the existence of connections between the two critical points. This is the most difficult and computationally involved part of the method. We have to prove that there are parameters (n, b) near the curve B such that the corresponding curves C are without contact for the flow of the vector field and moreover that there are values for which the flow crosses the curve in one sense and values for which the crossing is in the opposite direction. This will be clearer in our applications.
Notice that the aim of our work is in the spirit of what Coppel proposed in his well-known paper [5] : "Ideally one might hope to characterize the phase portraits of quadratic systems by means of algebraic inequalities on the coefficients", taking into account the results of [7] where the authors proved that there are bifurcation curves in quadratic systems which are neither algebraic nor analytic. Since there is no hope to find analytic or algebraic expressions of the bifurcation curves, we try to sandwich them between two algebraic curves.
We present below our main results. The first one deals with a family of quadratic systems already studied in [15] and the second one with the Bogdanov-Takens system. For both systems there is at most one (hyperbolic) limit cycle. The value b = b * (n) corresponds, for each n, to the value where this limit cycle, which is born in an Andronov-Hopf bifurcation, disappears giving rise to a heteroclinic or homoclinic connection, respectively, see more details in the next sections. Theorem 1.1. Let b = b * (n) be the bifurcation curve corresponding to the heteroclinic connection for the quadratic system ẋ = P (x, y) = y, y = Q(x, y) = −x + by + xy − ny 2 ,
be the bifurcation curve corresponding to the saddle loop homoclinic connection for the Bogdanov-Takens system ẋ = y, y = −n + by + x 2 + xy,
, where H is an analytic function. Moreover, (i) For 0 ≤ n ≤ 1/40,
(ii) For n small enough,
The fact that b
where H is an analytic function, is an easy consequence of some results of [13] , see Corollary 3.5. Our main contributions are items (i) and (ii). Notice that they improve the well-known local knowledge of the function b = b * (n) = 5 7 √ n + O(n), proved for instance in [8] by using a blowing-up process and scaling of the time and the computation of a Melnikov function. In Section 3.5 we compare them with other results of Perko obtained in the mentioned paper [13] . Finally, in Subsection 3.6 we prove that
, 258052528 707875165 ≃ (0.364545247, 0.3645452486).
We use this information to improve the results of [9] . This subsection also serves to show how to use our approach when the problem that we face depends only on one parameter. At the best of our knowledge, it is the first time that this type of results are obtained for global bifurcation problems.
The first family of quadratic systems
Our starting point is the following theorem: Theorem 2.1. Consider the system (1), ẋ = P (x, y) = y, y = Q(x, y) = −x + by + xy − ny 2 ,
(i) The system has exactly one hyperbolic limit cycle if either n > 0 and 0 < b < b * (n) or n < 0 and b * (n) < b < 0. (ii) Otherwise the system has no limit cycles. See Figure 1 for a numeric plot of the function b = b * (n). Essentially its proof follows from [15] and the theory of rotated vector fields [6, 12] . See also [4] and [15] . The property b * (−n) = −b * (n) is a consequence of the fact that the transformation (x, y, t) → (−x, y, −t) changes the sign of b and n in system (1).
The phase portraits of system (1) in the Poincaré sphere appear in [4] . Indeed the phase portrait corresponding to b = b * (n), for n = 0, corresponds to the one having a heteroclinic connection of the two infinite semi-hyperbolic critical points which are on the directions y = 0 and x − ny = 0, see Figure 2 . From the above considerations we already know that we can restrict our attention to the region n > 0 and b > 0. The origin is the only finite critical point of the system. Moreover the line y − 1 = 0 is transversal to the flow associated to this system. A key result for knowing, once n is fixed, if some value b is smaller or bigger than b * (n) is the following lemma. Figure 2 . Phase portraits of system (1) for n > 0 and b < n.
Lemma 2.2. Let φ(x, y) = q(y)x−p(y) = 0, with p(y) and q(y) polynomials, be an algebraic curve having a non-singular branch connecting the two critical points at infinity of system (1), which correspond with the directions y = 0 and x − ny = 0. Assume also that φ(0, 0) > 0. If for some n > 0 and b > 0 it holds that
and the zeroes of M are isolated, then b < b * (n) (resp. b > b * (n)), see Figure 3 . Proof. Consider for instance the case where M is positive or zero. The inequality M(x, y) ≥ 0 implies that the connected component of the curve {φ(x, y) = 0} described in the statement is crossed by the flow of the vector field (P, Q) from the region {φ(x, y) < 0} to the region {φ(x, y) > 0}. Since for b > 0 the origin is a repellor, by applying the Poincaré-Bendixson Theorem on the sphere to the positive invariant region formed by the curve and a piece of the equator (which is invariant by the flow), we can prove the existence of at least one periodic orbit of system (1). By using Theorem 2.1 we get that b < b * (n), as we wanted to prove. The other case follows similarly.
The main goal of this section is to get good lower and upper bounds for the function b = b * (n).
2.1.
A first approach to the bifurcation curve. Our first result takes advantage of a direct application of Lemma 2.2 by taking the curves φ(x, y) = 0 as hyperbolas. As can be seen in Figure 4 , the curve b = b * (n) is quite well delimited by this simple approach. 
Proof. Consider φ(x, y) = a 0 + a 1 x + a 2 y + xy − ny 2 . Clearly, inside this family of hyperbolas there are many of them having the geometrical restrictions described in Lemma 2.2. By computing M(x, y), since on φ(x, y) = 0, we can isolate x in terms of y, we get that M depends only on y. Moreover its numerator is a polynomial of degree 4 in y and its denominator is a polynomial of degree 2 which is a perfect square. There are several ways of forcing it to have a given sign in the region where the connected component of φ(x, y) = 0 of our interest lies. For instance, by taking n > 1/2,
we force this polynomial to be (y − 1) times a polynomial of degree two which is a perfect square. Concretely we get that
in the region {y < 1} and that the hyperbola connects the two infinite critical points, as shown in Figure 3 . By using Lemma 2.2 we get that for n > 1/2, (8n 2 − 1)/(16n 3 ) > b * (n), as we wanted to prove.
By imposing that the polynomial in the numerator of M(x(y), y) be the product of y 2 and another polynomial of degree two, which is also a perfect square, we get
.
where R 1 and S 1 are polynomials of degree one in y, and S 1 (y) = 0 in the region {y < 1}. Again by Lemma 2.2 we get that for all n > 0, n/(4n 2 + 1) < b * (n). To end the proof it only remains to show that for 0 < n < 1/2, b * (n) < n. Indeed this is true for all n > 0. Notice that the straight line {y = 1} can not be cut by the periodic orbits of the system. Since, when b − n ≥ 0,
by applying the Bendixson-Dulac criterion we get that the system has no limit cycles. Thus b * (n) < n, as we wanted to prove.
Remark 2.4. By imposing that the polynomial of degree four appearing in the above proof be a multiple of y 4 we get another quite satisfactory lower bound for
2.2.
Proof of Theorem 1.1. For simplicity, we only give all the details of the proof of the weaker result, which is the one given in item (i), which asserts that for n > 14,
Nevertheless its proof includes all the ingredients for the proof of the other results. To see the main difference for proving the other two statements see the footnote of next page. Before starting the proof we want to comment that although it seems natural to improve item (iii) of the theorem going further in our computations, our results are on the limit of what we can do with the algebraic manipulator that we use (Maple) and the capacity of our computers 1 . To prove item (i) we will apply in this case the general method described in the previous section. Recall that when b = b * (n) there is a heteroclinic connection between two critical points at infinity of the Poincaré compactification of system (1), see Figure 2 . Recall also that the directions corresponding to these critical points are given by the lines R(x, y) := xQ 2 (x, y) − yP 2 (x, y) = 0, where P 2 and Q 2 are the quadratic homogeneous parts of P and Q, respectively. In our case R(x, y) = xy(x − ny). The behaviour near infinity of the separatrices of these critical points can be easily obtained. For instance the one corresponding to the direction x − ny = 0, from the center manifold theorem, can be written as
with ψ being an analytic function at zero of the form
Indeed we will use this expansion at much higher order. Now we search an algebraic curve of the form
which is as close as possible to the searched separatrix. This is done by imposing that Ψ(y) and f (y) coincide at the highest order possible at infinity. Concretely, the eight free constants in f (y) are used to vanish the coefficients of y −k , k = 0, 1, . . . , 7 of Ψ(y) − f (y), obtaining the asymptotic expansion
where
and
Therefore, given n =n, some of the values of b satisfying N 8 (n, b) = 0 could be a good candidate to approximate b * (n). It is not difficult to prove that one of the connected components of N 8 (n, b) = 0 has an asymptotic expansion at infinity of the form b = 
for some α to be determined afterwards and the u i = u i (n, α) and
and f (y) = p u (y)/q v (y). In the above expression all the functions r i (n, α) are polynomials in n of degree 40, and all s i (n, α) are also polynomials in n. The function t(n, α) is a rational function, which is always negative, and the coefficients of n 40 for each r i (n, α), for i = 0, . . . , 4 are, respectively,
When α = 1/8 (resp. −1/8) all the expressions of the above list are negative (resp. positive). Hence we can assure that for this value of α there exist n ± 0 such that for all z > 0 and all n > n + 0 (resp. n > n − 0 ) the numerator of (3) is positive (resp. negative). Similarly it can be proved that the denominator never vanishes on the same region. Indeed it can be seen that the biggest value of n which vanishes some of the eighteen functions, r i (n, ±1/8), i = 0, . . . , 4, and s i (n, ±1/8), i = 0, . . . , 3 corresponds to a zero of a factor of r 4 (n, 1/8 and its biggest zero is approximately 13.397. In short, by using for instance the Sturm algorithm, it can be proved that for α = 1/8 (resp. α = −1/8), n > 13.4 and z > 0 it holds that the expression in (3) is positive (resp. negative). By using Lemma 2.2 the theorem follows.
Remark 2.5. It is clear that our method to choose the curve φ(x, y) = 0, which is one of the key points of our approach, that consists in imposing that it coincides as much as possible with one of the separatrices, can be done by using the separatrix of the other infinite critical point. Also it can be imposed that the curve φ(x, y) = 0 coincides in both extremes, i.e. simultaneously as much as possible, with both separatrices. Although we obtain also other bounds for b = b * (n), the ones given in Theorem 1.1 are, at least for n big, better than the ones obtained by using these slightly different approaches.
The Bogdanov-Takens system
For the Bogdanov-Takens system all its bifurcation diagram, including the number of limit cycles is known, see for instance [3, 8, 10, 13] . We summarize these results about limit cycles in the next theorem:
Theorem 3.1. Consider the system (2), ẋ = y, y = −n + by + x 2 + xy, with n and b real numbers. Then it has a limit cycle (which is unique and hyperbolic) if and only if n > 0 and b
where the phase portrait of (2) has a homoclinic loop, which is hyperbolic and unstable. Moreover
See Figure 5 for a numeric plot of b = b * (n). Similarly that in the previous section our main goal is to give analytic information on the function b = b * (n) above. Following [3, 8] we know that, fixed n > 0, a hyperbolic unstable limit cycle is created when b = √ n, via a Hopf bifurcation, that this limit cycle increases size when b decreases and disappears for some value b = b * (n), for which the system presents a homoclinic unstable saddle loop. This behavior of the limit cycle is due to the fact that the system is a semi-complete family of rotated vector fields with parameter b, see for instance [6, 12] , see Figure 6. The uniqueness and hyperbolicity of the limit cycle is proved for instance in [10] . Figure 6 . Saddle loop and Hopf bifurcations for the BogdanovTakens system.
3.1.
A first approach to b * (n). When n ≥ 0, instead of working with the expression (2), by using the translation x 1 = x − √ n, y 1 = y, after dropping the subindexes, we obtain the equivalent system ẋ = y, y = 2
A simple first estimation of the function b = b * (n) is given in next lemma:
Lemma 3.2. Let b = b * (n) be the value corresponding to a homoclinic saddle loop for system (2), then
Proof. We work with the expression (4) of the Bogdanov-Takens system. Recall that the limit cycle is born, via a Hopf bifurcation, when b = √ n and b decreases.
Hence, by using the non-intersection property of the limit cycles of a semi-complete family of rotated vector fields it suffices to prove that, when either b = √ n − 1 or b = − √ n, system (4) has no limit cycles. When b = √ n − 1, note that the line x + y = 0 is invariant by the flow of (4), because
where L(x, y) = x + y. In other words, L(x, y) is an invariant algebraic curve with cofactor K(x, y) := 2 √ n + x. Assume that, when b = √ n − 1, system (4) has a limit cycle Γ = {(x(t), y(t))}, with period T . Since the divergence of the system is b + √ n + x = 2 √ n − 1 + x, the characteristic exponent of Γ is
On the other hand notice that from (5) we get that
Hence κ = −T and so Γ would be a hyperbolic stable limit cycle. This fact is in contradiction with the known results, see for instance Figure 6 . Hence the limit cycle does not exist in this case.
To end the proof let us show that b * (n) > − √ n. It is well-known that the stability of a hyperbolic saddle loop is given by the sign of the divergence at the saddle point, see [1, Chap. XI]. In our case, the divergence at the saddle point is b * (n) + √ n. For the Bogdanov Takens system (2), when the loop exists it is hyperbolic and unstable. Hence it holds that b * (n) + √ n > 0, as we wanted to prove.
Proof of Theorem 1.2.(i).
We introduce the new parameter m = n 1/4 and we consider the equivalent system given in (4), ẋ = y, y = 2m
We will prove our result in a constructive way. Indeed our first steps could be skipped but we believe that they are useful to understand the way we have obtained the approximations for b * (n). System (6) has a focus or a node at the point (−2m 2 , 0) and a saddle point at the origin. The linear approximation to its separatrices at the origin is given by the two lines:
or equivalently, y = a 1 x, where a 1 is one of the values
As in the proof of Theorem 1.1 we start by finding the first terms in the Taylor expansion of the separatrices of a critical point. In this occasion the critical point is the origin. In its neighborhood we can write these separatrices as
where a 1 is one of the values a ± 1 , or in other words, C 2 (1, a 1 ) = 0. The next terms can be found recurrently by imposing that
We have, for instance,
We remark that b − ka 1 + m 2 never vanishes for k > 1. Now we consider a cubic algebraic curve of the form
and we search the four free coefficients by imposing that {C = 0} be as close as possible to the separatrices of the saddle point. In particular notice that the quadratic terms of C imply that this curve is tangent to both separatrices. This can be done by imposing that the function
be as flat as possible at the origin. By choosing suitable c i,j in terms of b and m we get that
After some cumbersome computations, done with an algebraic manipulator, we obtain that all the solutions of the equation f 7 (m, b) = 0 are contained in the algebraic curve Hence to continue our study we decide to fix
with α to be given afterwards. With b given in (9) we will try to fix α in such a way that the curve C be without contact in the negative half-plane {(x, y) : x < 0} where the saddle separatrices lie. To impose this constrain we compute the resultant of C(x, y) and
with respect to y. This a very huge task. After many computations 3 , done again with an algebraic manipulator, we obtain that
where for i = 0, 1, 2, it holds that
Notice that this is a main difference between the proof of this theorem and the one of Theorem 1.1, because there the algebraic curve considered is of the form x = f (y), and so the problem goes easily to a one variable problem, while in this case we have to evaluate the resultant of two polynomials. we obtain the solutions
Notice that the two roots of the coefficient of m 2 in x + (α, m) are
Hence, taking for instance α = ±11/4 = ±2.75 we obtain two values of α for which, for m small enough, the two roots of the quadratic polynomial in p 2 (x; α, m) are positive and so the curve C is without contact, for m small enough, in {(x, y) : x < 0}. To know until which values of m this last property holds we fix α = ±11/4 and study the signs of the functions r i (±11/4, m), i = 0, 1, 2.
As an example we give some details for 
It can be seen that the degrees of r 
does not change sign. Hence we have to study the zeroes of this function which is a polynomial in m. This can be done analytically by using its Sturm sequence. The smallest positive root of the polynomial (11) which also vanishes (10) As a consequence, the curve C with b given in (9), α = ±11/4, and m ∈ (0, 4/10) is without contact in {(x, y) : x < 0}. It is easy to prove that for m sufficiently small the curve C has a loop in the half-plane {(x, y) : x < 0}. Moreover with the same type of algebraic methods that we have used above it can be seen that the loop also exists in the interval m ∈ (0, 4/10). Furthermore, in this half-plane the loop is crossed transversally by the flow of (6) (8) is taken of higher degree. Consider now the algebraic curve
By employing the same procedure applied to the cubic algebraic curve we obtain the following relation between b and n = m 4 :
By using the variables n and b, the necessary calculations to obtain analogous results, for a given interval [0, n 0 ], to those obtained in Theorem 1.2.(i) for the cubic curve are beyond our computational capacity. In particular we can not obtain a compact expression of the resultant that would give a proof that C 4 is without contact in the half-plane {(x, y) : x < 0}. Nevertheless, once n is fixed we can perform all the computations and prove for instance that for n = 1/20,
, and for n = 1/100,
In any case, we will prove that the expression (13) gives us, at least locally, the function b * (n). This can be done by introducing the new variables B > 0 and M > 0 as
This change of variables is motivated by equation (7). Notice that by using them, a ± 1 = B±M. Now we repeat all the procedure developed in the previous subsection but with the curve C 4 (x, y) = 0 given in (12) and these new variables. By forcing the curve C 4 (x, y) = 0 to coincide as much as possible with both separatrices of the saddle point (four conditions of contact with one of them and five with the other one) we determine all the parameters of the quartic. After that we obtain the relation
that ensures one more level of closeness between one of the separatrices and the algebraic curve, for M sufficiently small. Fortunately, with these new variables it is now possible to explicitly get the resultant P (x; M, B), between C 4 (x, y) and
with respect to y. We obtain that
where S 0 and T i , i = 0, . . . , 5 are rational functions in B and M. To have an idea of their complexity we introduce the following notation: we will say that a rational function S(M, B) is of type {i, j}/{k, l} if after simplifying it, its numerator has monomials of degree between i and j and its denominator between k and l. Then
Note that six of the above functions are singular at B = M = 0. Inspired by (15) we express B in terms of M and α as
where α is an arbitrary parameter to be determined later. We obtain that
where now all the functions P i , i = 0, 1, . . . , 5 are polynomials in α with degrees {2, 5}, {0, 6}, {0, 11}, {0, 15}, {0, 15}, and we use a notation similar to above. We remark that to have the cancelations between the respective numerators and denominators in the expression of P, that allow us to evaluate it at M = 0, it is necessary to take B as in the expression (16). The polynomial P 0 is
for some positive integer k. It has α = 0 as a double root and three negative simple roots, which are approximately −0.001166, −0.000895 and −0.000364. In particular P 0 (−2500 −1 ) < 0 and P 0 (2500
If we fix any of the two values α ± = ±2500 −1 it holds that P (x; β(M, α ± ), M) does not vanish if M and |x| = 0 are small enough. This implies that shrinking, if necessary, the value of M we obtain that the oval of the algebraic curve C 4 (x, y) = 0, which lies in the negative half plane {x < 0} and starts and ends at the origin, is without contact with the flow of the system (except at (0, 0)). Notice that this oval is born from the cusp point existing when M = 0 and B = β(α ± , 0) = 0. The fact that the resultant between C 4 and D 4 has different sign when α = α 3.4. More terms in b * (n). By applying again the procedure described in the previous subsections, but starting with a sextic algebraic curve Notice that the prime decompositions of the denominators of (17) have a nice and regular structure:
where the small irregularity with the number of fives and sevens could be produced by some cancelations with the respective numerators. Unfortunately no regularity appears in the numerators. This regularity in the denominators of the asymptotic expansion of b = b * (n) at the origin could give some clues about a possible closed form expression of this function but, by the moment, we have not been able to obtain it.
3.5. Relation between our results and Perko's approach. In [13] , the author faces the problem of the global bifurcation diagram, on the Poincaré sphere, of a different representation of the Bogdanov-Takens system. Concretely he considers the system ẋ = y,
and, among other results, he proves the following theorem:
). There exists a unique analytic function h(µ 2 ) defined for all µ 2 ∈ R that satisfies h
, and max(−1, −µ 2 2 ) < µ 2 h(µ 2 ) < 0 for all µ 2 = 0 such that (a) System (18) has a unique, hyperbolic limit cycle if and only if µ 1 µ 2 < 0 and 0 < |µ 1 | < |h(µ 2 )|; the limit cycle is stable if µ 1 > 0, and unstable if µ 1 < 0; (b) For µ 2 = 0, system (18) has a fine focus of multiplicity one at the origin if and only if µ 1 = 0; for µ 2 < 0, a unique, stable, limit cycle is generated in a supercritical Hopf bifurcation at the origin of (18) at the bifurcation value µ 1 = 0, and it expands monotonically with increasing µ 1 until it intersects the saddle at (1, 0) and forms a homoclinic loop at the bifurcation value µ 1 = h(µ 2 ); (c) System (18) has a homoclinic loop at the saddle (1, 0) if and only if µ 1 = h(µ 2 ); the separatrix cycle is hyperbolic if and only if µ 2 = 0; it is stable (unstable) on its interior for µ 2 < 0 (µ 2 > 0).
Let us relate the results of the above theorem with our results. We need the following simple lemma. 
As a consequence of the above lemma and Theorems 3.1, 1.2.
(ii) and 3.3 we obtain: (ii) The function b * (n) is given by b * (n) = H( √ n), for some analytic function
H.
Proof. By using Lemma 3.4 we get that the relations between the variables in system (18) and the ones of system (2) are
By using them we easily obtain the proof, because the relation b = b * (n) writes as
which immediately leads to (19). From this relation and the expression of b = b * (n) given in Theorem 1.2.(ii), the expansion (20) follows. Item (ii) is a consequence of (19), Theorem 3.3 and the fact that h is an odd function.
We end this section with several remarks. [13] that h ′ (0) = −1/7, is equivalent to the classical one which appears in [8] and gives the term 5 7 √ n in expression (13). Our approach goes much further and it is completely different.
(ii) By using Theorem 1.2.(i) we obtain the following global result: for |µ 2 | ≤ 10 −1/4 ≃ 0.562,
Notice that this inequality proves that for µ 2 ∈ (−10 −1/4 , 0),
This result is coherent with the conjecture made in [13] that affirms that the above inequality holds for all µ 2 < 0.
(iii) The inequalities of Lemma 3.2 translated to system (18) read as
This information is already contained in Theorem 3.3, but our proof is different to the one given in [13] .
(iv) In [13] there is another conjecture that says that µ 2 h(µ 2 ) + 1 = O(1/µ 2 ) as µ 2 → −∞. In the parameters of the Bogdanov-Takens system (2) it reads as
as n → ∞.
(v) The case µ 2 = 0 includes new systems which are not contained in the expression of the Bogdanov-Takens system written as in (2) . For instance the case µ 1 = µ 2 = 0 corresponds to a Hamiltonian system with a center at the origin.
3.6.
A final application. In [9] it is proved the following result:
has a limit cycle if and only if γ < β/α < 1, where γ is a positive constant.
This constant γ is computed numerically in that paper as γ ≃ 0.864546. We remark that for the values α and β satisfying β/α = γ, the system (21) has a homoclinic loop through the origin. We will improve the results of that paper. We start by proving the following lemma. Proof. By applying the change of variables
Hence, the correspondence between the parameters of system (21) and the ones of the Bogdanov-Takens system (2) is n = 1/4 and b = β/α − 1/2.
From these relations the lemma follows.
with k ≥ 3, and their resultant. From a computational point of view it is much simpler the case where all the numbers implied in their obtention are rational and then C k (x, y) and
It is easy to see that this happens when b and the eigenvalues of the saddle point given in (7) are rational numbers. From now one we will particularize our study to case n = 1/4, that is m 2 = 1/2, although clearly our approach can be adapted to all values of n such that √ n is a rational number. In our case, the rationality conditions are reduced to
for some integer numbers p, q, r and s. This is equivalent to find integer solutions p, q and t of the quadratic diophantine equation
It is well-known how to study this type of equations. More concretely, if (p 0 , q 0 , t 0 ) ∈ Z 3 is a particular solution of the diophantine equation
where A, B, C and D are integers numbers, then
for any (u, v) ∈ Z 2 , is also an integer solution of the diophantine equation, because it holds that 
From them we obtain the suitable candidates to perform our study. We consider,
for which the eigenvalues of the saddle point given in (7), a
The above results will allow us to prove the following lemma. Then the first part of the proof follows by noticing that the graph of the map
covers all the real line. To prove the second part it suffices to consider any sequence of rational numbers {w j } j∈N tending to one of the preimages for G of b, say G −1 (b). Then, clearly, it holds that for any j ∈ N
and lim j→∞ b j = b as we wanted to prove.
Finally, we prove: Notice that the length of the interval given in the above theorem is smaller than 1.61 × 10 −9 .
Proof. By using Lemma 3.8, γ = b * (1/4) + 1/2. So we will fix n = 1/4 and we study b * := b * (1/4), for system (2) . For the sake of simplicity we only give the full details of the range of values of b * that we obtain by applying our method with k = 3, that is by using a cubic curve (23). The proof of the theorem follows by taking k = 6.
The We will apply the procedure introduced in Section 3 for n = 1/4 and b ∈ (b ℓ 3 , b u 3 ) for searching suitable cubic curves, both having an oval through the origin and being without contact with the flow of the system. Moreover we will prove that for one of the ovals the flow goes inwards and for the other one the flow goes outwards.
Fix one of the values, say b = 89/368. Then we apply our procedure to determine C 3 (x, y), by imposing all the coincidence conditions between the cubic and the separatrix associated to the eigenvalue a If we compute the resultant of C ℓ 3 (x, y) and ∂C ℓ 3 (x, y)/∂y with respect to y we obtain a polynomial of the form x 2 P 4 (x), with P 4 (x) ∈ Q[x]. The roots of P 4 can be explicitly obtained (or located by using the Sturm sequences of P 4 , in view of the application of our approach for k > 3). Their approximate values are −24.478, −9.855, x 0 ≃ −1.454 and 32.737.
The following facts are not difficult to prove for the cubic C . This can be done, except at finitely many points, given by the zeros of some polynomial of x that appear during the process. In particular, we can see that studying the four polynomials C ℓ 3 (x, y) for x ∈ {−2, x 0 , −1, 0} we have all the information for y −→ C ℓ 3 (x, y) and x ∈ [−2, 0]. The above list of properties prove that the curve C ℓ 3 (x, y) = 0 has a loop which starts and ends at the origin being tangent to the lines (16x + 23y)(16y − 23x) = 0 and is contained in the strip {(x, y) : x 0 ≤ x ≤ 0}. Since we have proved that the resultant Res(C 
