In the first part of this paper we study the regularity properties of solutions to initial or boundary-value problems of Fredholm integro-differential equations with weakly singular or other nonsmooth kernels. We then use these results in the analysis of a piecewise polynomial collocation method for solving such problems numerically. Presented numerical examples display that theoretical results are in good accordance with actual convergence rates of proposed algorithms.
Introduction
In this paper we study the convergence behavior of a piecewise polynomial collocation method for the numerical solution of initial or boundary-value problems of the form A special case of {(1.1), (1.2)} with ij =0, i =0, . . . , n−1; j =1, . . . , n, and K i (t, s)=0 for s > t, i =0, . . . , n−1, is a initial value problem for a Volterra integro-differential equation. Collocation methods for the numerical solution of Volterra integro-differential equations are studied, for example, in [1] [2] [3] 9, [13] [14] [15] .
The numerical solution of Fredholm integro-differential equations with help of collocation methods in case of smooth kernels is investigated in [4] [5] [6] 8, 10, 12, 17] . The solution of such equations by Galerkin method is studied in [18] , by Tau method in [7] , by Taylor method in [11] and by the modified Adomian decomposition method in [19] .
There is very little literature on the numerical solution of Fredholm integro-differential equations with weakly singular kernels [17, 18] . This is in remarkable contrast to the number of works on weakly singular Fredholm integral equations, see, for example, [16] and the literature given therein. We refer also to [4, 5] where the numerical solution of Fredholm integro-differential equations with discontinuous kernels (but smooth solutions) is considered.
The main purpose of the present paper is to generalize the results obtained in [2, 3, 9] for first order Volterra integrodifferential equations to a wide class of arbitrary order Fredholm or Volterra integro-differential equations with weakly singular or other nonsmooth kernels.
In the first part of this paper (Section 2) we study the regularity properties of the solution to {(1.1), (1.2)} in case when the kernels K 0 (t, s), . . . , K n−1 (t, s) may be weakly singular at t = s and the derivatives of the functions a 0 , . . . , a n−1 and f may be unbounded on the interval [0, b]. Then we use these results in the analysis of a piecewise polynomial collocation method for solving such equations numerically. Using special graded grids, we derive optimal global convergence estimates and analyze the attainable order of global and local convergence of numerical solutions for all values of the grading exponent of the underlying grid (Sections 4 and 5). In Section 3 we introduce some auxiliary results which we need in the convergence analysis of proposed algorithms. In Section 6 we present some numerical illustrations showing a good accordance with theoretical results. The main results of the paper are formulated in Theorems 2.1, 4.1 and 5.1. Remark 1.1. For simplicity we confine ourselves to problem with homogenous conditions (1.2). But similar results can be derived also in case of a equation (1.1) with nonhomogenous conditions 6) where ij , ij , j ∈ R, i = 0, . . . , n − 1; j = 1, . . . , n. This follows from the observation that if u is the solution of problem {(1.1), (1.6)}, thenũ=u−p is the solution of {(1.1), (1.2)} in which only the forcing function f (t) is replaced byf
with a polynomial p(t) satisfying (1.6).
Smoothness of the solution
Consider the following two homogenous equations, corresponding to the initial Eq. (1.1):
The existence and regularity of the solution of problem {(1.1), (1.2)} is described in the following theorem. 
For the proof of Theorem 2.1 we need the following auxiliary results.
where c is a constant. 
2)} has a unique solution 
where
In the sequel for given Banach spaces E and F, we denote by L(E, F ) the Banach space of bounded linear operators 
Proof. Since the general solution of Eq. (2.2) is an arbitrary polynomial of degree n − 1, the Green's function G(t, s) for {(2.3), (1.2)} can be expressed both for t < s and for t > s as the polynomial of degree n − 1 with respect to t and s. Moreover In order to prove the second assertion of Lemma we show that J i (i = 0, . . . , n − 1) maps every bounded set of
where c 0 is a constant. Then
where t ∈ [0, b], j = 0, . . . , n − i − 1, and c 1 is a constant. For j n − i we have
and it follows from (2.7) and (2.8) that
Proof of Theorem 2.1.
( ) we define the operators A i and T i by settings
Clearly,
Consider the equation
where 
. This together with (2.11) and (2.13) yields that T is linear and compact as operator from 
It follows from Lemmas 2.1-2.3 that
. This together with (2.13) and (2.14) yields that 
Now we obtain from (2.4), (2.6) and Lemma 2.3 that 
Piecewise polynomial interpolation
For N ∈ N, let
be a partion (a graded grid) of the interval [0, b] with the grid points In every subinterval [t j −1 , t j ], j = 1, . . . , 2N , we introduce m 1 interpolation points 
with a positive constant c which is independent on N. 
Here c is a positive constant which is independent of N and 
. . , N, and
, with a positive constant c which is independent of j and N.
Collocation method
We know from Section 2 that the solution of problem {(1.1), (1.2)} has the form u = J 0 v (see (2.15) ), where v is the solution of Eq. (2.12) and J 0 is defined by the formula (2.6). This suggests to construct a collocation method for the numerical solution of problem {(1.1), (1.2)} as follows.
We look for an approximate solution u N of {(1.1), (1.2)} in the form 1) where v N satisfies the following conditions:
Here {J i } and {t jk } are given by the formulas (2.6) and (3.2), respectively. 
Last assertions follow from the equalities In the sequel by c we denote positive constants which are independent of N and may be different in different inequalities. 
Theorem 4.1. Let the conditions of Theorem 2.1 be fulfilled and let the interpolation nodes (3.2) with the grid points
, r 1; 
Proof. The collocation conditions (4.2) have the operator equation representation
where T is given by the formula (2.13) and P N is defined in Section 3. It follows from (2.11) and Lemma 2.3 that T is linear compact as an operator from
On the basis of Lemmas 3.1 and 3.2 we now obtain that (cf.
[2]) 
On the basis of (4.8) we obtain from (4.9) that
. Now (4.10) together with v = u (n) and Lemma 3.2 yields the estimate (4.4). Further, from (2.5) and (4.1) we obtain that
From (2.6) it follows that
Using (2.11), (2.13), (4.12) and Lemma 3.1 we obtain that
we get from (4.9) that
This together (4.8) and (4.13) yields
where t ∈ [0, b] , N N 0 . Thus, we get from (4.11) and (4.12) that
This together with v ∈ C m, [0, b] and Lemma 3.2 yields the estimate (4.3). Let us prove the estimate (4.5). From (2.12) and (4.6) we obtain that
Using (4.8) and (4.13) we get from (4.14) the estimate
This together with (4.15) and Lemma 3.2 yields the estimate (4.5).
Superconvergence phenomenon
It follows from Theorem 4.1 that for method {(4.1), (4.2)} for every choice of collocation parameters 0 1 < · · · < m 1 a convergence of order O(N −m ) can be expected, using sufficiently large values of the grid parameter r. In the following we show that assuming a little more regularity of functions f, a i , K i , i = 0, 1, . . . , n − 1, by a careful choice of parameters 1 , . . . , m it is possible to prove a faster convergence of method {(4.1), (4.2)}. N (m, , r) .
Here c is a positive constant which is independent of N, the norm · ∞ is given by the formula (3.4) and 
where v is the solution of Eq. (2.12). Using (2.6) and integration by parts we obtain that
Thus, we get
From (5.6), (2.11) and (2.13) it follows
From Theorem 2.1 we get that v = u (n) ∈ C m+1, [0, b] . Using this we can show that N z)(t jk ) = z(t jk ), k = 1, . . . , m + 1; j = 1, . . . , 2N . Due to Lemma 3.2 c N (m, , r) .
Further, the quadrature approximation (5.1) is exact for all polynomials of degree not exceeding m. This yields that the equality
holds for all polynomials g of degree not exceeding m. Therefore
and
This together with (5.9) yields
Actually, we consider only the case if j ∈ {1, . . . , N}.
For j ∈ {N + 1, . . . , 2N} the argument is analogous. Due to Lemma 3.3
For j = 1, . . . , N we have
Therefore,
This together with (5.10) yields (5.8) implying the estimate (5.2). Let us prove the statement (5.3). As well we have deduced the estimate (5.6) we get also
In the following we prove that
and so we get the estimate (5.3).
For the first term of the right-hand side of (5.13) we get
This together with (5.2) and (5.9) yields that
14)
It remains to estimate the second term of the right-hand of (5.13). We have Table 1 Results in case 1 = 0.1 and 2 = 0.9 
Numerical experiments
Let us consider the following boundary value problem:
Here the forcing function f is selected so that
is the exact solution of problem (6.1). Actually, this is a problem of the form {(1.1), (1.2)} where
It is easy to check that a 1 Table 2 Results in case 1 = 0.1 and 2 = 0.9 at collocation points 
2 ≈ 8) Table 4 Results in case 1 = (3 − √ 3)/6 and 2 = (3 + √ 3)/6 at collocation points 
Here i = 0, 1, 2 and jk = t j −1 + k 10 (t j − t j −1 ), k = 0, . . . , 10; j = 1, . . . , 2N , with grid points {t j }, defined by the formula (3.1).
In Tables 2 and 4 
r and r associated with r (N ) by In a similar way we introduce the ratio (2) r associated with the error estimate (4.4) for 1 r < 4:
(2) r = 2 r/2 . From this it follows that in Tables 1 and 2 (0) 
r = 2 r/2 for 1 r 2.
In Tables 3 and 4 From this it follows that in Tables 3 and 4 (0) r =
(1) r = r = 2 3r/2 for 1 r < 2, Note that Theorem 5.1 does not refine the estimate for the error u − u N ∞ . Therefore we apply the estimate (4.4) that holds for all values of parameters 0 1 < 2 1. Thus, in Table 3 we have used the same values for (2) r as in Table 1 .
From Tables 1-4 we can see that in most cases the numerical results are in good accordance with the theoretical estimates of Theorems 4.1 and 5.1. In Tables 1 and 3 only the decrease of (0) N in some cases is considerable faster than it is indicated by the error estimates (4.3) and (5.3). This phenomenon is worth examining independently.
