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Demand Models 
 
 
 
Abstract 
 
This paper proposes using a control function to correct for endogeneity in recreation demand 
models. The control function approach is contrasted with the method of alternative specific 
constants (ASCs), which has been cautiously promoted in the literature. As an application, we 
consider the case of travel cost endogeneity in the demand for Great Lakes recreational fishing. 
Using data on Michigan anglers, we employ a random utility model of site choice. We show that 
either ASCs or the control function can correct for travel cost endogeneity, although we find that 
the model with ASCs produces significantly weaker results. Overall, compared with traditional 
approaches control functions may offer a more flexible means to eliminate endogeneity in 
recreation demand models. 
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1  Introduction 
How the demand for recreation trips is formulated can play a significant role in valuing 
recreation sites and site quality characteristics. In particular, if some trip and site characteristics 
important to the recreationist’s visiting decision are ignored (e.g. water quality, substitute sites), 
researchers may misinterpret the value of other, observed site characteristics or the value of the 
site itself. How a researcher chooses to addresses the site characteristics not directly observed is 
therefore an important concern. 
 Endogeneity of explanatory variables is a standard econometric problem. In recreation 
demand modeling, endogeneity is typically a matter of omitted variables, in that the observed, 
explanatory variables may be correlated with the unobservables. For example, hikers may be 
willing to drive farther in order to hike remote trails, inducing a positive correlation between 
remoteness and travel cost, so if remoteness is unobserved travel cost will be endogenous. 
Endogeneity violates a critical consistency condition in model estimation, so recreation demand 
models that ignore omitted variables risk biased parameter and welfare estimates (Moeltner and 
von Haefen 2011). This problem is generally recognized by recreation demand researchers (e.g. 
Parsons 1991; Hausman et al. 1995; Murdock 2006; Weber et al. 2012). Biased estimates of the 
travel cost effect in recreation demand is also a particularly serious issue because the travel cost 
coefficient is the denominator in formulas for the valuation of sites and site characteristics.  
 This paper explores the issue of travel cost endogeneity in a model of the demand for 
recreational fishing. Using a random utility framework and data on site characteristics and angler 
trips, one can value recreational fishing sites and their amenities, but these values will be biased 
if travel cost is endogenous. We examine and compare two methods to correct for travel cost 
endogeneity. The first method is alternative specific constants (ASCs), which has been used in 
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recreation demand applications before (e.g. Murdock 2006; Hynes et al. 2007). The second 
method is the control function, which is novel to recreation demand modeling. A control function 
uses excluded instruments in a two-step estimation approach akin to two-stage least squares 
(2SLS). Using time variation in fuel prices, we derive an instrument that effectively conditions 
out the role omitted variables play on travel cost.  
 Our application uses data on Great Lakes recreational anglers. Catch rates unique to the 
timing of fishing trips are used to describe the quality of fishing sites. Catch rates therefore vary 
across alternatives and time, so the fixed-effects nature of ASCs does not prohibit estimation of 
the catch rate effects in the site choice model. We examine the significance of travel cost 
endogeneity by comparing parameter and welfare estimates from models which ignore 
correlation between travel cost and the unobservables with those that use ASCs or a control 
function to correct for endogeneity. We also compare the usefulness of ASCs and control 
functions by comparing the results from the models which test these methods. Overall, our 
results indicate that applied researchers may find the control function a flexible means of 
correcting for endogeneity in recreation demand models. 
 
2 Background 
The travel cost endogeneity issue was first raised by Parsons (1991) and Randall (1994), who 
noted that recreation preferences could influence the choice of residential location. That is, travel 
cost is not exogenous if a person considers the distance to the recreation site when they choose 
where to live. This argument is closely related to the theory motivating hedonic analysis, which 
values amenities through home prices. With hedonic analysis, individuals are assumed to select a 
home based on the proximity of work and leisure opportunities and environmental amenities. In 
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so far as commuting costs to activities—including recreation—are a significant determinant of 
residential location, models that assume travel cost is exogenous are inconsistent with household 
behavior.
1
 In general, though, there are any number of reasons an unobserved recreational site 
amenity could be correlated with travel cost and lead to an endogeneity problem.   
Some evidence does, in fact, suggest that travel cost could be correlated with site 
amenities. Phaneuf et al. (2008) study home buyers in North Carolina and find that access to 
recreation sites and water quality at recreation sites are important factors in residential location. 
Albouy (2009), in a study of household preferences for metropolitan areas of the United States, 
finds that households are willing to pay to live near the coasts, including the Great Lakes. Deller 
et al. (2001) look at the characteristics of rural areas in the United States and find that a county’s 
recreational infrastructure, water and land features are major determinants of rural population 
growth. With specific regard to anglers, Weithman and Haas (1982) report over one-fourth of 
anglers in Taney County, Missouri chose their home partly due to nearby fishing opportunities.  
The handful of recreation demand studies investigating endogeneity present an 
assortment of the strategies that could be used to correct for the problem in different demand 
modeling contexts. Parsons (1991) uses a 2SLS method in a single site application, and finds that 
ignoring travel cost endogeneity biases estimates of site value downward. Despite this significant 
finding, the matter of travel cost endogeneity received little attention until recently. This may be 
due to the limitations of 2SLS, which cannot be used in the nonlinear site choice models that 
most recreation demand modelers now use (Moeltner and von Haefen 2011). 
                                                          
1
 Sometimes this issue can be ignored without consequence in recreation demand modeling. Specifically, travel cost 
may be endogenous in the strict sense but not lead to a problem econometrically if travel cost is only correlated with 
the observed site characteristics and not the unobserved site characteristics. Also, if the amenities that affect 
residential location are thought to be largely uncorrelated with the site characteristics important to the recreation 
decision, then travel cost endogeneity may be less of a concern.  
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One approach to dealing with travel cost endogeneity in site choice models is the 
inclusion of ASCs, which are site-specific fixed effects. ASCs absorb all site-specific effects, 
both observed and unobserved, to eliminate the omitted variables problem. Hausman et al. (1995) 
use fixed effects in this manner in a model of recreational trips in Alaska. Generally, though, 
ASCs are rarely employed in site choice models, perhaps because of the limitations they impose 
in cross-section samples (Englin and Cameron 1996). That is, in site choice modeling ASCs 
preclude identification of the site-specific effects—a problem avoided by Hausman et al. who 
had panel data on site visits and site characteristics, such as catch rates, that changed over time.  
Murdock (2006) offers a solution to this limitation by demonstrating that, after estimating 
a site choice model with ASCs, the coefficients of the site-specific characteristics can be 
recovered in an auxiliary regression. In essence, this is possible because the estimated ASCs 
preserve the identifying variation of the site-specific effects. The framework for this method was 
originally developed by Berry (1994) and Berry et al. (1995) for models of differentiated product 
markets. Murdock suggests the following two stage approach. First, estimate the choice model 
with ASCs. If travel cost is correlated with unobserved site-specific characteristics, the effect of 
travel cost in the choice model is now estimated consistently. Second, regress the estimated 
ASCs on the observed site-specific characteristics (using 2SLS if appropriate). The site-specific 
effects are thus estimated in the second stage. The development of this bias-correction method 
has encouraged the recent use of ASCs in recreation demand models (e.g. Phaneuf et al. 2009; 
Timar and Phaneuf 2009; Jakus et al. 2010). 
Von Haefen and Phaneuf (2008) and Moeltner and von Haefen (2011) caution against the 
use of the two stage ASCs method to correct for endogenous site characteristics. They argue that 
the effectiveness of the approach relies on features of the data and model, such as the use of a 
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large choice set with a sufficient number of visits to each alternative. However, von Haefen and 
Phaneuf (2008) show that the use of stated preference data can alleviate some of the drawbacks 
of the method.
2
 
Alternatively, a control function can be used to correct for endogeneity. A control 
function works by allowing a model to condition on the part of the unobservables correlated with 
the observed covariates (Petrin and Train 2006). Employing a control function is similar to 
standard 2SLS methods, although it remains valid in nonlinear models. Early applications of a 
control function were performed by Smith and Blundell (1986) in a tobit model and Rivers and 
Voung (1988) in a probit model. More recent applications include Liu et al. (2011) and Ricker-
Gilbert et al. (2011). Petrin and Train (2010) present the control function approach as an 
alternative to the bias-correction methods of Berry (1994) and Berry et al. (1995), thus it may be 
a useful alternative to the two stage ASCs method in recreational site choice models. The 
approach also can be used in situations where the ASCs method is unsound. As with 2SLS, 
however, a good instrumental variable is necessary for the control function to eliminate 
endogeneity (Petrin and Train 2010).  
 
3  Model 
3.1 Site Choice Model 
We develop a random utility model in the context of a recreational angling site choice problem. 
Consider an angler’s utility function. On a fishing trip occasion, an angler maximizes utility by 
selecting the site which delivers the greatest utility subject to an income constraint. Let y
i
 be the 
                                                          
2
 Recent work by Abidoye et al. (2012) examine a Bayesian approach to recover the effects of site-specific 
characteristics when ASCs are used to control for unobserved site characteristics. Unlike the two stage estimation 
approach of Murdock (2006), the approach suggested by Abidoye et al. can be used in general applications of mixed 
logit models. 
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income of angler i, p
ikt 
the travel cost to site k at time t, q
k
 a vector of quality measures that vary 
across sites and q
kt
 a vector of quality measures that vary across sites and time. The vector q
k
 
includes site-specific characteristics, such as a variable measuring the shoreline length of a 
fishing site. The vector q
kt
 includes site characteristics that change with time, such as fish catch 
rates. Assume utility is linear in its arguments and has a marginal utility of money that is 
constant across the choice alternatives. Then, after substituting in the budget constraint, angler i’s 
utility conditional on visiting site k at time t is 
(1)       (       )                 . 
where ρ is the marginal utility of money, β
1
 is the vector of parameters on site-specific 
characteristics, β
2
 is the vector of parameters on site and time varying characteristics and ε
ikt
 is 
the unobserved utility component. The error ε
ikt
 is usually assumed to be independent of all other 
variables in the right-hand side of (1), but this may not be the case. In particular, travel cost 
endogeneity arises if p
ikt
 is correlated with ε
ikt
, which is to say cov(p
ikt
,ε
ikt
) ≠ 0.3 
 
3.2 Alternative Specific Constants 
The ASCs method uses a vector of K – 1 site-specific fixed effects, with K the number of choice 
alternatives. Denoting the ASCs vector as αk, then angler utility is transformed into 
(2)       (      )              , 
where αk absorbs the observed effects β1qk and unobserved site effects in εikt. In this way, ASCs 
prevent estimating the coefficients β
1
 in a random utility model. However, assuming that the 
                                                          
3
 Note that εikt could also be correlated with qk or even qkt. With suitable instruments the methods examined here can 
apply to alternative endogeneity problems.  
9 
 
idiosyncratic portion of the error is uncorrelated with angler travel cost, i.e. cov(p
ikt
,ζ
ikt
) = 0, the 
remaining parameters in (2) can be estimated consistently.  
The coefficients β
1
 may not be estimable in (2), but they can still be recovered. This is 
achieved by regressing the estimated ASCs (αk) on the site-specific characteristics (qk). This 
auxiliary regression can be estimated with ordinary least squares or, if q
k
 is endogenous, with 
2SLS (Murdock 2006). 
The ASCs method does have some limitations. For sites with few visits α
k
 is unlikely to 
be well identified in the site choice model, hindering identification of β
1
 in the second regression. 
In fact, it is not possible to estimate the constants for sites with no visits, so it is necessary to 
drop unvisited sites when using ASCs. Identification of β
1
 in the second regression is also 
difficult if there are relatively few sites in the choice set. Furthermore, poor estimation of the 
constants α
i
 for sites with few visits may affect estimates of β
2
 in the first step. It may also be 
inappropriate to perform the two step ASCs method in mixed logit models (Abidoye et al. 2012). 
 
3.3 Control Function 
Employing a control function is similar to standard instrumental variables methods involving a 
two-step estimation procedure, such as 2SLS. Petrin and Train (2006) (see also Imbens and 
Wooldridge 2007) show that under basic assumptions one can include in a discrete choice model 
with endogenous covariates an additional variable to condition for the portion of the error 
correlated with the observables. 
For the recreational fishing site choice model described above, suppose travel cost can be 
expressed in reduced form as 
10 
 
(3)                       , 
where z
ikt
 is a vector of observed covariates and μ
ikt
 is unobserved. The argument here is that p
ikt
 
is endogenous because it is in part determined by the choices of anglers. In this case, z
ikt
 are 
observables important to an angler’s travel cost but not an angler’s site choice decision (i.e. 
utility at a fishing site), while μ
ikt
 contains elements in the angler’s travel cost unobserved by the 
researcher.  
Assume μ
ikt
 is independent of q
kt
 and z
ikt
. Travel cost endogeneity arises because the 
unobserved component of travel cost, μ
ikt
, is correlated with the unobserved component of the 
site utility function, ε
ikt
. For example, this occurs because a site characteristic like scenic beauty 
matters in fishing site choice and residential location, but is unobserved by the researcher, so its 
effect becomes captured by both μ
ikt
 and ε
ikt
. However, an estimate of μ
ikt
 can be had by 
estimating the travel cost equation (3) and calculating the residuals,  ̂   . Inserting  ̂   , which is 
referred to as the control function, into the random utility model,  
(4)       (      )               ̂        . 
Assuming  ̂    is a good estimate of μikt, the control function captures the effect within εikt that 
p
ikt
 is correlated with, cov(p
ikt
,ω
ikt
) = 0, and the parameters in (4) can be estimated consistently 
(Petrin and Train 2010). Evidence for endogeneity is confirmed if the coefficient on the control 
function, φ, is significantly different from zero. 
In short, the control function procedure consists of two steps. First, the endogenous 
variable in the site choice model is regressed against the observables and a vector of instruments. 
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Second, the site choice model is estimated but with the residual from the first regression as an 
additional variable.  
As with ASCs, the control function method has some limitations. First, a control function 
requires an instrument. These instruments, z
ikt
, must be correlated with p
ikt
, hence γ
z
 > 0, but 
uncorrelated with ε
ikt
, cov(z
ikt
,ε
ikt
) = 0. Second, a control function for p
ikt
 will only capture 
endogeneity correlated with p
ikt
. Thus, if q
k
 is endogenous it will be necessary to include 
additional controls. Finally, if the estimate of φ is statistically significant, the standard errors in 
the site choice model stage need to be corrected for two-stage estimation.
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3.4 Estimation and Welfare Analysis 
In (1), (2) and (4), assuming the error is independently and identically distributed extreme value 
yields the conditional logit (CL) model. The probability of angler i choosing alternative k at time 
t is 
(5)      
     
∑      
 
   
, 
where V
ikt
 is the deterministic portion of the utility function and K is the number of choice 
alternatives. For the traditional CL V
ikt
 = ρp
ikt
 + β
1
q
k
 + β
2
q
kt
, for the CL with ASCs V
ikt
 = ρp
ikt
 + 
α
k
 + β
2
q
kt
 and for the CL with control function V
ikt
 = ρp
ikt
 + β
1
q
k
 + β
2
q
kt
 +  ̂   . The parameters 
of these site choice models are estimated via maximum likelihood.
5
 
                                                          
4
 This could be done using the bootstrap. 
5
 Specifications other than conditional logit were tested, including nested logit and mixed logit. The improvement in 
the fit of these two models over the conditional logit was extremely modest. Moreover, these various models have 
been found to deliver similar welfare estimates (von Haefen 2003). 
12 
 
 In the second regression of the ASCs method, ordinary least squares is used to estimate 
the site-specific effects. In the first stage of the control function approach ordinary least squares 
is used to estimate (3). 
For welfare measurement, from the observed indirect utility function V
ikt
 the expected 
per-trip compensating variation measure is 
(6)  [  ]  
 
 
[  (∑    
  
   )    (∑  
  
  
   )] 
where V
k
0
 and V
k
1
 are the conditional utility levels before and after, respectively, a change in 
price or quality. It is clear that a poor estimate of ρ will produce invalid site values. If the 
estimate of ρ is biased upwards (downwards), ceteris paribus, welfare estimates will be too small 
(large).  
 
4 Data 
4.1 Fishing site characteristics 
Data are obtained from a 2008-2009 survey of anglers fishing in Michigan. Information from the 
survey includes the location and date of anglers’ most recent trips, targeted fish species, whether 
the purpose of the trip was primarily to fish and how many days were spent fishing.
6
 
The sample we use in the application includes only sportfishing day trips to the Great 
Lakes taken by Michigan residents traveling less than 200 miles one-way to their destination, 
which is considered the maximum feasible distance for a day trip. Accordingly, for each trip the 
set of choice alternatives includes only sites within 200 miles of an angler’s home. Information 
on site quality measures is gathered independently of the survey.  
                                                          
6
 See Simoes (2009) for a detailed treatment of the survey and the sample. 
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Travel costs are calculated from distance information, angler characteristics and gasoline 
prices. Per-mile fuel costs are Michigan monthly retail per-gallon gasoline prices (EIA 2012) 
divided by 23.1, which is the typical fuel economy for a car (AAA 2009). Fuel costs are raised 
33% for anglers who report trailering a boat on their trip. Per-mile maintenance and depreciation 
costs are collected from AAA reports (AAA 2008; AAA 2009). The opportunity cost of travel 
time is computed as a 1/3 an angler’s reported income divided by 2000, normalized for time by 
assuming an average driving speed of 45 miles per hour. Travel cost is the sum of per mile fuel 
cost, per mile maintenance and depreciation cost and the opportunity cost of travel time. 
Michigan Department of Natural Resources (MDNR) creel survey data are used to 
compute expected monthly per-hour catch rates at fishing locations on the Great Lakes for six 
fish species: chinook, coho, steelhead, lake trout, walleye and yellow perch. These are the most 
popular species among Great Lakes anglers. For the warm water species, the MDNR defines the 
catch rate as 
            
                          
                         
 
for i = walleye and yellow perch. For the salmonids, the MDNR computes catch rates over an 
effort level that includes the time spent fishing for other salmon species.
7
 That is, 
            
                          
∑                           
 
for i, j = chinook, coho, steelhead and lake trout. The MDNR creel data come from monthly 
surveys of 66 sites over several years. Due to missing average catch rates for several months at 
many sites, a series of tobit regressions are used to predict average catch rates, which are used as 
                                                          
7
 Salmon catch rates are reported in this manner because it is relatively easy for anglers to target more than one 
salmon species at a time . 
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the catch rate variables for the site choice model.
8
 Table 1 provides descriptive statistics from the 
variables constructed from the angler and creel survey datasets.  
The reported destination of each trip is matched with the closest creeled fishing site. 
Trips in the sample are spread over approximately two years, and the catch rates at choice 
alternatives vary with the month of a trip, so catch rates varied across sites and time.  
 In the site choice model, trips that target salmonids—chinook, coho, steelhead and lake 
trout—are distinguished from those targeting warm water species. This distinction is desirable 
because these categories, referred to as product lines, constitute different types of fishing 
experiences (Kikuchi 1986; Jones and Lupi 2000). Catching salmonids in the Great Lakes 
involves fishing in certain temperature zones, usually from boats in deep water during the 
summer or from breakwaters and river mouths in the spring and fall. Perch and walleye can be 
caught in warmer temperature zones, often in the same locations year-round. We therefore assign 
two product line alternatives to each fishing site, so the site choice model includes a total of 132 
choice alternatives. Trips are assigned to a product line at preferred sites using the targeting 
information reported by anglers. 
 A number of dummy variables are included as covariates. The variable Urban takes the 
value one if the U.S. Census 2000 defines a portion of the choice alternative’s zip code area 
urban. Urban is intended to measure services at a site. Highway takes the value one if a state 
highway runs adjacent to the alternative and is intended to measure the remoteness of a site. 
Bayorseaway takes the value one if the alternative is located on a large bay and is intended to 
                                                          
8
 Using an estimate of catch rates is necessary but introduces measurement error (Morey and Waldman 1998). 
However, the approach remains consistent and the error variance will decline as more data become available (Train 
et al. 2000). Since the MDNR use stratified random sampling, month-to-month, to creel fishing sites, and surveying 
at creeled sites is extensive, the bias should be limited. On the other hand, it is also possible that the catch rate 
regressions make predictions that more accurately reflect angler perceptions of catch rates than would using true 
catch rates. Alternative methods of filling in missing data, including multiple imputation, were found impracticable. 
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capture the preference for fishing in areas of the lake that are typically warmer. Bayorseaway is 
also interacted with a dummy variable indicating a warm water alternative (Warmwater), in order 
to measure how Bayorseaway can affect preferences for sites across the two product lines 
differently.  
 The indirect utility function for the traditional CL specification of the Great Lakes 
angling demand model is therefore 
                                                      
                            , 
where CR
kt
 is the vector of catch rates. The indirect utility function for the CL with the control 
function is identical, except for the inclusion of the control function as a covariate. The indirect 
utility function for the CL with ASCs is V
ikt
 = ρp
ikt
 + α
k
 + β
CR
CR
kt
; the site-specific effects are 
recovered by estimating a
k
 = β
U
Urban
k
 + β
H
Highway
k
 + β
B
Bayorseaway
k
 + 
β
BWW
Bayorseaway
k
∙Warmwater
k
. 
 
4.2 Instrumental Variables 
A control function can only correct for travel cost endogeneity with a valid instrumental variable. 
This instrument must be correlated with travel cost but uncorrelated with the unobservables 
affecting site choice. Furthermore, because the site choice model is specified as a CL, the 
instrument must have cross-site variation, so that the control function is not differenced away in 
formulating the likelihood function and estimating the model. 
 The nature of the instrument used for the control function is based on the construction of 
the travel cost variable described in § 4.1. Recall that travel cost depends on, in addition to the 
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usual factors, monthly fuel prices. The data set is not a panel, but the sampling of trips across 
2008-2009 captures several large exogenous changes in fuel prices that influence travel costs. 
 As an instrument, we use crude oil prices interacted with the mileage distance to fishing 
sites. This instrument clearly satisfies the condition that it be correlated with travel cost. It is not 
possible to test the exogeneity restriction. However, it is unlikely that crude oil price times 
distance is correlated with the unobserved site-specific effects of the site choice model, for two 
reasons. First, unobserved characteristics, such as scenic beauty, are not likely to be a function of 
or determined by (current) oil prices and distances. Second, unobserved natural events in 
Michigan or the Great Lakes that may influence site choice are unlikely to impact and therefore 
be correlated with oil prices, since oil prices are determined on a global scale. We also include 
month-year fixed effects in the travel cost equation to control for exogenous shifts in demand. 
 
5 Results 
We estimate four different site choice models. The first model is estimated as a traditional CL, 
which ignores any potential travel cost endogeneity. The second model includes only the set of 
alternatives that receive visits in the sample (there are 31 unvisited alternatives). The third model 
includes ASCs, which also does not include any unvisited sites in the choice set. In this site 
choice mode, the ASCs preclude estimating the site-specific effects, so the parameters of site-
specific characteristics are estimated in an auxiliary regression. The final estimated model is 
identical to the first CL except that it includes the control function. The results are presented in 
table 2. 
In the estimated traditional CL, the catch rate parameters are all positive, implying that 
trips are more frequently taken to sites with high catch rates. The parameters on Urban and 
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Highway are also positive, suggesting that the preferred sites have urban amenities and are not 
isolated. In contrast, the effect of Bayorseaway is negative while the effect of 
Bayorseaway∙Warmwater is positive, implying that fishing sites in bays or seaways tend to be 
avoided unless the trip is taken with the intention of fishing for warm water species. This effect 
may arise for two reasons. First, bays and seaways offer more protected waters for anglers using 
smaller boats, and these tend to be warm water anglers. Second, bays or seaways provide good 
habitat for warm water species, and there are other warm water species anglers target but we 
lacked the catch rate data to include in the model. Thus, anglers that prefer warm water 
alternatives are drawn to these locations; the opposite holds true for anglers that prefer cold 
water species. The results of the CL that includes only visited alternatives are similar, although 
the precision of estimates is less, perhaps due to reduced variation in the site characteristics. 
The CL with ASCs yields substantially weaker results compared with the two prior 
models. Although the catch rate parameters can be estimated in the presence of ASCs, the 
precision of the estimates is poor. Only the effect of the chinook salmon and walleye catch rates 
remain positive and significant. On the other hand, there is a large improvement in the fit of the 
model—the log likelihood is considerably smaller compared with the other CLs. 
Table 3 presents the results of regressing the estimated ASCs on the site-specific 
characteristics (which in this case are all dummy variables). Compared with the other site choice 
models, only the effect of Bayorseaway∙Warmwater retains the same sign and significance level. 
In modeling the demand for Great Lakes recreational fishing, these results, combined with the 
weak identification in the first step, reduce the appeal of using ASCs to control for travel cost 
endogeneity.
9
  
                                                          
9
 Although the results are not reported here, many of the estimated ASCs are not precisely estimated. This may 
explain the lack of identification in the second step. 
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Now consider the control function approach. The travel cost equation estimates are 
presented in table 4. The results indicate a high level of explanatory power in the instrument. The 
statistical significance of the month-year dummy variables also indicates the role of other shocks 
(shifts in regional fuel demand) during this time to travel costs. An R-squared of 0.709 indicates 
that the explanatory power of the equation is large. Thus, the control function should be a good 
estimate of the part of travel cost correlated with the unobservables in the site choice model. 
The results of the CL with the control function are presented in the final column of table 
2. The results are largely similar to the results of the traditional CL, except for the new covariate. 
The t-statistic on the control function coefficient indicates statistically significant travel cost 
endogeneity. Note that the travel cost coefficient in the model with ASCs is nearly equivalent to 
its counterpart in the model with the control function, although the change in the travel cost 
coefficient in these two models compared with the traditional CL is quite small – less than 5%. 
Correcting for travel cost endogeneity increases, in absolute value, the travel cost 
coefficient. This bias would lead to welfare estimates that are too high, which is confirmed by 
comparing the welfare impacts of some plausible scenarios, reported in tables 5 and 6. In table 5, 
the welfare measures reflect the average per Great Lakes trip willingness to pay (WTP) to forgo 
the suggested change in catch rates across all sites. Table 6 reports the average per trip WTP 
among the trips taken to a particular Great Lake to forgo loss of access to that lake. In every 
scenario, the traditional CL model predicts a greater welfare impact compared with the model 
with the control function. However, the level of bias in welfare estimates is relatively small. 
In fact, whether the model with ASCs or the control function is preferred will have a 
greater impact on welfare predictions than the issue of travel cost endogeneity per se. For 
example, the chinook catch rate coefficient is 7.996 is the model with ASCs but 12.018 in the 
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model with the control function. As a result, the per trip WTP to forgo a 50% decrease in 
chinook catch rates is lower in the model with ASCs ($2.14 vs. $3.32). Possibly, some of the 
catch rate coefficients in the model with ASCs differ from their counterparts in the other models 
because the ASCs also control for other omitted variables. The loss of identifying power in the 
model with ASCs—because useful cross-site variation in catch rates is absorbed by the ASCs—
makes it difficult to determine whether catch rates are truly endogenous.  
 
6 Conclusion 
The travel cost method is a useful means of estimating the value of recreation sites and site 
amenities, but controlling for endogeneity in recreation demand models, particularly random 
utility models, can be difficult. Several solutions to the endogeniety problem can be found in the 
recreation demand literature. Unfortunately, all of the suggested corrections rely on stringent 
model and data requirements, or require a complicated estimation procedure. In contrast, a 
control function, which conditions out the endogeneity problem in nonlinear models using an 
intuitive two-step estimation procedure akin to 2SLS, is much less restrictive.   
We use a control function to correct for travel cost endogeneity bias in a site choice 
model of Great Lakes recreational fishing. The demand model uses two sources of data that have 
a useful time element: a sample of trips spread over two years and choice alternatives with catch 
rates that vary by month. To derive the control function, we use monthly oil prices to instrument 
for travel cost. Estimating the site choice model with the control function reveals statistically 
significant evidence that travel cost is endogenous.  
The results from the model with the control function are compared with a site choice 
model that employs ASCs to correct for endogeneity. Catch rates vary across sites and trips, so 
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the catch rate parameters can be estimated even with ASCs in the site choice model. However, 
we find running the model with ASCs yields imprecisely estimated catch rate effects. 
Furthermore, the site-specific effects are not well identified when the ASCs are regressed on the 
site-specific characteristics. In contrast, we find that the control function corrects for travel cost 
endogeneity and preserves identification of all the parameters.  
We find ignoring travel cost endogeneity biases the travel cost parameter estimate 
downward toward zero, a result which is robust because both the model with ASCs and the 
model with the control function identify the same level of bias. However, compared with the 
point estimate of the parameter, the bias is small, and ignoring the endogeneity does not 
meaningfully skew estimates of WTP. These results suggest that travel cost endogeneity may not 
be a problem in valuing Great Lakes recreational fishing, although this conclusion may not 
extend to other recreational activities. Von Haefen and Phaneuf (2008), Jakus et al. (2010) and 
Abidoye et al. (2012), in models of moose hunting, off-highway driving and lake recreation, 
respectively, all find that the travel cost coefficient is biased toward zero and that the magnitude 
of the bias is large. Thus, testing and correcting for travel cost endogeneity will continue to be 
important in recreation demand modeling.   
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8 Tables 
 
Table 1. Variable descriptions 
Name Description Mean SD 
Site Characteristics - Catch Rates 
 
  
CR chinook Chinook (king) salmon per hour catch rate 0.028 0.055 
CR coho Coho salmon per hour catch rate 0.007 0.018 
CR lake trout Lake trout per hour catch rate 0.028 0.108 
CR steelhead Steelhead (rainbow trout) per hour catch rate 0.008 0.018 
CR walleye Walleye per hour catch rate 0.042 0.093 
CR yellow perch Yellow perch per hour catch rate 0.383 0.702 
Site Characteristics - Other    
Urban Site partially urban as defined by U.S. Census 2000 0.600 0.490 
Highway Adjacent to a state highway  0.945 0.229 
Bayorseaway Adjacent to a major Great Lakes bay or seaway 0.434 0.496 
Warmwater Warm water alternative of the site 0.500 0.500 
Angler Characteristics    
Distance Distance, in miles, to fishing site 125.113 55.112 
Crude price Crude price, in dollars/barrel, in month of trip 91.095 29.304 
Travel cost Mileage and opportunity cost of trip, in dollars 171.193 87.879 
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Table 2. Site choice model parameter estimates 
 
Traditional CL  
CL – Only visited 
alternatives  CL with ASCs
a
  CL with CF 
Variable Estimate t-stat  Estimate t-stat  Estimate t-stat  Estimate t-stat
b
 
Travel cost *-0.0348 -46.10  *-0.0345 -45.70  *-0.0359 -40.97  *-0.0357 -28.92 
CR chinook *11.759 14.10  *10.747 12.70  *7.996 4.09  *12.018 13.43 
CR coho *6.546 3.34  *6.236 3.19  6.802 2.05  *6.289 3.61 
CR lake trout 0.327 0.62  -0.520 -0.88  -0.538 -0.45  0.338 0.80 
CR steelhead 6.657 2.36  6.610 2.30  -4.835 -1.00  6.229 2.31 
CR walleye *3.927 12.62  *3.533 11.31  *1.915 4.26  *3.954 13.07 
CR yellow perch *0.318 6.79  *0.289 6.21  0.167 1.88  *0.303 7.15 
Urban *0.716 9.36  *0.642 8.47  
  
 *0.727 10.10 
Highway *1.801 6.88  *1.621 6.06  
  
 *1.799 6.60 
Bayorseaway *-1.091 -9.31  *-1.155 -9.92  
  
 *-1.134 -9.08 
Bayorseaway* 
       Warmwater 
*1.748 15.24  *1.870 16.19  
  
 
*1.753 14.71 
            
Control Function 
  
    
  
 *0.011 3.26 
  
    
   
 
 
Trips 2233   2233  
 
2233  2233 
Log likelihood  -4184.530   -4091.505  -3645.443  -4174.000 
a
Alternative specific constant estimates are withheld for brevity. 
b
Derived from standard errors calculated from bootstrapping with 250 replications. 
*Significant at the 1 percent level. 
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Table 3. ASCs second-step regression 
Variables Estimate t-stat 
Urban -0.469 -1.69 
Highway -0.298 -0.67 
Bayorseaway -0.157 -0.47 
Bayorseaway*Warmwater *1.260 2.94 
Constant -0.917 -2.11 
   
R
2
 0.135 
*Significant at the 1 percent level 
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Table 4. Travel cost equation parameter estimates 
Variables
a
 Estimate t-stat 
CR chinook -3.354 -0.97 
CR coho -17.262 -1.73 
CR lake trout -1.542 -1.08 
CR steelhead 20.799 2.02 
CR walleye 2.573 1.28 
CR yellow perch *-1.482 -5.94 
Urban 0.272 0.84 
Highway 0.091 0.13 
Bayorseaway *-4.617 -11.19 
Bayorseaway*Warmwater 0.623 1.13 
January08 *-24.801 -9.42 
February08 *-20.931 -7.72 
March08 *-16.965 -6.10 
April08 *-25.238 -9.77 
May08 *-50.019 -26.93 
June08 *-62.161 -36.43 
July08 *-60.685 -36.55 
August08 *-40.732 -25.08 
September08 *-15.863 -9.82 
October08 *13.310 8.05 
November08 *37.803 19.87 
December08 *58.344 28.41 
January09 *62.999 34.75 
February09 *65.689 37.47 
March09 *40.851 21.25 
April09 *41.156 23.01 
May09 *39.095 22.53 
June09 *20.687 12.13 
July09 *22.582 11.75 
August09 *14.431 4.57 
September09 *35.483 13.78 
October09 *67.224 11.12 
Crudeprice*Distance *0.014 476.88 
Constant *25.978 14.93 
   
R
2
 0.709 
a
The omitted category in the set of month-year dummy variables is all trips taken prior to 
January, 2008. 
*Significant at the 1 percent level 
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Table 5. Average per trip WTP ($) among all Michigan Great Lakes trips for catch rate change  
Scenario 
Traditional 
CL 
CL – Only visited 
alternatives 
CL with 
ASCs 
CL with 
CF 
CR chinook 50% decline  3.34 3.13 2.14 3.32 
CR coho 50% decline 0.50 0.48 0.44 0.47 
CR walleye 50% decline 7.08 6.50 4.50 6.95 
CR yellow perch 50% decline 3.25 3.00 1.62 3.03 
 
 
Table 6. Average per trip WTP ($) among trips taken to a Great Lake to forgo loss of access to 
that lake 
Scenario 
Traditional 
CL 
CL – Only visited 
alternatives 
CL with 
ASCs 
CL with 
CF 
Loss of Lake Erie 27.51 27.08 39.57 26.58 
Loss of Lake Huron 76.86 80.02 90.54 74.97 
Loss of Lake Michigan 165.56 165.07 151.38 163.31 
Loss of St. Clair and Detroit  
  Rivers and Lake St. Clair 
67.37 68.11 56.53 65.68 
 
 
