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REFLECTION POSITIVITY AND MONOTONICITY
ARTHUR JAFFE AND GORDON RITTER
Abstract. We prove general reﬂection positivity results for both scalar ﬁelds
and Dirac ﬁelds on a Riemannian manifold, and comment on applications
to quantum ﬁeld theory. As another application, we prove the inequality
CD ≤ CN between Dirichlet and Neumann covariance operators on a manifold
with a reﬂection.
1. Introduction
Reﬂection positivity (RP) provides the fundamental relation between functional
integration and quantization. Osterwalder and Schrader formulated this notion in
an attempt to understand the special case discovered by Symanzik [17]—elaborated
by Nelson [14, 13], and by many authors since—between Markov random ﬁelds and
quantum ﬁelds. The Osterwalder-Schrader theory not only pertains to classical
probability theory, but also makes it possible to incorporate theories with spin
(fermions and gauge theory), and provides the possibility to quantize diﬀerential
forms. In quantum theory it leads to an analysis of the Hamiltonian and to other
symmetry groups, see for instance [5, 12, 10, 4]. RP also pertains to the framework
of statistical physics on a lattice, where it leads to an analysis of the transfer matrix.
As a result of the importance of RP, several diﬀerent ways to understand it appear
in the literature.
In this paper we analyze some properties of RP, monotonicity, and static space-
times. In particular we analyze RP arising from the Green’s function for the Laplace
operator under general conditions, leading to a positive inner product distinct from
the standard positive inner product given by the Green’s function for the Laplacian.
We also analyze the case of a general Dirac operator compatible with time reﬂec-
tions. This case presents new phenomena, as the Green’s function for the Euclidean
Dirac operator is not positive. However, using time-reﬂection, we establish the ex-
istence of a positive inner product and a corresponding Hilbert space, providing a
general framework for quantization in this case as well.
2. Reflections and the Laplace Operator
Let M be a complete, connected Riemannian manifold without boundary, and
with isometry group G. Let U denote the natural unitary representation of G on
L2(M), deﬁned on a dense domain by
Uψf := fψ = f ◦ ψ−1 for ψ ∈ G. (1)
Let ∇ denote the Levi-civita connection on M associated to the metric. Let
∆ = ∆M = ∇∗∇ denote the (negative-deﬁnite) covariant Laplacian, deﬁned ini-
tially on the domain C∞
c (M) of smooth functions of compact support. Under our
Date: May 3, 2007.
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assumptions, it follows that ∆ is essentially self-adjoint on this domain ([6]; see
also [2]), and so naturally we consider the unique self-adjoint extension and use the
spectral theorem accordingly. The operator Uψ commutes with ∆, which can be
seen by writing ∆ = d∗d on 0-forms. The resolvent C = (−∆+m2)−1 is a bounded
operator on L2(M). It also follows1 that [Uψ,C] = 0, which becomes Cfψ = (Cf)ψ
in the notation of eq. (1).
For θ ∈ G, the ﬁxed-point set is the set
Mθ = {p ∈ M : θ(p) = p}.
The isometry θ is said to be a reﬂection if dθp is a hyperplane reﬂection in the tan-
gent space for some p ∈ Mθ. In this case, Mθ is a disjoint union of totally geodesic
submanifolds, at least one of which is of codimension one [1]. Any codimension-one
component of Mθ is called a reﬂection hypersurface.
To formulate a general notion of reﬂection positivity, let M be a complete con-
nected Riemannian manifold with a reﬂection θ. Let Ω ⊂ M be a submanifold with
boundary ∂Ω, such that ∂Ω is contained in a union of reﬂection hypersurfaces. Let
f ∈ L2(M) be a complex-valued function with support Sf, which is of class C2
(i.e. all second derivatives are continuous), such that
θ(Sf) ⊆ Ω and vol(Ω ∩ Sf) = 0. (2)
We do not assume that θ is disecting, i.e. that M \ Mθ is disconnected.
Example 1. Choose coordinates (t,  x) on Rd, and deﬁne Rd
+ and Rd
− to be the
half-spaces with t ≥ 0 or t ≤ 0 respectively. Let f be such that Sf ⊆ Rd
+, and
Ω ⊆ Rd
− with ∂Ω ⊆ {t = 0}.
Example 2. Let T be a Riemann surface with an antiholomorphic involution θ :
T → T, such as θ(z) = 1/z on the Riemann sphere. Accordingly, write T = T−∪T+,
where T± are closed, T θ = ∂T±, and θ : T+ → T−. Let Sf ⊆ T+ and Ω ⊆ T− with
∂Ω ⊂ T θ. For the Riemann sphere, T θ is the unit circle |z| = 1.
Theorem 1. Let M be complete and connected with a reﬂection θ. Let f and Ω
be as above. Then
0 ≤  fθ,Cf . (3)
Proof. For u,v : M → C, let (u,v) = uv dV, where dV denotes the natural
Riemannian volume measure on M. Deﬁne u = Cf and note that, by eq. (2),
C−1uθ = (C−1u)θ = fθ has support in Ω. Hence
 u,fθ  =
Z
Ω
(u,C−1uθ) =
Z
Ω
[(u,C−1uθ) − (C−1u,uθ)], (4)
where the second equality holds because C−1u = f is zero a.e. in Ω. Let n denote
the unit normal vector to ∂Ω. Now in (4), replace C−1 with −∆+m2 and integrate
by parts to ﬁnd
 fθ,u  =
Z
Ω
[(∆u,uθ) − (u,∆uθ)] =
Z
∂Ω
￿
uθ∇nu − u∇nuθ￿
dS. (5)
For p ∈ ∂Ω, it clear that dθp = dθ−1
p = diag(−1,1,...,1) in a coordinate basis
for TpM where the ﬁrst coordinate is in the direction of np and the other directions
1See for instance [11, Theorem III.6.5].REFLECTION POSITIVITY AND MONOTONICITY 3
are tangential to ∂Ω. Hence (∇nuθ)p = −(∇nu)p. Using this (and the identity
uθ = u on ∂Ω) to simplify the second term in (5), we have
 f
θ,Cf  = 2ℜ
Z
∂Ω
u∇nu dS
where ℜ denotes the real part. We now show that this quantity is real (and positive),
completing the proof.
Z
∂Ω
(una∇
au) dS =
Z
∂Ω
(una∇
au) dS =
Z
Ω
∇a(u∇
au) dV
=
Z
Ω
(∇au∇au + u∆u) dV
=
Z
Ω
￿
|∇u|2 + m2|u|2￿
dV ≥ 0. (6)
To obtain (6) we used that ∆u = m2u a.e. on Ω, which holds since Ω ∩ Sf has
measure zero. ￿
Theorem 1 has applications to quantum ﬁeld theory. For curved spacetimes
which possess both a Riemannian and a Lorentzian section (such as the Schwarzschild
black hole), eq. (3) is the inner product in the one-particle space for scalar ﬁelds,
and the positivity of this inner product is one of the cornerstones of the Euclidean
approach. This was discovered by Osterwalder and Schrader [15, 16] for Rd, and
generalized to curved spacetimes in [9, 10]. From the proof of Theorem 1, we see
that  fθ,Cf  is twice the Euclidean action applied to the potential u = Cf, in the
region Ω.
The action functional for a general scalar quantum ﬁeld theory on a curved
background may include a term of the form ξR, where R is the Ricci scalar, and ξ
is a real coupling constant. The special case ξ = 0 is called minimal coupling; we
now discuss the general case.
Let M be a complete connected Riemannian manifold with a reﬂection θ. Let
R be the Ricci scalar and ξ ∈ R be such that
0 < m2 + ξR , (7)
everywhere on M. Then −∆ + m2 + ξR has a self-adjoint extension which is
invertible, and thus we deﬁne
Cξ = (−∆ + m2 + ξR)−1.
Theorem 2. Let M be a complete connected Riemannian manifold with a reﬂection
θ, and assume the curvature bound (7). Let f be as above. Then
0 ≤  f
θ,Cξf  . (8)
Proof. Following the same steps as leading to (6), we have
 fθ,Cξf  = 2
Z
Ω
￿
|∇u|2 + (m2 + ξR)|u|2￿
dV.
The conclusion follows. ￿4 ARTHUR JAFFE AND GORDON RITTER
3. Comparison of Dirichlet and Neumann Covariance
Glimm and Jaﬀe [8, 7] discovered that reﬂection positivity for free Euclidean
ﬁelds is equivalent to the operator-monotonicity of the Green’s operator C, as one
varies boundary conditions on the t = 0 plane. More precisely CD ≤ CN, where
D,N denote respectively the classical Dirichlet or Neumann boundary conditions at
t = 0. The proof remarks that Green’s functions satisfying Dirichlet and Neumann
boundary conditions can be obtained using mirror charges, and these representa-
tions lead to reﬂection positivity. De Angelis, de Falco, and Di Genova [3] used
this property to give a simple proof of reﬂection positivity for manifolds with an
isometric involution θ; we also use this method here.
We ﬁrst discuss Dirichlet and Neumann conditions on manifolds in general, and
then in the special case of a reﬂection, give a simple proof of the fundamental
inequality CD ≤ CN.
Lemma 3. Let M be complete and connected with a reﬂection θ. Let O ⊂ M be a
submanifold with boundary ∂O ⊆ Mθ. Let CD,N denote the resolvent of the Laplace
operator on L2(O) with either Dirichlet (D) or Neumann (N) boundary conditions
on ∂O. Then
CD = (I − Uθ)C, CN = (I + Uθ)C, and UθC =
1
2
(CD − CN) on L2(O).
Proof. Write C in integral form with kernel C, so that
(Cf)(x) =
Z
M
C(x,y)f(y) dvoly
where vol is the Riemannian volume measure; in coordinates dvolx = (detgab)1/2dx.
Note that C : M × M → R is not deﬁned on the diagonal x = y. The two
fundamental properties of the kernel C are invariance under the diagonal action of
G ⊂ G × G, and that it is a Green’s function. Thus
C(gx,gy) = C(x,y) ∀g ∈ G, and (−∆x + m2)C(x,y) = δx(y).
To prove the second property, write
f(x) = ((−∆ + m2)Cf)(x) =
Z
(−∆x + m2)C(x,y)f(y) dvoly.
Then by deﬁnition, (−∆x + m2)C(x,y) = δx(y) as distributions.
Since [C,Uθ] = 0, the integral kernel of UθC is C(θx,y). Thus the kernel of
(I − Uθ)C is
k−(x,y) := C(x,y) − C(θx,y).
Clearly for x ∈ ∂O or y ∈ ∂O, we have k−(x,y) = 0, so k− satisﬁes Dirichlet
boundary conditions. Also,
(−∆x + m
2)k−(x,y) = δx(y) − δx(θy).
For x ∈ O, it follows that δx ◦ θ vanishes for test functions supported in O, and
hence k− is the Dirichlet Green’s function in O. Now
k+(x,y) := C(x,y) + C(θx,y)
is also a Green’s function in O for the same reason. Let Cy(x) = C(x,y) and let
∂n denote the normal derivative in the variable x on the boundary ∂O. Then
∂n(C
θ
y )|p = −∂nCy|p for p ∈ ∂O.REFLECTION POSITIVITY AND MONOTONICITY 5
It follows that ∂nk+ = 0 on ∂O, so k+ is the Neumann Green’s function on O,
completing the proof. ￿
We now prove the operator inequality stated previously. The result is known for
M = Rd, though the proof which has appeared in the literature is complicated due
to delicate issues concerning the domains of self-adjoint operators and associated
quadratic forms. We present a simpler proof that also generalizes to manifolds.
Theorem 4. Let M be complete and connected with a reﬂection θ. Let O be a
submanifold with boundary ∂O ⊆ Mθ. Then
CD ≤ CN on L2(O).
Proof. By Lemma 3, for f ∈ C∞
c (O), we have
 f,(CN − CD)f  = 2 f,UθCf . (9)
Now apply Theorem 1 with Ω = Oc ∪ ∂O. The boundary of Ω is the same as the
boundary of O, and the common boundary is contained in Mθ. The support Sf
of f is disjoint from Ω (up to sets of measure zero), so Theorem 1 can be applied.
Thus (9) is positive and CD ≤ CN as desired. ￿
4. The Dirac Operator
A certain sense of mystery surrounds Euclidean fermions. It revolves about two
issues, the more elementary of which is whether the Euclidean Green’s functions are
reﬂection positive. In the case of Pfaﬃan or determinantal imaginary-time Green’s
functions, this reduces to the question of reﬂection positivity for the pair correlation
function. In the following, we resolve this question in the aﬃrmative, giving a proof
that is at once very simple, and very general; our proof applies to any bundle of
Cliﬀord modules over a static manifold.
4.1. Cliﬀord Bundles. Let M be a Riemannian manifold. The Cliﬀord algebra of
the cotangent space T ∗
xM (with its natural inner product) will be denoted Clx, and
the association of the vector space Clx to the point x deﬁnes the Cliﬀord bundle
Cl(M) → M.
Now suppose E → M is a Hermitian vector bundle such that each ﬁber Ex is a
Hermitian Clx-module in a smooth fashion. Let Γ(E) denote the space of smooth
sections, and let Γ(E;O) denote the space of local sections over an open set O ⊂ M.
Extend the notation to allow O to be a submanifold with boundary.
Let E → M be endowed with a connection ∇. Since Ex is a Clx-module, the
inclusion T ∗
x(M) ⊂ Clx gives rise to a natural bundle map m : T ∗ ⊗ E → E called
Cliﬀord multiplication. Explicitly, we have a sequence
Γ(E)
∇ − − − − → Γ(T ∗ ⊗ E)
m − − − − → Γ(E). (10)
Denote Cliﬀord multiplication simply by ξ   v := m(ξ ⊗ v). Composing the maps
(10) gives the Dirac operator
/ ∂ = m∇ : Γ(E) −→ Γ(E).
Many computations are facilitated by the use of local coordinates. Let O be an
open subset of M on which we have deﬁned an orthonormal frame {ej} of tangent6 ARTHUR JAFFE AND GORDON RITTER
vector ﬁelds, and let {vj} denote a dual coframe of 1-forms. For φ ∈ Γ(E;O), the
above deﬁnitions imply that
/ ∂φ =
X
j
vj   ∇ejφ.
A Cliﬀord connection on E is a metric connection ∇ that is a derivation with
respect to Cliﬀord multiplication, i.e.
∇X(v   s) = (∇Xv)   s + v   ∇Xs
for a vector ﬁeld X, a 1-form v, and a section s. In the ﬁrst term, ∇Xv denotes the
Levi-civita connection on M, while in the second term ∇X denotes the connection
on E.
If ∇ is a Cliﬀord connection on a boundaryless manifold, then / ∂ is a skew-
symmetric operator on the domain of smooth, compactly supported sections [18,
Prop. 1.1, p. 246].
4.2. Reﬂection Positivity. Let M be a complete Riemannian manifold. Further
assume M is static; then there are coordinates (xi : 0 ≤ i ≤ d−1) such that ∂/∂x0
is a hypersurface-orthogonal Killing ﬁeld. In many examples from physics, x0 plays
the role of (Euclidean) time, so we also write t = x0.
Corresponding to the local frame ∂/∂xi is a dual frame of one-form ﬁelds, dxi.
Let γi denote the operator of Cliﬀord multiplication by dxi, so that γi(v) = dxi  v.
Then
{γi,γj} = 2gijI , (11)
where gij is the inverse metric, and I is the identity on ﬁbers of E. Since the
coordinate t = x0 is determined (up to a constant) by the geometry, the operator γ0
does have a coordinate-free meaning, whereas in general, γi for i  = 0 are coordinate-
dependent.
Locally, a static metric takes the form
ds2 = F(x)dt2 + Gab(x)dxadxb. (12)
where F and Gab are t-independent functions. After an arbitrary choice of a time-
zero slice Σ = {t = 0}, M has the structure
M = Ω− ∪ Σ ∪ Ω+, ∂Ω± = Σ .
Let ǫ : Ω+ → Ω− be the natural reﬂection map, which in coordinates is given by
ǫ(t,y) = (−t,y),
where y is a coordinate on Σ. This induces a pullback map ǫ∗ acting on sections of
E. Let ϑ = γ0ǫ∗. Note that
{ϑ, / ∂} =
￿
γ
0ǫ
∗,
X
j
γ
j∇ej
￿
= 0 . (13)
To prove (13), note that the j = 0 term vanishes since {ǫ∗,∇e0} = 0, while the
other terms vanish because {γ0,γj} = g0j = 0.
Theorem 5. Let E → M be a holomorphic Cliﬀord bundle with Cliﬀord connection
∇. For a smooth section φ ∈ Γ(E;Ω+) supported in Ω+, we have
0 ≤  ϑφ,(/ ∂ − m)−1φ  .REFLECTION POSITIVITY AND MONOTONICITY 7
Proof. Let u = (/ ∂ − m)−1φ and uϑ = ϑu, so we have
 ϑφ,(/ ∂ − m)
−1φ  =  ϑ(/ ∂ − m)u,u  =  ϑ/ ∂u,u  − m u
ϑ,u 
= −
Z
Ω−
[ / ∂u
ϑ,u  + m u
ϑ,u ]
= −
Z
Ω−
[ / ∂uϑ,u  + m  uϑ,u  +  uϑ,(/ ∂ − m)u ] (14)
= −i
Z
Ω−
[ Duϑ,u  −  uϑ,Du ] (15)
where we used {ϑ, / ∂} = 0, and to obtain (14) from the previous line, we used that
(/ ∂ − m)u = 0 on Ω−.
By [18, p. 247], for any sections α,β of E we have
divX = −i[ Dα,β  −  α,Dβ ]
where X is the vector ﬁeld deﬁned by  X,v  =  α,v   β E for v ∈ Ω1(M). Apply
this with α = uϑ and β = u so, using (15), we have
 ϑφ,(/ ∂ − m)−1φ  =
Z
Ω−
divX dV,
where  X,v  =  ϑu,v   u E and dV is the volume element on M.
On Σ, the outward-pointing unit normal to Ω− is the Killing vector ∂t divided
by its norm, i.e. ˆ n = F −1/2∂t, where F is deﬁned in eq. (12). Let ν denote the
1-form dual to ˆ n, so ν =
√
Fdx0. Then by the divergence theorem,
Z
Ω−
divX dV =
Z
∂Ω−
 X,ν  dS.
On Σ = ∂Ω−, ǫ is the identity map and so uϑ = γ0(u). Also, ν   s =
√
F γ0(s), so
we have ￿
X, ν
￿
=
￿
ϑu, ν   u
￿
E =
￿
γ
0(u),
√
Fγ
0(u)
￿
, (on Σ).
Hence
￿
ϑφ, (/ ∂ − m)−1φ
￿
=
Z
Ω−
divX dV =
Z
∂Ω−
￿
γ0(u),
√
Fγ0(u)
￿
dS ≥ 0. (16)
￿
The power of Theorem 5 lies in its generality; the result is valid for any Cliﬀord
connection on any vector bundle over a static manifold. This includes as particular
examples the Dirac operator on the spinor bundle S( ˜ P) over a manifold with a
spin structure ˜ P → M, as well as the “twisted Dirac operator” DF on the tensor
product E = S( ˜ P) ⊗ F, where F is a bundle with metric connection.
As a corollary to Theorem 5, we infer the existence of a Hilbert space HD whose
inner product is given by
(s,s
′)D =  ϑs,(/ ∂ − m)
−1s
′ .
Precisely, HD is the completion of the coset space Γ(E;Ω+)/ND, where ND is the
kernel of the form ( , )D. The space HD can be interpreted as the one-particle
space for a theory of fermions on the spacetime M.8 ARTHUR JAFFE AND GORDON RITTER
4.3. Flat Spacetimes. It is very useful to see the abstract framework of the last
two sections worked out in the explicit example of M = Rd. In this case, we also
prove reﬂection positivity by Fourier analysis.
For an integral operator C on L2(Rd), we use the convention
Cf(x) =
Z
C(x,y)f(y)dy.
For C = (−∆ + m2)−1, the kernel is translation-invariant, so we write C(x,y) =
C(x − y), and we may obtain the latter explicitly via the Fourier transform
C(x,y) = C(x − y) = (2π)
−d
Z
e−ip(x−y)
p2 + m2 dp.
Note that C(x − y) = C(y − x) = C(y − x). It follows that the integral kernel of
∂xC is equal to ∂xC(x − y).
Let γj, for j = 0,...,d−1, be a set of Hermitian operators2 on a complex Hilbert
space V satisfying:
{γi,γj} = 2δij I.
Denote / p =
Pd−1
i=0 γipi, with / ∂ deﬁned similarly. This arises from the general theory
of Section 4.1, by setting E = Rd × V , a trivial Hermitian vector bundle over Rd
with standard Riemannian and Cliﬀord structures. Then
/ p
2 =
1
2
{/ p,/ p} =
1
2
X
a,b
papb{γa,γb} = p
2I.
Similarly, / ∂
2 = ∆, so −(/ ∂ + m)(/ ∂ − m) = −∆ + m2 = C−1 and hence
(/ ∂ − m)
−1 = −(/ ∂ + m)C.
Let ǫ(x0,  x) = (−x0,  x) be a coordinate reﬂection. For f : Rd → V , deﬁne
(ϑf)(x) := γ0f(ǫx). (17)
It follows that ϑ is a self-adjoint operator on L2(Rd,V ) with ϑ2 = I.
Theorem 6. The operator (/ ∂ − m)−1 is reﬂection-positive in the sense that
￿
ϑf,(/ ∂ − m)−1f
￿
≥ 0 for suppf ⊆ {x0 > 0}. (18)
We give two proofs of Theorem 6; one by Fourier analysis and one by potential
theory.
Proof (Fourier analysis). By direct calculation,
−γ0(/ ∂ + m)C(x) = −γ0
Z
dp0d  p
￿
γ0(−ip0) +
X
j>0
γj(−ipj) + m
￿ e−ipx
p2 + m2 ,
By contour integration, for any t ∈ R we have:
Z
e−ip0t
p2
0 + ω2 dp0 =
πe−|t|ω
ω
,
Z
p0
e−ip0t
p2
0 + ω2 dp0 = −iπe−|t|ω.
2An example in d = 4 is γ0 =
`
0 I
I 0
´
, and γj = i
“
0 σj
−σj 0
”
for j = 1,2,3.REFLECTION POSITIVITY AND MONOTONICITY 9
We use these formulas with ω = (  p 2 + m2)1/2, and t = x0. So,
−γ0(/ ∂ + m)C(x) = π
Z ￿
e−|t|ω +
e−|t|ω
ω
h d−1 X
j=1
iγ0γjpj − mγ0
i￿
e−i  p   x d  p
= π
Z
e−|t|ω
ω
Ae−i   p   x d  p,
where we deﬁne
  η := iγ0  γ, ω = (  p 2 + m2)1/2, and A = ωI +   η     p − mγ0 .
Here, each component ηj and A are d×d matrices, and A has   p-dependent matrix
elements. The matrix Ω =   η   p−mγ0 is Hermitian with Ω2 = ω2I, hence A = ωI+Ω
has eigenvalues 0,2ω. In particular, A is a positive matrix. The rest of the proof
depends only on the property A ≥ 0 and not on the details of A. To complete the
argument, we now have
￿
ϑf,(/ ∂ − m)−1f
￿
=
￿
ǫ∗f,γ0(/ ∂ − m)−1f
￿
= −
Z
x0<0
dx
Z
y0>0
dy
￿
f(−x0,  x), [γ0(/ ∂x + m)C](x − y)f(y)
￿
= −
Z
x0<0
dx
Z
y0>0
dy
Z
d  p
D
f(−x0,  x), A
e−|x0−y0|ω
ω
e
−i  p (  x−  y)f(y)
E
=
Z
d  p
￿
￿ ￿
Z
ei  p   x−x0ω
￿A
ω
￿1/2
f(x)dx
￿
￿ ￿
2
≥ 0.
￿
Proof (potential theory). We will now give a second proof of (18), which follows the
proof of Theorem 5. Rather than integrating out p0 in the Fourier transform, we
will instead use integration by parts to reduce the expression to a boundary term.
Note that {ϑ, / ∂} = 0, as may be proved directly, or deduced as a special case of
(13).
Deﬁne u = (/ ∂ − m)−1f and let uϑ = ϑu = γ0ǫ∗u. Then
 ϑf,(/ ∂ − m)−1f  =
Z
Ω−
 ϑ(/ ∂ − m)u,u  dx = −
Z
Ω−
[ / ∂uϑ,u  + m uϑ,u ] dx
= −
Z
Ω−
[ / ∂u
ϑ,u  +  u
ϑ,(/ ∂ − m)u  + m u
ϑ,u ] dx (19)
= −
Z
Ω−
[ / ∂u
ϑ,u  +  u
ϑ, / ∂u ] dx (20)
To obtain (19), we used that (/ ∂ − m)u = f is zero on Ω−. 3
Now perform integration by parts on the ﬁrst term in (20), moving the / ∂ onto
the u. All of the non-surface terms cancel. There is no boundary in the spatial
directions, so we only need to compute the boundary term which occurs at the
t = 0 plane. To do this, consider
−
Z ∞
0
dx0  γ0∂0(ϑu),u  =
Z
x0=0
|u|2 dd−1x +
￿
non-surface terms
￿
.
3It is interesting that in (19), the explicit mass term cancels out. Thus all of the m-dependence
is contained in u, which depends implicitly on m through the equation (/ ∂ − m)u = f.10 ARTHUR JAFFE AND GORDON RITTER
Here we used that ϑu = γ0u on the boundary, and (γ0)2 = I. Then
￿
ϑf,(/ ∂ − m)
−1f
￿
=
Z
x0=0
|u|
2 d
d−1x ≥ 0.
The resulting formula for the fermionic inner product is the special case of (16)
with F = 1. ￿
5. Further Directions
A more subtle question arises when one asks whether one can obtain a represen-
tation of these Euclidean Green’s functions as expectations of “classical” Euclidean
ﬁelds. Berezin proposed some time ago that classical fermion ﬁelds take values in
a Grassmann algebra.
Osterwalder and Schrader demonstrated that one can have Euclidean Dirac
ﬁelds. But they showed that one must double the number of degrees of freedom;
in this way they introduced a Euclidean Dirac ﬁeld Ψ that is independent from
(anti-commutes with) its Dirac adjoint ﬁeld Ψ. The existence of a representation
of the Dirac propagator as an expectation of products of Euclidean ﬁelds on curved
spacetimes is, at present, an open question. The results in this paper show that a
representation in terms of Euclidean Fermi ﬁelds is a reasonable thing to expect.
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