ABSTRACT Cross-domain recommendation has become increasingly popular because it can determine dependencies and correlations among different domains. However, this type of recommendation still suffers from data sparsity limitations. Social trust relationship helps alleviate this problem. Existing cross-domain recommendation algorithms focus on modeling user behavior in different domains but disregard the social trust relationship among users. In this paper, we propose a transitive trust-aware cross-domain recommendation model that incorporates the context dependence and transitivity of social trust relations. First, we construct a different transitive trust network for each single domain. Then, we develop a novel probabilistic matrix factorization model for each domain that utilizes the transitive trust-aware model to mine social trust. Finally, we present a nonlinear user-vector mapping algorithm to bridge the feedback of different domains. Experimental results indicate that our method significantly outperforms several state-of-the-art methods, produces higher rating prediction accuracy, and exhibits better recommendation performance on several real-world recommendation tasks.
I. INTRODUCTION
Cross-domain recommendation [1] is recently eliciting increased industrial and academic attention because of the existence of dependencies and correlations among preferences in different domains. In industries, many management tools have been developed to encourage people to aggregate cross-domain activities. In academia, researchers have realized the significance of amalgamating cross-domain information in social network tasks [2] . Cross-domain recommendation can identify items that are not found in the domain where users have provided ratings. For example, if users like romantic movies, then several books about love stories can be recommended to them. Thus, cross-domain recommendation exhibits considerable potential in solving numerous challenging problems, which cannot be well solved efficiently in a single domain.
Collaborative filtering (CF) [3] , [4] is widely used in crossdomain recommendation algorithms and has been extensively investigated in literature. CF aims to predict users' ratings for a set of items according to a collection of historical user-item preference data. In real-world recommendation tasks, rating data can be sparse because users typically rate only a small number of items. Consequently, CF models will suffer from inherent limitations, such as cold start [5] , [6] and data sparsity [7] problems. Eventually, such data limitations may result in low-quality predictions. Additional data, such as context [8] , [9] , social relationships [10] , [11] , item content [12] , and review text [13] , have been incorporated into CF-based recommendation models to alleviate the aforementioned limitations.
Cross-domain CF methods utilize user feedback in the auxiliary domain to boost preference prediction in the target domain [14] , [15] . These methods still suffer from data sparsity limitations. Social trust [16] is essential for alleviating the data sparsity problem. In reality, people turn to their friends, families, and partners for film, music, or book recommendations because they prefer to accept the opinions of someone they trust. Moreover, the company they keep can easily affect their preference and character.
However, only a few existing cross-domain prediction algorithms incorporate social trust information, which contains rich user preference, to further improve the quality of cross-domain recommendation [17] , [18] . The previously works disregarded the social network topology structure in trust-aware cross-domain research. To the best of our knowledge, no work has yet systematically analyzed the context dependence [19] and transitivity [20] of social trust relations in different domains or explored methods for combining them to improve cross-domain recommendation. The context dependence of trust means that a social trust relationship will change along with context, as shown in Fig. 1 . For example, if Allen is a knowledgeable person and is trusted by Bob in the domain of books, then Bob would like the book recommended by Allen. However, Bob may not be interested in the music suggested by Allen. The transitivity of trust means that an individual will trust the people trusted by his/her trustees. Trust is not always transitive in real life [21] . However, it can be transitive under certain semantic constraints, i.e., the same context [22] , and a trust system can be used to derive trust. For example, if Cady trusts Bob and Bob trusts Allen in the same book domain, then Cady may also trust Allen indirectly and be interested in the books recommended by Allen (Fig. 2) .
The previously presented observations have motivated us to develop a cross-domain recommendation framework that incorporates context dependence and transitivity into social trust relations. Our model is called transitive trust-aware cross-domain recommendation (TT-CDR). First, we utilize the user influence PageRank algorithm [23] to construct a context-dependent initial trust network for each single domain. Second, transitive trust paths are added to the trust networks and an exhaustive search is conducted to derive the optimal directed series-parallel graphs. Then, a novel probabilistic matrix factorization model is developed for each domain that utilizes the trust-aware model to mine contextdependent and transitive social trust. Finally, we present a nonlinear user-vector mapping algorithm to bridge the feedback of the cross domains and identify the mapping functions that should be transferred. Furthermore, we use the gradient descent method to solve the objective function. The experimental results indicate that our TT-CDR model significantly outperforms several state-of-the-art methods on certain realworld recommendation tasks.
The major contributions of this work are as follows. 1) We explore the impact of context-dependent social trust relations on cross-domain recommendation. Our novel method leverages context-dependent social trust networks for each domain and is proven to be effective by the experimental results. 2) We explore the impact of transitivity among social trust relations under the same context constraints to alleviate the data sparsity problem in cross-domain recommendation. Our experiment also determines the lowest level of transition for which a trust relationship is meaningful to better contribute to cross-domain recommendation. This observation provides valuable guidance for future research on cross-domain applications. 3) We propose a recommendation framework that systematically incorporates rating, context dependence, and transitive social trust into cross-domain CF recommendation. The effectiveness of this framework is validated by the experimental results. The remainder of this paper is organized as follows. Section II provides an overview of several related works. Section III introduces our proposed model. Section IV presents the results of the experiments and analysis. Section V provides the conclusions of the study and directions for future work.
II. RELATED WORKS
This section presents related works on cross-domain recommendation, trust-aware modeling, and trust-aware crossdomain recommendation.
A. CROSS-DOMAIN RECOMMENDATION
We roughly classify current state-of-the-art cross-domain recommendations into four categories: rating pattern sharing, item sharing, user sharing, and integration model.
1) RATING PATTERN SHARING
Rating pattern sharing focuses on disjoint domains wherein neither users nor items are overlapping. In this case, rating patterns are extracted as common knowledge for connecting VOLUME 6, 2018 different domains. Rating pattern sharing was first proposed in [24] , where the authors assumed that cluster-level patterns of matrices are shared across domains, called CodeBook. Subsequently, this concept was incorporated into a ratingmatrix generative model [25] . Gao et al. [26] proposed a cluster-level latent factor model, which shared not only common rating patterns across domains but also domain-specific rating patterns. In a more recent work, Li et al. [27] proposed a unified framework for cross-domain CF over the site-time coordinate system by sharing group-level rating patterns and imposing user-item dependence across domains.
2) ITEM SHARING
This approach addresses scenarios when items are already matched. Then, approaches, such as nearest neighbor, can be used to match the other side (e.g., users). Lin et al. [28] assumed that data samples from the same class should lie on an intrinsic low-dimensional subspace to solve the crossdomain recognition problem in item sharing.
Certain attached information, such as topics or tags, can be shared as an alternative of an item in cross-domain recommendation, particularly when items do not overlap. Tang et al. [29] proposed a cross-domain topic-sharing model. They assumed that each domain has N different topics and each user has a distribution over these topics. Topic matching improved cross-domain connections through a subset of topic pairs from auxiliary to target domains. Shi et al. [30] used tags to link different domains explicitly and proposed a tag-induced cross-domain recommendation model. These tags were used to compute cross-domain user similarity and item similarity. Then, the similarities were integrated into a matrix factorization model to guide the factorization process and improve recommendation performance. Previous models have only considered a subset of tags that are shared by heterogeneous or homogeneous domains. Recently, Hao et al. [31] proposed a complete tag-induced cross-domain recommendation model, which inferred interdomain and intra-domain correlations from tagging history and applied the learned structural constraints to regularize joint matrix factorization.
3) USER SHARING
The user sharing approach is adopted to construct a collaboration graph that connects users between source and target domains [32] . In particular, this approach can help in cases where users have neither profile information nor historical behavior in one of the domains (i.e., cold start users). Pan et al. [33] proposed a matrix tri-factorization approach, which assumes that user latent features are similar but not identical across domains. Subsequently, Yan et al. [34] proposed a two-stage cross-source recommendation. First, user preferences were transferred from the auxiliary domain; second, the transferred preferences were integrated into the observed behavior on the target domain. Xin et al. [15] extended previous transfer learning algorithms from linear to nonlinear mapping functions and proposed a cross-domain recommendation framework incorporated into the review text. Recently, the incorporation of deep learning and crossdomain recommendation has been eliciting increased attention. Elkahky et al. [35] leveraged the deep learning approach to map users onto latent space where the similarity between users and their preferred items is maximized.
The problem with user sharing approaches is the sparse connections among users across two domains. Several approaches have been proposed to match users from different social media sites. Zafarani and Liu [36] proposed a classification model based on features extracted from usernames for cross-domain user identification. Liu et al. [37] associated users by calculating the rareness of nicknames.
Our proposed TT-CDR model is based on nonlinear user sharing. Compared with previous user-sharing cross-domain approaches, our model systematically incorporates user-item ratings and social trusts into cross-domain CF recommendation to alleviate the data sparsity problem.
4) INTEGRATION MODEL
The integration model considers the various scenarios mentioned previously. Li and Lin [38] identified the unknown mapping between users and items and then designed a transfer-based method to transfer the identified matching information to the target domain, thereby improving the quality of recommendation performance. Jing et al. [39] presented a general model for transfer learning in CF by using data from three domains with different statistical properties. These domains shared users, items, and rating patterns.
B. TRUST-AWARE MODEL
A trust-aware model is used in many applications, including recommendation systems. This section presents a review of several major approaches for trust-aware modeling. Two types of CF approaches, namely, memory-based [40] and model-based [41] approaches, have been extensively investigated.
1) MEMORY-BASED APPROACHES
Trust propagation in recommendation has been widely investigated through memory-based approaches [42] . These methods use the propagation of trust to explore a social network and provide recommendations by aggregating ratings. Jamali and Ester [43] proposed a random walk method that combines trust-based and item-based recommendations as special cases. Logesh and Subramaniyaswamy [44] presented a POI recommendation method based on trust enhancement in social networks known as social pertinent trust walker. Memory-based approaches are required to explore the entire social network; therefore, these approaches are slower than model-based approaches during the test phase.
2) MODEL-BASED APPROACHES
Matrix factorization [45] , [46] is one of the most popular approaches in model-based social recommendation systems. This approach factorizes a user-item rating matrix R into one user-specific matrix U and one item-specific matrix V [47] . Then, the sum of the squared errors of the objective function with quadratic regularization terms is minimized as follows:
where rec(i, j) is the predicted rating for user i and item j; U i and V j represent the user-specific and item-specific latent feature vectors, respectively; and σ u and σ v are the coefficients of the regularization terms. Trust-aware matrix factorization [48] , [49] has been widely investigated because social trust has been proven to be essential for alleviating the data sparsity problem; social trust also provides an alternative view of user preferences aside from item ratings. Social regularization terms are commonly added to (1) to constrain the personal preference difference among users. Jamali and Ester [50] used the average latent features of a user's direct neighbors as the user's only prior according to the assumption that a user's taste may be close to the average taste of his/her friends. The social regularization term is shown as follows:
where λ f is the coefficient for social regularization term; N i is the set of neighbors trusted by user i; and T if is the trust value of user i on user f . Recently, Yao et al. [51] proposed a trust-aware recommendation model that considers explicit and implicit interactions among trustors and trustees.
Our method is based on the model-based trust algorithm. We utilized context-dependent and transitive trust instead of initial trust network to construct the trust matrix for an improved cross-domain recommendation and compared it with previous approaches.
C. TRUST-AWARE CROSS-DOMAIN RECOMMENDATION
Trust-aware cross-domain recommendation is becoming increasingly popular. Jiang et al. [52] proposed an innovative hybrid random walk method for transferring knowledge from auxiliary item domains to improve social recommendations in a target domain. Social ties were used as the fundamental bridge to connect item domains in social networks. Xu et al. [17] proposed an item-based CF cross-domain recommendation method that utilizes trust relationships to link two domains. Zhenzhen et al. [18] defined all the similar users with the target user as similar friends, and modified the transfer matrix in the random walk to highlight friends sharing similar interests. Farseev et al. [53] proposed a novel cross-network collaborative recommendation framework. First, trust relationships were used to detect a user community; then, individual and group knowledge was utilized to perform cross-domain recommendation.
However, the previously mentioned works disregarded the social network topology structure in trust-aware cross-domain research, which may considerably impact cross-domain recommendation. In our method, we propose a trust-aware cross-domain recommendation framework that systematically incorporates rating, context dependence, and transitive trust to improve prediction performance.
III. PROPOSED TT-CDR MODEL
This section presents our proposed TT-CDR model. First, a graphic representation of our model is presented and notations are defined. Second, context-dependent and transitive trusts are constructed. Third, the trust-aware matrix factorization for a single domain and the joint TT-CDR framework are constructed. Finally, the parameter learning method that adopts the gradient descent algorithm is presented.
A. PRELIMINARIES
The general graphic representation of our TT-CDR model is shown in Fig. 3 . Black users are active in the target domain, blue users are active in the auxiliary domain, and red users are the overlapping users with feedback in both domains. The feedback of users in the target domain is shown at the left part with stars denoting the ratings, whereas the feedback of users in the auxiliary domain is shown at the right part. These users have different trust relationships in the two domains (i.e., context-dependent trust). The solid line in the trust network indicates direct trust, whereas the dotted line indicates indirect trust (i.e., transitive trust). The task of our TT-CDR model is to leverage the feedback of users in the two domains and the transitive trust information to improve cross-domain predictions.
We assume a set of users U = {u 1 , . . . , u I }and a set of items V = {v 1 , . . . , v J } in the target domain. Let U ∈ R K * I FIGURE 3. Graphic representation of our TT-CDR model. VOLUME 6, 2018 and V ∈ R K * J be the latent user and item feature matrices, respectively. Column vectors U i and V j represent the K -dimensional user-specific and item-specific latent feature vectors of users i and item j, respectively. Intuitively, V j can be regarded as the properties of product j, and U i can be regarded as a user's preference toward those properties. Rating R i,j denotes the rating of user i on item j. Let N i be the set of direct and indirect neighbors trusted by user i in the target domain, and every element T if denotes the trust value of user i on user f as a real number in [0, 1]. In the auxiliary domain, users U = {u 1 , . . . , u I } are similar to those in the target domain, but U ∈ R K * I contains different latent user feature matrices, with column vector U i representing the K -dimensional user-specific latent feature vectors of users in the auxiliary domain. The set of items V = {v 1 , . . . , v Z } denotes the items in the auxiliary domain, and V ∈ R K * Z denotes latent item feature matrices, with column vector V z representing the K -dimensional item-specific latent feature vectors of item z. V z can be regarded as the properties of product z in the auxiliary domain, and U i can be regarded as a user's preference toward those properties. Rating R i,z denotes the rating of user i on item z. N i is the set of direct and indirect neighbors trusted by user i in the auxiliary domain, and every element T if denotes the trust value of user i on user f as a real number in [0, 1].
B. CONTEXT-DEPENDENT AND TRANSITIVE TRUST NETWORK
Different trust networks are constructed before matrix factorization. We utilize the user influence PageRank [23] score to replace the initial trust value. PageRank works by counting the number and quality of links to a page to estimate the importance of a website. The underlying assumption is that more important websites are likely to receive more links from other websites. In social trust networks, it can be interpreted as the user influence score. A person will have a high influence score if more users trust him/her. Thus, T if and T if can be calculated as follows:
where M is the total number of users in the target domain, N p f is number of in-links that indicate users who trust f , C(p g ) is the number of out-links that indicate users trusted by g, and d is the damping coefficient. T if in the auxiliary domain is calculated in a similar manner. Despite the overlapping users, their trust relations differ. Thus, we derive two contextdependent trust networks.
Transitive trust networks can involve many principles, and we use the basic constructs of directed graphs to represent them. We construct a transitive trust network to describe it clearly, as shown in Fig. 4 . Arc [A, B] means that user A trusts user B. T AB is the weight of this arc. The transitive trust of A to E can be expressed as
where the symbol '':'' denotes the transitive connection of two consecutive trust arcs to form a transitive trust path, and the symbol '' '' denotes the combination of parallel trust paths.
First, we find all practical directed paths where no single path contains a cycle. Meanwhile, we remove paths with a number of arcs that is higher than the threshold θ , which can be defined as the lowest level for which a trust relationship is meaningful. Then, we construct directed seriesparallel graphs [54] , which can be represented as canonical expressions. We derive the trust value for each graph by considering all possible graphs. Subsequently, we select the optimal directed series-parallel graph and the corresponding canonical expression that produces the trust value with the highest confidence level. Finally, the trust matrix T and T of the two domains are the combination of direct contextdependent trust and indirect transitive trust.
C. TRUST-AWARE SINGLE-DOMAIN MATRIX FACTORIZATION
Trust-aware single-domain matrix factorization is based on a standard latent factor recommender system. In a single domain, the latent factor model that predicts rating rec(i, j) for user i and item j is formulated as follows:
where m is an offset parameter, n i is the user bias that denotes the user's rating preference, and n j is the item bias. The influence of trust values among users is considered in our trust-aware single-domain model, and different social trust matrices are used for various domains. Our model incorporates social trust information by assigning a different prior to each user based on the trust values in the current domain [55] , thereby allowing our model to take complete advantage of the social trust network. The social regularization term is formulated as follows:
where λ f is the coefficient for the social regularization term to trade off the importance of trust. The trust value T if is specific for the current domain and differs in the auxiliary domain because trust relationship changes according to user preference. Our trust-aware single-domain matrix factorization is based on the idea that factors should accurately model users' ratings as in (6) , and user-specific vectors should conform to their social trust relationships as in (7). The final loglikelihood of the target domain L TS (U , V ) and the auxiliary domain L TS (U , V ) are calculated as follows:
The first part of each equation is the error of the predicted ratings; the second part is the social regularization term; and the final two parts are the typical regularization terms of matrix factorization.
D. JOINT TRANSITIVE TRUST-AWARE CROSS-DOMAIN FRAMEWORK
The graphical model of the proposed joint transitive trustaware cross-domain framework is shown in Fig. 5 . The left part is the trust-aware single-domain matrix factorization for the target domain, whereas the right part is the trustaware single-domain matrix factorization for the auxiliary domain. The middle part of the graph indicates the nonlinear user-vector mapping algorithm, which is used to bridge two parts of the entire model. R is the feedback matrix of the target domain factorized by matrices U and V . R is the feedback matrix of the auxiliary domain factorized by matrices U and V . User feature vector U i is influenced by trust value T if , direct neighbor vector U f , indirect neighbor vector U g , and transferred information f (U i ). Similarly, user feature vector U i is influenced by trust value T if , direct neighbor vector U f , indirect neighbor vector U g , and transferred information g(U i ).
The objective of nonlinear user-vector mapping is to bridge the feedback of two domains and to find mapping functions, f (U i ) ≈ U i and g(U i ) ≈ U i , where U i and U i are the latent K -dimensional feature vectors in the target and auxiliary domains. In this manner, the user feature vector of one domain can be utilized to infer the user feature vector of the other domain. Suppose S is a set of users with feedback in both domains. Then, f (U i ) can be split into a set of k functions, f k (U i ), which maps the kth dimension of U i to the kth dimension of U i . We assume f k to be nonlinear according to the idea of Cross-CTR [15] . The nonlinear formulation is
where α k and β k are the final parameters, and K is the Kernel matrix that is expressed as follows:
The formulation g(U i ) from the target domain to the auxiliary domain is similar. The log-likelihood of the mapping algorithm is formulated as follows:
The likelihood of the joint model develops into the summation of the objectives for each individual function. The parameters of mapping functions, {U , U , α, β, α , β }, and the trust-based single-domain model, {U , V , U , V }, are jointly optimized. The objective function of our joint TT-CDR model VOLUME 6, 2018 is formulated as follows:
where λ is the global parameter for striking a balance between the transitive trust-aware single-domain model and the crossdomain mapping functions. Given {α, β, α , β }, L MAP can be considered the regularization term of the trust-aware singledomain model. Give {U , V , U , V }, L MAP is equivalent to the summation of the objectives for each individual mapping function.
E. MODEL LEARNING
The task of model learning is to find {U , U , V , V , α, β, α , β } that can maximize the likelihood of the joint optimization objective. We optimize this function using the gradient descent method, i.e., by iteratively optimizing the trust-aware single-domain matrix factorization variables, {U , V , U , V }, and the nonlinear mapping parameters, {α, β, α , β }. The model learning progress algorithm is shown in Algorithm I. After initialization, we update {U , V } in each iteration as follows:
{U , V } are updated in a similar manner. Then, we update {α, β, α , β } according to the Karush-Kuhn-Tucker conditions.
IV. EXPERIMENTS AND ANALYSIS
In this section, we introduce the comprehensive experiments that we conducted to evaluate the performance of TT-CDR, including the datasets, comparisons, metrics, parameter analyses, and performance comparison.
Algorithm 1 Model Learning Process Algorithm
Input: Cross-domain rating matrix; trust matrix Output: {U , U , V , V , α, β, α , β } Initialization for each iteration do Update{U , U , V , V }by the stochastic gradient descent method, according to (14) and (15) Update {α, β, α , β } according to Karush-KuhnTucker conditions. end for 
A. DATASETS
We use two data sources, namely, Douban and Epinions, to evaluate the performance of our proposed TT-CDR model and the comparisons. Douban is in Chinese, whereas Epinions is in English. Both datasets provide ratings and social trust relationships. Thus, they are ideal data sources for our comprehensive experiments. In this section, we will present the two datasets in detail.
Douban is a social networking service in which users can rate books, films, and songs. The possible rating values in Douban are five discrete numbers within the range of [1, 5] with a step size of one. These ratings will influence future customers when they evaluate whether a book is worth reading or a movie is worth watching. Users can also add other users to their friend list to create their own social networks. The trust network in the Douban dataset is an undirected graph. The dataset used in our experiments consists of 30,865 ratings, 15,302 items, and 31,514 users with 39,710 trust relationship statements. The detailed statistics of the different domains in the Douban dataset are provided in Table 1 . Users with historical behavior are called ''active users.'' We use the labels DB for the Douban book domain, DF for the Douban film domain, and DM for the Douban music domain. DB/DF indicates a combination in which DB is the target domain and DF is the auxiliary domain. Evidently, the rating sparsity of the film or music domain is lesser than that of the book domain.
Epinions is a popular knowledge-sharing site. Its main purpose is to enable people to provide feedback on products and services. Users can assign ratings ranging from 1 to 5 with a description of the review and other pieces of information. Various kinds of items ranging from books, videos, games, to hotels, are rated. These items belong to categories and can be bought directly from the website. Members of Epinions can explicitly build and maintain trust lists. These lists are used to reorder item reviews, thereby allowing users to first see the reviews of their trustees. The trust network in the Epinions dataset is a directed graph. The Epinions dataset used in our experiments consists of 131,228 users who have rated at least 1 of 317,755 items, with a total of 1,127,637 ratings and 538,391 trust relationship statements among users. The detailed statistics of the different domains in Epinions are provided in Table 2 . We use the label EB for the Epinions book domain, EV for the Epinions video domain, and EM for the Epinions music domain. EB/EV indicates a combination in which EB is the target domain and EV is the auxiliary domain. Evidently, the rating sparsity of the video or music domain is lesser than that of the book domain. However, the trust sparsity of the book domain is lesser than those of the other two domains.
The Douban dataset used in our experiments is denser than the Epinions dataset according to the presented statistical information. The number of ratings or relationship statements per user in the Douban dataset is larger than that in the Epinions dataset. In our experiments, the Douban dataset is utilized to perform parameter analysis in our TT-CDR model. The Douban and Epinions datasets are used to compare our TT-CDR method with the baselines and to analyze the reasons for the differences.
B. COMPARISONS
We compare TT-CDR with four baselines, namely, PMF, TUCross, CDR, and T-CDR. The first two baselines are compared to validate the significance of our TT-CDR. Meanwhile, the last two are variations of our TT-CDR model that illustrate the significance of trust relationships. 1) PMF [47] is a basic matrix factorization method proposed for missing value prediction. It only considers ratings. Previous research showed that this method worked efficiently on large, sparse, and imbalanced datasets. 2) TUCross [17] applies trust relations to a cross-domain scenario to predict coarse ratings that pertain to crossdomain items without considering the context dependence and transitivity of cross-domain trust.
3) CDR is a component of TT-CDR. It is a nonlinear
cross-domain recommendation framework that does not consider social trust relationships. CDR is a basic cross-domain recommendation method that only considers ratings. 4) T-CDR is also a component of TT-CDR. In this method, we only apply context-dependent trust to a nonlinear cross-domain scenario without considering the transitivity of cross-domain trust relationships.
C. METRICS
In our experiments, we divide the dataset into three parts: training dataset (80%), validation dataset (10%), and testing dataset (10%). In this section, we provide two statistical metrics, i.e., rating and ranking metrics, which are commonly used to evaluate the performance of predictions. Rating metrics are utilized to measure the accuracy of prediction performance. One of the most widely used evaluation metrics is the mean absolute error (MAE):
where rec(i, j) is the predictive rating, R i,j is the real rating, and M is the total number of ratings. Ranking metrics are utilized to measure whether relevant items are placed at the top positions of a recommendation list. In this study, we utilize recall to calculate the fraction of relevant number of items for all relevant items:
Number of items the user likes in Top N Total number of items the user likes .
D. PARAMETER ANALYSIS
In our proposed TT-CDR model, parameter analysis is based on the DB/DF combination in which Douban book is the target domain and Douban film is the auxiliary domain.
In our experiments, tens of thousands of sub-iterations are conducted for the stochastic gradient descent method. We set the iteration number to 30 in the experiments. In this section, we discuss the effects of dimension, cross-domain, trust, and transitive trust based on recommendation performance.
1) EFFECT OF DIMENSION
In our proposed model, parameter K denotes dimension. Fig. 6 illustrates the effect of dimension K on MAE.
As shown in the figure, MAE decreases as K increases. This result can be attributed to the failure of a low dimension to fully embody the properties of users and products. We set K to be 15 because a high dimension increases the complexity for learning the entire model.
2) EFFECTS OF TRUST AND CROSS-DOMAIN
We analyze λ, λ f , and λ f simultaneously because a relationship of mutual influence and volatility exists between trust FIGURE 6. Effect of dimension parameter K on MAE.
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and cross-domain parameters. Global parameter λ strikes a balance between trust-aware single-domain matrix factorization and cross-domain mapping functions; the larger λ is, the more we use mapping functions to promote prediction. Parameter λ f balances the weight of transitive trust relationships in the target domain, whereas parameter λ f balances the weight in the auxiliary domain. The two parameters trade off the importance of transitive trust relationships to model recommendation performance. A large λ f indicates that the transitive trust relationships of users tend to significantly influence the ratings. Fig. 7 shows the prediction MAE in the target domain when we vary λ and λ f and set λ f to be constant ( λ f = 10). Our model achieves a relatively small MAE when λ = 0.15 and λ f = 10. Then, Fig. 8 shows the prediction MAE when we set λ f to be constant ( λ f = 10) and vary λ, λ f . Notably, our model achieves the best performance when λ = 0.17 and λ f = 6. Furthermore, we notice that the transitive trust relationship in the target domain is more intense than that in the auxiliary domain ( λ f > λ f ). This finding can be attributed to the following reasons. (1) People prefer to share books rather than films in reality. (2) The trust spar- sity of the target domain is lesser than that of the auxiliary domain.
We extract a part of the result to generate Figs. 9 and 10 to individually analyze the effects of the parameters. In Fig. 9 , we set λ f to be 5, 10, or 15 and vary λ from 0 to 0.25 with a step size of 0.05. MAE performance initially decreases and then increases as λ increases. This finding can be attributed to the following reasons. (1) When λ increases, the mapping functions can better capture the preferences of users, and thus, exhibit better performance. (2) However, when λ exceeds a certain threshold, the recommendation performance decreases as the effect of mapping functions covers the effect of trust-aware single-domain matrix factorization. Fig. 10 shows the MAE performance when we set λ to be 0.1, 0.15, or 0.20 and vary λ f from 0 to 25 with a step size of 5. MAE performance initially decreases and then increases as λ f increases. TT-CDR achieves the best prediction MAE when λ f = 10. An explanation for this result can be the capability of a suitable λ f to make social trust work at full capacity.
3) EFFECT OF TRANSITIVE TRUST
In our transitive trust network, parameter θ is defined as a threshold, and we remove paths with number of arcs higher than θ . Parameter θ can also be defined as the lowest level for which a trust relationship is meaningful. Fig. 11 shows the model performance when we vary θ from 0 to 4. Notably, MAE performance is inferior if we ignore trust transitivity (θ = 0). When a high θ (θ ≥ 1) is used, better prediction MAE is attained. Our model achieves the best performance when θ = 1. This finding can be attributed to the following reasons. (1) The transitivity of social trust under the same context conforms to the characteristics of cross-domain social trust. (2) The transition of trust helps alleviate the data sparsity of social trust in cross-domain recommendation. Furthermore, MAE increases when θ > 1 according to the right part of Fig. 11 . An explanation for this result can be that a trust relationship with a long transfer chain is meaningless. For example, Allen needs to buy a computer and he asks Bob for help (θ = 0, initial trust). Bob replies that Cady, a programmer, is a computer expert (θ = 1). Then, Cady recommends Daley, a computer seller (θ = 2). By now, Allen may trust Daley to a certain extent. However, if Daley recommends another person, Edward (θ = 3), then Allen may not trust Edward. That is, the transitive trust relationship between Allen and Edward is meaningless.
E. PERFORMANCE COMPARISON AND ANALYSIS
After selecting the parameters, we compare the performance of our TT-CDR model with those of the baselines and analyze the reasons for the differences. Four different cross-domain combinations are shown in Table 3 . The target domains are the Douban and Epinions book domains. Each target domain is equipped with two auxiliary domains for comparison.
We show the comparison of the accuracy of the DB/DF and DB/DM combinations in Fig. 12 . The results indicate that our TT-CDR outperforms PMF, TUCross, CDR, and T-CDR by as high as 27.7%, 6.1%, 8.6%, and 2.5%, respectively, in terms of MAE in the DB/DF combination. Our TT-CDR model outperforms PMF, TUCross, CDR, and T-CDR by as high as 23.3%, 3.5%, 2.0%, and 1.9%, respectively, in terms of MAE in the DB/DM combination. Similarly, Fig. 13 shows the performance comparison in terms of MAE for the EB/EV and EB/EM combinations. The results indicate that our proposed TT-CDR outperforms PMF, TUCross, CDR, and T-CDR by as high as 19.7%, 4.1%, 6.2%, and 4.5%, respectively, in the EB/EV combination. Our proposed TT-CDR outperforms PMF, TUCross, CDR, and T-CDR by as high as 18.6%, 6.6%, 6.1%, and 4.6%, respectively, in the EB/EM combination.
We show the comparison in terms of ranking metric for the DB/DF, DB/DM, EB/EV, and EB/EM combinations in Figs. 14, 15, 16, and 17, respectively. Notably, the recall of our TT-CDR and the baselines increases as the number of recommended items increases because a large value of N results in more recommended items for each user. We will analyze the experimental results from the following points.
First, we observe that the basic method PMF, which only considers ratings in the target domain, fails to provide VOLUME 6, 2018 accurate predictions and high recall in all the datasets because the ratings in the Douban and Epinions book domains are sparse. Notably, with the help of the ratings in the auxiliary domain, the basic nonlinear cross-domain method CDR can increase the accuracy and recall of rating predictions.
Second, we explore the generalization of the choices of the auxiliary domains by comparing the results shown in Fig. 12 and Fig. 13 . We apply cross-domain recommendation to the sparse target Epinions book domain, with two different auxiliary domains: the Epinions video domain and the Epinions music domain. From Fig. 13 , we observe significant improvements when we use the Epinions video domain as the auxiliary domain. The result is expected and can be attributed to the following reasons. (1) Books and videos are correlated topics in real life. User preferences in these domains may be similar. For example, a user who exhibits considerable interest in romantic movies may have consistent preferences for romance novels. However, no straightforward connection exists between book and music. In this case, a better result is expected with the help of a more relevant auxiliary domain. (2) The Epinions video dataset is denser than the Epinions music dataset. Similarly, Fig. 12 shows the performance comparison in the Douban datasets, where a different performance is observed, i.e., CDR performs better in DB/DM than in DB/DF. This finding can be attributed to the following reasons. (1) The Douban music domain is denser than the Douban film domain. (2) Despite the fact that the auxiliary music domain is indirectly related to the target book domain, its denser rating data help in the target prediction task. That is, the performance of cross-domain models with only the rating incorporated is considerably affected by the sparsity of the auxiliary domain. However, when trust is considered, the relevance of the target and auxiliary domains is more influential than the sparsity of the auxiliary domain.
Third, we compare the two trust-aware cross-domain methods, i.e., TUCross and T-CDR, with the basic nonlinear cross-domain CDR model. On the two relevant cross-domain combinations, i.e., DB/DF and EB/EV, the improvement in accuracy achieved by the TUCross (2.6%; 2.1%) and T-CDR (6.2%; 1.7%) models is significant. An explanation for this result can be that the trust information of the social network can help alleviate the data sparsity problem in cross-domain recommendation when the target and auxiliary domains are relevant domains.
However, when the results of the experiments that use irrelevant auxiliary domains, i.e., DB/DM and EB/EM, are compared, the basic nonlinear cross-domain CDR model outperforms TUCross by as high as 1.5% and 0.5% in terms of MAE. That is, when the auxiliary domains are irrelevant to the target domain, poor prediction with trust information will be obtained. In the worst case, the performance of learning in the target domain will be adversely affected. An explanation for this result can be that TUCross ignores the context dependence of social trust relations. For example, a user may trust his/her teachers in the book domain but such trust does not apply to the music domain.
Although the music domain is not closely relevant to the target book domain and can hardly be adopted as the auxiliary domain by previous trust-aware cross-domain techniques, i.e., TUCross, our T-CDR model can still utilize irrelevant auxiliary domains to help in target domain prediction tasks. As shown in Figs. 12 and 13, our T-CDR outperforms CDR by as high as 0.1% and 1.6% in the DB/DM and EB/EM combinations, respectively. The fact that T-CDR outperforms CDR on both relevant and irrelevant auxiliary domains is expected because the context dependence of social trust relations is considered in our model and different trust networks are constructed in the target and auxiliary domains. Thus, our T-CDR model is expected to handle inconsistencies between the target and auxiliary domains.
Finally, we explore the generalization of the transitivity of trust by comparing the performance of CDR, T-CDR, and TT-CDR. As shown in Figs. 12 and 13, T-CDR applies context-dependent trust and outperforms CDR. TT-CDR further enhances accuracy by considering the transitivity of social trust; hence, TT-CDR achieves the lowest MAE in all the datasets. Thus, we can prove that transitive trust relations can improve cross-domain recommendation under the same context constraints. Moreover, we observe that TT-CDR exhibits more improvement in accuracy for T-CDR on Epinions (4.5%, 4.6%) than on Douban (2.5%, 1.9%). The trust sparsity of Douban is lesser than that of Epinions. This result indicates that the improvement in accuracy achieved by our TT-CDR method is more significant when trust data are sparse. Our TT-CDR is highly adaptive even when the trust information is sparse because transitive trusts can better alleviate data sparsity than initial trusts in cross-domain recommendation.
Overall, our TT-CDR has the lowest MAE and highest recall among all of the compared baselines. This result indicates that our proposed method can help generate improved recommendations in terms of accuracy and recall. Our proposed TT-CDR performs the best in all of the cases in the experiment. This finding can be attributed to the following reasons. (1) Our model leverages different social trust networks to each domain, which conforms to the context dependence of social trust relations. (2) Our model utilizes transitive trust under the same context constraints to alleviate the data sparsity problem. (3) Our model systematically incorporates rating, context dependence, and transitive social trust into cross-domain CF recommendation.
V. CONCLUSION
In this study, we proposed a novel TT-CDR framework, which leveraged context-dependent and transitive social trust relations to alleviate the cross-domain data sparsity problem. First, we utilized the user influence PageRank algorithm to construct a context-dependent trust network for each single domain. Context-dependent trust has been proved to be effective by the experimental results. Second, transitive trust paths were added to the social networks and exhaustive search was conducted to derive the optimal directed series-parallel graphs. The experimental results indicated that one-level transition is meaningful in a cross-domain trust network and helps alleviate the data sparsity problem. The observations also provide valuable guidance for future research on crossdomain applications. Then, the trust-aware single-domain model that considers rating and social trust relations was constructed. This model leveraged a different trust matrix for each domain and assigned different priors to users to distinguish various user relationships. Afterward, the nonlinear user-vector mapping algorithm transferred user latent features between the target and auxiliary domains. Finally, a recommendation framework that systematically incorporates rating, context dependence, and transitive social trust into cross-domain CF recommendation was proposed. Relevant experiments were conducted on two real-world datasets to compare our model with several state-of-the-art recommendation methods. The results showed the effectiveness of our proposed TT-CDR in terms of prediction accuracy and recall.
Our future work will be channeled in four directions. The first direction is to consider the influence of mistrust information and the transitivity of mistrust in cross-domain recommendation. The second direction is to examine parallel implementations of our algorithms to make them scalable for large datasets. The third direction is the anastomosis of all types of data across multiple social platforms instead of multiple domains. Thus, cross-platform social patterns should be identified in future recommendation works. The fourth direction is to explore the applicability and scalability of the transitive approach. Some implicit trust types may be tapped to build a web of trust and derive the notion of transitive trust in the absence of explicit trust, such as that derived from similarity and common emotions/sentiments, to boost cross-domain recommendation.
