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ABSTRACT --
This paper presents  improved f i l t e r i n g ,  pred ic t ion ,  and smoothing 
procedures f o r  mult i -s tage l i n e a r  dynamic systems when the  measured quant i -  
t i es  are l inear combinations of t h e  s ta te  v a r i a b l e s  with a d d i t i v e  Sequent ia l ly  
c o r r e l a t e d  noise .  
may l ead  t o  i l l -condi t ioned  computations i n  cons t ruc t ing  the  da t a  processing 
f i l t e r .  The design procedure described here  e l imina tes  these  i l l -condi t ioned  
computations and reduces the  dimension of t he  f i l t e r  required.  
inc lude  e x p l i c i t  r e l a t i o n s  f o r  pred ic t ion ,  f i l t e r i n g ,  and smoothing procedures 
and t h e  a s soc ia t ed  covariance matrices. 
* The "augmented state" procedure suggested by Kalman** 
The r e s u l t s  
* 
Other names f o r  s equen t i a l ly  co r re l a t ed  no i se  are "colored noise ,  '' 
"co r re l a t ed  noise"  and 'lnoise with serial  co r re l a t ion .  I '  
** Kalman, R. E . ,  "New Methods i n  Wiener F i l t e r i n g  Theory," P r o c e e L i . .  
of t he  F i r s t  Symposium on EnRinEring Applicatiol_s_of Random Function 
Theory and P robab i l i t y ,  John Wiley and Sons, J. L. Bogdanoff and 
F. Kozin, Ed., pp. 270-388, 1963. 
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I. Introduction 
The problem considered is that of estimating the state variables of 
a multi-stage 
ations of the state variables containing additive sequentially correlated 
noise. 
developed which eliminates the ill-conditioned computations of the augmented 
state approach, and which is of a lower dimension than the augmented state 
filters. 
linear dynamic system based on measurements of linear combin- 
A design procedure for the data processing estimation filters is 
The present design procedure was suggested by the work of Bryson 
and Johansen [Ref. 11 on the related problem for continuous linear dynamic 
systems. Considering the measurement vector as a set of constraints among 
the augmented state variables, a measurement differencing scheme is used 
to reduce the dimension of the estimation problem. 
of Kalman [Ref. 2 1  is then applied to this reduced problem. 
The estimation theory 
11. The Problem 
For simplicity of presentation, a constant coefficient system will 
be studied. Results for more general systems with time-varying coefficients 
are presented at the end of the paper. With this restriction, a fairly 
general system of the type we are considering is described by: 
w ( 0 , Q )  x : (n x 1) i -  = @x + wi i+l i State: x 
Measurement: z = Hxi+ Ei ui : < o , a  z : (m x 1) 
E : (m x 1) 
i --- 
Measurement Noise: E = YEi + ni wi and ui independent with 
i+l - --I---- 
the assumption that 
H Q H ~  + = A R is nonsingular 
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Here wi and ui are gaussian 
wi th  zero means and covariances 
case where the dimension of 
Ei  
purely random vec to r  sequences ("white noise") 
- 
Q and Q, respec t ive ly .  The more Reneral 
is g r e a t e r  than t h e  dimension of zi 
+ GE ) where t h e r e  is cross-coupling between x and E i ,  (i.c., zi - Hxi 
and where some measurements conta in  pure ly  random no i se ,  is t r e a t e d  in Ref. 4.  
i i 
The problem is t o  ob ta in  t h e  maximum l ike l ihood estimate of xi from 
the measurements up t o  and including zk. I f  k < i, the  estimate is called 
a pred ic t ion ;  i f  k = i, t he  estimate is c a l l e d  f i l t e r i n g ;  and if k > i, 
the estimate is ca l l ed  smoothin$, 
problem and so lu t ion . )  
(See the  Appendix f o r  a b a s i c  es t imat ion  
I1 I . -%e-- AuEmen t ed SJ-aJS-Approach 
The method of optimal f i l t e r i n g  developed by Kalman [Ref. 21  would. 
be appl ied  t o  the  problem as follows. The s ta te  is f i r s t  augmented t o  
include Ei: 
and Ha [HI11 
The system desc r ip t ion  is then: 
a 
i+l Sta te :  x 
Measurement: z = pax: i 
For t h i s  augmented system t h e  measurements are "per fec t , "  i . e . ,  conta in  no 
a noise .  Cal l ing Pt t he  covariance of t h e  b e s t  estimate of xi a f t e r  
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a 
(see Appendix), the relation between P a and Mi a
measurement z and Mi the covariance of the best estimate of xa 
before measurement z 
for this case can be written as (c.f. Ref. 3 )  
i’ i 
i i ----- 
P t  = Mi a - MPaT(€i%PaT)-lH%: 
( 4 )  
Now 
a x are known perfectly. In fact, it follows easily from ( 4 )  that i 
Pa i must be singular, since linear combinations of the components of 
HaPFaT = 0 (5) 
* Thus, if Qa is near unity and Qa is small, the covariance updating 
may become ill-conditioned (i.e., M:+l + pi). a 
Another way to look at the estimation problem is to observe that 
the measurements represent ni linear constraints among the augmented state 
variables. Thus, although the augmented state vector is of dimension 
n + m, there are only n linearly independent variables in the estimation 
problem. This implies that the (n+m) by (n+m) matrix P; is singular 
(of rank - < n), 
need only be of dimension n, rather than of dimension n + m as it is 
for this augmented state filter. 
and also points to the fact that the estimation filter 
IV. The Measurement Differencing Approach 
In this section we develo$ estimation filters of dimension n for 
* 
For example, this could be the case of sampling a continuous system at 
instants of time close together relative to the time constants of the 
system. 
- 4 -  
t he  system (1). I n  p a r t i c u l a r ,  s ince  E is of ten  not of i n t e r e s t ,  w e  
design est imat ion f i l t e r s  deal ing only with the  o r i g i n a l  s ta te  vec tor  
i’ i+l 
i 
i’ x 
Z can Using the  s t a t e  t r a n s i t i o n  r e l a t i o n s  f o r  x and E i 
i i E and the  purely random vec to r s  w and ui. 
be expressed i n  terms of 
Having done t h i s ,  i t  is poss ib le  t o  use the  cons t r a in t  r e l a t i o n s  ( i . e . ,  the  
xi , 
measurements) t o  e l imina te  E I n  e f f e c t ,  w e  determine a l i n e a r  combination i‘ 
and z (two measurement vec tors  i n  sequence) which does not 
Of zi+l i 
contain El.  From (1) the  proper l i n e a r  combination is  e a s i l y  seen t o  be: 
- YZi (HB-’i”)xi + HW + Ui ( 6 )  A i+l i ci = z 
The “measurement” Ci  now contains  only the  purely random sequence 
u + Hwi instead of the  sequen t i a l ly  co r re l a t ed  sequence Ei.  Since Ci i 
it  w i l l  prove converiient t o  s ta te  the  problem as: i+l ’is  based on z 
(0,Q) 1-1 ’ State: x = @xi-l + wi-l W i 
I 
- Hrx + u ui-l - < 0 , 3  L 1  i-1 1-1 + Hwi-l Measurement : 
I 
U i - 1  and w i - 1  
independent 
I 1 - 
Note t h a t  t h e  process no i se  wi-l and the  measurement no i se  
(7)  
u +  i-1 
are cor re la ted .  The formal problem (7) can be solved with the  b a s i c  Hwi-l 
so lu t ions  given i n  the  Appendix. However, t h e  f a c t  t h a t  Ci-l i s  cal- 
cu la ted  from zi r equ i r e s  f u r t h e r  cons idera t ion .  
IV-1.  The Filtering Solu t ion  
A t  f i r s t  glance it would appear t h a t  t he  problem’in the  form ( 7 )  
is  immediately solved by app l i ca t ion  of t h e  b a s i c  es t imat ion  r e s u l t s  i n  
- 5 -  
one would obtain an "estimatett %-1 i-1 
<i-1 
the Appendix. Thus, based on 
of x 
this means that the "prediction" of xi based on 
best estimate of xi based on z Another way of stating this is that 
the mean of x conditioned on 
z which is the desired optimal estimate of 
-- 
and a "prediction" x of x However, 6i-1 is based on zi; i i' i-1 
is, in fact, the 
i' 
is the mean of xi conditioned on %-1 i 
xi i' 
By stating the problem in the form (71, the dimension of the problem 
has been reduced from n + m in form (3)  t o  n, and the basic estimation 
solution of the Appendix formally applies. However, the formal "filterinp" 
and "prediction" solutions are actually "single_ stage smoothing'' and "filtering" 
solutions, respectively. In order to distinguish between the formal and the 
actual estimates, the following notation will be adopted for the actual 
estimates: 
A 
= optimal estimate of x given measurements up to and Xi/k i 
(8) k' 
including z 
- 
The xi , E; 
basic solutions in the Appendix to the problem in the form (71, and results 
in the following equivalences: 
notation will be reserved for the formal application of the i 
Actual Formal 
i = x  xi/i 
A 
A 
i-1 = x  i-l/i X 
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- 
are t h e  formal "predict ion" and "estimate" based i-1 where x and E; i 
on 
ma t i ca l ly  i f  i t  is des i red .  
Note t h a t  a s i n g l e  s t age  smoothing estimate is obtained auto- Ll* 
Using t h e  equivalences i n  (91, t he  f i l t e r i n g  s o l u t i o n  can be w r i t t e n  
by the  formal app l i ca t ion  of Eq. (A-2) t o  t h e  problem i n  t he  form (7)  
as : 
where 
- 
D - SR-' R = Q + H Q H ~  
S - QHT Hr = HQ - YH 
H rT (H r Mi lHrT+R)-l 
Ki-l = Mi-l - 
pi-l/i = pi-l I 
I f  the s i n g l e  s t a g e  smoothing estimate Gi-l,i is no t  e x p l i c i t l y  
des i r ed ,  t h e  f i l t e r  can be w r i t t e n  as: 
- 7 -  
IV-1 .1 .  S t a r t i n g  Procedure 
Af te r  t h e  f i r s t  measurement there  is not  y e t  s u f f i c i e n t  information 
t o  c a l c u l a t e  5 so t h e  augmented state approach must be 1' 
- 
used t o  ob ta in  the  b e s t  estimate of IC: and the  assoc ia ted  covariance 
= Haxt and s i n g l e  s t age  estima- z1 based on the  "perfect  measurement" 
t i o n  theory.  Af te r  the  second measurement c1 can be ca lcu la ted ,  and * 
-a t h e  f i l t e r  (10) can be used with the  estimate of x1 from x1 and i t s  
covariance as the  ''a p r i o r i "  s t a r t i n g  statist ics.  
IV-1.2. Estimate of ci 
an estimate of E can be obtained any t i m e  
E Hxi + E i Y  i Since zi 
a f t e r  the  f i r s t  measurement by: 
The reduced f i l t e r  (10) requi res  the  s to rage  of one measurement 
is  needed i n  addi t ion  t o  zi t o  c a l c u l a t e  si - 1), but  %-l vec to r  
it has  t w o  d i s t i n c t  advantages over t h e  augmented state f i l t e r .  
t h e  dimension is n ins t ead  of n + m. Second, t he  p o t e n t i a l l y  i l l -condi-  
t i oned  invers ion  ( H % f F T ) - l  is eliminated. 
F i r s t ,  
* 
Note t h e  analogy with t h e  continuous l i n e a r  dynamic system problem 
[Ref. 1 1  where a " s t a r t i n g  procedure" is a l s o  required.  
p re sen t  problem he lps  t o  understand t h a t  requirement. 
I n  f a c t ,  t he  
- 8 -  
IV-2. The Predic t ion  So lu t ion  
,. 
follows immediately xi/i 
The predic t ion  of xi+l given the  estimate 
from the  s t a t e  equat ion 
= Qx + Wi (13) i+l i X 
and from s ing le  s t a g e  es t imat ion  theory a s  
A 
is des i red ,  use of €i/i given i+l 
Simi lar ly ,  i f  p r ed ic t ion  of E 
= Y E i  + ui i+l E 
and (12) y i e l d s  
A A - Y E i  i+l E 
A T T  1 = YHPiIIH Y + 5 i+l/i c o d  E 
IV-3. The Smoothing Solut&oA 
The smoothin3 so lu t ion  a l s o  follows froni t he  formulation ( 7 )  and 
the bas i c  so lu t ion ,  Eq. (A-2), again not ing  t h a t  one must be c a r e f u l  of 
t h e  nomenclature. When smoothing backwards from the  N s t age ,  the  formal t h  
so lu t ion  smooths backwards from <N-l. 
st mate a t  t he  (N-1) 
estimate (10). 
from applying Eq. (A-2) t o  t h e  formulation (7), t he  a c t u a l  estimate is  
I n  o t h e r  words, the  smoothing esti-  
s t age  has a l ready  been obtained from the  " f i l t e r i n g "  
In  terms of the  formal smoothed estimate, ; ( i / cN  - , I ,  obtained 
With these  observat ions,  t he  smoothine, s o l u t i o n  f o r  xi i s  
- 9 -  
I 
xi /N = x  Ii/i+l - ci('i+l/i+l-'i+l/N) ' 'N-l/N given 
where 
r T -1 
ci = Pi/i+l(@-DH pi+l/i+l 
If a smoothed estimate of E is desired, it is given directly i 
from the constraint relations by 
I .. 
i /N = 2 - H x  'i/N i 
cov(2 1 = HPiINH T 
i/N 
IV-3. Generalization to Systems with Time Varying Coefficients 
A fairly general system of this kind can be described by 
--- 
State: x i+l = @.x 1 i +*w i wi : (O,Qi) x : (n x 1) 
z : (m x 1) 
Measurement: zi = Hixi + Ei 
w and ui independent i " Y E :  +ui i i  Measurement Noise: Ei+l 
As mentioned in Section 11, further generalizations can be found in Ref. 4. 
The technique of determining filtering, prediction, and smoothing solutions 
- 
for (20) is the same as that used above. 
In (1) it was assumed that R was nonsingular. In (20) the cor- 
responding quantity Ri is the covariance of u + Hi+lwi. If Ri is 
nonsingular, the elimination of the ill-conditioning in constructing the 
filters is guaranteed. However, even if Ri is singular, there will be 
i 
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cases where there  is  no i l l - cond i t ion ing  and t h e  reduct ion i n  dimension 
of the d a t a  processing f i l t e r s  i s  des i r ab le .  For t h i s  reason t h e  b a s i c  
so lu t ion ,  Eq. (A-3) I s  used t o  ob ta in  the  so lu t ion  t o  (20)as  it  i s  v a l i d  
independent of t h e  rank of Ri. ( I f  Ri is s ingu la r ,  a f u r t h e r  reduct ion 
i n  the  dimension of the  f i l t e r s  is poss ib le ;  see Ref. 4.) I n  f a c t ,  given 
the  reduced problem (71,  any set  of f i l t e r i n g  equat ions may be used, bu t  
t he  r e s u l t s ,  which are based on si 1, must be " in te rpre ted"  i n  terms of zio - 
Using Eq. (A-31, t he  es t imat ion  f i l t e r s  f o r  (20) are: 
F i  It e r  i n g  
P red ic t ion  
Smoothing 
where 
A 1 r h  xi-l/i = x  Ai-l/i-l + Ki-l(~i-l-Hi-lXi-l/i-l 
1 -1 r h  ;i/i I @i-l%-l/i + si-l (Hr i-1 M 
a 
X i+l/i = @i%i 
= M HrT (Hr M HrT +R )-l 
Ki-l 1-1 1-1 1-1 i-1 i-1 i-1 
ci = (pi/i+l i i i i+l/i+l 
T T -1 4 -K S )P  
- 11 - 
Note t h a t  t h e  s t a r t i n g  procedure using t h e  augmented state must be  used 
as descr ibed i n  Sect ion IV-1 .1 .  
V.  _-- Summary and Conclusions 
This paper has  considered the  es t imat ion  problem f o r  mult i -s tage 
l i n e a r  dynamic systems based on measurements of l i n e a r  combinations of t he  
s t a t e  v a r i a b l e s  with a d d i t i v e  sequen t i a l ly  co r re l a t ed  noise .  By using a 
weighted f i r s t  d i f f e rence  of t h e  present  and previous measurements, a 
f i l t e r ,  p red ic to r ,  and smoother have been developed of lower dimension 
than those obtained from the  augmented state approach. Fur ther ,  t h e  
p o t e n t i a l  i l l -condi t ion ing  of t h e  augmented s t a t e  approach is  el iminated 
(Ri nonsingular)  o r  reduced (Ri s ingu la r ) .  
The r e s u l t s  include e x p l i c i t  r e l a t i o n s  f o r  pred ic t ion ,  f i l t e r i n g ,  
and smoothing procedures and t h e  assoc ia ted  covariances.  
marized i n  Eq. (21).  
These are sum- 
These improved methods should be u s e f u l  i n  o r b i t  
determinat ion,  guidance, cont ro l ,  navigat ion,  and f l i g h t  t e s t i n g .  
- A-1 - 
APPENDIX 
- Basic Estimation Solution 
The results of basic estimation theory are summarized here for 
use in this paper (see Refs. 2 ,  3,  and 4). 
The general problem may be stated as: 
- 
-- State: x it1 = @ x  i i + w i  wi : (Wi,Qi) 
Ileasurement: z = H x + vi vi : (O,Ri) i i i  
T E{wv I = S 6 
i j  i ij 
x : (n x 1) 
z : (m x 1) (A-1) 
where w and vi are gaussian purely random vector sequences. 6 
is the Kronecker delta function. 
i ij 
For the estimation solution the following definitions are used: 
- (single-s tage x = estimate of x using measurements up to z i i i-1 prediction) 
,. 
(filtering) i x - estimate of x using measurements up to z i i 
G(i/zN) = estimate of x using measurements up to (smoothing) i 
z (N > i) N 
- T  - = covariance of ii = ~{(x~-x~)(x~-x~) I Mi i 
Pi = covariance of = E{ (xi-si) (xi-xi) A T  I i 
With these definitions the estimation solution for the problem 
(A-1) will be given in two separate forms: 
- A-2 - 
_- Form 1 (Ri non-singular) 
2 = - x i + K ( z - H x )  
i i i i i  
DiRiDi = SiRi -1 Si T
Pi = (I-KiHi)Mi(I-KiHi) + K R K L  
i i ,  
I 
m rn 
I --- 
Form 2 (Ri s ingular )  
X = x + K ( z - H x )  i i i i i i  
- - (0; + S (H M HT+R )-'(zi-HiTi) + wi i+l i i i i i  i X 
m m 
Pi (I-K i i  H )M i (I-KiHi)' + KiRiK; 
T T T  - OiPiQi + Q, - S (H M HT+R )-'ST - QiKiSi  - SiKiOi i i i i  i 
I .- 
(A-3) 
- 
It is a s s u m e d  t h a t  the a p r i o r i  s tatist ics M1 and x1 are given. 
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T h i s  paper p r e s e n t s  improved  f i l t e r ing ,  p red ic t ion ,  and  smooth ing  
p r o c e d u r e s  f o r  m u l t i - s t a g e  l i n e a r  dynamic  s y s t e m s  when t h e  m e a s u r e d  quant i -  
t i e s  a r e  l i n e a r  combina t ions  of the  s t a t e  v a r i a b l e s  with addi t ive  sequen t i a l ly  
c o r r e l a t e d  noise .  T h e  "augmented  s t a t e ' '  p r o c e d u r e  sugges t ed  by Ka lman  m a y  
l e a d  t o  i l l -condi t ioned  computa t ions  in  cons t ruc t ing  the d a t a  p r o c e s s i n g  filter. 
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as s oc  i a t e d  c o v a r i a n c e  matrices . 
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