We characterize the set of pointwise multipliers of the Besov spaces B 0 ∞,1 and B 0 ∞,∞ . These characterizations are used to obtain regularity results for elliptic partial differential equations. In addition several counterexamples are provided and the relation of various spaces of continuous functions to these multiplier classes are studied.
Introduction
The paper is a first attempt to describe the set of all pointwise multipliers for Besov spaces on the smoothness level 0. We obtain characterizations of multipliers for B Since both f and h may be distributions the definition of the product needs some further considerations, which we postpone. We believe that a study of these multipliers is related to interesting and deep questions in analysis. To support this view we apply our results to elliptic equations.
It has been shown by Frazier and Jawerth in their fundamental paper [5] [12] and Stegenga [27] who characterize M (bmo ) are close to ours.
Let |A| be the measure of A, B(x, r) the ball with center x and radius r, sup |B|<1/2 the supremum over all balls of volume 1/2, f B the mean over the ball, S j f is the dyadic truncation in frequency defined in Section 2, cap denotes the capacity, cf. [17] 
|S j f (z)| dz
Here the first assertion is trivial. The second represents a famous result of Strichartz [28] . The fourth one in case p = q and s > n/p has been proved by Peetre [20] and for general s > 0 by Maz'ya and Shaposnikova [17] . Also (1.3) can be found in [17] . This formula generalizes to all spaces of the Lizorkin-Triebel scale which embed into L ∞ and their duals, cf. [24] . Formulas (1.4) and (1.5) in the general situation are done in [25] . The multiplier problem is studied as part of a study of function spaces in several monographs, cf. Peetre [20] , Triebel [30] , Taylor [29] and [21] . The book of Maz'ya and Shaposnikova [17] is the only one which is completely devoted to the study of multipliers problems.
Various sufficient conditions for a bounded function f to belong to such a class M (B 0 ∞,q ) may be derived from the approach via paraproducts, cf. e.g. [21, Chapt. 4 ], Yamazaki [32] , Marschall [14, 15, 16] , or Johnsen [13] . However, they do not obtain sufficient and necessary conditions. The paper at hand deals with (1.7) and (1.8) . It provides sharp conditions for f ∈ M (B For (r) = | ln r| we define
Recall that f is Dini continuous if
Let C D be the space of Dini continuous functions. Then
We have chosen to work with a Fourier-analytic description of the function spaces and not with atoms or wavelets since vanishing moments are not preserved when taking products.
The paper is organized as follows. Section 2 is used to introduce the basic notions including that of the product. It is followed by Section 3 where we collected our main results. In Section 4 we apply the characterization to elliptic problems. Section 5 introduces what we need about paraproducts, which are used in Section 6 to prove the characterizations.
In the remaining part we examine several questions one might ask:
1. Which classes of functions are multipliers resp. are not multipliers (Section 7).
2. Which inclusions do we have among the multiplier spaces (Section 8).
Several properties of Besov and Triebel-Lizorkin spaces are introduced in the appendix where we also investigate relevant subclasses of the space of continuous functions.
Preliminaries
We denote a ∼ b if there exists a constant c > 0 (independent of the context dependent relevant parameters) such that
By N we denote the set of natural numbers and by Z n the set of all lattice points in R n having integer components. For ∈ Z n we define the dyadic cubes
The symbol → is used for continuous embedding. Let S denote the Schwartz class of complex-valued infinitely differentiable and rapidly decreasing functions on R n and S its topological dual. As usual, F denotes the Fourier transform and F −1 its inverse transform, both on S . Let ϕ 0 ∈ S be a radial and real-valued function such that
Then, taking
for j = 2, 3, . . . we obtain a smooth dyadic decomposition of unity:
We observe that supp ϕ 0 ⊂ B(0, 3/2) and supp ϕ 1 ⊂ B(0, 3)\B(0, 1). The dyadic pieces are defined by 
with the obvious modifications if q = ∞.
Also we need the Triebel-Lizorkin classes with p = ∞ for the characterization of the multiplier spaces, cf. (1.7). There are many equivalent norms. The most natural for us is a definition using Carleson measures given by Frazier and Jawerth [5] . The equivalence to other definitions has been shown by Seeger [23] .
Definition 2 (i) Let 1 ≤ q < ∞, and s ∈ R. Then we put
The most important space within this scale is bmo = F 0 ∞,2 which differs from BM O by requiring bounded means for balls of size larger than 1, in contrast to the requirement of bounded mean oscillation for smaller balls, see [7] . Hence the following is an equivalent norm
The norms depend on ψ. Different functions ψ lead to equivalent norms.
Let ϕ be as in (2.2). Then we put (2.6)
which we equip with the obvious norm.
The definition of the product
The spaces under consideration here contain singular distributions (at least partly). So the definition of the product needs some care. All functions and distributions will be defined on the Euclidean space R n . If there is no danger of confusion we will omit R n in the notation. The Schwartz functions are multipliers for all function spaces considered in this paper. Also all function spaces in this paper contain the Schwartz functions. 
In many situations we shall work with these smooth means of the distribution f instead of dealing with the distribution itself. Observe, if either f ∈ L p or f is uniformly continuous then the convergence in (2.7) takes place in stronger topologies.
There is a second possibility of defining the product:
whenever the limit on the right-hand side exists in S , where S j is the operator defined in (2.5).
In general, the existence of this limit depends on ϕ 0 , cf. Oberguggenberger 
Main results
Now we are in position to formulate the main results of this paper.
Theorem 4 We have
The three conditions appearing in (3.2) are independent of each other, see Lemma 13 . There exist discontinuous functions in M (B 
Theorem 5 The following characterization holds
Again the two conditions in (3.3) are independent of each other, cf. Lemma 16.
Elliptic estimates
Let Ω ⊂ R n be a bounded and open set. We denote by d(x) the distance to the boundary. Once and for all we choose a nonnegative radial function η ∈ C ∞ 0 supported in the ball B(0, 3/2), with η| B(0,1) = 1. Let A be one of the spaces under consideration here. We define 
for all Schwartz functions f . Then
The mapping f → η R i R j (ηf ) extends to a bounded mapping of all TriebelLizorkin and Besov spaces into itself. Here we need a slightly more restricted version: we may and do assume that s = 0. Suppose that f is supported in a ball B(0, 1). If n ≥ 3 there is a unique distribution u, which is continuous for large x and which decays to zero as x → ∞, which satisfies ∆u = f.
for all N if j ≥ 1 and |x| ≥ 2 and
There is only a marginal difference for n = 2; there is (up to the addition of constants) a unique solution whose derivative decays at infinity. In particular, by similar arguments, if
n is supported in the unit ball and if u satisfies some mild restriction at infinity (at least if p > 1), then
We shall use a slightly different version, which follows by the same arguments:
for f supported in the unit ball.
In the sequel we shall need estimates with a loss of one derivative. It is crucial that in this case the choice of the function space is much less important.
Clearly, if ∆u = f and f is supported in the unit ball,
This estimate can be improved for small balls. Let r ≤ 1, η r (x) = η(rx) and u r (x) = u(rx). We obtain (4.3)
We used the embedding B 
for the second inequality, the Poincaré type inequality v|B
for functions supported in the ball of radius 3 for the third inequality, the fact that smooth compactly supported functions are multipliers for the fourth, scaling for the fifth, bounds for the Riesz transforms for the sixth, and obvious embeddings for the last inequality. It is clear that we may replace f by η (r/2) −1 f on the right hand side. The Poincaré inequality can be somewhat sharpened by the same arguments, but using the Ehrling lemma:
Let a ij be measurable functions.
Theorem 6 Let
Proof. It suffices to prove an apriori estimate. Then, with v = η 4/r u, and omitting the index of η
and hence, by (4.2), the assumption we have
We complete the proof by taking the supremum with respect to x, choose δ small and subtract the first term of the right hand side from both sides.
Corollary 7 Suppose that
Proof. This is an immediate consequence of the previous result applied with
This has been proven (for f ≡ 0) by Grüter and Widman [11] by completely different methods assuming Dinicontinuity of the coefficients. Still other methods have been used by Cafarelli and Kenig [3] for parabolic problems. They require a local Dini condition. Our conditions ensuring u ∈ C 1 are slightly weaker than Dini continuity for the coefficients: Lemma 20) and, for f ∈ C D this norm becomes small if one considers only small balls. It may be of independent interest that the bound on the gradient is obtained by a perturbation argument.
Paraproducts and properties of g → fg
It is the purpose of the first subsection to clarify that several possibilities for defining M (A) yield the same for the spaces considered here. The second subsection provides tools which we shall use in the proof of the main results.
Some elementary properties of the operator g → f g
We start with some notation. The operator g → f g will be denoted by T f . Further, we put L(B 
For a moment we shall be a bit more general than needed later on.
This may be proven either by an application of the uniform boundedness principle to g → S j (f g) or by the closed graph theorem as in Maz'ya and Shaposnikova [17] .
In what follows we interpretM (B 
Later on we need also the following 
for some C independent of f and g.
Paraproducts
Let ϕ 0 be as in (2.2) and {ϕ j } ∞ j=0 a corresponding decomposition of unity. We have
(here we put S −1 f ≡ 0), whenever the three sums on the right-hand side make sense in S . Observing
we may rewrite these sums as
The bilinear operators Π i , i = 1, 3 are called paraproducts. Their usefulness comes to a large extent from the observation that the Fourier transforms of
where c does not depend on f and g. Hence, in case we deal with sufficient conditions it remains to estimate the paraproducts Π 2 and Π 3 .
The pointwise multipliers of
In the first part of this section we shall give the proof of Theorem 4. The proof of Theorem 5 is given in the second part. 
The characterization of M (B
Observe further, that for each natural number M there exists a constant c M such that
where C does not depend on f and g. A simple shift argument yields the same estimate for all x ∈ R n . This gives
where c does not depend on f and g.
Step 2. Necessity follows from the following result and Lemma 10(ii).
by Lemma 10. Now we test
∞,∞ which depends on j, but with a uniformly bounded norm. Obviously, because of the support of the Fourier transform,
Hence, S j f · g is an uniformly bounded sequence in B 
where c = ψ 1 |L 1 . Hence, from the uniform boundedness of
follows.
We recall that ψ 1 is a real and radial Schwartz function. Further, we fix δ > 0 small and choose ∈ C ∞ 0 such that
where N will be chosen later and 
Hence we have
dy .
Our next aim consists in replacing
To justify this we use the following commutator estimate
where we have used the specific relation between and ψ.
, where x k, denotes the center of Q k, we may use the same arguments as before without changing even the constants in the inequalities. Moreover, we may extend the integration over Q k, instead of supp k (· − x k, ) by using a fixed finite number of shifted copies of k ψ k . Summing up over j in (6.5) to control the commutator terms we obtain
where C 1 and C 2 are positive constants independent of f and N ≥ 3. Taking into account Lemma 10 (ii) we arrive at
dy.
It remains to compare
dy and
By Hölder's inequality
A maximal inequality proved by Ryshkov [22] shows that
Combining this inequality and (6.6) we finally derive
for some constant C 4 independent of f . This proves the claim.
None of the three conditions characterizing M (B 0 ∞,∞ ) can be omitted.
Lemma 13
1. There exists f ∈ L ∞ with sup j=1,...
There exists
Proof.
Step 1. Claim 1 is a consequence of the apparently much stronger statement that there is a bounded function f with sup j j S j f |L ∞ < ∞, for which φf is not in B 0 1,1 for a smooth cutoff function φ. It suffices to construct an example for n = 1. If n > 1 we use the function constructed below as function of one coordinate. We choose
where M is a large integer to be chosen later. The function f is bounded. Let
As we shall see below the g k approximate f in S . Substep 1.1 We have
and hence
Let f 1 = g 1 and
The commutator [S j , g k−1 ] can be estimated as follows (6.10)
where we used estimate (6.7). Together with S Mk (cos(2 kM ·)(x) = cos(2 Mk x) this implies 
Mk .
The aim of this substep is to improve this estimate for j small. Let
Furthermore, by (6.8)
Then, by checking the supports of the Fourier transforms
if j ≤ Mk − 3. By our previous estimate this leads to (still assuming j ≤ Mk − 3)
Altogether, if j ≤ Mk − 3, (6.14)
Substep 1.3 Our estimates (6.13), (6.14) and (6.10) are sufficient for convergence of g k in B 0 ∞,q for all q > 1: The functions g k are uniformly bounded
where C does not depend on N , k and M if Mk − 3 > j. This justifies
which follows by writing
j=1 f j and using (6.13). Altogether we arrive at S Mk f |L 1 (B(0, 1)) ≥ c Mk for M sufficiently large using (6.11), the two previous estimates and
by making use of (6.13) and (6.14) . This implies the first assertion.
Step 2. Let ∈ S be a function such that (0) = 1 and supp F ⊂ {ξ : 3 2 ≤ |ξ| ≤ 2}. Then we have
Step 3. It remains to construct f satisfying Claim 3.
Step 3.1 To prepare our argument we start with the following claim first: given ε > 0 there exists h ε ∈ C ∞ with (6.17) sup j=0,1,...
We put, using from the previous step
We have
We observe that if the Fourier transform of is nonnegative it assumes its maximum at x = 0, hence
cf. (6.15). Finally starting with M such that (6.17) is satisfied ( M ∼ e 1/ε ) we may choose N in dependence on M such that also (6.18) is fulfilled.
Step 3.2 We define 
The existence of f M implies that such a constant cannot exist and thus Claim 3 is true. We prove the claim. Let B be the Banach space of tempered distributions for which the norm on the right hand side is finite. We suppose that f ∈ B implies f ∈ L ∞ . Now we consider the sequence of operators
From the pointwise boundedness we derive uniform boundedness of the sequence T j and thus, by the Fatou property of Step 2. We have
The characterization of M (B
with c independent of f and g.
Step 3. Let Q ,k be the dyadic cubes defined in (2.1). We recall that the maximal function S * j has been defined in the proof of Theorem 4. Arguing as above with the support of the Fourier transform we see that
Using the maximal inequality stated in Proposition 23 we find
The same argument applies for all cubes Q 0,t , t ∈ Z n . We take the supremum with respect to j and sum over all cubes Q 0,t to arrive at (6.20)
with c independent of f and g. The estimate
follows from (5.4), (6.19) , and (6.20).
Step 4. 
Step 1. Preparations. Let Q be the unit cube centered at the origin and with sides parallel to the axes. Let P = {x :
Then |h(x)| ≤ 1 for all x ∈ R n . We claim
for some c 2 independent of j and . After scaling we may assume that = 0 and that j is an integer. Suppose that j ≤ 0. Then
because the mean of h vanishes. The case j > 0 is simpler. Here the convolution is essentially supported in a 2 −j neighborhood of the jumps of h. It is uniformly bounded, hence the estimate in that case.
Step 2. Let z j,r denote the center of Q j,r . We define
independent of j and the chosen sequence {r }
Taking c 0 = 7 c 2 the first assertion of our proposition is proved. Moreover
Let M ≤ j be even and let x ∈ Q M,r M . Then, with z l = z ,r and taking into account the phase,
The case M odd is proven in the same way. Hence the claim.
In what follows we suppose that g is as in Proposition 14. As above we see
Next we want to switch from the norm in B 0 1,∞ to the norm in L 1 . We choose g in dependence of j as in Proposition 14. In this particular situation we have
Here the second inequality holds because of supp
which completes the proof of necessity of the conditions. 
Remark 15
Obviously, if f ∈ B 0 ∞,1 and if sup j=1,2,... j S j f |L ∞ < ∞, then f ∈ M (B2 kn B(y,2 −k ) |S j f (z)| dz = ∞ . (ii) There exists a function f ∈ L ∞ such that f ∈ B 0 ∞,1 but (6.22) sup j∈N sup x∈R n j k=1 sup |y−x|≤1 2 kn B(y,2 −k ) |S j f (z)| dz < ∞ . Proof. Step 1. Let f (x) = ∞ k=2 (ln k) k −2 e i2 k 2 x .
This function belongs to
Step 2. To prove part (ii) we consider
, where is as in the proof of Lemma 13. Choosing
and this guarantees (6.22). 
The relation to continuous functions

Discontinuous functions in M (B
Proposition 17 We have
Hence it suffices to show that f ∈ M (bmo ). We calculate
Suppose |x| ≥ 2R. Then, by Poincaré's inequality
Now suppose that x = 0 and R ≤ 1. If n ≥ 2 then the argument works without change. If n = 1 we use a Hardy type estimate instead:
It is not hard to verify the desired estimates for all the remaining balls: if |x| ≤ 2R ≤ 1, we compute withB = B(0, 3R), using the estimate for x = 0,
This implies f ∈ M (bmo) by the characterization (1.6).
Next we will show that the discontinuity of elements of M (B 0 ∞,∞ ) must be weak in a certain sense. To this end we consider extremely simple discontinuous functions. Let A be a measurable set and let χ A be its characteristic function. (ii) χ A does not belong to M (bmo ).
Proposition 18 Let
To prepare the proof we add the following observation.
Then, for all j ≥ 1,
Step 1.
from which we derive that
using our assumption on f . Here c 2 does not depend on j.
Step 2. We have, for j ≥ 2,
since the two norms are equivalent (recall that S 0 S k f = 0 for k ≥ 2). Hence
which implies the desired estimate.
Proof of Proposition 18.
Since χ A is locally integrable almost all points of R n are Lebesgue points of χ A . Hence
For each ε > 0 we may select two Lebesgue points
The function g(x) = B(x,ε) χ A (y) dy is continuous. Consequently, on the way from x 1 (ε) to x 2 (ε) we find a point x ε such that
But this implies
The equation ( 
of Lemma 30 and the trivial imbedding B 
Proof.
Step 1. We recall that
In Section 2 we may choose the dyadic partition of unity so that the inverse Fourier transforms ψ j have compact support -thereby loosing the compact support in the Fourier space and replacing it by fast decay. Then S j is the convolution with the function ψ j which is supported on a ball of size c2
with mean zero (if j ≥ 1) and bounded L 1 -norm. In addition we require ψ 0 (x) dx = 1. Hence for j ≥ 1 by using ψ j (y) dy = 0 we find
This shows that f satisfies the third condition in (1.7). Substep 2.1 We claim that
which implies the desired bound for all k ≥ j:
On the other hand
The function ψ 0 is radial and decreasing. We may write it as
where h(|x|) = −∂ r ψ 0 (x). In particular h dr = 1 and
The function ψ 0 has compact support. Hence the integration with respect to t is restricted to [0, c 2 −j ]. With B = B(x, c2 −j ) this leads to
Altogether we end up with
This proves our claim (8.1).
Substep 2.2 It remains to prove
Both spaces are characterized by a supremum over balls. Scaling shows that the worst case is the case when the radius of the ball is large (but smaller than 1/2 lets say). Let B be a ball of radius 1/2 and a j = B |S j f | dx. Then, by (8.1) we obtain
where we used Hölder's inequality in the third step.
Step 3. Let
it becomes obvious that f belongs to all spaces
This implies by (8.1) that f ∈ M (bmo ).
Step 3. We have seen that there exist discontinuous functions in
Step 4. To prove part (i) one can use the function defined in (6.16).
Appendix
We collect a few properties of Besov and Triebel-Lizorkin spaces. If there is no appropriate reference we shall give proofs.
Lemma 22
The function f ≡ 1 belongs to B Proof The assertion follows from the identity
o t h e r w i s e.
Pointwise multipliers of Besov spaces 619
For a function ∈ S satisfying (y) = 0 if |y| > d we put
This is a maximal function of Peetre-Fefferman-Stein type. Corresponding maximal inequalities are proved in several places. Here we need the following, cf. Triebel [30, 2.3.6] .
be the system defined in (2.3) . Then there exists a constant c such that
holds with c independent of f ∈ S and j.
There is a large variety of generalizations even of spaces of Besov-LizorkinTriebel type, in particular in the Russian literature. Here we concentrate on classes in a certain sense close to spaces of smoothness zero. Recall 
Remark 25 Spaces of type B p,q have been investigated e.g. in Gol'dman [8, 9, 10] . A survey has been given by Lizorkin in a supplement to the russian translation of Triebel's book [31] .
We shall prove a Fourier-analytical characterization of the classes B p,q which seems to be of independent interest. 3) where N > 1 is at our disposal. For convenience, let us put choosing N large enough.
Proposition 26
Step 2. To prove the remaining inequality we employ some maximal function technique, cf. Appendix B. Following Triebel [30, formula 2.5.11/(6), (7)] we derive
where c is independent of f, , j and x. Hence, making use of a corresponding maximal inequality and the triangle inequality in q we find , where we used (9.2) and 0 ≤ α < 1. This proves the desired assertion.
Remark 27
As a consequence of this characterization we obtain the monotonicity of B p,q with respect to q.
Remark 28
The conditions on are not very restrictive. It is mainly an upper bound near zero given by 1/t (put v = 1/t in the admissibility condition (9.2)). Examples satisfying the requirements on are (t) = t −α , 0 ≤ α < 1, (t) = | ln t| α , α > 0, and (t) = ln α | ln t|, α > 0 for small t.
Lemma 29 Suppose satisfies (9.2). Then the following assertions are equivalent:
(i) C ∞ → {f ∈ C : sup j=1,2,... j S j f |L ∞ < ∞};
(iii) there exist constants c 1 and c 2 such that (9.4) | ln t| ≤ c 1 (t) for all t < c 2 ≤ 1 2 .
Step 2. To prove the first part it is enough to apply Proposition 26 together with Hölder's inequality.
Step 3. We prove (ii). The function
does not belong to B 0 ∞,1 . To guarantee f ∈ C ln ∞ we choose x k = (2 2k , 0, . . . , 0). Then the assertion follows from
