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Abstract 
Abstract of thesis entitled: 
Characterization and Performance Evaluation for the Proportional Delay 
Differentiated Services 
Submitted by Leung Ka Hing 
for the degree of Master of Philosophy in Computer Science and Engineering 
at The Chinese University of Hong Kong in (July, 2001) 
In this thesis, we consider a proportional delay model for the Internet differ-
entiated services. Under this model, an ISP can control the "spacing" of waiting 
times between different classes of traffic. Specifically, the ISP tries to ensure 
that the average waiting time of class i traffic relative to that of class z —1 traf-
fic is consistently a specifiable ratio. If the ratio of the waiting time between 
class i — 1 and class i is greater than one, the ISP can legitimately charge users 
of class i traffic a higher tariff rate (compared to the rate for class i—1 traffic), 
because class i users consistently enjoy better performance than class i — l users. 
There are several ways to realize the proportional delay model. One of them 
is the time-dependent priority scheduler. We formally characterize the feasible 
regions in which given delay ratios can be achieved. Moreover, a set of scheduling 
parameters for obtaining the desired delay ratios can be determined by an effi-
cient control algorithm. In order to put it into practice, the arrival rate of each 
class is measured periodically, and then the scheduling parameters are adjusted 
accordingly. Experiments are carried out to verify the analytical results, and to 
evaluate the performance under different conditions, for example, different arrival 
distributions and under different system utilization conditions. We also consider 
i 
other ways to realize the proportional delay differentiated service and evaluate 
its performance. 
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應商可保證運輸等級 i的平均等候時間與運輸等級 i -1的平均等候時間保持在某 
一特定比例。如果這比例是大於一的時候，互聯網服務供應商便可合理地收取 
高等級用戶一個較高的費用，其理據是高等級用戶是經常性享有一個較其他低 
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The Internet is being used for many different applications such as World Wide 
Web, email, media streaming and so on. Different kinds of applications will 
require different assurance of Quality of Service (QoS). Thus, there is a growing 
demand to provide resource reservation and service differentiation in an efficient 
way for different kinds of traffic on the Internet. 
One way to provide QoS on the Internet is the Integrated Services (IntServ) 
model. Every application using IntServ is expected to reserve the network re-
sources such as the bandwidth and the buffer space by means of some protocols 
like RSVP [4] before the transmission. However, a disadvantage of the IntServ 
is that it requires every routers in the Internet to store the per-flow reservation 
information. First, it will lead to the problems of the stateful server such as the 
unclean recovery of the states after failures and the consistency of distributed 
states. Secondly, as the routers in the world wide network have to handle tens of 
thousands of traffic flows at a time, it will lead to the scalability problem of the 
scheduling complexity and the storage space. 
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Aiming at avoiding those problems, another Internet architecture called Dif-
ferentiated Services (DiffServ) [7] was proposed recently. In DiffServ, traffic flows 
are aggregated as service classes (e.g. the premium class and the economical class) 
which is recognized by a tag (a bit pattern) in the IP header. ISP will provide 
a small number of service classes whose expected performance and features are 
specified by the Service Level Agreement (SLA). The SLA is of long term basis 
which would not be changed for a period of time say one or two months. Routers 
will implement specially designed scheduling algorithms (e.g. priority queueing) 
or buffer management to process the packets from different classes in a different 
way. It is called Per-Hop Behavior (PHB). As the number of classes is fixed and 
small, and the core routers do not keep per-flow states, the scalability problem 
can be avoided and the the stateless architecture of the Internet can be kept. 
Another difference between IntServ and DiffServ is that IntServ aims at pro-
viding absolute QoS while DiffServ aims at providing relative QoS. In absolute 
QoS, the performance is specified in a quantitative way. For example, the packet 
delay is bounded by 1 second. In relative QoS, the performance is specified in a 
relative way. For example, the packets of the higher class will experience lower 
drop rate than others. Absolute QoS is suitable for the steady traffic such as 
video/audio traffic, but they are not suitable for other applications such as Web 
traffic which are bursty, heading for multiple destinations and not necessarily 
accurately quantified. Relative QoS is catering for those applications. 
However, many service models for relative QoS provide a vague guarantee. 
The customers cannot expect a clear and consistent performance spacing among 
classes. Nor can the ISP control the performance spacing. That is why the Pro-
portional Differentiated Service comes in. Its goal is to give better performance 
to class i traffic than class i — 1 with a fixed and controllable quality spacing. 
Then, class i users will always receive a better service than those of class i — 1. 
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In return, the ISP can legitimately charge the class i user a higher tariff rate. 
Proportional Differentiated Service is proposed by Dovrolis et al. [2]. The 
authors focus at the packet delay (or the waiting time). Specifically, the definition 
of the Proportional Delay Differentiated Service is that the ratio of the average 
waiting time of the class i — 1 packets (PV^-i) to that of the class i (Wi) is equal 
to a specified value called target ratio (7\_1“). 
卜 1 _ =、'‘ 
Proportional Delay Differentiated Service can be realized by different schedul-
ing algorithms such as Fixed Bandwidth division (FBD), Waiting Time Priority 
(WTP) scheduler, and Backlog Proportional Rate (BPR) scheduler. However, 
FBD is not a good way to provide proportional delay differentiation. Let us 
compare the FDB with the W T P scheduler to illustrate that point. 
The idea of Fixed Bandwidth division (FBD) is to allocate a fixed amount 
of bandwidth for each class of traffic. For example, an ISP has a link of 10 
mbps. It can give 6 mbps to the premium class and 4 mbps to the remaining 
users. However, this fixed bandwidth division cannot provide a good packet delay 
differentiation. There are two main reasons. 
1. The stability region for the system utilization is very small. 
2. It cannot maintain consistent performance spacing under different class load 
weighting. 
Below is an example to illustrate the above two points. Consider two traffic 
classes, 1 and 2，with Poisson arrivals . Without loss of generality, class 2 is the 
premium class. The target ratio {W1/W2) is 1.5, so that intuitively we should 
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divide the bandwidth into 1:1.5. The first moment and the second moment of 
the service time for a packet is 1 time unit. Under that bandwidth division, the 
service rate for the class 1 (…）is 1/2.5 and that of the class 2 (/i2) is 1.5/2.5. 
To make the system stable, the arrival rate should be less than the service 
rate (A: < /Ji). That implies that Ai < 0.4 and A2 < 0.6. Otherwise, the system 
will not be stable. In order to investigate how the waiting times change when the 
class load weighting changes, let us consider that the total arrival rate remains 
unchanged (say Ai + A2 = 0.9). In this case, the stability region for A2 is 0.5 to 
0.6, since Ai < 0.4 which means Ai = 0.9 — A2 < 0.4. Hence, the stability region 
for fixed bandwidth division is very small. 
Regarding the performance spacing, Figure 1.1 presents a graph plotting 
Wi, W2 against A2. It shows that class 2 users do not enjoy a lower packet 
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Figure 1.1: Fixed Bandwidth Division: Waiting time against class two arrival 
rate (0.5,0.6) 
delay all the time. When A2 > 0.532, W2 > Wi. 
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Compared with Fixed Bandwidth Division (FBD), Waiting Time Priority 
(WTP) scheduler is able to provide better delay differentiation. Let us consider 
the two-class example again. Figure 1.2 shows a graph plotting Wi, W2 against 
A2. It shows that class 2 users enjoy a lower packet delay all the time and the 
performance spacing is a constant. 
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Figure 1.2: WTP: Waiting time against class two arrival rate (0.1,0.8) 
Dovrolis et. al. [2] carried out experiments to compare the Backlog Propor-
tional Rate (BPR) scheduler and the Waiting Time Priority (WTP) scheduler. 
The results show that the W T P scheduler performs better than BPR. However, 
the target ratio can only be achieved under very heavy-load conditions. It is be-
cause they only set the parameters to be proportional to the inverse of the target 
ratio, while we will illustrate that the control parameters should in fact depend 
on the distribution of the system utilization. When we set the value of the control 
parameters appropriately, the achieved long term, waiting time ratio will be equal 
to the target long term waiting time ratio in medium-load and low-load condition 
as well. We also formally illustrate the conditions under which the target ratios 
are feasible. Specifically, we address the following questions: 
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• Given desired waiting time ratios for N traffic classes, under what condi-
tions (e.g., traffic load distribution for the N classes) can feasible WTP 
control parameters be found to achieve the ratios? 
• Given that the waiting time ratios are feasible, how can one efficiently ob-
tain the WTP control parameters that will achieve the waiting time ratios? 
• Given the obtained control parameters, can we maintain the waiting time 
spacings at different time scales? 
• As the control parameters depend on the system utilization, how can we 
achieve the target ratios all the time when the system utilization changes? 
• How can we reduce the scheduling overhead of the WTP scheduler? 
Thesis Outl ine The rest of the thesis is organized as follows. Chapter 2 is 
a characterization and analysis of the performance of a Waiting-Time-Priority 
(WTP) algorithm in achieving proportional delay differentiations. Specifically, 
we discuss the conditions under which control parameters for the WTP algo-
rithm exist and how they can affect a given set of quality spacings. In addition, 
we present an efficient iterative method for finding the values of these control 
parameters when they exist. In Chapter 3, we present experimental results to 
verify our analytical results about the parameters computation and illustrate 
the performance of our methods. In particular, we compare waiting time spac-
ings achieved between different classes of traffic using the control parameters in 
2] against the the achieved waiting time spacing using our proposed iterative 
parameter computation method. Experiments are carried out under different 
kinds of arrival distributions. We also present waiting time spacing results under 
different time scales. In Chapter 4, we present an algorithm ,called Dynamic 
Adjustment, to put the parameter control algorithm into practice. Specifically, 
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in real situation, the packet arrival distribution is not necessarily Poisson, and 
the actual arrival rate for each class, which is a mandatory input argument for 
the parameter computation, may not be known in advance. To tackle this prob-
lem, we try to measure the arrival rate periodically. In Chapter 5, we present 
experiments results to illustrate the effectiveness of the Dynamic Adjustment, 
and show how it adapts to the changes of the operating conditions such as sys-
tem utilization. In Chapter 6, we study the performance of the adaptive W T P 
scheduler with multiple hops via simulations. In Chapter 7, we summarize the 
implications of the experiments. In Chapter 8, we modify the W T P scheduler 
so that the time-stamp overhead could be reduced. The scheduling algorithm 
details, as well as the experimental results will be shown. In Chapter 9, some 
open issues will be listed when the W T P is further extended. The extensions 
include the deployment of W T P in the web server, and the quantification of the 





In this chapter, we summarize some results for Waiting Time Priority (WTP) 
scheduling, which is also known as time-dependent priority (TDP) scheduling. 
Next, we characterize a necessary and sufficient condition for a given delay spac-
ing to be feasible under T D P for two traffic classes. We then extend the character-
ization to T D P for N classes. We also present an iterative method for obtaining 
the feasible control parameters. 
The W T P packet scheduler studied in [2] is equivalent to the T D P scheduling 
algorithm studied by Kleinrock [9]. T D P is a non-preemptive packet scheduling 
algorithm which provides a set of control variables bi^l < i < N where 0 < 
6i < 62 < • • • < A^T and bi dictates the dynamic instantaneous priority of class i 
packets. Specifically, if a tagged class i packet arrives at t ime r , then its priority 
at t ime t (for t > r ) , denoted by qi(t), is 
q 州 = ( t - r)bi . (2.1) 
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Figure 2.1 illustrates a two-class TDP system. Assume that a class 1 packet 
arrives at time 0 and a class 2 packet arrives at time t i , and both packets remain 
in the system until t ime�3 . During the time interval (t i"2]’ the class 1 packet will 
have a higher priority than the class 2 packet. But since the control parameter 62 
is larger than 61, after time t > the class 2 packet will have a higher priority. 
Let Ni{t) denote the number of class i packets waiting in the queue at time t. 
instantaneous 
priority 
qi(t) slope bj /\ 
slope / ： ： 
, Z / I _ L 
0 t i t2 t3 t 
Figure 2.1: A two-class TDP system where 61 <62. 
If the server is ready to transmit a packet, it will choose a packet from class i* 
where 
qi*{t) = max {qi{t) and _ > 0} . (2.2) 
Whenever a tie for the highest priority occurs, the tie is broken by the First-
Come-First-Served (FCFS) rule. If there is no packet in the system, then the 
server will be idle and will be activated by any newly arrived packet. Notice that 
in the TDP scheduler, a class i packet increases in priority at a faster rate (6‘） 
than packets of any class j < i. 
Assume that the arrival process of class i packets is Poisson with rate \ and 
let 石 ( x f ) be the first (second) moment of class i packet service times. Then the 
system utilization p of a TDP server is equal to [ h pi where pi = A;石.Kleinrock 
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derives a closed-form expression for the average long-term waiting time for class 
p packets. The closed-form expression is given as 
where Wo = ^ E^I i Kxf is the expected residual service time. It is interesting to 
note that Kleinrock derives the Equation (2.3) by assuming that packet service 
times are exponentially distributed. Netterman and Adiri [6] illustrate that the 
closed-form expression in Equation (2.3) is also valid for any general service time 
distribution. 
One attractive feature about the TDP scheduler is that if one wants to main-
tain certain proportional differentiation of waiting times between different classes 
of traffic, one can simply adjust the control parameters bi,s so as to achieve the 
desired waiting time spacings. Let r^j be the waiting time ratio between class i 
and class j, that is 
— m 
' ' ' = 
In this chapter, we will address the following important questions: 
1. Given the waiting time ratio requirements for all classes 7\，i+i (where i = 
1 , 2 , . . . , •/V — 1), under what conditions of pi^s does a solution for bi,s exist? 
2. Given 内，the traffic loads of all classes, how can we obtain the bi values so 
that the ratios Wi/Wi^i are equal to our target values of r\’i+i? 
To understand the problem, we start with a simple case of two traffic classes. We 
then go on to solve the general problem of N traffic classes. 
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2.1 Two-class Proportional Differentiated Ser-
vice 
Theorem 1 For two classes of traffic, let ri’2 be the required ratio of the aver-
age waiting time of class 1 traffic to that of class 2 traffic. To achieve the specified 
ratio ri’2， the necessary and sufficient condition is 1 — ^ < p < I, where p is 
the system utilization. 
Proof: < 1 is required so that the system is stable. 
Only if part (i.e. if the target ratio is achieved, then 1 - ^ < /9 < 1 ) : 
According to Equation (2.3), packets of the two classes have average waiting 
times of 
= [ 聊 1 ) ] 
1 l l 2 [ l - 隨 ) ] 
W 2 二 [ V ^ 。 / ( l — / ^ ) ] - / > i W M l — ( 6 1 / 6 2 ) ] . 
By substituting Wi into W2, we have 
亭 " ) ] 广 [ [ 1 「 ( 二 1. 
The average waiting time ratio between class one and class two is given as 
= 1 (9 4) 
W2 一 1 - / ) [ 1 - ( 6 1 / 6 2 ) ] ' (… ) 
Let us denote the target ratio of the average waiting times between class one 
traffic and class two traffic as ri,2 = W1/W2, then we have 
" = ( 2 . 5 ) 
O2 - Oi \ ri,2/ 
Since 0 < 61 < 62, this implies that > 1. Therefore, p � 1 — 六 
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If part (i.e. i f l —六 < / 9 < l , then the target ratio can be ach ieved) : 
If p > 1 — , then we can let 
r ri’2 ‘ 
P = r - ^ f 1 - — ) (2.6) 
0 2 - ^ 1 V 7X2) 
where 6i and 62 are some constants such that 0 < 61 < 62. By substituting it into 
Equation 2.3, we will get W1/W2 = ri,2. I 
Theorem 1 implies that in order to achieve a specified ratio ri’2, we need to 
have enough packets backlogged in the system. For example, if the requirement 
is ri，2 = 10, then the system has to be at least 90% utilized so as to achieve the 
desired waiting time spacing. In other words, if the system utilization is less than 
90%, we cannot achieved the ri，2 = 10 spacing using WTP. 
We make two observations from the above theorem. First, the ratio of the 
average waiting times does not solely depend on 62/61, but rather, depends on 
the system utilization also. Only when p tends to 1, will setting the control 
parameters 62/61 = ri，2 achieve the desired waiting time spacing. Besides, if 
the system utilization is known, we can adjust 61 and 62 such that the resulting 
waiting time ratio will be equal to our target value ri’2. Corollary 1 explains how 
to choose the appropriate values for bi,s. 
Corollary 1 If the system utilization p satisfies the necessary and sufficient 
condition in Theorem 1, then 61 = 1 and 62 = p/{p — I can achieve the 
specified ratio ri’2. 
Proof: First, we need some results for the TDP system. In [9], the author states 
that for two TDP systems A and B wherein the control parameters for system 
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A are {bi} and the control parameters for system B are {6-}, if we maintain the 
following relationship 
^ = ^ f o r ” l ’ 2,...，A ^ 
then Wp in A will be equal to W^ in B. In other words, the average waiting time 
of a T D P system depends not on the exact value of the control parameters bi,s 
but rather, depends on the ratios of l)‘,s. Hence, we set bi = I and solve for 62. 
From Equation(2.4), we have: 
1 
= m “ l - p [ l - (61/62)] 
1 
= 1 — -（1/62)] 
r P 
O2 = 1 丄 1 
p - 1 + :r-
厂 ri,2 
Therefore, by choosing 61 = 1 and 62 = /^ /(yo—1 + 六 ) , w e can achieve 乾= r^ i ’2 . I 
In conclusion, to satisfy a specified system performance requirement given as 
W1/W2 = ri’2, we should measure the system utilization and set the parameters 
61 and 62 accordingly. Then the long term average waiting t ime ratio of class 1 
traffic to class 2 traffic will be equal to the target value of ri，2, provided that p is 
within the feasibility region (1 — 1/Vi，2,1 . 
2.2 TV-class Proportional DS 
For the general case of N classes, the problem becomes complicated since to find 
the values of the control parameters {6i}'s, we need to solve Equation (2.3), which 
is a system of N non-linear equations. Nevertheless, we can calculate Wi by using 
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the conservation law principle [9], provided that the configuration of system (pi 
and Wq) is known. 
The conservation law [9] states that if a scheduling discipline is independent 
of the service time of jobs (which is the case for the TDP scheduler), then the 
weighted average of the waiting times of all classes is invariant, and it is equal to 
the average waiting time of a M / G / 1 system [9]. Mathematically, the relationship 
is 
^ Pi rrr Wq 
= (2.7) 
Let us define Si = n’i+in+i’H"2. •. nv-i，7v = Wi/Wn and express Wi = s iWn . 
Substituting this expression of Wi in Equation (2.7), we have 
1 f T J , 
1 = -Z^PiSiWN-
Therefore, we can express 
w , 
^P = % - Lpt^r for p= (2.8) 
丄 - P \i=i ) \ ‘ 
From the above equations, we observe that the only unknown in Equation (2.3) 
is the vector b = [61,62,.. • ’6iv]. Now, putting all bp's in Equation (2.3) on the 
left hand side, we have 
/ N \ . (v-i \ 
k . E T - f E / ^ ^ ^ A (2.9) 
Letting 




U/ P-l / N \ 
_ = 1 - E p ^ U P , 
P «=1 \ i=p+l / 
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we have 
= R{p) l’2,...，yV. (2.10) 
Now, we have a system of non-linear equations for solving the bp's. Since all the 
6p，s have to be positive, there should be a condition for pi and r,- such that {6J 's 
are positive. The result is expressed in the following theorem. 
Theorem 2 A necessary condition to have positive solutions of the hi ,s is 
R{1) > 0 and R{N) < 0, 
Proof: Since b i � 0 for z. = 1 , 2 , … ’ AT, this implies A{p) > 0 and B(p) > 0. 
However, R{p) can be positive or negative. Let us consider three cases. 
Case 1: For p = 1, we have B � = 0 , which implies that 
6 . - 迎 
Since 6i > 0, therefore, this implies that R(l ) > 0. 
Case 2: For 1 < p < N, we use the result from Equation (2.10) and we have 
A(p)b'^-R(p)b,-B(p) = 0. 
Since we want {6i}，s to be positive, we have 
� = ^ . 
Because R(py + 4A(p)B(p) > 晴,therefore, + iA{p)B(p) > 
Hence we have 
R{P)^\R(P)\ 
P - 0. 
In conclusion, for 1 < p < N, bp is always greater than zero even when R(p) is 
negative. 
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Case 3: For p = N, We have A(N) = 0, which implies that 
bN - - 丽 
Since bjv > Q and B(N) > 0, this implies that R(N) < 0 . • 
Theorem 2 implies that a necessary condition for a feasible region (e.g., a 
region wherein a positive solution of bi,s exist) is R(l) > 0 and R(N) < 0. If 
the system configuration (pi, r^) falls outside this region, it is possible that there 
exist no positive values of bi,s for the TDP scheduler to obtain the target waiting 
time ratio. 
The first condition R{1) > 0, implies 
^ > i - i " . ( - ) 
where Wq/(I - p) is the average waiting time of the aggregate traffic. If we want 
a large waiting time differentiation^, Wi has to be large. Since Wi > W 2 > • • • > 
Wn, this implies the fraction on the left hand side of Equation (2.11) has to 
be small. Thus, YII2 Pi should be close to 1 to make the inequality hold. The 
physical meaning is that to have a large waiting time differentiation, there should 
be sufficient amount of higher class packets to keep the server busy so that the 
lower class packets are delayed adequately. 
The second condition R{N) < 0, implies 
Wn N-i 
< + V i^v. (2.12) 
丄—P i=i 
To make the inequality hold, the value of the right hand side in Equation (2.12) 
should be large. Therefore, pi should be large, especially for the lower traffic 
1 Large differentiation implies that the ratio is large. In other words, there is a signif-
icant difference between Wi and Wi+i. 
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classes. The physical meaning is that in order to have a large waiting time 
differentiation, the server has to delay packets of the lower classes. If their load 
is high, many of them will be backlogged and their waiting time will increase. 
Last but not least, another important implication of the above necessary 
conditions is that even though the system utilization p remains unchanged, it is 
still possible that certain distributions of pi's will not lead to a positive solution 
of b‘,s. In such cases, the system cannot achieve the target waiting time ratios. 
Let us now present an efficient algorithm for computing the values of bi,s, 
provided that the necessary condition is satisfied. In general, we have to find a 
solution for the set of non-linear equations in (2.10). To achieve this, the following 
iterative algorithm is proposed. Note that this iterative algorithm is based on 
the Gauss-Seidel iteration method [10], which has a well-known condition for 
convergence. 
First, let be the functional evaluation operator for bp 
where bp = (/)p(bi,b2,..., for p = 1 , 2 , . . . , A^  where 
‘ ^ ^ ^ ^ f o r p ^ y v , 
( t > p ( J h , h , . - . , b N �= (2.13) 
. / S i 
and 
fp{b) = A(p)bp-B(p)/b,-R(p) f o r p = l , 2 , . . . , / V . (2.14) 
The iterative algorithm is: 
Procedure: Iterative Algorithm 
Input: Aj,石,xf for i = 1, ..，N. 
/•arrival rates, moments of service times*/ 
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O u t p u t : 6 = [61，62,…，^n]-
1. begin 
2. k = 0 and 二 ^ ^ for p = 1，•. • ’ iV; /* initialize */ 
3. /* test for convergence */ 
4. while ((E^Li > e) and k < M A X J T E R A T I O N X O U N T ) 
5. begin 
6. for {p= <= N;p = p+1) /* update the value of 6!左）*/ 
7. 4叫=辞(广广)’...,e+/)4'),...,奶；^ 
8. k = k-\-l; 
9. end 
10. end 
In l i n e 2, we initialize the starting point of the iterative algorithm. The 
functional evaluation operator, /p(), in l i n e 4 is actually the set of Equations 
(2.14). That is, for the h^^ iteration control parameters we test whether these 
control parameters can satisfy Equation (2.14) or not. If the absolute aggregated 
error is less than e (a pre-defined error threshold), then we obtain the correct 
control parameters. 
We set a upper bound for the the number of the iterations so as to avoid 
the infinite number of loops. If the solution cannot be found in finite time, the 
iteration sequence is not likely convergent. There are two possibilities: (1) the 
system of non-linear equations does not have any solution, or (2) the solution 
exists, but the iteration method cannot find the solution. As we have a necessary 
condition (Theorem 2), if the system of non-linear equations does not pass the 
condition, we will definitely know that there is no solution. Thus, the necessary 
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condition will be tested before the iteration method is applied. 




Experiments of Proport ional 
Delay Differentiation using the 
Iterative Algorithm 
In this chapter, we focus on verifying the parameters we obtain by using the 
Gauss-Seidel iterative method. In the first section, Poisson arrivals are used to 
verify our analytical results. There are three experiments in this section. In the 
first experiment, we compare performance results using the control parameters 
taken from [2] versus the control parameters obtained using our iterative algo-
rithm. We also investigate the long-term average waiting time spacing under 
various system utilization. Lastly, we study the waiting time spacings among 
different traffic classes given different monitoring window sizes. 
In the next section, we relax the Poisson assumption because the arrival pro-
cess in the real world may be under different distributions. As most of the 
Internet traffic is data traffic (e.g. Web, ftp), the traffic pattern is bursty. Pareto 
20 
distribution is suitable to model bursty traffic, so we used Pareto arrivals which 
means that the interarrival time is under the Pareto distribution [16]. Besides, 
we want to study the case of heterogeneous arrivals which means each class is 
under a different arrival distribution. So we use a mixture of Poisson, Pareto and 
Markov Modulated Poisson Process (MMPP). Details of the distribution and the 
experiments will be discussed later. 
3.1 Experiments using Poisson arrivals 
Experiment 1 (Comparisons with Dovrolis, parameters [2]): In this ex-
periment, we want to compare the achievable waiting time spacing, using the 
control parameters in Dovrolis' paper [2] and the control parameters obtained by 
the iterative algorithm. We consider three classes of traffic. The arrival process of 
class i {i = 1,2,3) is Poisson with a rate of A,-. The packet length distribution is 
the same for all classes where 40% of the packets are 40 bytes, 50% are 550 bytes, 
and 10% are 1500 bytes. The output link capacity is 441 bytes/unit time (the 
time unit can be normalized to achieve an arbitrary link speed). In each run of the 
experiment, we generate at least 50,000 packets for each class. Then, we average 
the waiting times for each class and compare the ratios with the target waiting 
time spacings. In part one of the experiment, we set Ai = 0.35, A2 = 0.3, A3 = 0.3 
(since the service time requirement is normalized to one, the system utilization is 
P = 0.95) and we consider the target waiting time spacing as r\’i+i = 4.0. Table 
3.1 illustrates the achievable spacings, using the control parameters in [2] and our 
proposed iterative method. For the setting of the iterative method, the precision 
parameter e is 0.001, and the maximum iteration count is set to 100. 
We observe that the proposed control parameters in [2] cannot achieve the 
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Method target control achievable achievable  
spacing (ry+i) parameters spacing ( ^ ) spacing ( g ) 
[2] 4 6i 二 1,62 = 4,63 = 16 3.366 
bi = 1,62 = 5.11 
our approach 4 63 = 35.937 3.990 3.890 
Table 3.1: Comparison between achievable waiting time spacing, p = 0.95 
Method target control achievable achievable 
spacing parameters spacing ( ^ ) spacing ( g ) 
[2] 2 6i = 1，62 = 2,63 = 4 1.39 L36 
our approach 2 cannot pass feasibility test —— —— 
Table 3.2: Determination of non-achievable waiting time spacing, p = 0.6 
target spacings; however, our proposed algorithm can find the appropriate values 
of the control parameters such that the spacings are achieved. In the second part 
of the experiment, we set the arrival rates as Ai = 0.2, Ao = 0.2 A^  = 0 2 (or 
P - 0.6) and ri’i+i = 2.0. Table 3.2 illustrates achievable spacing. The table 
illustrates that our algorithm can determine that it is not possible to achieve 
the target waiting time spacings (r.-^+i = 2) for the given loading distribution. 
Indeed, using the proposed control parameter values in [2], we can only achieve 
spacing values around 1.3. 
An observation from the above experiments is that we can use our proposed 
necessary condition (Theorem 2) to determine whether it is feasible to achieve 
given waiting time spacings. If it is feasible, then we can obtain the appropriate 
values for the control parameters bi,s. 
Experiment 2 (Long-term waiting t ime spacing): In the first part of the 
experiment, we want to test whether we can achieve the target waiting time ratios 
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under different system utilization. We consider three classes of traffic. All arrival 
processes are Poisson. For a low system utilization [p = 0.2) case, the arrival 
rates are Ai = 0.05, A2 = 0.1, A3 = 0.05. For a medium utilization [p = 0.6) 
case, the arrival rates are Ai = 0.2, A2 = 0.2, A3 = 0.2. For a high utilization 
(p = 0.9) case, the arrival rates are Ai = 0.3, A2 = 0.3, A3 = 0.3. The packet 
length distribution is similar to the one in Experiment 1. Again, for each run 
of the experiment, we generate at least 50,000 packets for each class and then 
average the waiting times for each class and compare the ratios with the target 
waiting time spacings. The experiment results are summarized in Tables 3.3 to 
3.5. The achieved waiting time ratio in blankets are the results using Dovrolis’ 
parameters. As we can observe, our iterative algorithm is very efficient (we only 
execute less than 20 loops of our iterative algorithm) and we are able to find the 
values for the control parameters so as to achieve the long-term average waiting 
time spacing. 
Utilization p Low (p = 0.2) Medium (p = 0.6) High (p = 0.9) 
Target ratio ri’2 1.1 1.1 1.1 
Target ra t io�2,3 1.1 1.1 1.1 
[ 6 1 , 6 2 , 6 3 ] [1,2.03,4.17] [1,1.18,1.4] 1,1.11,1.24] 
Loops executed 5 11 12 
achieved W1IW2 1.10 (1.03) 1.09 (1.06) 1.10 (1.08) 
achieved VK2/W3 1.12 (1.02) 1.09 (1.04) 1.10 (1.09) 
Table 3.3: Long Term Waiting Time Spacing with 7\“+1 = 1.1. 
In the second part of the experiment, we vary the number of traffic classes and 
see whether we can obtain appropriate control parameters for achieving given tar-
get waiting time spacings. In experiment A, we consider four classes, whose traffic 
arrival rates are A = [0.2,0.2,0.25,0.25]. In experiment B, we consider five classes 
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Utilization p Low (/? = 0.2) Medium (p = 0.6) High [p = 0.9) 
Target ratio ri’2 1.5 1.5 1.5 
Target ratio ”2’3 1.5 1.5 1.5 
[&1’ 62, 63] Outside feasible region [1，2.6，7.4] [1’ 1.6, 2.58] 
Loops executed —— 11 17 
achieved W1/W2 —— 1.54 (1.25) 1.49 (1.42) 
achieved W^a/H^a — - 1.48 (1.22) 1.51 (1.42) 
Table 3.4: Long Term Waiting Time Spacing with n^^+i = 1.5. 
Utilization p Low [p = 0.2) Medium (p = 0.6) High (p = 0.9) 
Target ratio ri,2 2.0 2.0 2.0 
Target ratio『2,3 2.0 2.0 2.0 
[^1,^2,^3] Outside feasible region Outside feasible region [1,2.32,5.554] 
Loops executed —— —— 20 
achieved W1/W2 —— —— 2.01 (1.81) 
achieved W2/WZ —- 一 1.99 (1.76) 
Table 3.5: Long Term Waiting Time Spacing with ri“+i = 2.0. 
whose traffic arrival rates are A = [0.1’ 0.1’ 0.1’ 0.3’ 0.3]. In experiment C, we 
consider six classes whose traffic arrival rates are A = [0.1,0.1,0.1，0.1,0.25,0.25:. 
In experiment D, we consider seven classes whose traffic arrival rates are 入 = 
0.1,0.05,0.05,0.05,0.05,0.3,0.3]. The results are shown in Table 3.6. As we can 
observe that our iterative algorithm is very efficient and we can quickly find the 
appropriate control parameters ' values to achieve the waiting t ime spacing for 
different number of traffic classes. 
Lastly，we evaluate system performance under different class load distribu-
tions. We consider three classes of traffic with target spacings of = 1.1. 
In all the cases considered, the system utilization is p = 0.9. The results are 
shown in Table 3.7. We can observe that under different traffic distributions, our 
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Exp. # of loops control achieved spacing 
classes executed parameters Wi/Wij^i 
A 4 38 61 = 1.0,62 = 1.113 1^1/14^2 = 1.11，MVVVa: 1.09 
h = 1.239,64= 1.380 1^3/^4 = 1.11. 
B 5 12 61 = 1.0, 62 = 1.115 = 1.10’ = 1.10 
h = 1.242, 64 = 1.383 = 1.10, W^jW^ = 1.10 
6 5 = 1.539 
C 6 39 61 = 1.0,62 = 1.116 1^1/^^2 = 1.10,1^2/^/3 = 1.09 
63 = 1.244,64 = 1.385 = 1.11,1^4/1^5 = 1.10 
65 = 1.543’ 66= 1.719 1^5/^^6 = 1.10 
D 7 13 61 = 1.0,62 = 1.117 1^1/^^2 = 1.10,^^2/1^3 = 1.10 
63 = 1.247,64 = 1.391 W^jW^ = 1.10，WaIW^ = 1.10 
h = 1.551, be = 1.728 W^/WQ = 1.10, WQ/WJ = 1.10 
6 7 = 1.926 
Table 3.6: Long Term Waiting Time Spacing by varying number of classes of 
traffic (target = 1.1), p = 0.9. 
proposed algorithm performs very well and can achieve the specified waiting time 
spacing. 
In all these experiments, we can see that our proposed algorithm can ac-
curately determine the control parameter values under different operating condi-
tions (e.g., different system utilization, different number of traffic classes, different 
traffic load distributions, etc) so as to achieve the long term waiting time spac-
ings. In other words, these experiments illustrate the effectiveness of our iterative 
algorithm. 
Experiment 3 (Short-term waiting t ime spacing): Besides long-term anal-
ysis, we also study the short-term behavior of our packet scheduling algorithm. 
In these experiments, we measure the ratios of the average waiting times between 
successive classes in consecutive time intervals. We measure the average waiting 
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load distribution (%) loops bi 62 63 W1/W2 W2/W3 
33.3-33.3-33.3 11 1 1.113 1.238 1.10 1.10 
30-20-50 9 1 1.113 1.238 1.10 1.10 
20-30-50 6 1 1.113 1.238 1.10 1.10 
10-45-45 4 1 1.113 1.238 1.10 1.11 
45-10-45 51 1 1.113 1.239 1.10 1.10 
45-45-10 36 1 1.113 1.238 1.10 1.10 
Table 3.7: Waiting Time Spacing under different traffic loading distributions 
(target r,’i+i = 1.1). 
load distribution (%) loops 61 62 63 W 1 / W 2 W 2 / W 3 
33.3-33.3-33.3 23 1 1.135 2.582 1.102 1.802 
30-20-50 24 1 1.140 2.598 1.095 1.804 
20-30-50 10 1 1.140 2.587 1.097 1.795 
10-45-45 6 1 1.138 2.571 1.100 1.804 
Table 3.8: Waiting Time Spacing under different traffic loading distributions 
(target ri’2 = 1.1, r2,3 = 1.8 
times of all the packets that get served within a specified time window. The 
length of the time window is varied to be 10, 100, 500, 1000，3000, 7000 and 
10,000 p-units, where a p-unit is the average packet transmission time (the aver-
age service time is one time unit.) We average all the data collected from all the 
three traffic classes because the target ratios are the same between two successive 
classes and this simplifies the presentation of our results. 
Figures 3.1 to 3.5 illustrate the histogram for the waiting time spacing under 
different system utilization, target waiting time spacing and various window sizes. 
Each plot in these figures is a histogram where the x-axis shows all possible 
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waiting time spacings (e.g., waiting time ratio from less than 0.2 to greater than 
2.2). For example, the last plot in Figure 3.1 illustrates the histogram for the 
waiting time spacing under p = 0.2, r‘“+i = 1.1 and window size of 10,000. The 
histogram illustrates that over 40% of the waiting time ratio is within 1.0 to 1.2. 
From Figures 3.1 to 3.5, we can observe that if the system is highly utilized, 
then the achievable waiting time ratios can be kept close to our target spacings 
even in short timescales. As can be observed from these figures, most of the 
waiting time ratios fall within our target spacings. Moreover, the variance of 
the ratios is small (which implies that most of the probability mass is within 
the target spacings). However, if the system utilization is low, the variance of 
the waiting time spacings is large. For a really short time scales (e.g., window 
size of 100), only a small percentage of the data points lies within our target 
region. It is due to the Law of large number [18]. When the utilization is low, the 
scheduler has to take a longer time for sufficient number of packets to be served 
so that the average waiting time (sample mean) is close to the target (actual 
mean). However, if the utilization is low, then for a small window size, there may 
not be enough packets arrival and therefore, the target waiting time is difficult 
to achieve. When the utilization is high, then a lot of packets can arrive (even 
within a small window) and the scheduler has enough traffic to process so that 
the average waiting time of traffic within a measurement window will be close to 
the target values. 
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Figure 3.1: Histograms of the short-term waiting time ratio under Poisson ar-
rivals. System utilization p = 0.2, target ratio r‘“+i = 1.1 
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3.2 Experiments using other arrivals distribu-
tions 
In this part, we present experimental results for bursty traffic and for hetero-
geneous traffic classes. The aim of these experiments is to see if the iterative 
algorithm can correctly adjust the system parameters even the arrivals are under 
different kinds of distributions. 
Sett ing and methodology of experiments For all experiments below, we 
consider three classes of traffic. The loading is evenly distributed among the three 
classes. The packet length distribution is the same for all classes where 40% of 
the packets are 40 bytes, 50% are 550 bytes, and 10% are 1500 bytes. The output 
link capacity is 441 bytes/unit time (time unit can be normalized to achieve an 
arbitrary link speed). In each run of the experiment, we generate at least 50,000 
packets for each class. Then, we average the waiting times for each class and 
compare the ratios with the target waiting time spacings. 
Pareto Data traffic accounts for the majority of the Internet traffic. As data 
traffic is bursty, Pareto distribution is suitable to model the arrival process. There 
are three independent classes of packets with one arrival source for each class. 
The interarrival time for each class is under Pareto distribution with the shape 
parameter equals to 1.9. We run the simulation under various system utilization 
ranging from 0.5 to 0.95. And we compare the long term waiting time ratio of 
the two schemes: our iterative algorithm and the Dovrolis’ s method in [2]. The 
results are summarized in the Figures 3.6 - 3.7. The target ratios (ri2 and 7*23) 
are 1.2 in Figures 3.6 and are 1.5 in Figures 3.7. For each figure, the Y-axis is 
the long term waiting time ratio ((a) is W1IW2, and (b) is 14^2/VV3). The X-axis 
33 
is the system utilization. The graphs show that by using our iterative algorithm, 
we can achieve the target waiting time ratio even under low utilization, while the 
counterpart can only work under very high utilization. 
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Figure 3.6: Waiting time ratio achieved against Utilization for Pareto arrivals 
and target ratio=1.2 
Heterogeneous traffic classes As the arrival pattern of a traffic class may 
be different from each other, we consider the following arrival processes. Class 1 
is Poisson arrivals, class 2 is Pareto with a shape parameter a = 1.9, and class 3 
is the Markov Modulated Poisson Process (MMPP), defined as follows. 
The Markov Modulated Poisson Process (MMPP) [15] is a class of traffic 
model. The 2-state MMPP has been shown to be effective in modeling the super-
position of packetized voice and data. The 2-state MMPP has four parameters 
Ai,入2,//1 and yU2, where Ai and A2 are the conditional arrival rates, and fii and "2 
are the conditional transitional rates given that the Markov chain is in state 1 and 
2 respectively. The computation of these four parameters is based on five values 
: t h e mean arrival rate of the overall process mi, the variance of the arrival rate 
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Figure 3.7: Waiting time ratio achieved against Utilization for Pareto arrivals 
and target r a t i o : 1.5 
m2, the third moment ms, the time interval bd , and the lag-1 autocorrelation 
coefficient c. At and c can control the length of the time staying in a state of the 
Markov Chain. For simplicity, we set m^ = 0 and c = 1/e in all our experiments. 
The relations of the parameters are as follows. 
At 7713 S r / 
^ = = -7= = l + - V 4 + 7 2 ] 
inci 何 r 
� � ^  
Ai = mi + W — A2 = mi —�7722" 
The simulation setting will be similar to the experiment of the Pareto traffic. 
In this experiment, we set m2 = 0.01,ma = 0 , r = 500. The class loading is 
equally distributed. The results are summarized in Figures 3.8. The Y-axis is 
the long term waiting time ratio ((a) is W1/W2, and (b) is W2/W3). The X-axis 
is the system utilization ranging from 0.5 to 0.95. The target ratio is 1.2. 
It shows that our iterative algorithm cannot achieve the specified target ratio. 
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Nevertheless, we will show that we can have a better results by using the dynamic 
adjustment dynamically. And in that Chapter, we will give a more detailed 
explanation of the phenomenon. 
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Figure 3.8: Waiting time ratio achieved against Utilization for heterogeneous 
traffic classes with the target ratio=1.2 
Conclusion As a conclusion of this whole chapter, the experimental results 
show that our iterative algorithm computed the correct values for the system 
parameters while Dovrolis' paper [2] did not. 
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Chapter 4 
Dynamic Adjus tment 
The computation of the parameters is based on the closed form expression of the 
average waiting time (Equation 2.3) which assumes that the arrival process is a 
Poisson process and the average arrival rate for each class is known in advance. 
However, in practice, the arrival process may be under a more general distri-
bution. The system utilization may vary from time to time. For example, the 
utilization increases in peak hours compared with the non-peak hours. To tackle 
the problem, we measure the arrival rate in a time window basis, and then adjust 
the system parameters to adapt the changes in the operating environment. The 
details will be presented in Section 4.1. 
4.1 Adjustment algorithms 
We try to estimate the mean arrival rate by counting the number of arrivals 
within a certain period of time, a time window. Then we put the estimated mean 
into the iterative algorithm to find the appropriate control parameters. The 
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procedure is repeated for each period of time ^ . We call the procedure dynamic 
adjustment If the estimated arrival rates are outside the feasible region, we keep 
the parameters unchanged. The initial values of the control parameters are the 
inverse of the target ratio. That is bi/bj = l / r ^ j . 
There are various ways to measure the arrival rate. We tried three mea-
surement algorithms: 1) jumping window, 2) exponential-averaging, and 3) no-
continuous-measurement 
1. Jumping window - For each time window, we count the number of arrivals, 
and then divide the count by the window size. Take the result as the 
estimated arrival rate for tuning the system parameters. And then reset 
the counters. If it is not feasible, keep the parameters unchanged. 
2. Exponential-average - For each time window, we count the number of the 
arrivals, then compute the estimated arrival rate as the weighted average 
between the previous estimate and this new sample. 
T r � Y , r counter^ A, = (1 X Ai_i + X ^ ― — — 
window size 
where counter^ is the z - t h sample of the arrivals, A^  is the i - t h estimated 
arrival rate and Ai = counteri / window size. The parameter S is to smooth 
the estimated arrival rate. A large S will make the estimate heavily in-
fluenced by temporary fluctuations. On the other hand, a small S will 
make the estimate more stable, but it will not be quick enough to adapt to 
real changes. The idea is basically based on the exponential averaging in 
Jacobson and Karels' work [14] on estimating the TCP round-trip delay. 
iSome people may argue that the complexity of the iterative algorithm may incur additional 
overhead in runtime. In fact, the iterative algorithm need not run on the router. It can be run 
on other machines. Once it has obtained the answer, it sends message to the router to update 
the system parameters. Therefore, the scheduling step will not be slowed down. 
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3. No-continuous-measurement (or it can be called "once forever") - The esti-
mation of the arrival rate is just the simple division in the jumping window 
algorithm. However, once the adjustment procedure succeeds in obtaining 
the appropriate parameters, the adjustment procedure stops forever. In 
other words, the system parameters are computed only once at the begin-
ning. It acts as a control experiment for no continuous dynamic adjustment 
in order to compare with others. 
We believe that by means of the dynamic adjustment, we can adapt to the 
changes of the system utilization. For example, if the arrival rate for some class 
increases, the average waiting time ratio will deviate from the target ratio if we 
do not change the value of the parameters. If we measure the system utilization 
of each class periodically, the new system parameters can be obtained shortly. 
After the system parameters are changed to the new value, the average waiting 
time ratio will go back to the target ratio when the queueing system reaches a 
new equilibrium. 
Nevertheless, if the arrival process is too fluctuating, dynamic adjustment 
may fail. It is because the parameters computation is based on the arrival rate 
measured in the previous time window. If the utilization changes in consecutive 
time windows (that means the utilization changes so frequently), the system 
parameters will not match with the current utilization. Secondly, if the range 
of the fluctuation is too large, the system utilization may often fall outside the 
feasible region. Some experiments are carried out to investigate the fluctuating 
situation. We found that the time window size is influential. If the size is too 
large, it may not be adaptive enough. If the size is too small, the utilization 
we measure will become the short-term (transient) average. It will fluctuate very 
frequently even though the long term average does not change. In other words, we 
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are unable to estimate the (long-term) utilization. Fortunately, the experiment 
results show that dynamic adjustment works well most of the time because the 
system utilization is a time average. Usually it will not change so rapidly. 
We carried out some experiments to study dynamic adjustment. All the 
results will be presented in Section 5. Experiments comparing the three mea-
surement methods will also be included. 
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Chapter 5 
Experiments of Proport ional 
Delay Differentiation using 
Dynamic Adjus tment 
The aim of this series of experiments is to investigate the effectiveness of dynamic 
adjustment and to see whether it can adapt to different changes in the operating 
conditions. The following is the outline of this chapter. 
Outline In the first series of experiment, we aim at showing dynamic adjust-
ment can adapt to the change of system utilization by artificially increasing the 
system load. In the second series of experiments, we use Poisson arrivals to study 
the performance of different measurement algorithms and how the size of adjust-
ment window affect the performance. Then, we do the same thing by using Pareto 
arrivals in order to verify the observations in the bursty traffic. There are two 
reasons that we use Pareto distribution. First, data traffic is bursty and Pareto 
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distribution is suitable to model bursty traffic. Secondly, in Dovrolis' paper [2], 
all experiments are carried out under Pareto distribution. We want to compare 
our results with them. In the third series, we use MMPP traffic. Since we can 
control the arrival rate fluctuation by changing the MMPP parameters, we can 
study the effectiveness of dynamic adjustment against the degree of arrival rate 
fluctuation. Next, we test dynamic adjustment in a mixed traffic class condition. 
Lastly, we conduct experiments to study the short-term behavior of dynamic 
adjustment. 
Sett ing and Methodology For all experiments below, we consider three classes 
of traffic. The loading is evenly distributed among the three classes. The process 
may be Poisson, Pareto or MMPP. The packet length distribution is the same for 
all classes where 40% of the packets are 40 bytes, 50% are 550 bytes, and 10% 
are 1500 bytes. The output link capacity is 441 bytes/unit time (time unit can 
be normalized to achieve an arbitrary link speed). Dynamic adjustment is used. 
For the setting of the iterative method, the precision parameter e is 0.001, and 
the maximum iteration count is set to 100. For the simulation purpose, in each 
adjustment time window, the execution time for the iterative method is assumed 
to be zero. That means we assume the ideal case, in which the iteration time 
is negligible. In practice, we can pre-compute the solution for a set of system 
loading to form a parameter table. Then, the solution can be found by just table 
lookup, although the accuracy will be sacrificed. In each run of the experiment, 
we generate at least 50,000 packets for each class. Then, we average the waiting 
times for each class and compare the ratios with the target waiting time spacings. 
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5.1 Illustration of dynamic adjustment 
This experiment is to verify the effectiveness of dynamic adjustment. We il-
lustrate this point by showing dynamic adjustment can adapt to the change of 
system utilization. 
There are three independent classes of arrivals. Each of them is under Poisson 
distribution. Initially, the arrival rates of the three classes are 0.2, 0.2 and 0.2 
respectively. At time 100,000 p-unit (average packet time) , the arrival rates 
increased to 0.3, 0.3 and 0.3. In other words, the system utilization changed 
from 0.6 to 0.9. The target ratio is 1.5 and the adjustment window is chosen to 
be 100 D-unit. We compare the results of the jumping window with that of the 
control experiment - the once-forever (no-continuous-measurement). The results 
are shown in Figure 5.1. We also compare the Exponential averaging with the 
control experiment, and the results are shown in Figure 5.2. The X-axis is the 
time line. And the Y-axis is the ratio of the average waiting time in the last 
5000 time unit. The graph shows that dynamic adjustment (either the jumping 
widow or the exponential averaging with 5 = 0.1) can keep the correct waiting 
time ratio all the time, even when the system utilization changes. By measuring 
the arrival rates for each class continuously, the increase in utilization can be 
detected. So the parameters can be adjusted to the new value consistent to the 
new utilization. As a result, the waiting time ratio can be kept close the the 
target. In contrast, the once-forever algorithm could not keep the waiting time 
ratio at the target when the utilization changed. It is because it did not adjust the 
system parameters continuously to adapt to the environment. It only compute 
the parameters once at the beginning. When the utilization changes, it still uses 
the old values. Therefore, the waiting time ratio deviates from the target. 
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In this series of experiments, we used Poisson arrivals to study the performance 
of dynamic adjustment of different measurement algorithms and how the size of 
adjustment window affect the performance. There are two sets of experiments. 
Set A (Compare different measurement algorithms) There are three 
independent classes of arrivals. Each of them is under Poisson distribution. We 
run different measurement algorithms under various system utilization ranging 
from 0.5 to 0.95. The target ratio is 1.5 and the adjustment window is chosen to 
be 100 p-unit. A p-unit is the average packet transmission time. The results are 
shown in Figure 5.3. The Y-axis is the long term waiting time ratio ((a) is WilW2^ 
and (b) is W2lW^). The X-axis is the system utilization. We will compare 
different measurement algorithms including the jumping window, exponential 
averaging with delta = 0.1 , and Dovrolis, method [2], in which the parameters 
are just proportional to the target spacing. We have an observation: 
1. Dynamic adjustment is effective. By using either the jumping window or 
the exponential averaging algorithm, the waiting time ratio can be kept 
close to our target ratio 1.5 under various utilization, while the Dovrolis's 
method [2] cannot achieve the target most of the time. 
Set B (Compare different adjustment window size) We also run ex-
periments with adjustment windows of various size. There are three classes of 
arrivals. The system utilization is 0.6 and the target ratio is 1.2. The measure-
ment algorithm is the jumping window. The experiments are run under various 
adjustment window sizes ranging from 50 to 10000. The results are shown in 
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Figure 5.3: Waiting time ratio achieved by using dynamic adjustment of different 
measurement algorithms against Utilization for target ratio=1.5 under Poisson 
arrivals 
Figure 5.4. The Y-axis of the bar chart is the long term waiting time ratio ( 
(a) is W1/W2, and (b) is W2/W3). The X-axis is the adjustment window size. 
It shows that the jumping window algorithm works well for different adjustment 
window sizes. Since Poisson distribution is not very fluctuating and we do not 
change the system utilization, the size of the adjustment window is not critical. 
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ratio=1.2 and p = 0.6 under Poisson arrivals 
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5.3 Pareto 
We conducted the same sets of experiments as the case of Poisson, except that 
Pareto arrivals are used. The reason that we repeat the experiments by using 
Pareto distribution is to evaluate the performance of dynamic adjustment under 
the bursty traffic. 
Set A (Compare different measurement algorithms) The simulation 
setting is as the same as the Poisson case. There are three independent classes 
of arrivals. The interarrival time for each class is under Pareto distribution with 
the shape parameter to be 1.9. We run different measurement algorithms such as 
the jumping window, the exponential averaging with 5 = 0.1, and the Dovrolis' 
method [2] under different utilization ranging from 0.5 to 0.95. The target ratio is 
1.5 and the adjustment window is chosen to be 100 p-unit. The results are shown 
in Figure 5.5. We have an observation similar to the case of Poisson arrivals， 
which is listed as follows. 
1. Dynamic adjustment is effective. By using either the jumping window or 
the exponential averaging algorithm, the waiting time ratio can be kept 
close to our target ratio 1.5 under various utilization, while the Dovrolis's 
method [2] cannot achieve the target most of the time. 
Set B (Compare different adjustment window size) We also run exper-
iments with various adjustment windows size. There are three classes of arrivals. 
The system utilization is 0.6 and the target ratio is 1.2. The measurement algo-
rithm is the jumping window. The experiments are run under various adjustment 
window size ranging from 50 to 10000 p-unit. The results are shown in Figure 
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Figure 5.5: Waiting time ratio achieved by using dynamic adjustment of different 
measurement algorithms against Utilization for target r a t i o : 1.5 under Pareto 
arrivals 
5.6. It shows that even under bursty traffic the jumping window algorithm works 
well for different size of adjustment window. 
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Set C (Using different shape parameters) We also carried out experiments 
using Pareto distribution with different shape parameters. The system utilization 
ranges from 0.5 to 0.95. We compare the results of dynamic adjustment (jumping 
window) with that of the Dovrolis' method [2]. The target ratio is 1.5 and the 
adjustment window size is chosen to be 100 p-unit. The results are shown in 
Figure 5.7 to 5.9. Dynamic adjustment can achieve waiting time ratio closer to 
the target ratio than the Dovrolis' method [2], although the results are not very 
good in the condition of low utilization. 
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Figure 5.7: Waiting time ratio achieved against utilization for target r a t i o : 1.5 
under Pareto arrivals with shape parameter 1.3 
Let us draw a short conclusion for the first part of this chapter. Even in 
the real situation: (that is, the traffic is bursty, there is no prior knowledge 
about the system utilization and the utilization may vary occasionally), dynamic 
adjustment can tune the parameters to the correctly value which is consistent 
with the current operating environment. And hence the specified waiting time 
spacings can be achieved. In the remaining part of this chapter, we will study 
how the fluctuation affects the performance of dynamic adjustment and we will 
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Figure 5.8: Waiting time ratio achieved against utilization for target ratio=1.5 
under Pareto arrivals with shape parameter 2.5 
explain why dynamic adjustment fails in some occasions. Experiments for short-
time scale analysis will also included. 
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Figure 5.9: Waiting t ime ratio achieved against utilization for target ratio二 1.5 
under Pareto arrivals with shape parameter 3 
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5.4 MMPP 
The objective is to study the effectiveness of dynamic adjustment against the 
degree of arrival rate fluctuation. There are totally four sets of experiments. 
For all experiments, we consider three classes of arrivals. Each of them is a 
MMPP traffic (Chapter 3.2). We run the experiments by changing the MMPP 
parameters. For example, we can control the fluctuation by changing the MMPP 
parameters such as the arrival rate variance. Different measurement algorithms 
will also be compared. 
Set A (Study the effect of the variance of arrival rate) The aim of Set A 
experiments is to investigate the effect of the variance of the arrival rate. We will 
vary the variance from 0.001 to 0.01, and then look at the effect on the waiting 
time ratio. The simulation setting is as follows. The system utilization is 0.6. 
Adjustment window size is 100 p-unit, and the jumping window algorithm will 
be compared with the exponential averaging algorithm. For the MMPP arrivals, 
we set 丁 = 100 and ms = 0. 
The results are summarized in Figures 5.10. The Y-axis is the waiting time 
ratio and the X-axis is the variance of the arrival rate for each class, which is in 
log-scale. Our observation is that when the arrival process is more fluctuating, 
specifically when the variance increases, the waiting time ratio deviates from the 
target a little bit in the case of the jumping window algorithm, but it can be 
still kept close to the target. If exponential averaging is used, the deviation is 
much more than that of the jumping window. The reason is that exponential 
averaging may not be adaptive enough to the fluctuation of the arrival rate. A 
more comprehensive study will be in the Set C experiments. 
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Figure 5.10: Waiting t ime ratio achieved by using dynamic adjus tment against 
variance of the arrival rate under M M P P arrivals for p = 0.6 
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Set B (study the effect of the adjustment window size) The aim of 
this series of experiments is to study the size of the adjustment window. We run 
the jumping window algorithm and the exponential averaging algorithm using 
different window size ranging from 30 to 10000 so as to observe the appropriate 
window size. We also run the experiments in different variance of the MMPP 
arrivals to see the effect on the appropriate window size. The simulation setting 
is as follows. The system utilization is 0.6. The target ratio is 1.5. For the 
MMPP arrivals, we set r = 100 and m^ = 0. 
The results are summarized in Figure 5.11. The Y-axis is the waiting time 
ratio and the X-axis is the adjustment window size, which is in log-scale. Figure 
5.11 shows that in the case with greater variance, the curve of the jumping window 
appears in a concave shape. Only when the adjustment window size lies between 
50 and 100 p-unit, can the ratio be kept close to 1.5. When the size is too small 
or too large, it fails to achieve the target ratio. We think that the time window 
size is influential. If the size is too large, it may not adaptive enough to suit 
the changes of the arrival rate, especially in a very fluctuating traffic. If the 
size is too small, the utilization we measure becomes a short-term (transient) 
average. It will fluctuate very frequently even though the long term average 
does not change. In other words, we are unable to estimate the the (long-term) 
utilization. However, when the variance is smaller, (that means the traffic is less 
fluctuating), most of the window size can make the ratio close to the target. 
In the case of exponential averaging algorithm, it cannot attain the target 
ratio when the variance of the arrival rate is large no matter what window sizes 
we use. The reason is that exponential averaging may not be adaptive enough to 
the fluctuation of the arrival rate, even in a short adjustment window. A more 
comprehensive study will be in the Set C experiments. 
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Set C (Investigate the Exponential averaging) The aim of the Set C 
experiments is to investigate how the parameter (S) of the exponential averaging 
affects its performance. The parameter is to smooth the estimated arrival rate. 
A large ^ will make the estimate heavily influenced by temporary fluctuations. 
On the other hand, a small ^ will make the estimate more stable, but it will 
not be quick enough to adapt to real changes. In the case = 1.0, it becomes 
the jumping window algorithm because the weighting of the previous estimate 
becomes zero. 
We will run experiments using different values of 5 ranging from 0.1 to 1.0. 
For each value of 5, we will show how the waiting time ratio against the arrival 
rate variance (0.001 - 0.01). The simulation setting is the following. The system 
utilization is 0.6. The target ratio is 1.5. The adjustment window size is 100 
p-unit. For the MMPP arrivals, r = 100 and rus = 0. 
The results are shown in Figures 5.12. The Y-axis is the waiting time ra-
tio and the X-axis is the variance of the arrival rate for each class, which is in 
log-scale. The curve for different values of are shown in different line patterns. 
Our observation is that when the variance increases, the waiting time ratio de-
viates from the target. The deviation is more significant when is small. That 
means dynamic adjustment cannot well adapt to the arrival rate fluctuation if 
exponential averaging uses a large weighting for the previous estimation. 
58 
W1/W2 against variance, target ratio • 1.5 
1.9 W2W3 aoaintt vvtanca. target rattoal.S 
I ” ~ • 
dvfUii^.i 
•；他:"，:，# de<t««0 4 - n -
1,8 . . 伯 ! 不 -itfts.：^''；- S 
1.8 • 
r . 一 ： .1.7. ： ： 
一 一 二 - - \ L, 
^ ， ；‘ 
1.4 • 
1.4 • 
1.3 « — — _ _ . 
0.001 ‘ • I 1.3 I — 
0.01 0.001 ‘ • I 
variance 0.01 
varianoa 
� W1/W2 (b) W 2 / W 3 
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5.5 Heterogeneous traffic classes 
The aim of this experiment is to evaluate the effectiveness of dynamic adjustment 
in a condition of heterogeneous traffic classes. There are three classes of arrivals. 
Class one is Poisson arrivals, class two is Pareto with a = 1.9, and class three is 
MMPP. 
In this experiment, we run the simulations in different system utilization rang-
ing from 0.5 to 0.95. We want to see whether dynamic adjustment can keep the 
target waiting time ratio in the heterogeneous traffic condition regardless the 
system utilization. 
The simulation setting is as follows. The target ratio is 1.2 and the jumping 
window algorithm with the adjustment window size 100 p-unit is used. For the 
MMPP traffic, the variance of the arrival rate is 0.001 (small variance) and the 
T is 2000 p-unit. 
Target ratio 1,2, adjustment window 100 
2 r - 1 , 1 • , , • • • 
W1/W2 
W2/W3 - -f-
target ratio  
0.5 • 
0 I ‘ ‘ ‘ 1 1 I I I  
0.5 0.55 0.6 0 65 0.7 0.7S 0.8 085 0.9 0.9S 1 
Utilization 
Figure 5.13: Waiting time ratio achieved using dynamic adjustment against dif-
ferent system utilization under heterogeneous arrivals for target r a t i o : 1.2 
The results are summarized in the Figure 5.13. The graph shows that the 
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waiting time ratio can be kept close to our target in high utilization but not 
in low or medium utilization. We believe the explanation is the following. The 
parameters computation is based on the closed expression of the waiting time 
(Equation 2.3). It assumes the arrivals are under Poisson distribution. If it is 
not Poisson, the expression may be different. Nevertheless, as we only concern 
the ratio of the waiting time for each class, the difference may be cancel out 
in the ratio. That is why it can achieve the specified waiting time ratio in the 
distribution other than Poisson. 
However, if the traffic is heterogeneous, each class is under a different distri-
bution. The difference cannot be cancel out. That makes the waiting time ratio 
of consecutive classes are different. For example, in Figure 5.13, the curve for 
W I I W 2 is different from the that of W2IWZ. 
Despite of it, we can still achieve the target waiting time spacings under 
high utilization. It is because the arrivals are very condense in high system 
utilization. As dynamic adjustment cut the arrival process into small pieces of 
time window, the difference between distributions in each time window becomes 
small. It approaches to the homogeneous case. Therefore, the target ratio can 
be achieved. 
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5.6 Experiments for short time-scale analysis 
The aim of this series of experiments is to study the short-term behavior of our 
packet scheduling algorithm using dynamic adjustment. In these experiments, 
we measure the ratios of the average waiting times between successive classes 
in consecutive time intervals. We measure the average waiting times of all the 
packets that get served within a specified time window. The length of the time 
window is varied to be 50, 100, 500, and 1000 p-units, where a p-unit is the 
average packet transmission time (the average service time is one time unit.) 
We average all the data collected from all the three traffic classes because the 
target ratios are the same between two successive classes and this simplifies the 
presentation of our results. The simulation setting is the following. The jumping 
window algorithm with the adjustment window size of 100 is used. The system 
utilization is 0.6 and the target ratio is 1.5. In case of MMPP arrivals, we set m? 
to be 0.005 and r to be 100. 
Figures 5.14 to 5.16 illustrate the histogram for the waiting time spacing under 
different arrivals distribution including Poisson, Pareto, and MMPP in various 
time-scale. Each plot in these figures is a histogram where the x-axis shows all 
possible the waiting time spacing (eg, waiting time ratio from less than 0.2 to 
greater than 2.2). We compared dynamic adjustment (jumping window) with the 
Dovrolis's method. The histograms for jumping window are shown in dark color 
bars while those of Dovrolis's method are shown in slash-pattern bars. 
Beside the histograms, we also present the sample mean and the modified 
variance of the data of the histograms in Tables 5.1 to 5.6. We provide the 
results from the experiments under both the high utilization (0.9) and the medium 
utilization (0.6) . The sample mean and the modified variance are defined as 
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follows. We take the average waiting time ratio obtained in each time widow as a 
sample. By averaging the sample over the number of time window, sample mean 
is obtained. 
Sample mean = ^ X i / n 
Let r be the target ratio (in this case r = 1.5, which is different from the sample 
mean). And the modified variance is denoted as: 
modified variance = - rf /n 
It can measure the deviation of the sample from the target ratio. 
Measurement window size (p-unit) 50 100 500 1000 
Sample mean for jumping window 13 2 1.57 1.50 
Modified variance for jumping window 1.0 x 10^ 368 0.117 0.067 
Sample mean for Dovrolis's method 748 1.63 1.25 1.23 
Modified variance for Dovrolis's method 5.4 x 10^ 282 0 124 D 109 
Table 5.1: Poisson arrivals with utilization=0.6, target ratio=1.5 
Measurement window size (p-unit) 50 100 500 1000 
Sample mean for jumping window 1.51 1.5 1.5 1.51 
Modified variance for jumping window 0.295 0.112 0.029 0.017 
Sample mean for Dovrolis's method 1.4 I.4 1.41 141 
Modified variance for Dovrolis's method 0.212 0.103 0.028 0.019 
Table 5.2: Poisson arrivals with utilization=0.9 and target ratio=1.5 
We can observe that even under different arrival distribution the achievable 
waiting time ratios can be kept close to our target spacings in the timescale of 
500 or 1000 p-units. In these timescale, most of the waiting time ratios fall within 
our target spacings. As compared with the histogram of Dovrolis's method (the 
bars with slashed-line pattern), our peak is closer to the target spacing. This 
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Measurement window size (p-unit) 50 100 500 1000 
Sample mean for jumping window 22.3 19.5 1.45 I.44 
Modified variance for jumping window 3.8 x 10^ 7A x 10^ 0.137 0.081 
Sample mean for Dovrolis's method 18.12 2.21 1.21 1.21 
Modified variance for Dovrolis's method 1.6 x 10^ 644 0.151 0.13 
Table 5.3: Pareto arrivals with utilization=0.6 and target ra t io=L5 
Measurement window size (p-unit) 50 100 500 1000 
Sample mean for jumping window 9.9 1.99 1.55 i 55 
Modified variance for jumping window 4.1 x 10^ 706 0.073 0.043 
Sample mean for Dovrolis's method 4.26 2.66 1.43 I.44 
Modified variance for Dovrolis's method 9.5 x 10^ 0.036 0.060 0.036 
Table 5.4: Pareto arrivals with utilization=0.9 and target ratio=1.5 
point can also be verified in the data tables. The jumping window has sample 
mean closer to the target ratio, although the modified variance is not better 
than the Dovrolis's method. It may be due to the frequent change of the system 
parameters. 
These monitoring timescale is quite short because 1000 p-units corresponds 
to about 3 seconds in a T1 link, and to about 30 milliseconds in a OC-3 link. It is 
Measurement window size (p-unit) 50 100 500 1000 
Sample mean for jumping window 62.4 4.12 1 53 I 53 
Modified variance for jumping window 8.6 x 10^ 9.3 x 10^ 0.194 0.099 
Sample mean for Dovrolis's method 79.1 1.97 ^.27 1 26 
Modified variance for Dovrolis's method 1.2 x ICF oqq 0 1 n 1 o/i 
Table 5.5: MMPP arrivals with utilization=0.6 and target r a t io=L5 
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Measurement window size (p-unit) 50 100 500 1000 
Sample mean for jumping window 1.62 1.54 1.55 1.56 
Modified variance for jumping window 19.2 0.152 0.059 0.045 
Sample mean for Dovrolis's method 1.46 1.41 1.42 1.43 
Modified variance for Dovrolis’s method 1.18 0.123 0.046 0.038 
Table 5.6: MMPP arrivals with utilization=0.9 and target ra t io=L5 
particularly a competitive edge if we can keep the waiting time ratio to a specified 
value in a short period of time. For example, the web traffic can be benefited. If 
the web server sends the packets in a higher class, the user can get the response 
in a shorter time (relative to the lower class), and so the user will enjoy a better 
performance. As the duration of the web traffic is very short, we have to make it 
in a short timescale. And the experiments show that the algorithm can achieve 
that. 
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In this chapter, we will address the issues of adaptive W T P scheduler with mul-
tiple nodes via simulations. We have carried out three sets of experiments. The 
first one consists of three nodes and three classes of traffic. The second one con-
sists of three nodes and two classes of traffic with the cross traffic at each node. 
The third set is similar to the second one except that the cross traffic intensity 
and the link capacity are different at different node. 
Set 1 (Different link capacity without cross t ra f f i c ) : 
P o i s s o n 
^1=1 ^2=1/0.80 |Ll3=l/0.60 
(33.3%) class 1 , ^ ‘ 
(33.3%) class 2 f j H j I \ • 
(33.3%) class 3 V Z Z Z / _ 
N o d e 1 N o d e 2 N o d e 3 
Figure 6.1: The multiple-node traffic in experiment Set 1 
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The simulation setting is as follows. There are three nodes connected in serial 
(Figure 6.1). There are three classes of traffic going through node 1, node 2, and 
then node 3. Each class is a Poisson source. The loading is evenly distributed 
among all the classes. The packet length distribution is the same for all classes 
where 40% of the packets are 40 bytes, 50% are 550 bytes, and 10% are 1500 
bytes. The link capacity of node 1 is 441 bytes/unit time ’ and that of node 2 is 
551 bytes/unit time and that of node 3 is 735 bytes/unit time. The time unit can 
be normalized to achieve an arbitrary link speed. The arrival rate for each class 
are the same. We run the simulation under different total arrival rate ranging 
from 0.8 to 0.95. At each node, the dynamic adjustment of the jumping window 
algorithm is used. The adjustment window size is 100 p-unit. In each simulation, 
each traffic will generate at least 50,000 packets. We measured the achieved 
long term queueing delay ratio between consecutive classes at each node and the 
achieved long term end-to-end trip time ratio between consecutive class. The 
statistic is reset after a 500 p-unit warmup period. The results are summarized 
in the Table 6.1. The target ratio is 1.5. The observation will be discussed later. 
Set 2 (cross traf f i c ) : 
Poisson arrivals 
Node 1 Node 2 Node 3 
(33.3%) Class 2 广 z \ 
( ) 
(33.3%) Class 3 ~ V V ~4 1 / I 
Class 1 Class 1 
, , , L 丄 站 s 1 C l a s s 1 
⑴ ⑴ . 3 % ) (33.3%) 
Poisson Cross traffic 
Figure 6.2: The multiple-node traffic in experiment Set 2 
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total A 0.8 0.85 0.9 0.95 
Node 1 W 1 I W 2 1.51 1.51 1.51 1.56 
Node 2 W1IW2 1.65 1.66 1.60 1.63 
Node 3 W1IW2 1.67 1.72 1.67 1.72 
Total queueing delay ratio 1.55 1.56 1.54 1.57 
End-to-end trip time ratio 1.38 1.42 1.44 1.51 
Node 1 H/2/VK3 1.49 1.50 1.53 1.54 
Node 2 W2lW^ 1.55 1.54 1.57 1.54 
Node 3 1^2/^3 1.50 1.51 1.57 1.59 
Total queueing delay ratio 1.50 1.51 1.54 1.54 
End-to-end trip time ratio 1.30 1.34 1.40 1.46 
Table 6.1: Multiple nodes waiting time ratio with different link capacity under 
Poisson arrivals and target r a t i o : 1.5 
The simulation setting is as follows. There are three nodes connected in serial 
(Figure 6.2). There are two classes of traffic going through node 1, node 2, and 
then node 3. Each class is a Poisson source. The packet length distribution is 
as the same as the previous experiment. The link capacity of all nodes is 441 
byte/unit time. The arrival rate for each class are the same. At each node there 
is cross traffic under Poisson arrivals as the lowest class. The loading is evenly 
distributed among the end-to-end flows and the cross traffic. We run the sim-
ulation under different utilization ranging from 0.5 to 0.95. At each node, the 
dynamic adjustment of the jumping window algorithm is used. The adjustment 
window size is 100 p-unit. In each simulation, each traffic will generate at least 
50,000 packets. We measured the achieved long term queueing delay ratio be-
tween consecutive classes at each node and the achieved long term end-to-end 
trip time ratio between consecutive class. The statistic is reset after a 500 p-unit 
warmup period. The results are summarized in the Table 6.2 The target ratio is 
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1.5. 
total A 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 
Node 1 waiting time ratio 1.43 1.46 1.49 1.50 1.50 1.47 1.50 1.50 1.52 1.55 
Node 2 waiting time ratio 1.42 1.41 1.42 1.42 1.42 1.42 1.42 1.47 1.45 1.49 
Node 3 waiting time ratio 1.41 1.43 1.40 1.45 1.42 1.43 1.42 1.44 1.46 1.52 
Total queueing delay ratio 1.42 1.44 1.44 1.45 1.44 1.44 1.45 1.47 1.49 1.51 
End-to-end trip time ratio 1.16 1.19 1.21 1.24 1.26 1.28 1.32 1.36 1.40 1.47 
Table 6.2: Multiple nodes waiting time ratio with cross traffic under Poisson 
arrivals and target ratio=1.5 
Set 3 (cross traffic with different intensity and with heterogeneous link 
c a p a c i t y ) : 
D • |LI=1.0 1^=2.0 ^=1/0.7 
Poisson arrivals Node 1 Node 2 Node 3 
Class 2 
" • 2 5 ( ) ( ) ( ] _ 
Class 1 Class 1 Class 1 
^=0.45 
Poisson Cross traffic 
Figure 6.3: The multiple-node traffic in experiment Set 3 
The simulation setting is as follows. There are three nodes connected in serial 
(Figure 6.3). There are two classes of traffic going through node 1, node 2, and 
then node 3. Each class is a Poisson source. The packet length distribution is as 
the same as the previous experiment. The link capacity of node 1 is 441 byte/unit 
time, that of node 2 is 882 byte/unit time, and that of node 3 is 630 byte/unit 
time. At each node there is cross traffic under Poisson arrivals as the lowest class. 
The arrival rate for the cross traffic at node 1 is 0.25, at node 2 is 0.45, and at node 
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3 is 0.35. There are two end-to-end flows. One is class 2 and the other is class 3. 
Each flow has the arrival rate 0.25. At each node, the dynamic adjustment of the 
jumping window algorithm is used. The adjustment window size is 100 p-unit. In 
each simulation, each traffic will generate at least 50,000 packets. We measured 
the achieved long term queueing delay ratio between consecutive classes at each 
node and the achieved long term end-to-end trip time ratio between consecutive 
class. The statistic is reset after a 500 p-unit warmup period. The results are 
summarized in the Table 6.3 
target ratio 1.2 1.5 
node 1 W2lW^ 1.19 1.50 
node 2 W2lW^ 1.22 1.43 
node 3 W2IW3 1.21 1.48 
Total Queueing delay ratio 1.20 1.49 
End-to-end trip time ratio 1.12 1.27 
Table 6.3: Multiple nodes waiting time ratio with heterogeneous cross traffic 
under Poisson arrivals 
Observation The achieved long term waiting time ratio at each node is close to 
the target ratio. The ratio at node 2 and 3 is not as accurate as that at node 
1 because the traffic pattern will be distorted after having gone through node 1. 
The arrival distribution will no longer be Poisson any more. The end-to-end trip 
time is the sum of the total queueing delay plus the total service time at each 
node. As our iterative algorithm is based on the Equation 2.3 which regards the 
queueing time only, we can only achieve proportional queueing delay for multiple 
nodes. When the system utilization is low, the queueing delay is small, so the 
service time becomes comparable with the queueing delay. As only the queueing 
delay is in proportional, that leads to the deviation in the end-to-end trip time 
ratio. On the other hand, when the system utilization is high, the queueing delay 
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is large, so the service time becomes insignificant. The end-to-end trip time ratio 
can be kept close to the target ratio. If we have to take the service time into 




Summary of the Exper iments 
Results 
In this chapter, we summarize the results of the experiments of Iterative Propor-
tional Delay Differentiation and those of Dynamic Proportional Delay Differen-
tiation. 
1. Experiments of the Proportional Delay Differentiation using the Iterative 
Algorithm 
• Our proposed iterative algorithm can determine whether it is feasible 
to achieve the target waiting time spacings for a given traffic loading 
distribution. If it is feasible, we can obtain the appropriate values for 
the control parameters V s . Dovrolis' method [2] cannot do so. 
• Under different operating conditions (e.g. different system utilization, 
different number of traffic classes, and different traffic load distribu-
tions), our proposed iterative algorithm can accurately and efficiently 
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compute the control parameters values, so as to achieve the long term 
target waiting time spacings, while Dovrolis' method [2] cannot do so. 
• When the system is highly utilized, the short timescale average waiting 
time ratio can be kept close to the target spacings even in very short 
timescale (e.g. window size of 100 p-unit where a p-unit is the average 
packet transmission time.). However, when the system utilization is 
low, the variance of the waiting time spacings is large. It is due to 
the Law of large number. When the utilization is low, the scheduler 
has to take a longer time for sufficient number of packets to be served 
so that the average waiting time (sample mean) is close to the target 
(actual mean). 
• By using our proposed iterative algorithm, we can achieve the target 
waiting time ratio in different system utilization under bursty traffic 
such as Pareto. 
2. Experiments of the Proportional Delay Differentiation using the Dynamic 
Adjustment 
• By using dynamic adjustment, we can keep the correct waiting time 
ratio all the time even when the system utilization changes. Dynamic 
adjustment works well under Poisson arrivals and under Pareto ar-
rivals. 
• When the arrival rate is more fluctuating, specifically when the vari-
ance of the arrival rate increases, the waiting time ratio deviates from 
the target a little bit in the case of the jumping window algorithm, 
but it can be still kept close to the target. If exponential averaging is 
used, the deviation is much more than that of the jumping window. 
• When the arrival rate is very fluctuating, the target ratio can only 
be achieved if suitable adjustment size is used. If the adjustment 
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window size is too large, dynamic adjustment is not adaptive enough 
to track the changes of the arrival rate. If the size is too small, the 
utilization measurement becomes a transient average, which is not a 
good estimation for the long term utilization. 
• Exponential averaging algorithm cannot well adapt to the arrival rate 
fluctuation if the weighting for the past estimation is large. 
• Under heterogeneous traffic classes, the waiting time ratio can be kept 
close to the target in high utilization only. It is because the arrivals are 
very condense in high system utilization. As dynamic adjustment cut 
the arrival process into small pieces of time window, the difference be-
tween distributions in each time window becomes small. It approaches 
to the homogeneous case. Therefore, the target ratio can be achieved. 
• The achievable short timescale waiting time time ratios can be kept 
close to our target spacings in the time scale of 500 or 1000 p-units 
under different arrival distribution. 1000 p-units corresponds to about 
3 seconds in a T1 link, and to about 30 milliseconds in a OC-3 link. 
As compared with the Dovrolis' method, our approach can make the 
waiting time ratio closer to the target ratio. 
3. Simulations with Multiple nodes 
• The queueing delay ratio at each node, as well as the total queueing 
delay ratio, can be kept close to the target ratio by using dynamic 
adjustment at each node. 
• When the utilization is high, the service time becomes insignificant. 
The end-to-end trip time ratio tends to the target ratio. 
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Chapter 8 
Improvement of W T P 
8.1 Algorithm 
The W T P scheduler requires to time-stamp every new packet arrival because 
it is necessary to know the arrival time of a packet in the calculation of its 
waiting time. Time-stamping each new arrival will incur an overhead in the 
implementation [2]. One way to remove this overhead is to use the queue length 
to approximate the waiting time, so that we do not have to know the arrival time 
of each packet. 
When a packet arrives at the queue, it will wait for the service of the scheduler. 
Its waiting time will increase. During that period of time, some other packets 
will arrive and queue up behind. Thus, the waiting time of a packet at the queue 
head is proportional to the queue length. According to the Little's result [9], 
mean waiting time = (mean queue length)/(mean arrival rate). Therefore, we 
can approximate the waiting time of a packet at the queue head by the ratio of 
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the queue length to the arrival rate. Specifically, the priority of the packet in the 
head of the queue i is given by 
. , q l e n ( i ) 0.5、, 
priority = + T ) 
入i 
where qlen(i) is the instantaneous queue length of the queue for class i, and Ai is 
the average arrival rate of the queue i. We call this improved scheduling scheme 
"Approximated Waiting Time Priority" (AWTP). The term (O.S/A,-) is inserted 
because if the server find a packet at the head of a queue in which no other 
packets queue up behind, the waiting time of the packet may vary from zero to 
the inter-arrival time. On average, we just take it to be half of mean inter-arrival 
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Figure 8.1: Approximation of the waiting time of the packet at the queue 
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8.2 Experiments 
Three sets of experiments have been carried out to see whether AWTP scheduler 
can approximate to the WTP scheduler. 
Case 1 (Long-term waiting t ime spacing): In the first part of the experi-
ment, we want to test whether AWTP can achieve the target waiting time ratios 
under different system utilization. We consider three classes of traffic. All arrival 
processes are Poisson. For a low system utilization {p = 0.2) case, the arrival 
rates are Ai = 0.05, A2 = 0.1, A3 = 0.05. For a medium utilization (p = 0.6) 
case, the arrival rates are Ai = 0.2, A2 = 0.2, A3 = 0.2. For a high utilization 
(P = 0.9) case, the arrival rates are Ai = 0.3, A2 = 0.3, A3 = 0.3. The packet 
length distribution is similar to the previous experiments. Again, for each run 
of the experiment, we generate at least 50,000 packets for each class and then 
average the waiting times for each class and compare the ratios with the target 
waiting time spacings. The experiment results are summarized in Table 8.1 to 
8.3. We still use the Gauss-Seidel Iterative method to compute the parameters 
as if it was the WTP scheduler. We obverse that AWTP scheduler can keep the 
average waiting time ratio close to the target ratio. 
Utilization p Low (p = 0.2) Medium (p = 0.6) High (p = 0.9) 
Target ratio ri’2 1.1 1.1 1.1 
Target ratio r2,3 1.1 1.1 1,1 
[61,62,63] [1,2.03,4.17] [1,1.18,1.4] 1,1.11,1.24] 
achieved W1/W2 1.14 1.25 1.13 
achieved W2IW2, 1.20 1.26 1.13 
Table 8.1: Long Term Waiting Time Spacing with 7\�+1 = 1.1. 
However, when we test the AWTP with very large target spacing, the result 
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Utilization p Medium (p = 0.6) High {p = 0.9) 
Target ratio ri，2 1.5 1.5 
T a r g e t r a t i o r2，3 1.5 1.5 
[ M 2 , M [1,2.6,7.4] [1,1.6,2.58] 
achieved W1/W2 1.54 1.48 
achieved M/2/VK3 1.57 1.46 
Table 8.2: Long Term Waiting Time Spacing with ri“+i = 1.5. 
Utilization p High {p = 0.9) 
Target ratio ri’2 2.0 
Target ratio 厂2’3 2.0 
[61,62,63] [1,2.32，5.554] 
achieved W1IW2 1.94 
achieved 1^2/^3 2.02 
Table 8.3: Long Term Waiting Time Spacing with 7\“+1 = 2.0. 
is not satisfactory. For example, if the target ratio is four (ri’2 = 4 and r2,3 = 4) 
and the system utilization p = 0.35 + 0.3 + 0.3 二 0.95. The achieved ratios are 
= 3.9 and = 4.4. W2/H/3 deviates from the target ratio more. 
The reason is the following. There is an approximation error when we try to 
approximate the waiting time by the queue length. The priority of each class is 
equal to the approximated waiting time multiplied by the system parameter of 
that class. When the value of the parameter is large, the error will be magnified. 
As a result, deviation from the target ratio occurs. It will happen when the target 
ratio is large or the system utilization is so low that it is close to the boundary of 
the feasible region. It is because in these two cases the system parameters have 
to be large in order to achieve the target ratio. 
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Case 2 (comparison of different number of classes) In the second part 
of the experiment, we vary the number of traffic classes. In experiment A, 
we consider four classes, whose traffic arrival rates are A = [0.2,0.2,0.25,0.25 . 
In experiment B, we consider five classes whose traffic arrival rates are A = 
0.1，0.1,0.1,0.3,0.3]. In experiment C, we consider six classes whose traffic ar-
rival rates are 入=[0.1 ,0 .1’0 .1’ 0.1,0.25,0.25]. In experiment D, we consider 
seven classes whose traffic arrival rates are A = [0.1,0.05,0.05,0.05,0.05,0.3,0.3 . 
The system parameters is the same as if it was the W T P scheduler. The results 
are shown in Table 8.4. As the number of classes becomes greater, the waiting 
time ratio of some classes deviates far from the target ratio. W4/W5 and W^/We 
in experiment D are some of the examples. The reason is the following. If the 
number of classes is large, the utilization of each class i (pi) becomes small. And 
hence the queue length for each class is short. As the queue length only takes 
discrete values, let say 0, 1 or 2, while the waiting time is a continuous value. 
Therefore, the approximation error becomes relatively large. 
Case 3 (Comparison of different load distribution) Lastly, we evaluate 
system performance under different class load distributions. We consider three 
classes of traffic with target spacings of = 1.1. In all the cases considered, 
the system utilization is p = 0.9. The results are shown in Table 8.5. There 
are totally 6 cases in the table. In the first three cases, the load is more evenly 
distributed. The average waiting time ratio achieved is close to the target ratio. 
In the later three cases, the load distribution is very uneven. 90% of the traffic 
goes to two of the three classes. In these cases, the waiting time ratio deviated far 
from the target ratio. It is because when the system load of one particular class is 
low, the queue length of that class will be short. That incurs large approximation 
error. 
In conclusion, AWTP can perform as well as W T P in many cases, except 
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Exp. # of control achieved spacing 
classes parameters WijWij^i 
A 4 6i = 1.0,62 = 1.113 W,IW2 = 1.21, 1^2/1^3 = 0.9 
63 = 1.239,64 = 1.380 W^IW^ = 1.20. 
B 5 61 = 1.0,62 = 1.115 W,IW2 = 1.136, 1^2/1^3 = 1.147 
63 = 1.242, 64 = 1.383 W^IW^ = 0.94, W^/W^ = 1.135 
65 二 1.539 
C 6 61 = 1.0,62 = 1.116 W1IW2 = 1.145,1^2/^^3 = 1.134 
63 二 1.244,64 = 1.385 W^/W^ = l . n . W ^ / W ^ = 0.91 
h = 1.543，66 二 1.719 W^/Wq = 1.14 
D 7 61 = 1.0,62 二 1.117 = 1 . 2 1 6 ， = 1.11 
63 = 1.247,64 = 1.391 H/3/H/4 = 1.11, W^jW^ = 1.3 
65 = 1.551,66 = 1.728 W^/W^ = 0.71, W^jW, = 1.15 
67 = 1.926 
Table 8.4: Long Term Waiting Time Spacing by varying number of classes of 
traffic (target ri“+i = 1.1). 
a few special cases. The approximation error is due to the large values of the 
system parameters and the short queue length. When the required waiting time 
spacing is not large, the number of the classes is small, and the load difference 
among different classes is not large, AWTP approximates to the WTP sched-
uler. If the overhead of the time-stamp is the main concern, AWTP scheduler is 
recommended. 
83 
load distribution (%) 6i 62 63 W1/W2 W2/W3 
33.3-33.3-33.3 1 1.113 1.238 1.13 1.12 
30-20-50 1 1.113 1.238 1.16 1.01 
20-30-50 1 1.113 1.238 1.06 1.06 
10-45-45 1 1.113 1.238 0.94 1.12 
45-10-45 1 1.113 1.239 1.38 0.89 
45-45-10 1 1.113 1.238 1.12 1.35 
Table 8.5: Waiting Time Spacing under different traffic loading distributions 




9.1 Application Extension 
In this thesis, we gave a formal study in using the W T P scheduling system to 
provide the Proportional Delay Differentiation. The W T P scheduler can be used 
in different applications. Apart from the Per-Hop Behavior (PHB) in the DS-
capable routers, it can also be used in the Web server. The server QoS is as 
important as the network QoS. First, users will have a poor response time if the 
server is overloaded. Secondly, if the server is the performance bottleneck, any 
QoS improvement made by network differentiated services will be out-weighted. 
Therefore, without server-level differentiated service, we cannot provide end-to-
end performance differentiation to end users. In [17], N. Bhatti and R. Friedrich 
explained the importance of the Server QoS and discussed a number of issues 
including the scheduling and the classification when implementing the web server 
for the differentiated services. We listed some points as below. 
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Request Scheduling Most web servers process the HTTP request in the first-
in-first-out (FIFO) manner. Instead of FIFO, we can use WTP scheduler to 
process the requests so as to give a response time differentiation. 
Resource Scheduling Besides, the worker threads or processes doing the re-
quests will also queue up for some resources in the operating system such as CPU 
and the storage. WTP can be used in the system resource scheduler so that the 
execution of the premium requests will be further favored. 
Request Classification A critical requirement to provide server-level DS is the 
ability to identify and classify the incoming requests. There are several solutions 
in the case of Web server. 
• The subscription to the premium class can be realized by a persistent HTTP 
cookie which can mark the requests of the HTTP session. 
• Browser plug-ins can also embed special client identifiers in each HTTP 
request. The plug-in can be downloaded if the user has paid for the premium 
service. 
• Classification can also be based on the content of the requests. For example, 
some web pages are restricted to the members who have paid the content 
subscription fees. Requests for those pages may be marked as the higher 
classes. 
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9.2 Performance Quantification 
One extension for the Proportional Delay Differentiated Service is performance 
quantification. For example, if a client has certain delay requirement, which 
class should that client join so as to satisfy the delay requirement? In order to 
understand it more, let us formalize the problem as follows. 
Users using different applications will have different performance perception. 
We can use a gross utility function U{d) to define the performance pay-off against 
the packet delay. For example, some delay sensitive application such as IP tele-
phony will have a sharp decline in performance when the packet delay exceeds the 
delay requirement. The arc-tangent function u = A a r c t a n / ( r g — d) can be used 
to model the utility function, where u is the performance the user perceives, rq is 
the delay requirement, d is the packet delay, A is a constant directly proportional 
to the amplitude which means that how much the user is willing to pay for the 
performance, and t is the steepness of the decline. It should be noted that the 
larger t is, the sharper the decline becomes. If t is very large, the function will 
look like a step function. Figure 9.1 shows an example of the utility function 
with large t: arctan9(10 — d). 
Another thing that should also be considered is the price for each class. In 
general, the price of the higher class should always be greater than the lower 
class. The price may be a flat scheme or it may increase with the loading of that 
class. In the later case, it may discourage the user to join the class when it is 
highly congested. 
For each user, we can define the net utility as the gross utility minus the price. 
Suppose there are N service classes, and M users in the system. Let us define 
a class selection vector C 卯 = [ C i , C?’. ••’ Cm], where C. is the class the user z 
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Figure 9.1: An example of utility function 
selects [Ci = 1,2, and i = 1 , 2 , . . . , M). Let A .^ be the arrival rate for the 
traffic of user i. For a given CSV, the arrival rate for the traffic of each service 
class k , Afc, will be denoted as 
M 
\k = Au, where k = 1,2,..., A/‘ 
Then, we can compute the delay for each class by using Equation 2.3. The delay 
for each user i, du‘ will be equal to the delay of the class user i selects. That is, 
dui = Dci where Ci = 1,2,…，N and i = 1 , 2 , . . . , M 
The net utility of user i, NUi will be 
m = — Pc. 
where Ui{dui) is the gross utility of user i when he got a delay d^, and Pc. is the 
price of the class user i selects. 
And the aggregate net utility of all users (or it can be called social net utility) 
will be equal to NUi 
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Then, the formulation of the problem is to find a CSV such that the social 
net utility is maximized. Apart from the aggregate net utility, we can also use 
the Pareto efficiency to measure the global goodness. A CSV V is Pareto efficient 
if there is no other CSV V' such that at least one user is better off in V' than in 
V, and no user is worse off in V' than in V. The problem will be an open issue 




In this thesis, we consider a W T P scheduler so as to achieve delay proportional 
differentiated services. The scheduler tries to ensure that the average waiting 
time of class i traffic relative to that of class i-1 traffic is consistently a speci-
fiable ratio. As the performance spacing is consistent and controllable, ISP can 
legitimately charge users of class i traffic a higher tariff rate (compared to the rate 
of class i - 1 traffic) because class i users consistently enjoy better performance 
than class i - 1 users. For a two-class W T P scheduler, we obtain a necessary 
and sufficient condition for a given delay spacing to be feasible. For the general 
yV-classes WTP, we present a set of necessary conditions, and give their physical 
meanings. Using these conditions, we can easily determine if a given delay pro-
portional differentiation is impossible. We also present an efficient algorithm for 
finding W T P control parameter values that will realize a set of specified waiting 
time spacings, when these parameters exist. Experiments are carried our to ver-
ify out analytical results, and to illustrate the relative waiting t ime performances 
under different kinds of arrival pattern such as the bursty traffic. 
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As the system utilization may vary from time to time, we design a dynamic 
measurement technique for tracking current system loads, and then use the pa-
rameters computation algorithm to adjust the control parameters in real-time, 
thereby achieving consistent average waiting time ratio. Experiments are con-
ducted to investigate the performance of the dynamic adjustment. We found that 
it can adapt to the changes in the operating environment. We also compare dif-
ferent measurement algorithms. We found that jumping window performs better 
in overall. 
Besides, we modified the WTP scheduler so that the time-stamping overhead 
could be reduced. The idea is to use the ratio of the queue length to the arrival 
rate to approximate the waiting time. Experiments are carried out to evaluate 
its performance. We found that AWTP scheduler can perform as well as W T P 
in many cases, except a few special cases in which the approximation error is 
magnified by the large value of the control parameters. 
Appendix 1: Conditions for convergence 
Let us state the convergence condition for our proposed iterative algorithm. 
Given the functional evaluation operator fp{) in l i n e 4 of the iterative algorithm, 
we define the Jacobi matrix J = [Jij] for this evaluation function fp wherein: 
d f . 
工，j = 斌 w h e r e 2 , j € { l , 2 , . . . , A ^ } . (10.1) 
It is stated in [10] that a necessary and sufficient condition for convergences is that 
the absolute value of all eigenvalues in J are less than 1. Since the eigenvalues 
of a matrix are not easily obtainable, an alternative method (which turns out to 
be a sufficient condition for convergence) is that if either one of the following two 
equations is satisfied: 
N 




E I^m I < \Jj,j\ f o r i = l,2,..yV, (10.3) 
1=1，i办 
then the proposed iterative algorithm will converge for any initial value and the 
appropriate control parameters can be found. 
Appendix 2: Comment on the necessary and suf-
ficient condition in [2 
In [2], the authors mentioned that the proportional delay differentiation can 
be enforced if and only if the following set of - 2 inequalities hold: 
E X戒 > ( E 入0 for all G $ (10.4) 
ie<f> ie 小 
where $ is the set of the 2 ^ - 2 nonempty proper subsets of { 1 , 2 , . . . , AT} and 
Ji is the average waiting time of class i. The term A )^ is the average 
waiting t ime that the aggregate traffic of the classes in G $ would experience 
in a working-conserving FCFS server. These expressions s tate that the average 
waiting time of a subset of classes cannot be less than the average waiting time 
of that aggregate in a FCFS server, with the traffic from other classes removed. 
Note tha t the condition in Equation (10.4) is for general traffic pat tern and for 
any work-conserving scheduling algorithm. Here we will compare it with the 
condition we proposed. 
We believe that the condition in Equation (10.4) is only the necessary condi-
tion for the W T P scheduler and these necessary condition is much more difficult 
to check, as compare to our necessary condition. Let us present an argument as 
to why we believe Equation (10.4) is only the necessary condition. For example, 
let us consider a two-classes W T P wherein A, = [0.4,0.4] and the target waiting 
t ime spacing is n’2 = 10. Since p 二 0.8 < 1 - 1/10 = 0.9 (the condition in Theo-
rem 1), it cannot pass our feasibility test. In other words, it is impossible for the 
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W T P scheduler to realize the delay differentiation under that system utilization. 
However, it passes the inequalities test in Equation (10.4). 
We believe that even the inequalities in Equation (10.4) are satisfied, it only 
implies that there exists a scheduling scheme (although not necessarily realizable, 
for example, a GPS scheduler) to support the differentiation and achieve the 
target spacing. However this scheduling policy may not necessarily be WTP. 
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