Content-Based Image Retrieval (CBIR) systems are powerful search tools in image databases that have been little applied to hyperspectral images.
In this paper we propose the use of dissimilarity spaces to define a RF We propose an hyperspectral RF process defined as a two-class classifica-61 tion problem based on dissimilarity spaces. The input to the classifier is a 62 dissimilarity representation defined over the unmixing and dictionary-based ages [8, 28] . Given an hyperspectral image, H α , whose pixels are vectors in a q-dimensional space, its spectral characterization is defined by the set of end- e i e j e i e j .
The Spectral dissimilarity [8] is then given by:
where m r and m c are the 
where D (x ∪ y) and D (x ∩ y) respectively denote the union and intersection
126
of the dictionaries extracted from signals x and y. The NDD is a normalized 127 admissible distance satisfying the metric inequalities. Thus, it results in a on P, and a set of objects X = {x 1 , . . . , x N }, , where N denotes the num-
136
ber of individual objects on X, the dissimilarity representation D (X, P) is 137 a data-dependent mapping D (·, P) : X → r from a set of objects X to 138 the dissimilarity space specified by the prototypes set P. Each dimension 139 in the dissimilarity space corresponds to a dissimilarity to a prototype ob-
The dissimilarity representation D (X, P) is thus defined as 141 a N × r dissimilarity matrix, where each object x ∈ X is described by a We follow by describing the zero-query and the relevance feedback processes 160 in detail, and then we discuss on the prototypes selection and the selection 161 of the images retrieved by the system for evaluation. 
Training phase
be the set of prototypes where p i is an index point-
194
ing to a database image and r is the number of prototype instances. Let
be the set of training samples where q j is an index pointing 196 to a database image, t denotes the number of training samples and each im-
197
age H q j has been labelled as belonging to the positive class, C + , or to the 198 negative class, C − . Then, the system calculates the t × r dissimilarity ma-
. . , r; using some given 
Testing phase

205
For each image H β in the dataset we calculate the dissimilarity vector
, given the hyperspectral dissimilarity function 
Prototypes selection
224
The general RF process depicted in Fig.1 requires of a set of prototypes.
225
We distinguish between two criteria to build the prototypes set, an offline 226 selection and an online selection. In the former, the prototypes are a priori However, it increases the computational burden. 
Image retrieval
238
A key aspect of RF-CBIR systems is the criterion to select from a given 239 ranking those images that will be retrieved to the user for evaluation. bands due to atmospheric absorption and 113 spectral bands remained.
260
We cut the scene in patches of 64×64 pixels size for a total of 360 patches 
Methodology
272
We test the use of the proposed hyperspectral RF-CBIR using the un- is an stochastic algorithm we perform 20 independent runs for each image and we keep the one with the lowest averaged root squared mean reconstruction 282 error:
where H band independently. In both cases we traverse the image in a zig-zag way.
291
The averaged band transformation incurs in a big lost of spectral information 292 compared to the band by band transformation, but by contrast it yields to 293 a more compact dictionary and so, to speed up the NDD computation.
294
Thus, we compare the use of the four hyperspectral dissimilarities, the 295 Spectral, the Spectral-Spatial, the Averaged Band NDD and the Band-by-
296
Band NDD, in the RF process respect to their use in the zero-query. In 297 order to do that, we run independent retrieval experiments over the HyMAP outputs the probability that the tested image belongs to the positive class.
312
The parameters of the SVM classifier where selected using a 5-fold cross We also compare the use of online and offline prototypes selection pro- 
where |ζ| denotes the cardinality of the cluster ζ.
322
Finally, we compare the results obtained using three different criteria to 323 select the images to be retrieved to the user for evaluation: the BW criterion,
324
the AL criterion and a combination of both, BW+AL. For the BW criterion 325 the system retrieves the 5 best and worst ranked images in the database.
326
For the AL criterion the system retrieves the 5 most ambiguous positive and 327 negative instances, that is, the ones closed to the class boundary on each side.
328
For both, BW and AL criteria, the scope is then l = 10. For the BW+AL 329 criterion the system returns the 3 best and worst ranked images, and the 3 330 most ambiguous positive and negative instances, for a total scope of l = 12. 
and
The Normalized Rank [17] was used to summarize the system performance 348 into an scalar value. The normalized rank for a given image query, denoted 349 as Rank (H α ), is defined as:
where N is the number of images in the dataset, N α is the number of rele- Tables 2-3 show the results using k = 7 as in general it outperforms the other k values.
Results
357
362
The ANR results correspond to the ranking obtained in the fifth RF itera-363 tion. In general, the hyperspectral RF process yields to better ANR results
364
than the zero query for the four compared hyperspectral dissimilarity func-365 tions. The online prototype selection leads to better results than the offline 366 selection, and so it does the 7-NN classifier compared to the SVM classifier.
367
The use of AL for the image retrieval selection outperforms the BW criterion,
368
and often the combination of both, BW+AL. As it was expected, the results 
369
372
There are however some discrepancies depending on the categorical query.
373
This effect is specially relevant for the Urban areas category and it is related 
