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象の解析 [4, 5]や有限時間爆発解の解析 [6]が挙げられる．















































X = [x, x] = {x ∈ R | x ≤ x ≤ x, x, x ∈ R} (2.1)
上のように表現される閉集合X を区間と呼び，実数上の区間全体の集合を IR と表現する．
このときX ∈ IRとなる.区間の表現方法は 2.1のように上限 x・下限 xで表す下端上端方式と中心値





X + Y = [x+ y, x+ y]
X － Y = [x－y, x－y]
X · Y = [min{xy, xy, xy, xy},max{xy, xy, xy, xy}]










X −X ̸= [0, 0] (2.2)
























下端上端方式の区間 [x]について 1階連続微分可能な関数 f の値域 f([x]) = {f(x) ∈ R | x ∈ [x]}を包
含する区間を [f([x])]と書く．[x]に属する任意の点 x̂をとる．x̂は任意の点ではあるが，通常は区間 [x]
の中心点である．まず，f(x)について 1次のテイラー展開を用いれば
∀x ∈ [x], f(x) = f(x̂+ (x－x̂))
= f(x̂) + (x－x̂)f ′(x̂+ θ(x－x̂))(0 < θ < 1)
となる．ここで
x̂+ θ(x－x̂) ∈ [x] = [x, x]
x－x̂ ∈ [x]－x̂ = [x－x̂, x－x̂]
より
f([x]) ⊂ f(x̂) + f ′([x])([x]－x̂), x̂ ∈ [x]
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となる．そこで，[f([x])]として
[f([x])] = f(x̂) + [f ′([x])]([x]－x̂), x̂ ∈ [x]
を採用することができる．これを f([x])の x̂における平均値形式という．また，区間ベクトル [x ⊂ Rn]，







dtx(t) = f(t,x) (0 < t < T )
x(0) = x0, x0 ∈ [x0]
(2.4)
x,x0,f ∈ Rnであり，f は定義域が [0, T ]×D,D ⊂ Rn で，t,xに関して p回連続微分可能とする．ま





Ωを n次ユークリッド空間Rnの有界凸閉集合とし，f を f : Ω → Ωの連続写像としたときに f は




M を Banach空間X の空でない有界凸閉集合とし，T : M → M がコンパクト作用素であるとき，




時間軸上に分点 0 = t0 < t1 < · · · < tN － 1 < tN = T を設定し，ステップ幅を h = tj + 1－ tj とす
る．まず，[tj , tj +1]で真の解を包含する区間ベクトル [x]を求める．もとのODEを tj から tまで積分
し，xについて整理することで次の式を得る．
x(t) = xj +
∫ t
tj
f(τ.x(τ))dτ, tj < t < tj+1
この右辺は xに関する作用素とみなすことができる．右辺を F (x)とおくと，不動点方程式
x = F (x)
が得られる．積分作用素と連続写像の合成はコンパクト作用素であるため右辺 F はコンパクト作用素と
いえる．
関数空間として [tj , tj+1]上の連続関数を要素に持つ n元ベクトル全体の集合である (C[tj , tj+1])n を考






として定めるとf ∈ (C[tj , tj+1])nはこのノルムのもとでBanach空間となる.以上より，[x] ⊂ (C[tj , tj+1])n
が有界凸閉集合であること，また
F ([x]) ⊂ [x]
となれば，Schauderの不動点定理から [x]に不動点方程式の解 x = F (x)が存在することになる.そこ
で，[x]を有界凸閉集合とするべく n元実定数ベクトル α, βを選んで

















f([tj , tj+1, [α, β])dτ
= (t− tj)f([tj , tj+1, [α, β])
⊂ [0, h]f([tj , tj+1, [α, β]) ⊂ [α, β]
となる．これより Schauderの不動点定理を満たすための十分条件として
[xj ] + [0, h]f([tj , tj+1], [α, β]) ∈ [α, β] (2.5)
が得られる．これを満たす [x] = [α, β]を求めれば良い．
[x]の初期値を tj における解 xj とし，以下のアルゴリズムを用いることで条件 (2.5)を満たす [x]が得
られる．
1. (2.5)の左辺を区間演算で計算して，これを包含する区間ベクトルを [v]とおく．
2. [v] ∈ [x]をチェックし，成立していれば [x] := [v]として終了．






t = tj での解 xj を包含する区間を [xj ]とする．前節で求めた [tj , tj+1]における真の解を包含する区
間 [x]を Taylor展開に適用し，t = tj+1での解の包含 [xj+1]を小さくすることを考える．
まず，xj+1 = x(tj + h)を t = tj の周りで Taylor展開すると












となる．剰余項 x(p)(tj + θh)については
x
(p)








n (tj + θnh)






































xj+1 = xj +
p−1∑
k=1
hkf (k)(tj ,xj) + h
pf (p)(tj + θh,x(tj + θh))
と定めることができる．f (p)(tj + θh,u(tj + θh)) ⊂ f (p)([tj , tj+1], [x])に注意して区間 [x]を用いれば
[xj+1] = [xj ] +
p−1∑
k=1
hkf (k)(tj , [xj ]) + h
pf (p)([tj , tj+1], [x]) (2.7)
を導かれる．(2.7)に平均値形式を適用してDependency Problemを軽減し，さらに，QR分解による座
標回転を用いればW.E.を軽減させることができる．この手法を Lohner法と呼ぶ.詳しくは [9]を参照








x = f(x), 0 < t < ∞, (3.1)
x ∈ Rn, f : Rn → Rn.
なお，(3.1)は平衡点 x∗を持つものとする．すなわち f(x∗) = 0である．
また，ある点 x ∈ Rnを初期値とする (3.1)の解軌道を φ(t,x)と書く．
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3.2 平衡点の安定性











サドル型平衡点は，t → ∞で平衡点に収束する安定多様体と，t → −∞で平衡点に収束する不安定多様







る．本章では自励系における (局所)Lyapunov 関数の定義，そして双曲型平衡点における局所 Lyapunov
関数の構成方法とその応用について説明する．扱う対象は (3.1)である.
4.1 Lyapunov関数の定義
定義 4.1. x∗ を含む領域 DL ⊂ Rn での広義 Lyapunov 関数とは，次の条件を満たす C1 級関数
L : DL → Rを指す．
1. x ∈ DLを通る ∀φ(t,x)に対し, ddtL(φ(t,x))|t=0 ≤ 0
2. L(φ(t,x))|t=0 = 0 ⇒ φ(t,x) := x∗
3. x ∈ DL\{x∗}を通る ∀φ(t,x)に対し, L(φ(t,x))|t=0 ≥ 0
また，広義 Lyapunov 関数であってしかも次の条件を満たせば，Lは x∗の近傍DLでの (狭
義)Lyapunov 関数という．









定義 4.2. x∗を含む領域DL ⊂ RnでのLyapunov関数とは，次の条件を満たすC1級関数L : DL → R
を指す．
1. ddtL(φ(t,x))|t=0 = 0 ⇒ φ(t,x) := x
∗








1. x = x∗ における f のヤコビ行列を Df∗ と置く．これが正則行列によって対角化可能であると
し，Λを λ1, · · · , λnを並べた対角行列，X を対応する固有ベクトルを並べた行列とする.ただし，





2. 行列 I∗を,ベクトル (i1, i2, · · · , in)を対角成分とする対角行列とする．ただし，ik(1 ≤ k ≤ n)は
ik =
{
1, if Re(λk) < 0
−1, if Re(λk) > 0
と定める．なお，平衡点 x∗は双曲型であるので，Re(λ) ̸= 0である．













を引数とした L(x(t)) を t で微分すると，
d
dt
L(x) = f(x)TY (x− x∗) + (x− x∗)TY f(x) (4.2)
となる．なお，x(t)を xと明記している．ここで，




f = Df(x∗ + s(x− x∗))(x− x∗)




Df(x∗ + s(x− x∗))ds(x− x∗)




L(x) = (x− x∗)T
∫ 1
0
(Df(x∗ + s(x− x∗))TY + Y Df(x∗ + s(x− x∗)))ds(x− x∗)
で表されることになる．いま，z = (x∗ + s(x− x∗))とおき，実対称行列A(z)を
A(z) := Df(z)TY + Y Df(z)
で定める．x∗と xを結ぶ線分上の任意の点 zについてA(z)が負定値であれば，xに対して ddtL(x) < 0
となる．以上より，平衡点 x∗に関する星型領域DL，すなわち次の条件
• x∗ ∈ DL
• x ∈ DL に対し任意の 0 ≤ s ≤ 1について x∗ + s(x− x∗) ∈ DL
を満たす領域において任意の z ∈ DLに対して A(z) が負定値であることが，L(x)がDLで Lyapunov
関数となるための十分条件となる．
次に，zが平衡点 x∗の近傍にあるとき A(z)が負定値となることを示す．2次形式 y = xTA(z)xは x





(x− x∗)T ((Df∗)TY + Y Df∗)(x− x∗) = (x− x∗)T ((Df∗)T Ŷ + Ŷ Df∗)(x− x∗) (4.3)
となる．したがって，A(x∗)の代わりにA∗ := (Df∗)H Ŷ + Ŷ Df∗ の負定値性を調べればよい．Ŷ およ
び Λの定義を用いて
A∗ = (Df∗)HX−HI∗X−1 +X−HI∗X−1Df∗
= X−HΛHI∗X−1 +X−HI∗ΛX−1
= X−H(2(Re)(Λ)I∗)X−1
= −2X−H |Re(Λ)|X−1 (4.4)
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構成した Lyapunov 関数が定義される領域を検証する．平衡点に関する星型領域 DL を取り，この領










2. 精度保証法によって区間行列X−1A([x])X を算定し，その成分を [a]ij と置く．









L(x) = f(x)TY (x− x∗) + (x− x∗)TY f(x)
が負値になることを，各小領域において区間演算で直接確認する．
以上より領域DLにおいて Lyapunov関数が定義できることが検証される．この領域 DLを Lyapunov
領域という．
検証方法 Stage1が重要であることに注意されたい．理由として，の 2点あり，関数 Lは x∗近傍で定











うな時間無限大の極限を含む現象の解析 [4,5] や，有限時間爆発解の解析 [6]に使われている.すなわち，




































となる．ここで，第 4.3節にしたがって局所 Lyapunov関数の候補関数 L :
























∗) = 0は明らかであり，関数 Lが x∗における局所 Lyapunov関数となるためには，x∗の除外
閉近傍 U∗ε = {x | 0 < ∥x− x∗∥ ≤ ε}で ddtL < 0となればよい．しかし，x
∗が非双曲型平衡点ならばそ
れは成立しない．(4.6)の 2次項
DL2 := 2(x− x∗)TY Df∗(x− x∗)
について (4.3),(4.4)を用いれば
DL2(x) = 2(x− x∗)TY Df∗(x− x∗)
= (x− x∗)T (Y Df∗ + (Df∗)TY )(x− x∗)
= −2X−H |Re(Λ)|X−1 (4.7)
となる．非双曲型の仮定より λの対角成分に 0が含まれるため，(4.7) は非正定値である．よって，次の
条件を満たす x∗の閉近傍 U∗δ = {x | ∥x− x∗∥ ≤ δ ≤ ε}が存在する．
∀x ∈ Uδ, supDL2([x]) > 0 (4.8)
supDL2([x])はDL2([x])に対して区間演算による精度保証を行った場合に得られる区間値の上端を表す．
(4.8)が成立する要因は主に丸め誤差である．さらに (4.6)の 3次項







に対して，集合 V − = {x | DL3(x) < 0 ∧ x ∈ Uδ(x∗)\{x∗}}上の任意の点 v− を考える．このとき，
v+ := 2x∗ − v−については
DL3(v
+) = (−v− + x∗)TY

(−v− + x∗)TH∗(f1)(−v− + x∗)
(−v− + x∗)TH∗(f2)(−v− + x∗)
...
(−v− + x∗)TH∗(fn)(−v− + x∗)
 = −DL3(v−) > 0
となる．また v+ ∈ Uδ(x∗)\{x∗}であるため，集合 V + = {x | DL3(x) > 0 ∧ x ∈ Uδ(x∗)\{x∗}}が空集
















x = f(x), 0 < t < ∞, (5.1)
x ∈ R3,f : R3 → R3.
また，f(x)は考えている領域で Cr(r ≥ 4)級とし，平衡点 x∗,f(x∗) = 0，が存在するものとする．さ
らに，(5.1)について平衡点 x∗が非双曲型であるものとする．(5.1) について x∗ を原点に平行移動し，
原点における f のヤコビ行列の固有空間に基底を取り直す．Taylor 展開を行えば
v̇ = Jv + F (v),v ∈ R3, J :実ジョルダン標準形 (5.2)
とできる．なお，F は f とは異なることに注意されたい．
本論文の主題である局所 Lyapunov関数の構成については，(5.2) を問題とすることが本質的であり，




る [16, 22]．本節では，標準形定理について [16]を参考に記す．
最初に，F (v)を Taylor展開して，(5.2)を
v̇ = Jv + F2(v) + F3(v) + F4(v) + · · ·+ Fr−1(v) +O(∥v∥r) (5.3)
に書き直す．ここで，Fi(v)(2 ≤ i ≤ r − 1)は F (v)の Taylor展開の i次の項を表す．
座標変換
v = u+ h2(u) (5.4)
を導入する．この操作を標準形変換あるいは近恒等変換と呼ぶ [17, 18]が，ここでは標準形変換と呼ぶ
ことにする．ここで，h2(u)は uの 2次の項である．(5.4)を (5.3)に代入して
v̇ = (I +Dh2(u))u̇
= Ju+ Jh2(u) + F2(u+ h2(u)) + F3(u+ h2(u)) + · · ·+ Fr−1(u+ h2(u)) +O(∥u∥r)
を得る．I は 3× 3単位行列を，Dh2(u)は h2(u)のヤコビ行列を表す．
ここで
Fj(u+ h2(u)) = Fj(u) + F̂j+1(u) + · · ·+ F̂2j(u), 2 ≤ j ≤ r − 1
となる．なお，F̂i(u)(j + 1 ≤ i ≤ 2j)は i次の項である．
これより
(I +Dh2(u))u̇ = Ju+ Jh2(u) + F2(u) + F̂3(u) + · · · F̂r−1(u) +O(∥u∥r) (5.5)
となる．
十分小さな uに対して (I +Dh2(u))−1が存在し，次のように級数展開できる．
(I +Dh2(u))
−1 = I −Dh2(u) +O(∥u∥2) (5.6)
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(5.6)を (5.5)に代入して
u̇ = Ju+ Jh2(u)−Dh2(u)Ju+ F2(u) +O(∥u∥3) (5.7)
を得る．h2(u)は uについての任意の 2次項であり，したがって (5.7)の 2次項







hm(u), 2 ≤ j ≤ r − 1 (5.9)
とすればよい．hi(u)(2 ≤ i ≤ j)は uの任意の i次項である．このとき，(5.4)の場合と同様の代数的操
作を施すと，
u̇ = Ju+ F̃ r2 (u) + · · ·+ F̃ rj (u) +O(∥u∥j+1) (5.10)































Pi ∈ Rn×n :実対称行列, P̂n(v) ∈ Rn×n : uについての 1次の項を成分に持つ実対称行列
ここで 3次までの非線形変換




















u̇ =Ju+ Jq(2)(u)−Dq(2)(u)Ju+ p(2)(u)






+ p(3)(u) +O(∥u∥3) (5.13)
ここで，局所 Lyapunov関数の候補関数を L :





L(u(t)) = (aT + 2uTY )u̇
= (aT + 2uTY )(Ju+O(∥u∥2)
= aTJu+ (∥u∥2) (5.15)
と書ける．このとき平衡点 u∗の近傍において， ddtL(u(t)) ≤ 0であるために，a
TJ = 0であることが必
要である．すなわち J が正則であれば a = 0，J が正則でなければ J の右固有値が 0に対応する固有ベ
クトルに aをとることが必要十分である．具体的には aは次のように定まる．
J は正則でないこととその形から，基本ベクトル ei ∈ Rnのうち
eTi J = 0
T







 ∈ Rn, aj = 0 for j /∈ I
と定める．




5.4 n = 2の場合の構成方法

















































































, ρ ∈ R\{0}
の 4通りが考えられる．















T Ŷ + Ŷ J
)
u+O(∥u∥3), Ŷ = Y − a2Q2
と書ける．a2, Ŷ は任意に取ることができることに注意されたい．
このとき，JT Ŷ + Ŷ J の第 (2, 2)成分が 0となるため，P2の第 (2, 2)成分が 0でなければ，
a2P2 + J
T Ŷ + Ŷ J









となり，JT Ŷ + Ŷ J の第 (1, 1)成分が 0となるため，P1の第 (1, 1)成分が 0でなければ，
a1P1 + J
T Ŷ + Ŷ J, Ŷ = Y − a1Q1




















, y1, y2, y3 ∈ R
とおいたとき，
JTY + Y J =
(
2y3 y2 − y1
y2 − y1 −2y3
)







, α ∈ R
とおく．












今，(5.17)に 2次項は存在しない．したがって，局所 Lyapunov条件の定義より，(5.17)に 2次より大
きい奇数次項はあってはならないため，(5.17)の 3次項を消去する必要がある．
すなわち，uT (Jq(2)(u)−Dq(2)Ju) = 0となる必要がある．
したがって




uT (−Q2 − (JTQ1 +Q1J) + P1)u = 0
uT (Q1 − (JTQ2 +Q2J) + P2)u = 0
⇔
{
P1 = Q2 + J
TQ1 +Q1J





JTPJ2 = −JTQ1J +−(JTQ2 +Q2J)
⇔
{














2αuT (Jq(3)(u)−Dq(3)Ju+ p̂(3)), (5.19)


























































uT (Jq(3)(u)−Dq(3)Ju) = k1u31u2 + k2u1u32 + γ(u41 − 3u21u22) + ω(u41 − 3u21u22), k1, k2, γ, ω ∈ R
と表せる．k1, k2, γ, ωは任意に取ることができることに注意されたい．
まず γ = ω = 0として，
uT (Jq(3)(u)−Dq(3)Ju) + uT p̂(3)(u) = au41 + bu42 + cu21u22, a, b, c ∈ R
となるように k1, k2を決めて固定する．さらに γ, ωを取り直すように q(3)(u)を再選択する．このとき
(a+ γ)u41 + (b+ ω)u
4
2 + (c− 3(γ + ω))u21u22 (5.23)




t := a+ γ, s := b+ ω, d := 3(a+ b) + c,













(5.24)は，x, y > 0の範囲で，実数として考えているため，t, sは ts > 0の範囲で任意に取れることに
注意されたい．
以上より (5.24)が x, y > 0の範囲で，正または負の値をとればよい．したがって，考慮する条件は
• t, s > 0のとき、d > 3(t+ s) + 2
√
tsより，t, sは t, s > 0上で任意なので，限りなく小さく値を取
ることができ，d > 0が条件がとなる．このとき αは負の値に定める．




tsより，t, sは t, s < 0上で任意なので，d < 0が条件
となる．(∵相加平均・相乗平均の大小関係)．このとき αは正の値に定める．
である















5.5 n = 3の場合の構成方法







 , Pi =
 pi1 pi4 pi5pi4 pi2 pi6
pi5 pi6 pi3
 , pij ∈ R, i ∈ {1, 2, 3}, j ∈ {1, 2, · · · , 6}
p(3)(v) =
 vT P̂1(v)vvT P̂2(v)v
vT P̂3(v)v
 , P̂i(v) =

















 , Qi =
 qi1 qi4 qi5qi4 qi2 qi6
qi5 qi6 qi3
 , qij ∈ R, i ∈ {1, 2, 3}, j ∈ {1, 2, · · · , 6}
q(3)(u) =
 uT Q̂1(u)uuT Q̂2(u)u
uT Q̂3(u)u
 , P̂i(u) =

















 ρ 0 00 η 0
0 0 0
 , J6 =
 ρ 0 00 0 0
0 0 0
 , J7 =
 ρ 0 00 0 1
0 0 0
 , J8 =
 0 0 00 0 1
0 0 0
 , J9 =




 0 0 00 0 0
0 0 0
 , J11 =
 η 0 00 0 −ρ
0 ρ 0
 , J12 =
 0 0 00 0 −ρ
0 ρ 0
 , ρ, η ∈ R\{0} (5.25)
の 8通りが考えられる．
J5は 3つある固有値のうち一つが 0である場合，J6は 3つある固有値のうち 2つが 0である場合，J7は
3つある固有値のうち 2つが固有値 0かつ対角化可能でない場合，J8は 3つある固有値のうち 1つが固
有値 0で残り 2つが固有値 0かつ対角化可能でない場合，J9は 3つある固有値のうち 2つとも固有値 0
かつ対角化可能な場合，J10は 3つある固有値のうち 3つとも固有値 0かつ対角化可能な場合，J11は 3
つある固有値のうち 2つの固有値が純虚数の場合，J12は 3つある固有値のうち 2つの固有値が純虚数
で残り 1つが 0の場合を示している．本論文では J1 ∼ J8それぞれの場合について，上記の方針に従っ
た局所 Lyapunov関数の構成方法を記す．










L(u(t)) =uT (aiPi + J
T Ŷ + Ŷ J)u+O(∥u∥3), (5.27)
Ŷ = Y − aiQi
このとき，JT Ŷ + Ŷ J の第 (i, i)成分が 0となるため，Pi の第 (i, i)成分が 0でなければ，
aiPi + J
T Ŷ + Ŷ J
が負定値となるように，ai, Ŷ を決めることができ，これが局所 Lyapunovを構成するための十分条件で
ある．
5.5.2 J6, J8の場合












aiPi + ajPj + J
T Ŷ + Ŷ J
)
u+O(∥u∥3), (5.29)
Ŷ = Y − aiQi − ajQj
となる．
このとき，JT Ŷ + Ŷ J は J の形により，k, l ∈ {i, j}として，第 (k, l)成分が 0，それ以外の成分は任
意に取ることができる．
したがって，aiPi+ajPjの第 (k, l)成分を取り出して作るR2×2行列が負定値であれば，aiPi+ajPj +





















































JTY + Y J =
 2y1 y4 + y5 y5 − y4y4 + y5 2y6 y3 − y2





 α(1 + β) 0 00 α 0
0 0 α
 , α ∈ R\{0}, β ∈ R\{−1}
とおく．




=2α(1 + β)u21 + 2α
(















今，(5.32)に u2, u3についての 2次の項は存在しない．したがって，局所 Lyapunov関数の定義が成
立するためには，(5.32)に u21を含んでいない 3次の項はあってはならないため，(5.32)の 3次項，すな
わち，
(
uT + β(u1, 0, 0)
T
)














この節で登場する行列は R3×3であったが，右下 4成分を抜き出した R2×2行列を次のように書く．
M [2] := {[mij ], i, j ∈ {2, 3} | M = [mij ], i, j ∈ {1, 2, 3}}
(5.33)式は
(5.33) ⇔ (uT + β(u1, 0, 0)T )
 uT (Q1 − (JTQ1 +Q1J) + P1)uuT (−Q3 − (JTQ2 +Q2J) + P2)u




uTu1(1 + β)(Q1 − (JTQ1 +Q1J) + P1)u+
uTu2(−Q3 − (JTQ2 +Q2J) + P2)u+




1⃝ := (1 + β)(Q1 − (JTQ1 +Q1J) + P1)
2⃝ := −Q3 − (JTQ2 +Q2J) + P2


























































uTu1(1 + β)(Q1 − (JTQ1 +Q1J) + P1)u+
uTu2
 −q31 − 2q21 + p21 −q34 − q24 − q25 + p24 −q35 − q25 + q24 + p25−q34 − q24 − q25 + p24 0 0
−q35 − q25 + q24 + p25 0 0
u+
uTu3
 q21 − 2q31 + p21 q24 − q34 − q34 + p24 q25 − q35 + q34 + p35q24 − q34 − q35 + p34 0 0














すなわち，u21を含む 3次の項にかかるQiの成分を q̄ij と定め，





















 p21 −q34 − q24 − q25 + p24 −q35 − q25 + q24 + p25−q34 − q24 − q25 + p24 0 0
−q35 − q25 + q24 + p25 0 0
u+
uTu3
 p31 q24 − q34 − q35 + p24 q25 − q35 + q34 + p35q24 − q34 − q35 + p34 0 0




このとき，(5.40)は 3つの 2次形式の足し算となっていて，u1を含まない 3次の項の係数が消えるよ

























= −P [2]1 +
(
−2p24 + 2q24 + 2q25 + 2q35 −p25 − p34 − 2q24 + q25 + q34 + 2q35















[2])) = −P [2]1 +
(
−2p24 −p25 − p34







:= −P [2]1 +
(
−2p24 −p25 − p34
















































































































i (u) := (u






















































2 − 3u22u3) + ω(u43 − 3u2u33),
k1, · · · , k6, γ, ω ∈ R
28
となる，k1, · · · , k6γ, ωを任意に選択できる．そこで，まず γ = ω = 0として，





















となるように，k1, · · · , k6を決めて固定する．G(3)(u21, u2, u3)は u21を含む 3次の項である．さらに γ, ω
を取り直すように q(3)(u)を再選択する．このとき
(a+ γ)u42 + (b+ ω)u
4





t := a+ γ, s := b+ ω, d := 3(a+ b) + c,












ただし，(5.49)は，x, y > 0の範囲で，実数として考えているため，t, sは ts > 0の範囲で任意に取れ
ることに注意されたい．
以上より (5.49)が x, y > 0に範囲で，正または負の値をとればよい．したがって，考慮する条件は
• t, s > 0のとき、d > 3(t+ s) + 2
√
tsより，t, sは t, s > 0上で任意なので，限りなく小さく値を取
ることができ，d > 0が条件がとなる．このとき αは負の値に定め，1 + βは正の値に定める．




tsより，t, sは t, s < 0上で任意なので，d < 0が条件と
なる．(∵相加平均・相乗平均の大小関係)．このとき αは正の値に定め，1+ βは負の値に定める．
である














T Ŷ + Ŷ J
)
u+O(∥u∥3), Ŷ = Y − a2Q2
と書ける．a2, Ŷ は任意に取ることができることに注意されたい．
29
このとき，JTY + Y J =
 0 y5 −y4y5 2y6 y3 − y2
−y4 y3 − y2 −2y6









u = v − q(2)(v)− q(3)(v) +O(∥v∥4) (5.50)
を L(u)および (5.2)に代入する操作を行う．
このとき，(5.2)および L(u)は次のように書ける．
v̇ = Jv + p(2)(v) + p(3)(v) +O(∥v∥4), (5.51)
L(u) = L(v) +O(∥v∥7) (5.52)
さらに，(5.51)に対しては，高次項Oは平衡点近傍では影響しないと切り落として考える．
すなわち















α ∈ R, x ∈ Rn
を考える．なお，αは全次数を表す．このとき










α ∈ R, x ∈ IRn
を考える．このとき












 1 0 00 0 −1
0 1 0
v +


































a = 0, Y =
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