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On a finite sublattice .4 of Z’, consider a free-boundary Ising model X with inverse temperature 
p > 0 and without external field. Assume that each spin is flipped with unknown probability E, 
independently for each site and of X. This has been suggested as a stochastic model for digital 
images. In this paper estimators are proposed for p and F and shown to be consistent as .I T Z*. 
They are very easily computable since they do not require any evaluation of conditional statistics. 
Numerical experiments are reported on the performance of these statistics on a lattice of moderate 
size. 
lsing model * binary symmetry channel * consistent estimation for large lattices * image restoration 
1. Introduction 
In recent years, Markov random fields have been proposed as statistical models for 
images, the main reason being that their local structure allows one to use parallel 
algorithms for image synthesis and restoration (Besag, 1986; Cross and Jain, 1983; 
S. Geman and D. Geman, 1984; Grenander, 1984). Such a situation resembles in 
some sense the rapid development of time series analysis during the Sixties, both 
as a consequence of the increasing power of digital computers and of a number of 
important theoretical results, such as the Kalman filter. 
In digital image processing an image is defined as a function on the points of 
some lattice (pixels). This image is thought to be a sample drawn from a Gibbs 
distribution, which models the tendency of neighbouring pixels to be alike. The fact 
that finite range Gibbs distributions have a spatial Markov property allows one to 
simulate their samples and to compute their statistics efficiently by means of stochas- 
tic relaxation, namely by updating an ergodic Markov chain having the desired 
distribution as invariant measure (S. Geman and D. Geman, 1984; Grenander, 1984). 
In this paper the simplest class of those distributions is discussed, namely the 
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attractive two-dimensional Ising model without external field. Since this model has 
been widely studied in statistical mechanics, several theoretical results are available 
(Baxter, 1982; Griffiths, 1972; McCoy and Wu, 1973). Although the Ising model is 
hardly an accurate model for practical image applications, its investigation seems 
to be a preliminary step towards the assessment of more realistic models. 
Let A c Z’ be a finite lattice of pixels, and let 2, = (-1, l}’ be the image space. 
So each pixel is classified in two (mutually exclusive) ways. The space Z’ is 
considered as a metric space with the distance d(i,j) = Ii, - i21 + Ij, -jzl, where 
i=(i,,i,), j=(j,,j,)EZ*. For any /3 20 the free boundary Ising field on A with 
inverse temperature p is the probability distribution II; on 2, defined by 
l7i(x)=Z;‘(P) exp C xixj I 
> 
XE E‘,, 
i,jt t 
i-jc NI 
(1.1) 
where N, = {iu, *u}, u and v being the unit vector aligned with the two axes and 
Z,(p) is the normalization constant. The parameter p measures the degree of 
homogeneity of neighbouring pixels. If (1.1) is assumed as the distribution for the 
‘true’ image, a prior specification of p may be difficult, or even impossible. In case 
a sample from (1.1) is observed, one can try to estimate p from the data. A number 
of estimators have been proposed and their consistency has been proved (S. Geman 
and Graffigne, 1986; Guyon, 1987; Pickard, 1987). But in practical applications the 
‘true’ image, as modeled by (l.l), often cannot be exactly recorded, because some 
noisy degradation mechanism will affect the observations (S. Geman and D. Geman, 
1984; Grenander, 1984). Consequently, the problem of the restoration of the ‘true’ 
image from noisy data arises. If the degradation is local, the distribution of the 
‘true’ image given the data will be again of Gibbs type (with a possibly slightly 
enlarged neighbourhood system). Consequently, stochastic relaxation can be used 
also in the restoration stage. 
In this paper we assume that each pixel is wrongly recorded with some fixed 
probability 0 s F s 1, independently of all the others. This model is known in 
communication theory as a memoryless binary symmetric channel (BSC) (Csiszar 
and Korner, 1981). In mathematically precise terms this can be obtained by sitewise 
multiplication of the ‘true’ image with an independent Bernoulli field. Namely, let 
W,, = (-1, l}” be the noise space and 0,’ the product probability measure n, (F&, + 
(1 - F)&) on W,,. Let %,, x “ur, be endowed with the probability measure P& = 
ITi x 0;’ and let X.l and W” be the projections of the canonical field on the two 
factors, respectively. Then the observed field Y” on the sites of A is defined by 
Yf=Xf’W;?, iEA. (1.2) 
As above, if such a noise model is assumed, it is likely that F is in principle unknown. 
The problem therefore is the estimation of both p and F having access only to a 
single sample of Y ‘. It is clear that the estimation of p and E is needed in order 
to perform a restoration by means of stochastic relaxation. The result of such a 
restoration can then be used to obtain a better estimate for p and F, and so on. For 
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example, this is how the EM method works. Any iterative algorithm of this type 
will need a good initial estimate in order to be implemented. For example, the EM 
will in general converge to a local maximum of the likelihood function, but not 
necessarily to an absolute one (Redner and Walker, 1984). Consequently its con- 
sistency will depend on the initialization. Moreover, each step of the EM requires 
in general a stochastic relaxation which is a very hard computational task (S. Geman 
and McClure, 1987). 
The above considerations underline the interest for easily computable estimators 
for (p, E). The purpose of the present work is to propose estimators that will be 
proved to be consistent as A t 2’ and that can be computed without any evaluation 
of conditional statistics. 
In the next section we will first outline briefly the one-dimensional case, which 
suggests the form of the estimators. In Section 3 we explain the peculiarities of the 
two-dimensional case and take care of the phase transition problem. Finally, in 
Section 4 the consistency theorem is proved, but part of the proof is postponed to 
the Appendix. The results of some numerical experiments are reported in Section 
5, which testify the good results achieved by the proposed estimators also on finite 
lattices. 
2. The one-dimensional case 
Let A, = {-n, . . . , n}, En = { 
measure 
- 1, l} ‘,7. For any p 2 0 let us consider the probability 
/ n-1 \ 
~~(X)=Zi’(P) exp P 
\ 
C xixi+l . (2.1) 
i--n ) 
The following is immediately verified. Define a stationary probability measure f10 
on %= (-1, l}“, endowed with the product a-algebra B3, so that the canonical 
process is a Markov chain with transition matrix 
( 
1 -P(P) P(P) 
P(P) > l-P(P) ’ 
where p(p) = (1 te”)-’ (and with invariant distribution (4,;)). Let y,, :{-1, l}= + 
(-1, l}“n be the operator which restricts configurations on Z to the sites of A,; then 
n; = I&y;‘, n=l,2,.... (2.2) 
In other words, the family {ni, n = 1,2,. . .} is made up by marginals of &. 
As in the introduction, for any 0 Q B G 1 define the probability measure Q: on 
“ur,=g,, by Q:=Qsy;', where Qc = n=(&S_, +(l - F)S,) is the distribution of a 
sequence of i.i.d. binary random variables on (W, 3,) = (2, a,). Let us define on 
(2 x ?V, 3% $33 probability measure Pp,? = 17, x Q_ and let X and W be the 
projections of the canonical process on the two factors. The observed process Y is 
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again defined by sitewise multiplication as in (1.2). Denote the restriction of X( W, Y) 
to the interval {-n, . . . , n} by X,,( W,,, Y,,). The distribution of Y,, on (2, CB3,) is 
given by 
P&(A) = Pp,,( Y,, E A), A c ST,,. (2.3) 
It is clear that not all the probability measures in (2.3) differ, as the following 
proposition points out. 
Proposition 2.1. For any /3 2 0, 0 G E G 1 and for each integer n: 
(i) P ‘+r p,1/2 = Q1/2; 
(ii) P$ = Qw; 
Proof. Since 
it follows that, by putting E =+ above, 
Pp,,,J Y, =y) = 1 (;)“‘,y”‘II;;(x) =2-’ ‘M = Q,,2~;‘(~) 
XF T ,f 
which establishes (i). For (ii), first observe that II”= Q,,2, so that 
P”,,(Yn=y)=[&(l-s)]“J2 1 [(l-E)/E]“,“,‘a” 
XF I,, 
= 2-l ‘,,I Ek(l_&) ’ ‘bk z 2% = Q,,2Y;‘(Y). 
To prove (iii) for any subset AC 2?,, let -A ={XE ST,,: -XE A}. It is clear that 
n;(A) = II; and Q:(A) = Qrpe(A), so that, since Y, = Xi W, = (-X,)( - W,), 
equality (iii) follows. 0 
Hence obviously the parameter space has to be restricted, in order to hope for 
identifiability, to, e.g., 0 = {(p, E): p > 0, 0~ E <$}. 
The statistics on which consistent estimators for (p, E) will be based are 
h=l,2, (2.4) 
that is, the lag-l and lag-2 sample correlations. Note that each probability measure 
I&, p > 0, is ergodic, QE is i.i.d., so that PO,? = I& x QF is ergodic. Since 
Ep,E( y,I$) = Ep(XiXj)E,( W;y) = (1-2p(p))“-“(l-2~)~ (2.5) 
for i #j, by the pointwise ergodic theorem 
hn9”‘(Y,,)=(1-2p(/3))h(l-2~)2, h=l,2. (2.6) 
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Dividing both sides of the equation (2.6) for h = 1 by the corresponding ones for 
h = 2, we get that the ratio S’,“( Y,,)/S’,2’( Y,,) converges to (l -2p(p)))’ which is a 
monotone function of p; consequently /3 can be consistently estimated by inverting 
that function. By putting this estimate again into the first equation, a consistent 
estimator for E is obtained. We summarize this with the following. 
Proposition 2.2. The sequence &, t,,) of estimators, de$ned by 
~.(Yn)=~log sl:'(Y,)+s',"(Y,) s”‘( Y ) - SC2’( Y )’ n n n n 
1 
( 
S(nl’( Y,) 
Lfl(Yn)=, * -(s(n2’(yn))I/2 3 
> 
(2.7) 
(2.8) 
converges, Pp.? a.e., to (p, F) as n-+w, for all (P, E)E 0. 0 
3. The extension of Z2 
The main purpose of this paper is to extend Proposition 2.2 to the two-dimensional 
Ising model, which will be done in Section 4. Here some remarks concerning the 
difficulties of the extension are pointed out. They concern the non-consistency, in 
the sense of Kolmogorov, of the probability measures defined on finite A’s with 
free boundary and the presence of phase transition. 
First of all replace in all the notations used up to now 2 by Z2. As far as 
identifiability is concerned, Proposition 2.1 holds essentially with same proof in the 
two-dimensional case, so that we limit ourselves to consider (p, e) E 0. 
Proposition 2.2 will not make sense any more, because, for each p > 0, the family 
of distributions n,( on g, defined in (1.1) is not consistent in the sense of Kol- 
mogorov, i.e. there is no probability measure on (2, C&) such that II; = 17,~;‘. 
However, it is well-known (Ellis, 1985) that the probability measure fii = fli x Q,$ 
obtained by extending the field (1.1) to Z2 adding an independent Bernoulli field, 
converges weakly, as At Z2. The limiting measure I$ is stationary (translation 
invariant), but it is ergodic if and only if /3 G p, = 0.44068 . . . , where for /3 > PC it 
is the mixture $g+&, l7; and l7, being different ergodic measures. By the 
ergodic theorem this means the following. For any i E Z* let oCi) be the configuration 
o shifted by -i, that is wCi) = wj+i, j E Z*. Then for any &-integrable function f (X), 
the limit of the averages [Al-’ Ci,, f(X”‘) on finite lattices A t Z* exists fl, a.s. and 
in L2 and it is equal to Ei( f (X)) with probability $ and to EP( f (X)) with probability 
4. This is a consequence of the phase transition occurring after the critical temperature 
PC’, which does not occur in one dimension. In order to overcome these difficulties 
we need the following remarks, concerning ergodicity on the dual lattice. 
Let Z’ be the ‘dual’ lattice of Z*, obtained by defining new sites h(i) and u(i) 
sitting on the edge between the old sites i and i + II, i and i + u, respectively, and 
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let the function D:{-1, 1}z2+{-1, l}i2 be defined by 
(Dw)h(i) = wiwi+u, (3.1) 
CDm,)o(i) = WiWi+v. (3.2) 
In other words, D associates with each configuration on the original lattice the 
configuration of ‘contours’ on the dual one, obtained by placing 1 on an edge if 
the sites it connects coincide and -1 otherwise. It is clear that for any w E (-1, l}i*, 
DP’{w} = {p(w), -p(w)}, where p(w) is determined for example by the condition 
w,,= +l. Now, since UP(B) =L$-B) for any BE %lr, we see that 
&o-‘(A) = n&(A) u -p(A)) = &MA))+&-p(A)) 
= n;(-P(A)) +n&(A)) = n&0) u -p(A)) 
=&D-‘(A) 
for any A in the product c-algebra of (-1, l}i2. Hence the measure I&W’ is 
ergodic, since E;(f(D(X))) = Ep(f(D(X))) f or anyJ: For example, the site products 
are functions of the ‘dual’ configuration only, so that for i, j E Z2, 
E;(XiXj)=Ep(XiXj)=Ep(XiXj)=r,(j-i). (3.3) 
Since the statistics we are interested in will be based on site products, like those 
in (2.7)-(2.8), we single out the following consequence of (3.3) and the ergodic 
theorem. 
Proposition 3.1. For any /? 3 0 and for any j E Z2, 
lim L 1 XiXi+j = rp( j), 
.1TZ’IA( ii,4 
Ill0 a.e. and in L2. 0 
(3.4) 
Closed-form expressions are available for rp which involve elliptic functions. 
However, since these become more and more complicated as the lag increase we 
will consider only horizontally, vertically and diagonally adjacent site products, that 
is we will choose only j E N, u N2, where N2 = {ku iv}. Notice also that by the 
translation and rotation invariance of Ir,, for any p b 0, 
rp(i)=a,(P) ViE N,, rp(i) = g2(/3) ViE N2. 
4. Consistent estimation 
The purpose of this section is to establish the asymptotic behaviour of averages of 
site products of the observed field Y:‘, as A t 2’. In particular we consider 
S~)(y.?)=CiFn.~i;i-i.Nh ‘;:’ yf, 
4lA”l 
h = 1 2 
9 7 (4.1) 
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A0 being the interior sub-lattice of A. Since, as in (2.5), for i, j E A, i Zj, 
E&( Y;’ Y;?) = E;(X;X;)(l -2&)2, (4.2) 
our goal will be, firstly, to prove the following. 
Theorem 4.1. For any (p, E) E 0, as thejinite lattice A TZ’, 
limE&(S!:‘(Y~‘)-o,I(P)(1-2~)2)2=0, h=l,2. (4.3) 
The proof will be based on the analogous result for the field X ‘, which is stated 
below. We remark that an alternative proof of (4.4), for h = 1, can be found in 
Pickard (1987): this is based on the asymptotics of the partition function and does 
not work for h = 2. 
Lemma 4.1. For any p > 0, as the finite lattice A t Z2, 
lim Ei(S(:)(X ‘) - (T~(P))~ = 0, h = 1,2. 
Proof. First we establish that 
lim Cjt,l” E/$(Xi'Xi:k) 
.IfZ' lAoI 
= fl,l(P) 
(4.4) 
(4.5) 
for any kc N,,, 
Let us fix 0 < 6 < 1, 0 < cx < 6, and observe that, by the weak convergence of l?i 
to IT, as A TZ’, there exists an integer M = M(k) such that for any finite lattice 
A 2 {-M, . . . , M}‘, 
IE:(xdxk’)-~~(P)I < a. 
By definition (l.l), for any i E Z’, 
Iii ,” E;(Xi’X):k) =Cii.,” E;-‘(X;-“X:~“) =~.I’tY.(.I) E;‘(X;‘X:‘) 
lAoI lAoI P(A)1 
where 2(A) = {A’: A’ is a translation of A’, OE A’}, so that I_Y(A)l= IA”l. Now let 
LfM(A) = {A’E 2’(A): d(0, dA’) k M} and observe that the ratio IM(A) = 
I~?,,,,(A)l/lz(A)l tends to 1 as A TZ’. Hence there exists a finite lattice A,(8) such 
that for A xA,(s) we have I,,,,(A)>(l-8)/(1-a). Consequently 
c. i’t_y, =- c&xX0%:‘) -uh(P))+x ,‘t.Y\Y, (&‘WOZ’Xkl’) -u/T(P)) 
P’(A)1 
for A 2 A,(s), which proves (4.5). 
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Now, let A(S) be any finite lattice containing A,(8), k E N,,. Then by (4.5), 
0s Epl(S(,ih)(J?‘) - CqJp))* 
For any site i, jE Z2, EG(XfXf+kXyXf+k) Increases monotonically as A t Z2 to 
E,(XiXi+,X,X,+,) (Griffiths, 1972), so that for any k E Nh, 
which, by Proposition 2.3, tends to zero as A t.Z’. This and (4.6) prove the desired 
(4.4). 0 
Proof of Theorem 4.1. For the same reason as in Lemma 4.1 it suffices to show that 
for a fixed k E Nh, 
CiEllD Y: Yi:, 
> 
2 
lim E& 
.lTZZ IA”1 
-a,,(p)(l-2&)’ =o. 
This is rewritten as 
-2ah(p)(l -2E) 
2 Cjs.d* Eg,E( Yf yi”,k) 
lAoI 
Since 
E&( Yf Yf+k Y; YjZk) = (1 -2E)4E~,,(X^X~+kXi”X~k) 
+[1-(1-2&)4]Si,j, 
(4.7) follows from (4.2) and Lemma 4.1. 0 
(4.7) 
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Remark. By the same argument leading to (2.4) and by the ergodicity of II$-‘, it 
is easily established that the following infinite-volume analogue of Proposition 3.1 
holds PO,_ a.e.: 
(4.8) 
In fact, the discussion of Section 3 makes clear that this result holds even if the 
probability measure II, = $IIi + IIT, is replaced by AIT: + (1 - A)ITj, with 0 s A s 1 
(being the set of all probability measures on %‘having the same local characteristics 
as (1.1) (Ellis, 1985)). However, (4.8) does not seem practically interesting for image 
analysis. In fact, even if it is not unreasonable to model the ‘true’ image as a 
subsample from the infinite-volume probability measure II, relative to a finite lattice, 
still stochastic relaxation must work on the whole Z2 even if only a finite sublattice 
has to be synthesized or restored. 
For the exact expression of the functions (T ,, = 1,2, we refer to the Appendix. 
Here we need to mention that these are strictly positive continuous function of 
p > 0. Therefore, from Theorem 4.1 it is clear that S’l’( Y “‘)/S(f)( Y ‘) is a consistent 
sequence of estimators for o,(P)/a#), as A t Z’, for all (p, F) E 0. In order to 
obtain from this a consistent sequence for p, we need the following lemma. 
Lemma 4.2. The function cp(p) = cr,(P)/a,(P), is strictly decreasing for p > 0, so that 
it is continuously invertible. 
The proof is based on ad hoc estimates on the exact expressions for (T, and 02, 
and therefore is given in the Appendix. At this point we can collect all results and, 
by taking into account continuity and boundedness away from zero, we end up with 
the announced consistency theorem. 
Theorem 4.2. The sequence (b i, 6, ) of estimators given by 
(4.9) 
(4.10) 
is consistent, that is, for any (p, E) E 0 the law of (p^,, <,) under P,& converges weakly 
to the Dirac mass SIP,F). 0 
4. Experimental results 
The purpose of the final section is to investigate numerically the behaviour of 
(p,,, El,) on a finite lattice A c 2’ (e.g. 128 X 128 pixels). 
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The ‘true’ images were synthesized by applying the Gibbs sampler algorithm (S. 
Geman and D. Geman, 1984) (with 200 raster scans) to the distribution (1.1) and 
then degraded through a memoryless BSC, for various values of p and e. The 
function cp was inverted numerically in order to compute i, and g,, . Finally, these 
values were used in order to restore the ‘true’ image, that is, to evaluate the most 
likely value for each pixel, conditional to the observations Y, =y (MPM). Since 
this adds a term proportional to [( 1 - F)/F]\‘” +?J2 ’ in (l.l), the conditional distribu- 
tion is again of Gibbs type, with the same neighbourhood system, so that we are 
allowed to use another Gibbs sampler for restoration. Again we ran 200 raster scans. 
In order to compare the quality of our estimators regarding restoration, we also ran 
the same algorithm with the ‘true’ parameters p and E and compared their respective 
misclassification rates $ and p, i.e. the percentage of pixels wrongly assigned. 
The numerical results are collected in Table 1. The main remark is that, whereas 
6, shows a good precision for all values of the parameters we considered, the quality 
of p^, drastically decreased as /3 increases. This phenomenon cannot be attributed 
to numerical errors in the inversion of cp, which were held to a much smaller 
magnitude. The difficulty in estimating high values of p is related to the fact that 
cp decreases quite rapidly to 1. Evidently, this feature is not balanced by a correspond- 
ing reduction in the variance of .S’~‘/S’f’ as /3 increases. However this drawback 
does not affect the misclassification rate seriously, as this increases at most 1% more 
than the value achieved by the ‘true’ parameters. 
Table 1 
0.3 0.1 0.298 0.108 10.1 10.1 
0.2 0.303 0.215 21.0 20.0 
0.3 0.368 0.345 32.0 30.3 
0.5 0.1 0.5 0.114 3.95 4.0 
0.2 0.555 0.223 5.07 5.07 
0.3 0.485 0.306 6.33 6.2 
0.6 0.1 0.495 0.099 2.01 2.25 
0.2 0.46 0.185 2.84 3.26 
0.3 0.468 0.301 3.75 3.72 
0.8 0.1 0.676 0.092 0.35 0.37 
0.2 0.665 0.207 0.57 0.55 
0.3 0.519 0.301 0.94 0.81 
Appendix 
We begin by introducing the complete elliptic integrals of the first and second kind, 
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that is respectively 
K(x) = (1 -x2 sin2 u))“~ du, (A.l) 
E(x) = (1 -x2 sin’ u)“~ du, (A.2) 
defined for x E [0, 1). These functions can be expanded in Taylor series (Oberhettin- 
ger and Magnus, 1949), which yield, respectively, 
K(x)=;n i n, [ 1 (:,n ZXZn , (A.3) n=O . 
where (x), =x(x+ 1) . . . (x-t n). 
Moreover, we need the following derivatives 
E(x) K(x) 
K’(x)= -~ 
x(1-x2) x ’ 
E’(x) = 
E(x) - K(x) 
X 
(A.4) 
(A.9 
(A.61 
Now we proceed to establish some useful bounds on these functions, which are 
collected in the next lemma. 
Lemma A.l. For 0 < x < 1, 
Moreover, 
(A.81 
Proof. (A.7) follows from (A.3), (A.4), (A.6) and the fact that E(1) = 1. As far as 
(A.8) is concerned, let us observe that 
y(u)=sin2u-4? l-! SO, 
( > 
OSUG&, 
Tr rr 
since y(O) = y&r) = 0, y’(0) < 0 and y has a unique stationary point in (0, $r). Hence 
K(x)~~~2[1-4x2~(1-~)-~1’2d~=~log(~). Cl 
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For simplicity of notation let, for p > 0, 
a(/?) = (sinh(2P)))*, b(P) = a-‘(P). (A.9) 
Since a is strictly decreasing in p, we have 0 < a(P) < 1 if /3 > PC and 0 < b(P) < 1 
for 0 < p < PC, where PC is defined by sinh 2pc = 1 (Baxter, 1982). Now 
coshJ2P) (2 tanh2(2P) - l)K(b(P)) , 1 O<P C, 
u,(P) = tcotWP), 
2 - coth2(2P) 
K(a(P)) 3 
Tr I 
P = A, (A.101 
P>PCV 
(T*(P) = 2TTT’, P=Pc, (A.ll) 
; E(Q)), P>PC. 
It is possible to verify that both these functions are continuous at p = PC too, and 
positive for /3 > 0 (McCoy and Wu, 1973). 
Proof of Lemma 4.2. Part A: /3 > PC. Observe that since 
it is enough to prove that o&3) is strictly increasing and a,(P)-aZ(/3) is strictly 
decreasing for /3 > PC. Since 
coth(2P) 
a’(P)=-4 . 
smh’(2P) 
it follows from (A.6) and (A.7) that 
&(@) =? E(a(P)) -K(a(P)) 
2 a’(P) 
Tr a(P) 
=icoth(?p)(K(a(P))-E(a@))‘/O. 
Moreover, since 
1 + a(P) = coth2(2/3), 
1 - a(P) = 2 - coth2(2P), 
(A.12) 
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we have: 
u:(P) -u;(P) 
309 
2 
= -n sinh*(2P) 
$r+K(u(p))(2-3 coth2(2P)) 
+ 2 coth2(2P)(2 - coth*(2@)) 
[E(a(P))-(l-a*(P))K(a(P))l 
a(P)(l -a’(P)) 
= -u(p)+2,-’ ~(u(~))(2+u(p)+u*(~)-4coth(2~)) 
+4C’E(u(P))(2 coth(2/3) - 1). 
Next observe that 
2 coth(2P) - 1 > 0 
and 
(A.13) 
(A.14) 
2+u(~)+u2(~)-4coth(2~)=2+u(/?)+u2(~)-4(l+u(~))”2 
G2+u(P)+u2(/?)-4 
=(u(P)-l)(u(P)+2)<0 (A.15) 
so that by applying (A.7) to (A.13) we are led to 
a;(P)-(T:(P)<-u(P)+(l+au2(P))(2+u(p)+u2(P)-4coth(2P)) 
+(1 -+a’@))(4 coth(2P) -2) 
=u2(2+$u+~u2-2(1+u)“*) (A.16) 
where a = a(/?). Now note that the second factor in the right-hand side is a strictly 
convex function of a E [0, 11, which is zero in a = 0 and negative in a = 1; hence it 
is negative in (0, 1). This implies that u,(p) - a2(P) is strictly decreasing for p > PC. 
Part B: 0 < p < PC. First observe that since 
1-t b(P))’ = coth*(2P), b(P)-1 
= cosh2(2P)[2 tanh2(2P) - 11, 
we may write a,(P) and u2(p) as cF,(b(P)) and G2(b(/3)), respectively, where 
(A.17) 
G.2(b)=2(nb))‘(E(b)+(b2-l)K(b)). (A.18) 
Likewise, let us write 4 = G,/G2. Since b’(P) = 2 sinh(2P) cosh(2/3) > 0, it is enough 
to prove that G’(p) < 0, for every 0 <p <PC. 
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With some tedious but straightforward computations we obtain 
~?;@)=[4&~(1+b~r)~‘~]~‘[2K(b)(b+3)-1--4E(b)], 
c5;(b)=2(nb2)-‘(K(b)-E(b)), 
so that 
cp”( b) = -[2nb2( 1 + b-‘)1’2]-’ 
+4(K(b)-E(b))(l+b-‘) 
after a suitable rearrangement. 
By using the bounds in (A.7) properly the following lower bound on the factor 
in brackets in (A.19) is obtained 
&r{~[+K(b)(b+1)]b2(1+;b2)+2(K(b)-E(b))b(l+:b)} 
z+r{~[~vK(b)(b+l)]b2(1+~b2)+$rb3(1+~b)} 
which is positive if 
rr(l+ b) 
K(b) <(2+, 
that is, by (A.8), whenever 
log 
( > 
l+b< 4b(l+b) 
l-b (2+b2) ’ 
which is true at least when 0 < b < 0.79. 
In order to get the same result for the remaining values of b let us come back to 
(A.19). The factor in brackets is positive if and only if 
K(b)[+n(b+1)2-E(b)(b+3)+(l+b)(l-b2)K(b)] 
> E(b)[m(b+;)-2E(b)]. (A.20) 
First note that for 0 < b < 1, 
E(b)[~(b+;)-2E(b)]<$~‘(b+~)2<&r)2 
since by (A.7) the first inequality is true whenever 
E(b)a$r(26+1)(3-2b), 
(A.21) 
which holds for 0 < b < 1, since the right-hand side is less than 1. Having obtained 
an upper bound for the right-hand side of (A.20), we proceed to get a lower bound 
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for the left-hand side. For this we use the fact that the second factor is increasing 
for b 2 0.79. In fact, by suitable rearrangements 
=n(b+l)-b-‘E(b)(2+b)+bp’K(b)(2+b-b2-2b3) (A.22) 
and since the third summand is positive for 0 < b < 1, (A.22) is positive if 
n(b+ 1) - bp’E(b)(2+ b) aT(26)-‘(2b2+b-2)>0, 
which is true for b > 0.781. Consequently, for 0.79 s b < 1 the second factor of the 
left-hand side of (A.20) can be bounded from below by its value at 0.79, which is 
greater than 1.49. Thus, by taking (A.21) into account, (A.20) will be established 
whenever K(b)> (8. 1.49)-‘($~)~, which is true for 0.72 < b < 1 (Oberhettinger and 
Magnus, 1949). Hence we have proved that Cp’( b) < 0 for 0 < b < 1. 0 
References 
R. Baxter, Exactly Solved Models in Statistical Mechanics (Academic Press, London, 1982). 
J. Besag, On the statistical analysis of dirty pictures, J. Roy. Statist. Sot. Ser. B 48 (1986) 259-302. 
G. Cross and A. Jain, Markov random fields texture models, IEEE Trans. PAM1 5 (1983) 25-39. 
I. Csiszar and J. Korner, Information Theory: Coding Theorems for Discrete Memoryless Systems 
(Academic Press, Orlando, FL, 1981). 
R. Ellis, Entropy, Large Deviations and Statistical Mechanics (Springer, New York, 1985). 
S. Geman and D. Geman, Stochastic relaxation Gibbs distributions and the Bayesian restoration of 
images, IEEE Trans. PAM1 6 (1984) 721-741. 
S. Geman and C. Grafigne, Markov random fields image models and their applications to computer 
vision, in: Proc. Int. Congr. Math. (Amer. Math. Sot., Providence, RI, 1986). 
S. Geman and D. McClure, Statistical methods for tomographic image restoration, Proceedings 46th 
Session ISI, Bull. Internat. Statist. Inst. 52 (1987). 
U. Grenander, Tutorial in pattern theory, Div. Appl. Math., Brown Univ. (Providence, RI, 1984). 
R. Griffiths, Rigorous results and theorems, in: C. Domb and M.S. Green, eds., Phase Transitions and 
Critical Phenomena, Vol. 1 (Academic Press, New York, 1972) pp. 7-109. 
X. Guyon, Estimation d’un champ par pseudo-vraisemblance conditionelle: etude asymptotique et 
application au cas Markovienne, in: F. Droesbeke, ed., Spatial Processes and Spatial Time Series 
Analysis (Fat. Univ. Saint Louis, Bruxelles, 1987) pp. 16-62. 
B. McCoy and T. Wu, The Two-dimensional lsing Model (Harvard Univ. Press, Cambridge, MA, 1973). 
F. Oberhettinger and W. Magnus, Anwendung der Elliptischen Funktionen in Physik und Technik 
(Springer, Heidelberg, 1949). 
K. Petersen, Ergodic Theory (Cambridge Univ. Press, Cambridge, 1983). 
D. Pickard, Inference for discrete Markov fields: the simplest nontrivial case, J. Amer. Statist. Assoc. 82 
(1987) 90-96. 
R. Redner and H. Walker, Mixture densities, maximum likelihood and the EM algorithm, SIAM Rev. 
26 (1984)95-195. 
