The resilience of a Boolean query is the minimum number of tuples that need to be deleted from the input tables in order to make the query false. A solution to this problem immediately translates into a solution for the more widely known problem of deletion propagation with source-side effects. In this paper, we give several novel results on the hardness of the resilience problem for binary conjunctive queries with self-joins (i.e. conjunctive queries with relations of maximal arity 2) with one repeated relation. Unlike in the self-join free case, the concept of triad is not enough to fully characterize the complexity of resilience. We identify new structural properties, namely chains, confluences and permutations, which lead to various NP-hardness results. We also give novel involved reductions to network flow to show certain cases are in P. Overall, we give a dichotomy result for the restricted setting when one relation is repeated at most 2 times, and we cover many of the cases for 3. Although restricted, our results provide important insights into the problem of self-joins that we hope can help solve the general case of all conjunctive queries with self-joins in the future.
INTRODUCTION
Various problems in database research, such as causality, explanations, and deletion propagation, examine how interventions in the input to a query impact the query's output. An intervention constitutes a change (update, addition, or deletion) to the input tuples. In this paper, we study the resilience of a Boolean query with respect to tuple deletions. Resilience is a variant of deletion propagation that focuses on Boolean queries: it corresponds to the minimum number of tuples whose deletion causes the query to evaluate to false. In previous work [14] , we provided a full characterization of the complexity of resilience for the family of self-join-free conjunctive queries (sj-free CQs) with functional dependencies. In this paper, we augment the previous results to account for a restricted class of self-joins.
Self-joins have long plagued the complexity study of many problems in database theory research: for example, on the topic of consistent query answering, Kolaitis and Pema [26] proved a dichotomy into PTIME and coNP-complete cases for the family of queries with only two atoms and no self-joins. Koutris and Suciu [27] extended the dichotomy to the larger class of self-join-free conjunctive queries, where each atom has as primary key either a single attribute or all the attributes. Koutris and Wijsen [29, 31] further extended the dichotomy to the full class of sj-free Boolean CQs, and queries with negated atoms [30] . To the best of our knowledge, there is no known result on this problem for a query family that permits self-joins. As another example, complexity results on the problem of query-based pricing [28] are also restricted to the class of sj-free CQs. On the closely related topic of deletion propagation with view side-effects, Kimelfeld et al. [24] used a characteristic of the query structure (head domination) to formalize a complexity dichotomy for the family of sj-free CQs, and indicated that selfjoins can significantly harden approximation in the problem of deletion propagation. Extensions to the cases of functional dependencies [23] and multi-tuple deletions [25] also focused on the same query class. These examples offer strong indication that self-joins introduce significant hurdles in the study of a variety of problems, and progress in cases that account for self-joins is rare. 1 In this paper, we give several novel results on the hardness of the resilience problem for CQs with self-joins. We focus on the class of binary CQs (those where each relation has arity of no more than 2) and provide various complexity results for binary CQs with a single instance of a repeated atom that is repeated maximal 2 or 3 times. For the case with at most 2 atoms, we prove that a P versus NP-complete dichotomy exists. The significance of our results lies in the inclusion of self-joins in our target query class.
Contributions and outline.
• Contrasting with current knowledge about the resilience of CQs without self-joins (summarized in Section 2), we demonstrate how self-joins complicate the problem and invalidate several aspects and intuitions from the self-join-free case (Section 3).
• We establish foundations for tackling the resilience problem for binary conjunctive queries (i.e., conjunctive queries with atoms of arity no more than 2) with self-joins by identifying important conditions on the minimality and connectedness of queries and by revising the fundamental notion of query domination (Section 4).
• We prove that resilience for queries that contain a triad (a structure that characterizes hardness in the sj-free case [14] ) remains NP-complete in the presence of self-joins (Section 5.2).
• By further narrowing our target class of binary CQs to those where only one relation can be in a self-join (i.e., only one relation can appear in multiple atoms of the query), we identify a new structure that implies hardness, thus expanding the NP-complete class compared to the sj-free case (Section 6).
• We identify and define the fundamental structures of chains, confluences, and permutations, and use them to prove a complete dichotomy between NP-complete and PTIME cases for the class of binary conjunctive queries where at most two atoms may correspond to the same relation (Section 7).
each variable x i ∈ var(q) determines the hyperedge consisting of all those atoms in which x i occurs: e i = {д j | x i ∈ var(д j )}.
A path in the graph is an alternating sequence of vertices and edges, д 1 , x 1 , д 2 , x 2 , . . . , д n−1 , x n−1 , д n , such that for all i, x i ∈ var(д i ) ∩ var(д i+1 ), i.e., the hyperedge x i joins vertices д i and д i+1 . We explicitly list the hyperedges in the path, because more than one hyperedge may join the same pair of vertices. 7 Our work on sj-free CQs [14] identified a key structural element of the hypergraph H (q), called a triad, which can fully characterize the complexity of this query class.
Theorem 3 (Dichotomy of resilience for sj-free CQs). Let q be an sj-free CQ and let q ′ be the result of making all "dominated" atoms exogenous. If q ′ has a triad, then RES(q) is NP-complete, otherwise it is in PTIME.
In the remainder of this section, we summarize the intuition behind three main constructs-triads, domination, and linear queriesthat lead to the above Dichotomy Theorem. Then, in Section 3 we provide an exposition of how self-joins alter or completely invalidate these prior constructs.
Triads and hardness
We showed in [14] that RES(q △ ) and RES(q T ) from Fig. 10 are NPcomplete. While q △ and q T appear to be quite different, they share a key common structural property which alone is responsible for hardness for sj-free CQs.
Definition 4 (Triad).
A triad is a set of three endogenous atoms, T = {S 0 , S 1 , S 2 } such that for every pair i, j, there is a path from S i to S j that uses no variable occurring in the other atom of T .
Intuitively, a triad is a triple of points with "robust connectivity." Observe that atoms R, S,T form a triad in q △ and atoms A, B, C form a triad in q T (see Fig. 10 ). For example, there is a path from R to S in q △ (across hyperedge y) that uses only variables (here y) that are not contained in the other atom (y var(T )). We showed that triads are responsible for hardness:
Lemma 5 (Triads make RES(q) hard). Let q be an sj-free CQ where all "dominated" atoms are exogenous. If q has a triad, then RES(q) is NP-complete.
Domination
A triad is composed of endogenous atoms only. Some atoms such as W in q T are given as endogenous, but are never contained in minimal contingency sets. In order to identify triads, we have to simplify the query by making all such atoms exogenous.
Definition 6 (SJ-free domination). If a query q has endogenous atoms A, B such that var(A) ⊂ var(B), we say that A dominates B.
Intuitively, whenever a contingency set contains tuples from B, we can always replace those with a smaller than or equal number of tuples from A.
Proposition 7 (Domination for resilience). Let q be an sj-free CQ and q ′ the query resulting from labeling some dominated atoms as exogenous. Then RES(q) ≡ RES(q ′ ). 7 Since we only consider dual hypergraphs, we use the shorter term "hypergraph" from now on.
When studying resilience, we follow the convention that all dominated atoms are made exogenous, and we consider that the normal form of a query. According to this definition, each of the atoms A, B, C dominates W in q T . Similarly, the atom A dominates both R and T in q rats . We thus transform the queries so that the dominated atoms are exogenous. Exogenous atoms have the superscript "x". q Proposition 7 implies that RES(q rats ) ≡ RES(q ′ rats ). In other words, domination has removed (or "disarmed") the triad R,T , S in q rats .
Linear queries
A query q is linear if its atoms can be arranged in a linear order s.t. each variable occurs in a contiguous sequence of atoms. Geometrically, a query is linear if all of the vertices of its hypergraph can be drawn along a straight line and all of its hyperedges can be drawn as convex regions (thus the variables form intervals on a line of relations). For example q lin is linear (see Fig. 10d ).
It was shown in [32] that for any sj-free CQ that is linear, RES(q) may be computed in a natural way using network flow. Thus all such queries are easy.
If all sj-free CQs without a triad were linear, then this would complete the dichotomy theorem for resilience. While this is not the case, we completed the proof of Theorem 3, by showing that every triad-free sj-free CQ may be transformed to a linear query of equivalent resilience.
SELF-JOINS CHANGE EVERYTHING
Queries with self-joins are far more complicated than sj-free queries for at least 4 reasons: (1) For the sj-free case, triads alone were shown to determine hardness. Triads need at least 3 existential variables and at least 3 subgoals. Section 3.1 shows that already 2 atoms or 2 variables can be enough for hardness; (2) Linear sj-free queries can be solved using a natural reduction to network flow. For self-join queries, linear queries can be hard. Furthermore, Section 3.3 shows that we we may need more elaborate reductions to network flow, even when they are easy. ( 3) The previous definition of domination does not work in the presence of self-joins. Section 3.2 shows that after replacing the atoms S,T for q rats with R, domination does not apply anymore. (4) Our previous crucial concept of the dual hypergraph is no longer sufficient to characterize queries when relations appear multiple times. The position at which a variable appears in a subgoal may influence the complexity of resilience, including whether an atom has repeated variables, e.g., "R(x, y), R(y, y). "
We use a different way of representing queries, which we call binary graphs. Because we focus only on binary queries with self-joins, this representation captures all relevant structural information of the queries, especially the relative position of variables, which the hypergraph representation does not reflect. Definition 8 (Binary graph). Let q :− A 1 , . . . , A m be a binary CQ. Its binary graph has vertex set V = var(q) and labeled edge sets defined by atoms A 1 , . . . , A m , i.e. atom A(x, y) translates into edge x → y. For unary atoms, the edge will be a loop. 3.1 Basic hard queries: q vc and q chain
We start by proving hardness for two queries that will play an important role in our later results. The first q vc (for "vertex cover") has only 2 variables and 3 atoms. The second q chain (since it "chains" two binary relations together) has only 2 atoms and 3 variables:
Recall that in the sj-free case, a query needs a triad to be hard and all linear queries are easy. In particular, an sj-free query must have at least 3 variables and 3 atoms to be hard.
Proof. A database with unary A and binary R is simply a directed graph, where A-tuples are the vertices and R-tuples are directed edges. Furthermore, D |= q vc iff the graph D has at least one edge between two vertices. Removing an edge R(a, b) is never better than removing one of the vertices A(a) or A(b). In other words, this problem is unchanged if we make R exogenous, i.e., RES(q vc ) ≡ RES(q ′ vc ) where q ′ vc :− A(x), R x (x, y), A(y). But RES(q ′ vc ) is exactly the NP-complete directed vertex cover problem. Therefore, RES(q vc ) is NP-complete. □ Proposition 10 (q chain ). RES(q chain ) is NP-complete.
Proof. We reduce 3SAT to RES(q chain ). Let ψ be a 3CNF formula with n variables x, y, z, . . . , v n and m clauses C 1 , . . . , C m . We map any such ψ to a pair (D ψ , k ψ ) where D ψ is a database satisfying q chain , k ψ = (2n + 5)m and
Figure 11 in Appendix A shows part of D ψ consisting of the gadgets for x, y, z, C 1 where in this example, C 1 = (x ∨ y ∨ z). The variable gadgets are 2m cycles whose minimum contingency sets are the set of m blue nodes indicating the variable is assigned true, or the set of m red nodes, indicating the variable is assigned false. The 9-node clause gadgets have minimum contingency sets of size 5 when the clause is assigned true, and 6 otherwise. □
SJ-Free domination no longer works
We saw from Proposition 7 that in sj-free CQs, dominated atoms (defined as structural criterion in Definition 6) may as well be treated as exogenous. In the presence of self-joins, this criterion no longer works.
Example 11. Query q sj 1 rats :− A(x), R(x, y), R(y, z), R(z, x) is a selfjoin variation of q rats with S,T replaced by R's. We have var(A) ⊆ var(R), so A dominates R, and R should thus become exogenous when Figure 2 : Two example of PTIME queries that require modified version of network flow. Notice that q A 3-perm-R contains the hard query q chain and is still in P.
searching for the minimal contingency set. But this is not the case. To see this, consider the database instance
Our query has 3 witnesses over this database: (1, 2, 3), (1, 2, 5) , and (5, 1, 2). If A indeed dominated R, there would be a minimum contingency set Γ with only A-tuples. However, we would need to delete both A(1) and A(5) to delete all joins, whereas just choosing R(1, 2) suffices.
This example shows that domination as defined in Definition 6 no longer implies a relation can be made exogenous in the self-join case. This immediately raises the question of whether there is a set of conditions that implies a relation can be made exogenous in the self-join setting, i.e. if there is a self-join version of domination. Additionally, does q sj 1 rats have a triad? The answer to both is yes, as we will see in Section 4.3 and Section 5.1, respectively.
Easy queries that use flow in a trickier way
As mentioned in the discussion of Theorem 3, resilience for linear sj-free CQ can be computed directly from network flow. As we have just seen, in the presence of self-joins, some linear queries are hard. For those that are easy, network flow can still help us compute resilience, but the arguments become trickier.
To give a sense of this, we present two such examples, the second of which we prove now, the first one in the appendix. q
Proof. For a linear sj-free query, we can represent its resilience problem as a network flow making each endogenous tuple an edge of weight 1. Each flow is a join and the min-cuts are exactly the minimum contingency sets (see [32] for details). It is not clear what to do with repeated relations because there is no obvious way to add to a standard network flow algorithm an extra constraint that two or more edges represent the same tuple, and can thus be removed together at the reduced cost of only 1.
To handle q A 3perm-R , consider an input database of A and R tuples. We refer to R-tuples that have an inverse as 2-way tuples, and the ones that don't as 1-way tuples. We construct a flow graph by creating 1-weight edges for all tuples A(a), and edges {a, b} for pairs of 2-way tuples. There are ∞-weight edges between an A(x) and {u, v} if and only if x ∈ {u, v} or there is a 1-way tuple R(x, u) or R(x, v). Note that 1-way tuples are exogenous, since we can always pick an A-tuple instead, so they have infinite weight in the flow graph.
We show that from the min-cut, M, of the flow graph, we can construct a minimum contingency set, Γ, as follows: Γ contains all the A(a)'s from M. For each edge {a, b} ∈ M, we add one of R(a, b)
then we add R(b, a) to Γ; otherwise, arbitrarily add one or the other.
We claim that the resulting Γ is a minimum contingency set. Because it comes from a min-cut, it suffices to show that Γ is a contingency set, i.e., D − Γ ̸ |= q A 3perm-R . Suppose for the sake of a contradiction, that D − Γ has a join A(a), R(a, b), R(b, a), R(a, b), i.e., some tuple, R(a, b), occurs twice in the join. This is impossible because since A(a) M, at least one of R(a, b) or R(b, a) must be in Γ.
The other possible join is A(c), R(c, a), R(a, b), R(b, a). Note that if R(c, a) is a 1-way tuple, then this join would be a flow contradicting the fact that M is a cut. Thus, R(c, a) is a 2-way tuple. Since A(c){c, a} can't be a flow, the pair {c, a} must be in M.
Since R(c, a) was not chosen in Γ, it must be that A(a) ∈ (D − M). This means that there is still a flow from A(a) to {a, b}, so M was not a cut. □
NEW GENERAL OBSERVATIONS AND PLAN OF ATTACK
We next give 3 new general observations before we describe our plan of attack in the remainder of the paper.
Minimal queries
Given queries q 1 and q 2 , we say that q 1 is contained in q 2 (q 1 ⊆ q 2 ) if answers to q 1 over any database instance D are always a subset of the answers to q 2 over D. We say q 1 is equivalent to q 2 (q 1 ≡ q 2 ) if q 1 ⊆ q 2 and q 2 ⊆ q 1 [1] . We say a conjunctive query q is minimal if for every other conjunctive query q ′ such that q ≡ q ′ , q ′ has at least as many atoms as q. For every query q, there exists a minimal equivalent CQ q ′ that can be obtained from q by removing zero or more atoms [6] . From now on, we focus only on minimal queries. This is WLOG, since any non-minimal query can always be minimized as a preprocessing step. The reason is that our hardness evaluation relies on identifying certain subqueries (or patterns) in a query that make this query hard. However, if a pattern is in a subquery that is removed during minimization, then, this pattern has no effect on the resilience of the query.
Query components
A connected component of q (or "component" in short) is a nonempty subset of atoms that are connected via existential variables. A query q is disconnected if its atoms can be partitioned into two or more components that do not share any existential variables. For example, q comp :− A(x), R(x, y), R(z, w), B(w)
is disconnected and has two components:
The resilience of a query is determined by taking the minimum of the resiliences of each of its components. In the following, let ρ(q, D) stand for the resilience of query q over database D, which is the size of the minimum contingency set for (q, D).
Lemma 14 (Query components). Let
We can now show that the complexity of a query is determined by the hardest of its components if the query is minimal:
Lemma 15 (Query components complexity). Let q be a minimal query that consists of k query components. RES(q) is NP-hard iff there is at least one component i ∈ [k] for which RES(q i ) is NP-hard. Otherwise it is in P.
In the remainder of the paper we assume queries to be connected.
SJ-domination
As discussed in Section 3.2, we need to consider the position of the variables in the attribute list of each atom in a sj-query. We write pos q д (i) = x to express that the i-th attribute of atom д is variable x for a query q and omit q when q is clear from the context. Notice that when B appears only once, the definition of domination is equivalent to the sj-free definition: var(A) ⊆ var(B). By following the definition above, A doesn't dominate R in q 1 but it does in q 2 , whereas S is dominated in both queries. Notice that in q 2 , a tuple R(a, b) will always join with tuple A(b) so we can always choose A(b) instead to be in the contingency set. The same is not true for q 1 , where a tuple R(a, b) could join with A(a) or A(b).
Proposition 18 (Domination). Let q be a CQ and q ′ the result of labeling some dominated relations exogenous. Then RES(q) ≡ RES(q ′ ).
Outline of our plan of attack
To understand resilience for binary queries in the presence of a single self-join occurring at most 3 times, we proceed as follows.
(1) Section 5 shows in general that triads in conjunctive queries with self-joins still imply hardness (Theorem 21) and furthermore, when triads are absent, the endogenous atoms are linearly connected. We call such queries pseudo linear (Theorem 22). We conjecture that pseudo-linear queries may be transformed to linear queries of equivalent resilience (Conjecture 23). In any case, it suffices to study the criteria for hardness of pseudo-linear queries. (2) Section 6 generalizes the hardness pattern behind q vc to a more general class of hard queries that contain "paths" between repeated atoms. (3) We then focus on the complexity of the resilience of binary CQs with at most a single repetition of a single relation. Section 7 gives a complete characterization of the complexity for the cases of 2 occurrences of a repeated atom. This is a dichotomy theorem: we show that for all such queries, q, RES(q) is either NP-complete or RES(q) is reducible to network flow and is thus in P. Section 8 presents the remaining challenges that must be overcome in order to characterize all queries with the sj-relation occurring 3 times.
NON-LINEAR QUERIES: NP-COMPLETE
In this section we prove that queries containing triads remain hard in the presence of self-joins (Theorem 21). We then show that for any query that does not contain a triad, its endogenous atoms are arranged linearly. We call such a query pseudo-linear. Thus, we conclude that either a query contains a triad in which case its resilience problem is NP-complete, or it is pseudo-linear. In the following sections, we can thus safely restrict our attention to pseudo-linear queries.
We first observe that self-joins can only make the resilience of queries harder:
Lemma 19 (SJ Can Only Make Resilience Harder). Let q be an sj-free CQ and let q ′ result from q by adding self-joins, i.e., some atoms S i (v) from q are replaced by the atom R i (v) where the relation R i occurs elsewhere in q. If q ′ is minimal, then RES(q) ≤ RES(q ′ ).
Proof. Let D |= q be a database. We map D to D ′ by marking all the tuples according to which variables they refer to in joins of q. For each join j assigning the variables of q to a witness D |= q, we add the tuples
Since the variables mark the tuples in D ′ , the new self-joins have no effect: if the subscripted variables are v in a tuple of R i in D ′ , then it came from a tuple of S i in D. It then follows that there is a 1:1 correspondence of contingency sets for (D, q) and (D ′ , q ′ ). We need the minimality of q ′ , because if there were an assignment where D − Γ ′ |= q ′ when D − Γ ̸ |= q, this would correspond to a reassignment of the variables, var(q ′ ) to a proper subset, so that some R i would be doing "double duty". This would mean that a proper subset of q ′ implies q ′ , i.e, q ′ is not minimal. □ It does not immediately follow from Lemma 19 that every query with a triad is hard. The missing cases are where an sj-query includes a triad, but it doesn't come from an sj-free query with a triad because in any such sj-free query, some of the triad's atoms are dominated. We next explore this situation.
Self-join variations of q △ , q rats and q brats
Recall three important sj-free queries:
is NP-complete because it contains the triad, R, S,T . However q rats and q brats are easy because A dominates R,T and B dominates S so they only have two endogenous atoms each and thus no triad. Figure 3 shows two self-joinings of q △ . By Lemma 19, the resilience of these and any other self-joinings of q △ are NP-complete. Figure 4 shows two self-joinings of q rats . The self-join relation R is now more robust. It is not dominated by A, so these two queries are hard: they still contain triads consisting of their three R's. Since they have a triad, these queries are hard but we cannot use Lemma 19 to show this because their sj-free counterpart is easy. Below we list some q rats and q brats self-join variations which contain triads, and proceed to show their complexity is hard. Proof. The proofs essentially follow the same strategy used to reduce 3SAT to RES(q △ ) with a few adjustments to handle the self-joining relation and also the variable order, which is relevant in some cases. See Lemma 46 and Lemma 47 for the details. □ Using Proposition 20, we now generalize the fact that triads make sj-free queries hard (Lemma 5) to the same result for general CQs.
Triads Make Queries Hard
Theorem 21 (SJ-qeries with triads). If q has a triad, then RES(q) is NP-complete.
Proof. This mostly follows from the fact that triads make sj-free queries hard and adding self-joins to a hard query keeps it hard (Lemma 5, Lemma 19).
The case we haven't covered yet is where the triad in q involves self-join relations which would be dominated and thus exogenous in the corresponding sj-free query. Examples are self-join versions of q rats and q brats which are hard even though -because of domination -their sj-free cases are easy (Proposition 20).
We now follow and extend the proof of Lemma 5 when q has a triad, T = (S 0 , S 1 , S 2 ), even though if T did not include a self join, one or more of its members would be dominated. In Case 1, var(S i ), i = 1, 2, 3, are pairwise disjoint. Here the reduction from RES(q △ )
to RES(q) goes through exactly as in the proof of Lemma 5. We can choose a single relevant variable for each S i , so no domination is possible. Any minimum contingency set consists of elements of S 0 (⟨ab⟩), S 1 (⟨bc⟩) or S 2 (⟨ca⟩), and the reduction from RES(q △ ) goes through.
In Case 2, where var(S i ) are not pairwise disjoint, we have to consider a partition of the variables into 7 pieces (Eqn. 6 from the proof of Lemma 5). As argued there, there is still a 1:1 correspondence between joins of (D, q △ ) and joins of (D ′ , q).
If there are no (endogenous) relations containing just the a, b or c variables, then the reduction from RES(q △ ) goes through. If there is a relation containing just a, then we instead use the same reduction but from the appropriate self-join variation of q rats . If there are relations containing just a and b but not c, then we get a reduction from the appropriate self-join variation of q brats . If there are relations for a, b and c, then these form an sj-free triad and thus we already know that RES(q) is hard. □ Thus, if a query contains a triad it is hard. Otherwise, we only need to focus on its endogenous atoms, which are linearly connected.
No Triad Means Pseudo-Linear
In [14] , we proved that if a sj-free CQ, q, has no triad, then q may be transformed to a sj-free CQ query q ′ which is linear and such that RES(q ′ ) ≥ RES(q). Since linear sj-free CQ's are easy, it follows that q is easy.
This argument no longer works in the presence of self-joins because linear queries can be easy or hard. However, we can extend the theorem from [14] to show the following, Theorem 22 (No Triad Means Pseudo-Linear). Let q be a CQ with no triad. Then all endogenous atoms in q are connected linearly. Proof. We are given q, a CQ with no triad. Let n be the number of groups of endogenous atoms in q, where we put two atoms in the same group iff they contain exactly the same variables, so A(x, y) and R(y, x) belong in the same group, but B(x) and R(x, z) do not.
Since q is connected but has no triad, the groups of endogenous atoms, G 1 , G 2 , . . . , G n may be ordered so that for all i with 2 ≤ i ≤ n − 1, removing the variables of G i separates the atoms of q into two connected components, with G 1 , . . . , G i−1 in one and G i+1 , . . . G n in the other, see Figure 5 .
Note, that if A, B, C are endogenous atoms from different groups and A and B are already placed along the line, say with B to the right of A then it is easy to see where C must go. Since q is connected and A, B, C is not a triad, the variables of exactly one of A, B, C separate the other two. If A is the separator, C goes to the left of A, if B is the separator, C goes to the right of B and if C is the separator, then it goes between A and B, and that's what guarantees the endogenous atoms are linearly connected.
Looking at Figure 5 , we see that the the endogenous atoms of q are arranged linearly. The jobs of the exogenous atoms of q are at most to connect the endogenous atoms, and also, if necessary, ensuring that q is a minimal query. □
We believe a stronger claim holds:
Conjecture 23 (No Triad Means Linear). Let q be a CQ with no triad. Then we can transform q to a linear CQ q ′ with RES(q) ≡ RES(q ′ ).
PATHS ARE HARD
Section 3.1 presented two linear queries that are hard, unlike in the sj-free case where all linear queries are easy. We now identify a pattern characteristic of q vc that we call a path. The main result of this section is that every query containing a path is hard.
Recall that we restrict our attention to binary queries with at most one repeated relation or a single-self-join (ssj). We first show that if the self-join relation is unary, then the query is always hard! Theorem 24 (Unary path). Let q be a minimal ssj-CQ. If q contains distinct atoms A(x) and A(y), then RES(q) is NP-complete.
Proof sketch. Let A(x) and A(y) be the first two occurrences of the relation A in q. Since q is connected, A(x) and A(y) are connected by at least one non-self-join relation, R (see Fig. 6a ). We prove that RES(q vc ) ≤ RES(q). Details are in Appendix A, but it is not hard to see that any database D |= q vc can be transformed to a database D ′ |= q that exactly preserves resilience. Here A ′ , R ′ in D ′ come from A and R in D, and all the other atoms of q (including any additional occurrences of the self-join relation, A, to the right of A(y)) are covered by multiple, extra values which complete the joins but are never chosen in minimum contingency sets. Note that this proof doesn't make any assumption about the existence or not of triads.
□ When the self-join relation is binary, if two consecutive atoms, A(x, y), A(z, w), are disjoint, then we call this a binary path. "Overlapping" consecutive atoms with shared variables, such as R(x, y), R(y, z) in q chain , can also cause hardness and are studied in later sections.
Theorem 25 (Binary path). Let q be a minimal ssj-CQ. If q has distinct consecutive sj atoms A(x, y), A(z, w) with {x, y} ∩ {z, w } = ∅, then RES(q) is NP complete.
Proof Sketch. Given A(x, y), A(z, w) as in the statement of the theorem, there must be an atom R(u, v), with R A on the path between them, and u ∈ {x, y} and v {x, y}. Now, as in the proof of Theorem 24, we reduce RES(q vc ) to RES(q). Unary and Binary Paths are the simplest of the hard patterns. By Theorem 24 and Theorem 25, they always force their queries to be hard. In the next sections we study the more subtle linear ssj-queries, which do not contain paths.
QUERIES WITH EXACTLY TWO R-ATOMS
In this section we cover the complexity of binary linear sj-queries with exactly two self-joining atoms. As always, we assume that our query is minimal and connected, and from now on also assume that q does not contain a triad or a path as described in Theorem 24 and Theorem 25; otherwise we would already know that RES(q) is NP-complete. Even in this restricted setting, we will see that there is a surprisingly rich variety of structures, requiring different strategies to determine their complexity.
Because there are no paths, the two sj-atoms must be binary and must have at least one variable in common.
• Chains have one common variable and join in different attributes, e.g., R(x, y), R(y, z); • Confluences have one common variable and join in the same attribute, e.g., R(x, y), R(z, y); • Permutations share both variables but join in different attributes, e.g., R(x, y), R(y, x).
• Queries with repeated variables (REP) have repeated variables in at least one sj-atom, e.g., R(x, x), R(x, y), B(y) We consider each of these possibilities in turn and characterize their complexity.
2-Chains
The chain query is the simplest possible minimal sj-query with two atoms and we proved earlier that its resilience is NP-complete (Proposition 10). In this section we prove that the chain structure is quite robust and that any of its variations remains NP-complete.
We call "variations" of q chain any query obtained by adding new relations to it, i.e. relations that do not self-join. We start by presenting the variations obtained by adding unary relations and then generalize that to any variation. Figure 7a shows how unary relations can be added to q chain . Each one can appear by itself or combined with others. While the proof involves several subcases, the important take-away is that all 8 of these variations are hard.
Proposition 26 (Chains with unary relations). Any variation of q chain with unary relations is NP-complete.
Proof. We prove these variations are hard by a reduction from 3SAT. The same idea used to prove that RES(q chain ) is hard will work here as long as we adapt the variable and clause gadgets to deal with the existence of the unary relations. Lemmas 48 to 50 in Appendix A contain the details. □ Now we can generalize this hardness result to any chain variation using a reduction idea similar to the ones used for the proofs of Theorems 24 and 25 for paths. Proposition 27 (Chains). If a query q contains a 2-chain as its only self-join, then RES(q) is NP-complete.
2-Confluences
Confluences are defined by a relation self-joining only in the same attribute. We refer to this pattern as q conf (Fig. 7b) .
Note that as a stand-alone query q conf is not minimal, so we need other atoms connected to both x and z. An example of a minimal query containing a confluence is q AC conf :− A(x), R(x, y), R(z, y), C(z). We next show that the standard flow algorithm without any modifications works correctly for linear queries with no self-join other than one 2-confluence, thus generalizing the idea of Proposition 12.
Proposition 28 (q conf ). RES(q) for any linear query q with q conf as its only self-join can be solved in PTIME by standard network flow.
Proof. For q :− q ℓ , R(x, y), q m , R(z, y), q r , let D be any database satisfying q and let j be a join of D satisfying q. Note that if y occurs in q ℓ then, by linearity, it must be as an atom F (x, y) immediately to the left of R(x, y). Furthermore, any such atom may be considered exogenous because it is never better to choose F (a, b) over R(a, b). Furthermore, if x occurs in q m , then it would be via an atom F (x, y) immediately to the right of R(x, y). If so, we can assume it is immediately to the left of R(x, y). In particular, we may assume that neither x nor z occurs in q m .
We Let N D be a network flow for D, q ignoring the fact that q has a self-join. Thus N D has duplicates edges for its R-tuples, i.e., for each R(a, b) ∈ D there are two edges, R ℓ (a, b), R r (a, b) in N D . Assume that each edge corresponding to an endogenous, resp. exogenous tuple has weight 1, resp. ∞.
Let M be a min cut for N D . Let Γ M be the corresponding set of atoms of D, where any edges R ℓ (a, b), R r (a, b) are replaced by the atom R(a, b). Observe that since there is no flow through N D − M, Γ M is a contingency set for (D, q).
We claim that in fact Γ M is a minimum contingency set for (D, q). The key idea is the following: Lemma 29. Let M be a minimal cut of N D . Then M does not include more than one instance of any R tuple.
Proof. Suppose to the contrary, that M is a minimal cut for N D and contains both R ℓ (a, b) and
Now, let Γ be any contingency set. We claim that Γ is the same size as some cut of N D . To see this, let us first let S be the result of replacing each atom R(a, b) ∈ Γ with both possible edges,
Since Γ is a contingency set, it follows that S is a cut of N D . Now, let S ′ be a minimal subset of S that is still a cut, where some of the extra R-edges, i.e., either
By the proof of Lemma 29, we know that S ′ has only one edge for each atom R(a, b) ∈ Γ. Thus, |S ′ | = |Γ| as claimed. It follows that the size of a min cut of N D is the same as the size of a minimum contingency set for (D, q). □
2-Permutations
We call two R-atoms sharing both variables a permutation. The smallest pattern that has this property is R(x, y), R(y, x). We show that permutations have both NP-complete and PTIME instances. Easy permutations. We start with two easy permutations (Fig. 8a ).
Proposition 30. RES(q perm ) and RES(q A perm ) are in P. Proof. Given a database D 1 satisfying q perm , each tuple that is part of a witness for D 1 , q perm is part of exactly one witness. Therefore the size of a minimum contingency set for D 1 , q perm is exactly the number of witnesses.
Given a database D 2 satisfying q A perm , for each join (a, b), we have 2 possible choices. Either A(a) will be in the min Γ or either one of R(a, b) and R(b, a) but never both. Therefore we can reduce RES(q A perm ) to vertex cover in a bipartite graph, which is in P. □ Hard permutations. Surprisingly, adding another unary atom to q A perm , thus bounding it on both ends ( Fig. 8b ), leads to a hard query. q AB perm :− A(x), R(x, y), R(y, x), B(y) It is still true that for any pair R(a, b), R(b, a) participating in a join, a minimum contingency set will only contain one tuple from the pair. This might lead to the wrong conclusion that network flow could solve this problem. We will next show that this is incorrect. The criterion. The main structural difference between the hard and easy permutations defined above is whether or not there are relations that "bound" the permutation on both ends, i.e. whether there are endogenous relations S,T , such that S contains variable x but not y, and T contains variable y but not x. Thus, the hard permutation, q AB perm , is bound, but the easy ones, q perm , q A perm , are not bound. Using this characterization, we identify when 2-permutations are hard. Proposition 32. Let q be a query with R(x, y), R(y, x) as its only self-join. If q is bound, then RES(q) is NP-complete; otherwise, RES(q) is in P.
Queries with REP
We call queries with repeated variables (or REP in short) those where sj-atoms contain the same variable twice, e.g. occurrences of R(x, x). There are only 3 such cases, depending on whether one or both sj-atoms have REPs, and whether or not the sj-atoms have disjoint sets of variables: 
The dichotomy
Thus, combining our results so far, with at most two occurrences of the self-join relation, we have nearly proved a complete characterization of the complexity of resilience:
Theorem 34 (Two-Atom Dichotomy). For q an ssj-CQ, with at most two occurrences of the self-join relation, RES(q) is either NPcomplete or reducible to network flow and thus inside PTIME. In particular there is a PTIME algorithm that on input q determines which case occurs.
In all but one of our results above, pseudo-linearity suffices. The only gap is in Proposition 28 where we used the assumption that q was linear, thus guaranteeing that every path in q from x to z involves the variable y. Note that this is not true for the query cf p :− R(x, y)H x (x, z)R(z, y). It is easy to see that cf p is pseudolinear and RES(cf p ) ≡ RES(q vc ). Thus, we complete the proof of Theorem 34 by observing, Proposition 35. Let q be a pseudo-linear query q with q conf as its only self-join. If q contains an exogenous path from x to z not involving the variable y, then RES(q) is NP-complete; otherwise it is in PTIME.
QUERIES WITH EXACTLY THREE R-ATOMS
In Theorem 34 we completely characterized the complexity of resilience of all CQs with at most one repetition of a single relation, thus extending the dichotomy for sj-free CQs into the land of selfjoins.
In this section, we present an overview of what can happen when we allow a third R-atom to self-join. Since we only have to consider pseudo-linear queries that do not have a path, all three R-atoms must connect to each other directly or through the third R-atom. Even though this is still a restrictive setting, we will see that it brings non-trivial complications to the characterization. We will present some complexity results; but also some remaining open problems.
3-Chains
We obtain a 3-chain by adding an extra R-atom to a 2-chain in a way such that the new atom joins in a different attribute from the other two.
q 3chain :− R(x, y), R(y, z), R(z, w)
Analogous to the 2-chain case, 3-chains are always hard. In fact this holds for 4-chains, 5-chains, etc.
Proposition 36. For all k ≥ 2, if q contains a k-chain as its only self-join, then RES(q) is NP-complete.
3-Confluences
Adding a third R-atom to a 2-confluence and making sure that it joins in the same attribute with one of the two existing R-atoms produces a 3-confluence.
q 3conf :− R(x, y), R(z, y), R(z, w)
As in the 2-confluence case, q 3conf is not minimal, so other atoms are required to make it minimal. Here are a few examples of minimal queries containing q 3conf . q ) is in P.
Open problem. There is a third variant of 3-confluences which somewhat mix queries q AC 3conf and q T S 3conf (Fig. 9) . 
3-Chain-Confluence
With 3 R-atoms, it is possible that different patterns will occur at the same time. This feature of this case makes it harder to analyze the queries, since the result of these interactions might diverge from what we expect when we see each pattern in isolation.
In this section we present some queries where a 2-chain and a 2-confluence occur at the same time. q
The resilience of these queries is hard but they require different reductions. If x is bound, then we can use a reduction from RES(q chain ). Otherwise we need a reduction from Max 2SAT.
Proposition 40. RES(q AC 3cc ) and RES(q AS 3cc ) are NP-complete.
Proposition 41. RES(q C 3cc ) is NP-complete. Open Problem. In this category of queries with chain and confluence, we don't know the complexity of q S 3cc :− R(x, y)R(y, z)R(w, z)S(w, z).
Figure 9: Three main queries containing a 3-confluence.
3-Permutation plus R
It is not possible to obtain two permutations in a query with only 3 R-atom. In fact, there are only two way that a new R-atom can be connected to a permutation: either by joining with x or y, and those are equivalent.
Similar to the q 3conf case, q 3perm-R is not a minimal query, so additional atoms are necessary. We list the main examples of how this query can be made minimal and discuss the complexity of their resilience.
First we start with a query we have already seen and another one that is a slight variation on the first (Fig. 2b) .
We proved in Proposition 13 that RES(q A 3perm-R ) is in P by using network flow. A similar argument proves that RES(q
The next query we will see is q Query z 6 has a similar structure to q chain but a similar reduction doesn't seem to work. Similarly, a reduction from RES(q AB perm ) doesn't work for z 7 .
RELATED WORK
In prior work [14] , we identified the concept of a triad, a novel structure that allowed us to fully characterize the complexity of resilience (and consequentially for deletion propagation) for the class of self-join-free conjunctive queries with potential functional dependencies. Our work in this paper considers self-joins, which have long-plagued the study of many problems in database theory; results for such queries have been few and far between.
Deletion propagation and view updates. The problem of resilience is a special case of deletion propagation, focusing on Boolean queries. Deletion propagation generally refers to nonBoolean queries. Given a non-Boolean query q and database D, the typical goal is to determine the minimum number of tuples that must be removed from D, so that a tuple t is no longer in the query result [5, 12] (source side-effects). Variants of deletion propagation consider side-effects in the query result rather than the source [23, 24] , and multi-tuple deletions [9, 25] . Resilience and deletion propagation are special cases of the view update problem [3, 9, 10, 12, 13, 15, 22] , which consists of finding the set of operations that should be applied to the database in order to obtain a certain modification in the view.
Causality and explanations. Database causality is geared towards providing explanations for query results, but typically relies on the concept of responsibility [32, 33] , which is harder than resilience. The idea of interventions appears in other explanation settings, but often apply to queries instead of the data [34, 35, 37] . Finally, the problem of explaining missing query results [7, [18] [19] [20] 36 ] is a problem analogous to deletion propagation, but in this case, we want to add, rather than remove tuples from the view.
Provenance and view updates. Data provenance studies formalisms that can characterize the relation between the input and the output of a given query [4, 8, 11, 16] . "Why-provenance" is the provenance type most closely related to resilience. The motivation behind Why-provenance is to find the "witnesses" for the query answer, i.e., the tuples or group of tuples in the input that can produce the answer. Resilience, searches to find a minimum set of input tuples that can make a query false.
FINAL REMARKS
In this paper, we studied the problem of resilience for binary conjunctive queries with self-joins. We identified fundamental query structures that impact hardness, and proved a complete dichotomy for the restricted class of binary CQs where at most two atoms can correspond to the same relation.
Our work also creates a roadmap for tackling the analysis of more extended query families. Section 8 provides significant results towards the generalization for the case of binary CQs with a single self-join relation that appears in 3 atoms, and identifies the remaining open problems and challenges towards completing the dichotomy for this class.
We also see the generalization to conjunctive queries without arity restrictions as a natural extension. As a first step towards that direction, one can consider queries where up to two attributes per relation may participate in joins, thus allowing for a reduction to the binary relation case by projecting to the joining columns. To handle the resulting bag semantics, the flow algorithm would need to be modified with appropriate weights. Special attention would need to be given to the network flow algorithm used in Proposition 13 since just an adjustment on weights would not be enough to result in a correct solution.
Overall, our work in this paper contributes important progress in the theoretical analysis of self-joins, which has long been stalled for many related problems. We hope that our results, even though they apply to a restricted class, will provide the foundations to help solve the general case for CQs with self-joins in the future.
A DETAILED PROOFS A.1 Proofs for Section 3.3
Proof of Proposition 12. We first argue that R-tuples are not the optimal choice for a contingency set. Let Γ be a minimum contingency set containing tuple R(1, 2).
Case 1: D contains only A(1) or C(1) but not both. WLOG, suppose it contains only A(1). We can then obtain a contingency set Γ ′ = (Γ − R(1, 2)) ∪ A(1) of size k. Similar if it contains only C(1).
Case 2: D contains both A(1) and C(1). Consider Γ ′ = (Γ ∪A(1)) − R(1, 2) and Γ ′′ = (Γ ∪ C(1)) − R(1, 2), and suppose that neither of those is a contingency set. Then we have A(i), R(i, 2), R(1, 2), C(1) in D−Γ ′ and A(1), R(1, 2), R(j, 2), C(j) in D−Γ ′′ . However, the existence of those joins implies that D − Γ has the join A(i), R(i, 2), R(j, 2), C(j) contradicting the fact that Γ is a contingency set. Therefore, at least one of Γ ′ , Γ ′′ must be a contingency set and we can replace R(1, 2) by A(1) or C(1).
Since R can be made exogenous, solving resilience for this query is the same as solving vertex cover in a bipartite graph, and therefore is in P. □
A.2 Proofs for Section 4.2
Proof of Lemma 14. First observe that disconnected components join as a cross-product, so for a query to be made false it is enough that at least one of its query components is made false. Hence, for each query component
Proof of Lemma 15. Suppose that q is not minimal, q ′ is its minimal form, and q i is a query component in q but not in q ′ . This implies that there exists a component q j in q, such that q j ⊆ q i . Therefore, D ̸ |= q i → D ̸ |= q j and we can conclude that any Γ i is also a contingency set for D, q j . This guarantees that minΓ i is not going to be the minΓ for the entire query, since any Γ j is going to have same size or be smaller than minΓ i . Note that the complexity of q j doesn't influence the complexity of q, since we don't need to solve RES(q j ). Therefore, we must assume the query is minimal in order to obtain the hardness result. □
A.3 Proofs for Section 4.3
Proof of Proposition 18. We show that tuples from dominated relations don't need to be used in minimum contingency sets. Assume q is a connected query and let Γ be a minimum contingency set of q in D.
Suppose that relation A dominates relation B and there is some tuple B(t) that is in Γ. Tuple B(t) can participate in joins as one or more of the B-atoms in q. Let's call those atoms B i , for i ∈ [k]. Our definition of domination guarantees that there exists an atom A j for each atom B i such that the projection of t onto var(A j ) always produces the same tuple p. Then we can replace B(t) by A(p) and we remove at least as many witnesses if D |= q.
For disconnected queries, suppose that A dominates relation B for each component independently. By Lemma 14, to compute Γ for q we just need to compute Γ i for each component and take the minimum, and since B is dominated in each component, the same argument for connected components holds here, and we can make B exogenous in q. rats ) is NP-complete by a reduction from 3SAT, similar to the one used to prove RES(q △ ) is NP-complete (Proposition 51).
As a result we show the complexity of RES(q) is the same if B is made exogenous and therefore RES(q) ≡ RES(q ′
Let ψ be a 3CNF formula with n variables v 1 , . . . , v n and m clauses C 0 , . . . , C m−1 . Our reduction will map any such ψ to a pair
is a database satisfying q sj 1 rats , and
In our construction, if ψ ∈ 3SAT, then the size of each minimum contingency set for q ) . {R, S, T } is a triad of q △ and {A, B, C } is a triad of q T . Thus RSP(q △ ) and RSP(q T ) are NP-complete. In contrast, A dominates both R and T in q rats which renders both atoms exogenous, thus "disarming" what appears to be a triad. And H(q lin ) is linear. Thus RSP(q rats ) and RSP(q lin ) are in P.
this case, we just need to add the appropriate B-tuples:
Since B-tuples have the same properties as the A-tuples, they are never better choices than R-tuples and we can obtain a minimum contingency set with only R-tuples, as we saw in Lemma 46 above. Similar reduction thus follow for RES(q ) and RES(q ). □
A.5 Proofs for Section 6
Proof of Theorem 24 (Unary Path). We define a reduction from RES(q vc ). Given a database D we want to define a database
We can assume that A(x) and A(y) are consecutive occurrences of A so let p be a subquery of q consisting of a path from A(x) to A(y) with no intervening occurrences of A. Thus, q = q ℓ A(x)pA(y)q r . Since A is the only sj relation, the relations that occur in p occur only in p.
For each atom
In other words, x maps to a, y maps to b, and any other variable v maps to ⟨ab⟩ v . Thus, we have made a faithful copy of D capturing q vc . For the other atoms,
where m(v, a, b) matches with t(v, a, b) as well as with a set of n new values, where n = |dom(D)|. It follows that there is always a minimum contingency sets for (D ′ , q) with only A-tuples, in particular, the sets A(a) V (a) ∈ Γ for Γ any minimum contingency set for (D, q vc ) . □
Proof of Theorem 25 (Binary Path)
. Similar to the unary case, we define a reduction from RES(q vc ). Given a database D we want to define a database
Consider q = q ℓ R(x, y)pR(z, w)q r , and that p is a subquery of q consisting of a path from R(x, y) to R(z, w) with no intervening occurrences of R. By assumption, there is no path of just R's from R(x, y) to R(z, w), so we may assume that R(x, y) and R(z, w) have such an R-free path, p, between them.
In order to define the reduction, we define an equivalence relation, ≡, on the variables occurring in q, namely u ≡ v iff q has an R-path from u to v, i.e., there is a path of R-atoms occuring in q that takes us from u to v. (For example, for the query R(x, y), S(u, z), R(z, w), Q(w, x), R(x, v), the equivalence classes of ≡ are {x, y, v}, {z, w }, {u}.) Note that by assumption, for the equivalence relation defined by q, x z.
For any atom S i (v 1 , v 2 ) occurring in R(x, y)pR(z, w), we define
where
where m(v, a, b) matches with t ′ (v, a, b) as well as with a set of n new values, where n = |dom(D)|.
We have that all R-tuples in D ′ will have the same value as first and second attributes, so R can be seen as corresponding to relation A in D. Similar to the unary case, we have made a copy of D capturing q vc and there is always a minimum contingency sets for (D ′ , q) with only R-tuples, in particular, the sets R(a, a) V (a) ∈ Γ for Γ any minimum contingency set for (D, q vc ) . We next show all of them are hard queries.
Lemma 48. RES(q b chain
) is NP-complete.
Proof of Lemma 48. For this case we are going to use almost the same reduction as the one used for RES(q chain ), just with the added B-tuples. Then we argue that there is always a min Γ that only uses R-tuples.
Let ψ be a 3CNF formula with n variables v 1 , . . . , v n and m clauses C 1 , . . . , C m . Our reduction will map any such ψ to a pair (D ψ , k ψ ) where D ψ is a database satisfying q b chain , and Proof of Lemma 49. We again define a reduction from 3SAT, using gadgets similar to the one in Proposition 10. The variable gadget remains such that a minimum cover will choose either blue nodes (variable is set to true), or red nodes (variable is set to false). The clause gadget (black nodes) is chosen as to enforce a clause: if one or more of the outermost black nodes are chosen, then the minimum cover is 5, otherwise 6.
We next reduce 3SAT to RES(q a chain ). Let ψ be a 3CNF formula with n variables v 1 , . . . , v n and m clauses C 1 , . . . , C m . Our reduction will map any such ψ to a pair (D ψ , k ψ ) where D ψ is a database satisfying q a chain , and
In our construction, if ψ ∈ 3SAT, then the size of each minimum contingency set for q a chain in D ψ will be k ψ = (n + 5)m, whereas if ψ 3SAT, then the size of all contingency sets for q a chain in D ψ will be greater than k ψ .
( 
The resulting joins form a triangle. If either of the R( * ′ , * ) is removed, then the remaining joins can be destroyed by choosing only 2 or more tuples, otherwise we need 3. Similar to the variable gadget, A-tuples are not an optimal choice because they only participate in one join each. Observe that if the clause is not satisfied, then we need to choose the A-tuples (orange squares in Fig. 12) , and not choose the outer black nodes (R-tuples) in the clause gadget, resulting in choosing 6 tuples in total in order to delete all the joins, otherwise we just need 5 tuples.
The reduction for q ab chain is very similar to the one presented above. First, use the same D ψ just adding the appropriate B-tuples, i.e., B-tuples that preserve the joins. Now note that for any t = B(d) ∈ D ψ , there is only one R-tuple such that t ′ = R(d, * ), therefore t must join with t ′ . Therefore, any occurrence of B-tuple in a contingency set can be exchanged by its correspondent R-tuple, and we are guaranteed this reduction has the same properties as the one for q a chain . □
Lemma 50. RES(q ac chain
) and RES(q abc chain ) are NP-complete.
c1, a1
Proof of Lemma 50. We define a reduction from 3SAT. As in the previous cases, the variable gadget remains such that a minimum cover will choose either blue nodes (variable is set to true), or red nodes (variable is set to false). The clause gadget (center black nodes) is chosen as to enforce a clause: if one or more of the outermost joins (black edges) are deleted by choosing the corresponding A-tuple (orange square), then the minimum cover for the black subgraph is 2, otherwise 3.
We next reduce 3SAT to RES(q ac chain ). Let ψ be a 3CNF formula with n variables v 1 , . . . , v n and m clauses C 1 , . . . , C m . Our reduction will map any such ψ to a pair (D ψ , k ψ ) where D ψ is a database satisfying q chain , and
In our construction, if ψ ∈ 3SAT, then the size of each minimum contingency set for q ac chain in D ψ will be k ψ = (n + 5)m, whereas if ψ 3SAT, then the size of all contingency sets for q ac chain in D ψ will be greater than k ψ .
The resulting joins form a triangle. If either of the A( * ′ ) is removed, then the remaining joins can be destroyed by choosing only 2 or more tuples, otherwise we need 3. We later argue that these tuples only need be Rtuples. We now need to argue that, besides the tuples depicted in Fig. 13 , we don't need other A-or C-tuples for a minimum contingency set. Assume there is a tuple t = A(d) in a min Γ. Given that d {a ′ j , b ′ j , c ′ j }, our construction guarantees there is only one R-tuple such that t ′ = R(d, −), therefore we can have Γ ′ = Γ − t + t ′ , and Γ ′ is also a minimum contingency set. Similarly, if there is a tuple t = C(d) in Γ, and assuming d {a ′′ j , b ′′ j , c ′′ j }, there is only one R-tuple t ′ = R(−, d), and therefore the same follows.
For q abc chain use almost the same construction as above. We just add the appropriate B-tuples and show that there is a minimum contingency set that does not contain those.
Consider D ψ as initially defined for q ac chain . Now we include the appropriate B-tuples:
( Consider a database D with D |= q chain and we may assume that there are no loops R(a, a) ∈ D, since those would have to be in any Γ. We define a new database D ′ such that for each atom
Notice that this mapping from D to D ′ preserves the joins in D, q chain . Moreover, there are no new joins created where variables x, y, z are mapped to values that did not correspond to joins before.
Since q is pseudo-linear, no endogenous atom of q contains both x and z. Therefore, any minimum contingency set for D, q chain is also a minimum contingency set for D ′ , q. This completes our reduction. Now, if any subset of unary relations A(x), B(y), C(z) does appear in q, then we define a reduction from the appropriate unary variation of q chain . The same mapping used above to define D ′ from D preserves all minimum contingency sets, as desired. □
A.7 Proofs for Section 7.3
Proof of Proposition 31. We define a reduction from 3SAT to RES(q AB perm ), see Figure 14 . Similar to the previous cases, we want to create variable gadgets such that a minimum cover will choose either blue nodes (variable is set to true), or red nodes (variable is set to false), and a clause gadget (black nodes) such that if the clause is satisfied, then the minimum cover is 5, otherwise 6.
Let ψ be a 3CNF formula with n variables v 1 , . . . , v n and m clauses C 1 , . . . , C m . Our reduction will map any such ψ to a pair (D ψ , k ψ ) where D ψ is a database satisfying π b , and
In our construction, if ψ ∈ 3SAT, then the size of each minimum contingency set for q AB perm in D ψ will be k ψ = (3n + 5)m, whereas if ψ 3SAT, then the size of all contingency sets for q AB perm in D ψ will be greater than k ψ .
(1) Variable gadget: For each variable v i and each j ∈ [m] insert the following tuples into the database: 
and For this gadget, we have 3 options to choose only 5 tuples in order to delete all the joins. For example: includes R(x, y), R(y, x) and may include exogenous atoms containing the variable y. Think of G(x, y) as the rightmost group in Figure 5 .
For any database, D |= q, RES(D, q) is equivalent to the following Network Flow. As usual, each endogenus atom from the pseudolinear q ℓ (x) becomes a 1-weight edge and each exogenus atom is an ∞-weight edge. Whenever {R(c, d), R(d, c)} ⊆ D, we add ∞-weight edges from the rightmost output of q ℓ (c) and q ℓ (d) to {c, d} and a 1-weight edge from {c, d} to the terminal node, t.
Case 2: q is bound. We can write q = q ℓ (x), G(x, y), q r (y) where G(x, y) includes R(x, y), R(y, x) and may include an essentially exogenous atom D(x, y) if that occurs in q. The relevant issues are that removing G(x, y) separates q ℓ (x) from q r (y) and these contain at least one endogenous atom each.
We define a reduction from RES(q AB perm ) to RES(q). We say that variable z isLike x, if z occurs in q ℓ (x). Otherwise, z isLike y.
Now consider a database D with D |= q AB perm . We define a new database D ′ such that for each atom S i (v 1 , v 2 ) or A(v) occurring in q, we define
It is clear that the joins and minimum contingency sets of D |= q AB perm are exactly preserved in D ′ |= q. □
A.8 Proofs for Section 8.1
Proof of Proposition 36. We define a reduction from RES(q chain ) to RES(q), using a strategy similar to the proof of Theorem 24. □ A.9 Proofs for Section 8.2
Proof of Proposition 37. We reduce Max 2-SAT to RES(q AC 3conf ). Given a 2CNF formula, φ, with n variables and m clauses, and a number r < m, we produce a database, D, and bound k, such that φ has an assignment satisfying at least r clauses iff (D, k) ∈ RES(q AC 3conf ). The construction is drawn in Figure 15 . A sample variable gadget for variable x is shown. The two minimum contingency sets consist of 2s x nodes, plus 2 helper nodes in the two crossover gadgets or 2s x nodes, plus 2 helper nodes, corresponding to variable x being true or false, respectively. The reason for the crossover is so that each variable can be instantiated via diamonds and hexagons corresponding to the atoms A, C, respectively.
The clause gadgets for clauses of size 1 and size 2 are also drawn. Clauses of size 1 need no nodes chosen when they are true and one node otherwise. Clauses of size 2 need 1 node chosen when they are true and 2 when they are false. Let d be the number of clauses of size 2 in φ. Saying that at least r clauses of φ are true means that at most m − r clauses are false. Thus, the size of the minimum contingency set is k = n(2s Proof of Proposition 42. This is similar to Proposition 13. The difference is that while A(a) "dominates" the 1-way tuple R(a, b) in q A 3perm-R , it is not the case that S(e 1 , a) would dominate R(a, b) because there might be many e i 's such that S(e i , a) ∈ D, in which case it might be advantageous to choose one R(a, b) instead of many S(e i , a)'s.
We thus modify the flow graph to include all the S(e, a) edges at cost 1 each on the left, all the {a, b} pairs at cost 1 each on the right. We include ∞-weight edges from any S(e, a) to {a, b} plus cost 1 edges from S(e, a) to {b, c} for any 1-way edges R(a, b).
Let M be a min-cost flow and form Γ by including all the S(e, a)'s and 1-way R(a, b)'s from M together with one of R(a, b) or R(b, a) whenever {a, b} ∈ M. Similar to Proposition 13, the rule for which to choose is that if some S(e, a)
, then add R(b, a) to Γ; otherwise, arbitrarily add one or the other.
The same argument as in Proposition 13 shows that the resulting Γ is a minimum contingency set. □ Proof of Proposition 43. We reduce 3SAT to RES(q
The idea for the variable gadgets is that for a database that contains the tuples
, the first of which will correspond to the assignment x to 1, and the second of which, to 0. In full detail, the x gadget consists of a chain of these choices, i.e., the union of T x i , i = 1 . . . , m, together with all the tuples
For a minimum contingency over this gadget we may choose all of the R(x i , x i+1 ) and R(x i , x i ) edges (corresponding to x gets 1), or all the R(x i , x i+1 ) and R(x i , x i ) edges (corresponding to x gets 0).
The clause gadget is similar. If C i is (x ∨ y ∨ z), then the clause can eliminate two, but not all three pointers to the edges {x i , x i+1 }, {y i , y i+1 }, {z i , z i+1 } after removing 8 tuples. To simplify the explanation, let P(a, b) = {R(a, b), R(b, a)} and F (a, b) = P(a, b) ∪ {S(a, b), S(b, a)} for elements a, b ∈ D. The C i clause gadget contains the union of the following sets of tuples:
The idea is that for each full pair, F (e, f ), exactly one of R(e, f ) or R(f , e) must be chosen in the minimum contingency set Γ. C i is designed so that a contingency set of size 8 exists iff at least one pair from P(x i , x i+1 ), P(y i , y i+1 ), P(z i , z i+1 ) has been previously chosen, i.e., iff the clause C i is true. □ Proof of Proposition 44. We reduce
It then follows, that it is always at least as good to put A(a ′ ) into Γ, rather than R(a ′ , a). Thus, the minimum contingency sets for (D ′ , q AC 3perm-R ) correspond exactly to the minimum contingency sets for (D, q AB perm ). For RES(q AB 3perm-R ), Even though q AB perm → q AB 3perm-R , there is no obvious reduction between RES(q AB perm ) and RES(q AB 3perm-R ). However, the same reduction from 3SAT to RES(q AB perm ) in Proposition 31 also works for RES(q AB 3perm-R ). For RES(q S xy BC 3perm-R ), we can define a reduction from RES(q AB perm ). □ A.12 Proofs for Section 8.5
Proof of Proposition 45. For RES(z 4 ), a reduction from RES(q vc ) is enough. Note that tuples R(a, b) with a b do not need to be in a contingency set.
For RES(z 5 ), a reduction from Max 2SAT, similar to the one used in Proposition 37, can be used to show NP-hardness. □
B RELEVANT PROOFS FROM SJ-FREE CASE
Proposition 51 (Triangle q △ is hard). RES(q △ ) is NP-complete.
Proof of Proposition 51. We reduce 3SAT to RES(q △ ). It will then follow that RES(q △ ) is NP complete. Let ψ be a 3CNF formula with n variables v 1 , . . . , v n and m clauses C 0 , . . . , C m−1 . Our reduction will map any such ψ to a pair (D ψ , k ψ ) where D ψ is a database satisfying q △ , and
In our construction, if ψ ∈ 3SAT, then the size of each minimum contingency set for q △ in D ψ will be k ψ = 6mn, whereas if ψ 3SAT, then the size of all contingency sets for q △ in D ψ will be greater than k ψ . Note D ψ |= q △ iff it contains three pairs R(a, b), S(b, c), T (c, a). We visualize R(a, b) as a red edge, S(b, c) as a green edge and T (c, a) as a blue edge. Thus each witness (a, b, c) that D ψ |= q △ is an RGB triangle. (Notice that the edge direction a → b drawn in Figure 16 corresponds to the variable order in R, and analogously for S and T .) The job of a contingency set for q △ is to remove all RGB triangles. Gadget for clause (¬x ∨ ¬y)
Gadget for clause (x)
Top half of Variable Gadget
Middle Crossover Part of Variable Gadget Figure 16a and Figure 16b ). Note that there are 12m RGB triangles and they can be minimally broken by choosing the 6m v i edges or the 6m v i edges. Any other way would require more edges removed. Thus, each minimum contingency set for D ψ corresponds to a truth assignment to the variables of ψ . And there will be a minimum contingency set of size k ψ = 6mn iff ψ ∈ 3SAT.
We complete the construction of D ψ by adding one RGB triangle for each clause C j . For example, suppose C j = v 1 ∨ v 2 ∨ v 3 . The RGB triangle we add consists of a red edge marked v 1 , a green edge marked v 2 and a blue edge marked v 3 (see Figure 16c) . Note that if the chosen assignment satisfies C j , then all v 1 edges are removed, or all v 2 edges are removed, or all v 3 edges are removed. Thus the C j triangle is automatically removed.
How do we create C j 's RGB triangle? Remember that we have chosen G i to contain 2 segments for each clause. We use the jth oddnumbered segment of G i to produce the v i or v i used in the clause-j triangle. The even numbered segments are not used: they serve as buffers to prevent spurious RGB triangles from being created (In Figure 16b we mark these even segments with frowns: they are sad because they are never used).
More precisely, the red v 1 -edge from G 1 is (a 1 4j+1 , b 1 4j+1 ), the green v 2 -edge from G 2 is (b 2 4j+1 , c 2 4j+1 ), and the blue v 3 -edge from G 3 is (c 3 4j+1 , a 3 4j+2 ) (see Figure 16c ). Now to make this an RGB triangle in D ψ , we identify the two a-vertices, the two b vertices and the two c vertices. In other words, G 1 's a-vertex a 1 4j+1 is equal to G 3 's a-vertex a 3 4j , i.e., they are the same element of the domain of D ψ . We have thus constructed C j 's RGB triangle (see Figure 16c) .
The key idea is that these identifications can only create this single new RGB triangle because there is no other way to get back to G 1 from G 2 in two steps. All other identifications involve different segments and so are at least six steps away. Recall that this is the reason why the odd-numbered segments in the G i 's are not used: this ensures that no additional RGB triangles are created.
Thus, as desired, Equation 3 holds and we have reduced 3SAT to RES(q △ ). □ Proposition 52 (Tripod q T is hard). RES(q T ) is NP-complete.
Proof of Proposition 52. We reduce RES(q △ ) to RES(q T ). It will then follow that RES(q T ) is NP-complete. Let (D, k) be an instance of RES(q △ ). (b) Gadget G i is a cycle containing 2m six-node segments with 12m RGB triangles. They can all be eliminated by removing the 6m edges marked v i or the 6m edges marked v i . The odd segments are sad because they are never used for connecting different gadgets (corresponding to clauses that use several variables); they only separate the even ones, thus preventing spurious triangles. 4j+1 ∈ G 2 ; c 2 4j+1 ∈ G 2 with c 3 4j+1 ∈ G 3 and a 3 4j+2 ∈ G 3 with a 1 4j +1 ∈ G 1 . This RGB triangle will be deleted iff the chosen variable assignment satisfies C j . the witnesses of D ′ |= q T . Thus, every contingency set for q △ in D corresponds to a contingency set of the same size for q T in D ′ .
Furthermore no minimum Γ ′ from D ′ needs to choose tuples from W . If t = W (⟨ab⟩, ⟨bc⟩, ⟨ac⟩) were in Γ ′ , then we could replace it by A(⟨ab⟩), which suffices to remove all the witnesses removed by t. As we will explain later, A "dominates" W (??). It follows that (D, k) ∈ RES(q △ ) ⇔ (D ′ , k) ∈ RES(q T ). □ Proof of Lemma 5. Let q be a query with triad T = {S 0 , S 1 , S 2 }. We build a reduction from RES(q △ ) to RES(q). Given any D that satisfies q △ we will produce a database D ′ that satisfies q such that for all k:
We will assume that no variable is shared by all three elements of T (we can ignore any such variable by setting it to a constant). Our proof splits into two cases: Case 1: var(S 0 ), var(S 1 ), var(S 2 ) are pairwise disjoint. Our reduction is similar to the reduction from q △ to q T (52).
We first define the triad relations in D ′ : 
For example, all the variables v ∈ var(S 0 ) are assigned the value ⟨ab⟩ and all the variables v ∈ V 3 are assigned ⟨abc⟩. By the definition of triad, there is a path from S 0 to S 1 not using any edges (variables) from var(S 2 ). Thus, any witness that D ′ |= q which includes occurrences of ⟨ab⟩ and ⟨b ′ c ′ ⟩ must have b = b ′ .
Similarly, a path from S 1 to S 2 guarantees that c is preserved and a path from S 2 to S 0 guarantees that a is preserved. It follows that the witnesses that D ′ |= q are essentially identical to the witnesses that D |= q △ (x, y, z) (See Fig. 17) .
Furthermore, any minimum contingency set only needs tuples from S 0 , S 1 or S 2 . For example, if a tuple contains ⟨ab⟩ or ⟨abc⟩, then it can be replace by a tuple from S 0 . Thus the sizes of minimum contingency sets are preserved, i.e., Equation 4 holds, as desired. Thus RES(q) is NP-complete. Since none of the S i 's is dominated, in each case both possible values occur, e.g., a and b both occur in the tuples of S 0 Thus as in Case 1, S 0 , S 1 , S 2 capture R, S,T , respectively. We now partition var(q) into 7 sets as follows. The key idea is that for each assignment of x, y, z to values a, b, c in D, we will make assignments according to that partition. 
We then define each other atom A in D ′ to be the following set of tuples, where the only difference between atoms is which of the 7 members of the partition of variables occurs in var(A).
(⟨ab⟩; ⟨bc⟩; ⟨ca⟩; ⟨abc⟩; a; b; c) D |=q △ (a, b, c)
By the definition of triad, there is a path from S 0 to S 1 not using any edges (variables) from S 2 , i.e., none from var(S 2 ) ∪ V 4 ∪ V 6 . Thus, any witness including occurrences of some of ⟨ab⟩, b ′ , ⟨b ′′ c⟩ must have b = b ′ = b ′′ . Thus, as in Case 1, the witnesses of D ′ |= q are essentially identical to the witnesses of D |= q △ and we have reduced RES(q △ ) to RES(q).
□
