In the context of quantitative analysis of the arbitrage pricing theory (APT) model, conventional factor analytic approaches such as maximum likelihood factor analysis (MLFA) cannot provide satisfactory answers to two important questions. The first one concerns the correct identification of factor number while the second one is related to the rotation indeterminacy of factor loadings. In the literature, MLFA followed by likelihood ratio (LR) test and the analysis of eigenvalues of sample covariance matrix were two popular approaches used to determine the appropriate number of factors. However, it was shown empirically that both of them suffered from different kinds of biases. We find the recently developed non-gaussian factor analysis (NFA) model by Xu [24] provides a new perspective for the determination of the appropriate factor number k in APT, with promising empirical results demonstrated.
Introduction
Well-known in the finance literature, the arbitrage pricing theory (APT) assumes that the cross-sectional expected returns of securities follow a multi-factor model which is characterized by their sensitivities, usually called factor loadings, to k unknown economic factors. Pursuit to the original model [17] , returns are generated under an exact factor structure in which the residual component of returns not explained by the factors is uncorrelated among securities. Conventional factor analytic approaches such as maximum likelihood factor analysis (MLFA) [11] were applied to recover both the factors and factor loadings and subsequent goodness-of-fit hypothesis test such as the likelihood ratio (LR) test was carried out to ascertain the minimum number of factors required to fit the model. However, two major limitations exist while applying MLFA on APT analysis and assuming the exact factor structure. First, since earlier studies showed that the number of significant factors as judged by the LR test increased with the number of securities q in the group, MLFA and LR test in general could not provide a satisfactory answer to the appropriate number of factors k for the APT model. The reason why k increased with q 253 might be explained by the higher probability of including securities with correlated idiosyncratic returns as q increase. Second, factor loadings as found by MLFA were not unique and were invariant to rotation.
In fact, there are many difficulties associated with the analysis of the APT model and in the literature, various efforts have been made to solve these problems. For example, it was shown in [8] that the problem of LR statistical test mentioned above could be improved by the method of cross validation. Although overfit of noise component to the model could be prevented by cross validation with out-ofsample data, it still could not guarantee to arrive at the correct factor number. The method tended to underestimate the number of factors most of the time because of the criteria of minimizing prediction error was not strictly related to finding the appropriate number of factors. Cross validation could fail in the case that several factors implicitly related were combined and appear to be a single factor. This might be a possible explanation why the number of factors determined via cross validation was consistently underestimated to be two in most cases.
On the other hand, attempt to solve both problems simultaneously by extending the exact factor structure to the so-called approximate factor structure was found in [5] . The rationale behind the proposition was that the key requirement for the APT that nonfactor risk be approximately eliminated through diversification could still be achieved without the assumption of a strict factor structure. The main difference between the exact factor structure and the approximate one was that the residual component of the latter being no longer uncorrelated, as revealed in [19] . For the approximate factor structure, weak correlation within the residual component was still acceptable. It has been shown in the same paper that the assumption of an approximate factor structure offers another perspective for the determination of factor number k and the unique identification of factor loadings. The use of an approximate factor model was intuitively more appealing because it made it probable that there exists some factor pertinent to a specific industry rather than to the whole market. Assuming an approximate factor structure, the LR statistic was no longer useful for the factor number determination purpose and it was proved in [5] that the analysis of eigenvalues of population covariance matrix was a suitable criterion. If k eigenvalues of the population covariance matrix increased without bound as the number of securities in the population increased, then the elements of the corresponding k eigenvectors of the covariance matrix could be used as factor sensitivities. Furthermore, it was shown in [7] that this conclusion held for the sample covariance matrix as well. Nonetheless, Brown [4] discovered that empirically the criterion typically biased towards too few factors and the result consistent with one factor might be equally consistent with k equally weighted factors that were priced. The reason was due to rotation of the original factors that minimizes the apparent number of priced factors. Moreover, Shukla and Trzcinka [20] criticized this approach on the ground that eigenvectors being used instead of statistical factor loadings in the returns-generating model for a large economy, possibly with infinitely many assets, did not necessarily imply that they could be used in a cross-sectional model of security pricing in finite economies. The reason was that principal component analysis (PCA) was very different from factor analysis in the case of finite number of securities. PCA was more constrained than factor analysis for the application in APT because it overlooked idiosyncratic risks.
The APT model has also attracted the attention of researchers working in other fields. Specifically, a signal processing technique called independent component analysis (ICA) was applied in [1] to recover statistically independent nongaussian distributed components (factors) using multivariate financial time series. It was well-known that ICA could exploit higher-order statistics of the underlying distribution to overcome the problem of rotation indeterminacy. Although it was reasonable to assume non-gaussian distribution of factors, the critical weakness of applying ICA for this specific task was due to its assumption of negligible idiosyncratic risks.
Recently, a new factor analytic technique called non-gaussian factor analysis (NFA) was developed under the framework of Bayesian Ying-Yang (BYY) harmony learning. According to [24] , NFA is superior to MLFA in view of its ability to overcome rotation indeterminacy as well as determine the number of hidden factors k via its model selection ability. Consequently, it may serve as an alternative tool for traditional APT analysis. In this paper, we aim to explore the application of NFA in solving the two main problems in APT discussed above and compare the results with other conventional methods.
The rest of the paper is organized as follows. Section 2 reviews the original APT model on which the analysis is based and Sec. 3 briefly introduces the NFA model and highlight its benefits in the APT analysis. Section 4 describes the methodologies. Sections 5 and 6 are devoted to a comparative study on applying different approaches to determine the factor number k, using, respectively, hypothetical and real financial data. Section 7 concludes the paper.
The Arbitrage Pricing Theory
The APT begins with the assumption that the n × 1 vector of asset returns,R t , is generated by a linear stochastic process with k factors:
where f t is the k × 1 vector of realizations of k common factors, A is the n × k matrix of factor weights or loadings, and e t is a n × 1 vector of asset-specific risks. It is assumed that f t and e t have zero expected values so thatR is the n × 1 vector of mean returns. The model addresses how expected returns behave in a market with no arbitrage opportunities and predicts that an asset's expected return is linearly related to the factor loadings orR
where R f is a n × 1 vector of constants representing the risk-free return, and p is k × 1 vector of risk premiums. Similar to the derivation of the Capital Asset Pricing Model (CAPM), Eq. (2.2) is based on the rationale that unsystematic risk is diversifiable and therefore should have a zero price in the market with no arbitrage opportunities.
Non-Gaussian Factor Analysis

An overview of NFA
Suppose the relationship between a state y t ∈ R k and an observation x t ∈ R d are described by the equation as follows:
1)
where ε t is non-Gaussian and component-wise independent, e t is zero-mean gaussian white noise with E(e i e j ) = Σ e δ ij , Σ e is a diagonal matrix whereas δ ij is the Kronecker delta function:
In the context of APT analysis, Eq. (2.1) can be obtained from Eq. (3.2) by substituting (R t −R) for x t and f t for y t . It is worth mentioning that the NFA model is defined such that the k sources y
in this state-space model are statistically independent, i.e.,
where
The objective of NFA is to estimate the sequence of y t 's with unknown model parameters Θ = {A, Σ e } ∪ {α j,r , m j,r , σ 2 j,r } through the available observations. In implementation, an adaptive algorithm suggested in [24] is shown below.
Step 1 Fix {α j,r , m j,r , σ 2 j,r } and {A, Σ e }, find the factorŷ t viaŷ t = arg max yt ln [p(x t |y t )p(y t )] where p(y t ) is given by (3.4).
Step 2 Fix {A, Σ e } and y t , update α j,r = e cj,r l e c j,l ,
10)
Step 3 Fix {α j,r , m j,r , σ 2 j,r } and y t , update
13)
For the BYY harmony learning based NFA algorithm, the Yang machine by nature requires finding the y t that maximizes the posterior, as in Step 1. Then, based on the sample x t and the estimated y t in Step 1, Steps 2 and 3 update the remaining parameters via the typical least mean square (LMS) criterion. Moreover, as discussed in [24] , due to the least complexity property of the BYY harmony learning, the NFA algorithm is capable of selecting the number of factors. Furthermore, the problem of local optimization could be alleviated by the two newly introduced regularization techniques -data smoothing and normalization learning. Readers interested are referred to [24] for further details.
Model selection versus factor number estimation
Central to the discussion in the paper about the number of factors in APT, NFA is superior to MLFA in view of its model selection ability. In the context of APT analysis, the scale of complexity of the model is equivalent to the number of hidden factors in the original factor structure. As a result, model selection refers to deciding the appropriate number of factors in APT. According to Xu [22] [23] [24] , we can achieve the aim of model selection by enumerating the cost function J(k) with k incrementally and then select the appropriate k that makes J(k) attain minimum:
where Σ e is the covariance matrix of the residual e t , and
Benefits for using NFA in APT analysis
For the analysis of non-gaussian stock return series, NFA has at least two distinct benefits over traditional factor analytic techniques. First, by considering higher order statistical information embedded in stock returns, the factors recovered are mutually independent and unique. Second, it can determine the number of hidden factors via its model selection ability. On the other hand, the typical advantage of NFA over ICA is the more realistic consideration of noise that is inherent in the model.
Methodologies
For hypothetical and real experiments, we compare the sensitivity of different tests on identifying the number of factors k with regard to the number of securities used.
As discussed above, under the assumption of exact factor structure we will first use LR test on the results of MLFA. Then we will analyze the eigenvalues of the sample covariance matrix, assuming an underlying approximate factor structure. Finally, the results will be compared with that found by NFA's model selection criterion.
Test statistics and methodology
The LR statistic proposed by Lawley and Maxwell [12] and modified by Bartlett [2] is given by 1) where N is the sample size, S is the sample return covariance matrix and q is the total number of securities. The first and second terms in the sum of LR refer to the variance and bias components, respectively, of the statistic. Lawley and Maxwell [12] has shown that the maximum likelihood factor estimates are unbiased, and consequently, the bias component will converge asymptotically to zero. As a result, the LR statistic measures the overall error in the factor estimates of the sample covariances by comparing the generalized variances. When the normality assumptions apply, general properties of the LR statistic establish that it has an asymptotic central χ 2 distribution with [(q − k) 2 − (q + k)]/2 degrees of freedom. The minimum number of factors k can be inferred from the computed p value at a specific level of significance, which is 5% in this paper.
Eigenvalues analysis
Eigenvalues of the sample correlation or covariance matrix can be obtained either by direct calculation or indirectly via performing PCA. According to Chamberlain and Rothschild [5] , for an approximate k-factor structure, the first k eigenvalues of the covariance matrix of returns grow without limit as the number of securities, q, increases, while the remaining q − k stay constant. However, for limited number of securities, we can only determine the factor number heuristically via counting the number of relatively large eigenvalues.
Determination of Factor Number Using Hypothetical Data
In this experiment, we assume returns of 30, 60 and 90 securities being generated randomly via a fixed number of factors 5 by the NFA model in Eqs. (3.1) and (3.2). The parameters used to generate N = 1000 data points are predetermined as follows:
A: A p × 5 matrix where q = 30, 60 or 90.
ε t : Randomly generated by five componentwise independent nongaussian densities
t ). e t : Randomly generated with pdf G(e t |0, Σ) where Σ is a q × q matrix with diagonal elements σ ii and off-diagonal elements σ ij , with σ ii ∼ U(0.1,0.25), σ ij ∼ U(0,0.01), where U (r, s) denotes uniform distribution in the interval [r, s].
Experimental results showing the number of factors identified by LR statistics are shown in Table 1 and that by eigenvalues analysis and J(k) of NFA are shown in Table 2 . As shown in Table 1 , the minimum number of factors identified by MLFA and LR statistics is very sensitive to the number of securities under test and increases progressively with the number of securities. The acceptable number of factors at 5% level of significance is 8, 14 and 21 for 30, 60 and 90 securities respectively. On the other hand, evidence in Table 2 based on eigenvalues of sample covariance matrices seems to support the one-factor structure. Clearly, decision based on LR statistics tends to overestimate the number of factors while that based on eigenvalues tends to understate the same. The cost function J(k) is not only insensitive to the number of securities, but also estimates the number of factors correctly in all three cases. Figure 1 plots the values of J(k) against the number of factors for different number of securities.
Determination of Factor Number Using Real Financial Data
In this section, similar methodology discussed in the last section will be applied on historical stock data for the analysis of APT. A: a p × 5 matrix where q = 30, 60 or 90, ε t : randomly generated by five componentwise independent nongaussian densities
t ). e t : randomly generated with pdf G(e t |0, Σ) where Σ is a q × q matrix with diagonal elements σ ii and off-diagonal elements σ ij , with σ ii ∼ U(0.1,0.25), σ ij ∼ U(0,0.01), where U (r, s) denotes uniform distribution in the interval [r, s].
Experimental results showing the number of factors identified by LR statistics are shown in Table 1 and that by eigenvalues analysis and J(k) of NFA are shown in Table 2 . As shown in Table 1 , the minimum number of factors identified by MLFA and LR statistics is very sensitive to the number of securities under test and increases progressively with the number of securities. The acceptable number of factors at 5% level of significance is 8, 14 and 21 for 30, 60 and 90 securities respectively. On the other hand, evidence in Table 2 based on eigenvalues of sample covariance matrices seems to support the one-factor structure. Clearly, decision based on LR statistics tends to overestimate the number of factors while that based on eigenvalues tends to understate the same. The cost function J(k) is not only insensitive to the number of securities, but 
Data considerations
We have carried out our analysis using past stock price and return data of Hong Kong. Daily closing prices of 86 actively trading stocks covering the period from January 1, 1998 to December 31, 1999 are used. The number of trading days throughout this period is 522. These stocks can be subdivided into three main categories according to different indices they constitute. Of the 86 equities, 30 of them belong to the Hang Seng Index (HSI) constituents, 32 are Hang Seng China-Affiliated Corporations Index (HSCCI) constituents and the remaining 24 are Hang Seng China Enterprises Index (HSCEI) constituents. In Hong Kong, stocks constituting HSI are known as "blue chips" and they consist of conglomerates with large market capitalizations. Most of them are domestic companies with a large proportion of business in Hong Kong. HSCCI constituents are composed of large companies with China affiliation but incorporated in Hong Kong. They are commonly referred to as "red chips" and they put approximately equal emphasis on business in both Hong Kong and China. HSCEI companies, also called "H-Shares" companies in Hong Kong, are mainly China incorporated and later become listed in Hong Kong. Their main business lines are located in China and they become listed in Hong Kong largely for the purpose of raising capital. Since companies constituting different indices have vastly dissimilar backgrounds, our intuition is that their stock prices may be affected by different number of factors. As a result, our analysis will be index-based as well as on all securities.
We do not adopt random sampling in the stock selection process so as to avoid the small-firm effect. This is because there are lots of small-sized listed companies in Hong Kong, many even very inactive. Obviously this kind of stocks is not representative of the whole market and including them will adversely affect the validity of any conclusions drawn from our analysis.
Regarding the observation frequency, we has considered using either daily or monthly equity returns. The potential benefit associated with the use of daily data in the estimation of variances and covariances is enormous. This is because the more frequent the observation, the more precise the parameter estimates. Moreover, for equal number of daily and monthly data points, the period spanned by daily data will be much shorter. As a result, our analysis will be just focused on a small period and is therefore less susceptible to large fluctuations such as structural break.
Data preprocessing
Before carrying out the analysis, the stock prices must be converted to stationary stock returns. The transformation applied can be described in four steps as shown below.
Step 1 Transform the raw prices to returns by R t = pt−pt−1 pt−1 .
Step 2 Calculate the mean returnR by
Step 3 SubtractR from R t to get the zero-mean return.
Step 4 Let the result of above transformation be the adjusted return R t . 
Empirical test results
The aim of our experiments are to examine the relationship between the number of factors affecting stocks of various indices as well as the whole market. Table 7 gives an overview of the final results based on the details shown in Tables 3-6 . From Table 7 , we can see that the number of factors k determined based on the methodology of MLFA increases progressively with the number of securities included in a particular group. According to MLFA, there are 11 factors for HSI constituents, 12 for HSCCI constituents, 9 for HSCEI constituents and 33 for all market securities as a whole. On the other hand, the number of factors as revealed through the analysis of eigenvalues of sample covariance matrix is 1 irrespective of indices. The findings by the previous two methods can be contrasted with that discovered by the model selection criterion of NFA. Since the unique k associated with the minimum value of the cost function J(k) corresponds to the appropriate factor number in APT, the factor numbers are 4 for both HSI and HSCCI and 5 for both HSCEI and all 86 securities. Figure 2 shows the plots of J(k).
Results interpretation
The correct determination of factor number is critical for APT analysis. However, the issue of the appropriate number of factors has been the subject of some controversy in the literature such as Roll and Ross [14, 16, 15] , Dhrymes, Friend and Gultekin [9] , Trzcinka [21] , Conway and Reinganum [8] , and Brown [4] . Although Roll and Ross [14] believed that the number of factors is not more than five based on some empirical research findings, it was still far from conclusive because the tool on which the APT analysis was based suffers from various indeterminacies discussed in the previous sections. Interestingly, the factor number determined via the cost function J(k) and NFA appears to agree with what suggested by Roll and Ross. 
Conclusion
Two major obstacles of APT analysis via MLFA exist owing to its inability to determine the appropriate number of factors k and rotation indeterminacy. A comparative study on the effectiveness of different approaches towards identifying the factor number has been conducted. We find that LR test on results of MLFA is biased towards more factors while the identification via eigenvalues of sample covariance matrix tends to bias towards a smaller factor number. On the other hand, NFA not only can overcome rotation indeterminacy, but also provide a solution to determine the number of factors via a simple cost function J(k) and its model selection ability.
