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1 Introduction
The AdS/CFT correspondence provides an astonishing duality between classical gravity
in (d + 1) dimensional AdS spacetime and a conformal field theory (CFT) living at the
boundary of the (d+1)-dimensional AdS space [1–3]. For the last few years, this has been
recognized as a powerful tool to study strongly coupled field theories, and there is hope
that AdS/CFT can be an effective tool in understanding physical phenomena in condensed
matter systems. The primary reason for the usefulness of the AdS/CFT correspondence
lies in the fact that it provides a unique approach to address some questions in strongly
coupled field theories which otherwise would be intractable. Indeed by now, several ex-
citing directions of research from AdS/CFT correspondence have emerged and there are
indications that for strongly coupled condensed matter systems, realistic predictions might
be possible. For example, a few areas in which the AdS/CFT duality find applications are
non-Fermi liquids, quantum quenches, superconductivity etc. The purpose of the present
paper is to study the electromagnetic response functions in strongly coupled systems, that
in many cases mimic actual experimental configurations. In particular, we will address this
issue in the context of generalized holographic superconductors.
It is by now well known that the Abelian Higgs Lagrangian in the background of AdS
black holes provides the holographic description of the superconductivity [4, 5]. It was
shown by Gubser [4] that the U(1) gauge symmetry in the AdS black hole backgrounds
can be broken spontaneously below a critical temperature and that the AdS black holes
support scalar hair below this temperature. The main reason for the scalar field instability
is the minimal coupling between the gauge field and the scalar field, which adds a negative
term to the mass of the scalar field and makes the effective mass of the scalar field suffi-
ciently negative near the black hole horizon. In the AdS/CFT language, the spontaneous
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breaking of U(1) gauge symmetry in the bulk corresponds to the global U(1) symmetry
breaking at the boundary. This in turn implies a nonzero vacuum expectation value of the
charged scalar operator, which is dual to the scalar field in the bulk, and a phase transi-
tion to the superconducting phase at the boundary [5]. The boundary systems obtained
in this way from AdS/CFT correspondence possess all the main characteristic properties
of superconductivity like infinite DC conductivity, energy gap, Meissner like effects etc.
(see e.g. [6]). An important generalization in the theory of holographic superconductors
was done in [7] where the authors introduced a non-minimal interaction between the gauge
and the scalar field in a gauge invariant way and broke the U(1) symmetry spontaneously
by a Stuckelberg mechanism. The superconductors constructed in this way are called the
generalized holographic superconductors. Importantly, these generalized superconductors
exhibit richer phase structure than the minimally coupled superconductors, in particular
one can now control the order of phase transition and the critical exponents. This is im-
portant from a phenomenological as well as experimental point of view since there are
superconductors which show first order phase transitions [8]. In real superconductors, such
phase transitions occur in the presence of external magnetic fields which is not the case that
we consider. Nevertheless, we expect that our strong coupling description should provide
important predictions for real systems, possibly in future experiments.
In this paper, we will primarily focus on an exotic property exhibited by some materials
— negative refraction. This is an area of active research in optics, that started soon after
the discovery of a new class of artificial media commonly called “metamaterials” which
exhibit an unusual property of wave propagation inside the medium [9, 10]. Namely, here
the energy flow (as dictated by the Poynting vector) propagates in the direction opposite
to the wave vector or phase velocity. Without frequency dispersion, this happens when the
medium shows simultaneous negative values of the electric permittivity ε and the magnetic
permeability µ. Since wave propagation inside the medium is generally characterised by
the refractive index, n = ±√εµ, negative refraction implies choosing the negative sign in n.
However, taking frequency dispersion into account, which makes ε, µ and n complex, the
refraction can also become negative if Re(ε) and Re(µ) are not simultaneously negative.
The relevant parameter used to establish the phenomenon of negative refraction in the
medium is called the Depine-Lakhtakia (DL) index nDL, with negativity of the DL index
indicating that the direction of energy flow is opposite to the direction of phase velocity in
the medium [11]. We will elaborate on the essential conditions for negative refraction more
in section 2. This peculiar behaviour of wave propagation lead to the modification of many
laws of physics such as Snell’s law, Doppler effect etc. More details on the properties of the
medium with negative refraction along with historical background can be found in [12], and
for general phenomenological description of electromagnetic response functions in charged
fluid with finite viscosity see [13].
Inspired by the properties of metamaterials, the work of [14] initiated its study in
the context of the gauge-gravity duality. These authors showed that the boundary theory
corresponding to an Einstein-Maxwell bulk theory at finite chemical potential and temper-
ature in the five dimensional AdS black hole background have nDL < 0 and shows negative
refraction in the low frequency regime. It was then subsequently investigated in RN-AdS
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black hole in four dimensions [15], R-charged black holes in different dimensions [16] and
D7 flavor brane systems [17]. Identical results of negative refraction in low frequency were
found in all cases. There is a caveat that we have to keep in mind, namely that there is
no dynamical photon in the boundary theory. That is, the strongly coupled systems that
we consider are assumed to have a weak coupling with a dynamical photon, that is treated
perturbatively.
The electromagnetic response functions of holographic superconductors in Einstein +
Maxwell + scalar field theory have been studied for a few cases. In part, this is motivated by
experimental results in some superconductors which show negative refraction [18]. In [19],
it was shown that holographic superconductors in (3 + 1) dimension in the probe limit
always have nDL > 0 and do not exhibit negative refraction at any frequency. However,
by considering the backreaction of the scalar and the gauge field on the AdS-Schwarzschild
black hole, it was explicitly shown in [20] that holographic superconductors do exhibit nega-
tive refraction in low frequency regions. The reason for the emergence of negative refraction
with backreaction is the appearance of an extra diffusive pole in the current current cor-
relators due to metric fluctuations. Subsequently, the electromagnetic response functions
of (2 + 1) dimensional holographic superconductors in R-charged and AdS-Schwarzschild
black holes were studied in [21, 22], where it was found that nDL can be negative even
in the probe limit. Later on, it was pointed out in [22] that negative nDL may not be
a good criteria for negative refraction when Im(µ) is negative, which generally occurs in
the probe limit. Here, it was shown that for some special conditions, negative nDL can
occur along with positive Im(µ) in the probe limit. Now it becomes clear that in terms
of negative refraction, holographic superconductors in (3+ 1) and (2+1) dimensions show
different behavior in the probe limit. Therefore, it is important to investigate the refractive
index and the other response functions of (2+1) dimensional holographic superconductors
including the effects of backreaction, in order to draw any definitive conclusion.
In this work, we study the electromagnetic response functions of generalized holo-
graphic superconductors in (2 + 1) dimensions including effects of backreaction. We con-
sider two different four dimensional bulk backgrounds, namely the AdS-Schwarzschild and
the single R-charged black hole backgrounds in four dimensions. The main results of this
paper are summarized below.
• We find that as we turn on the backreaction, the metric fluctuations introduce an
additional pole1 in the current-current correlator which makes the imaginary part
of the magnetic permeability positive in the small frequency region, contrary to the
probe limit.
• By calculating nDL, we find that negative refraction generally occurs with backreac-
tion at sufficiently small frequencies for both backgrounds. This is again contrary to
the result in the probe limit. For the AdS-Schwarzschild black hole background, our
findings suggest that holographic superconductors with higher backreaction support
1There is a small caveat here, namely that our analysis possibly cannot reach the zero frequency point.
Nevertheless, numerical analysis can be used to motivate the existence of this pole, as discussed in section 4.
Here we will proceed with this in mind.
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negative refraction for a wider frequency range, which is qualitatively similar to the
results of 3 + 1 dimensional holographic superconductors. However curiously, the
same is not true in the R-charged black hole background, we find that the frequency
range where nDL < 0 is nearly independent of the backreaction parameter. Our re-
sults also strengthen the general claim made in [23] that the hydrodynamic systems
which have gravity duals normally exhibit negative refraction below certain cutoff
frequency.
• In both the backgrounds considered, we find negative refraction for all temperatures.
By comparing with the results for the normal phase, we find qualitatively similar
nature of the response functions for the normal and the superconducting phase at a
particular temperature, although the magnitudes of the response functions in these
two phases are different.
• We find a (relative) negative sign between propagation and dissipation, in the fre-
quency range where negative refraction occurs. This is due to the fact that the real
part of the refractive index is always negative in this range. Further, as is normally
the case in metamaterials, we find large dissipation in the system. However higher
backreaction seems to enhance the propagation.
• We establish the dependence of response functions on the model parameters. In this
paper, we consider two parameters. κ is a back reaction parameter, and ξ is a param-
eter appearing in the the generalized form of the holographic superconductor, and is
defined in eq. (3.18). We find that the transition from positive to negative refraction
by varying the frequency is almost independent of ξ. However, higher values of ξ
increases the dissipation in the system. This could be phenomenologically important
as it opens up the possibility of tuning the magnitude of the dissipation by intro-
ducing additional model parameters which may provide some insight for improving
the propagation in the metamaterials. This can have many physical applications. In
this context, we refer the reader to [24], where, for transverse non-hydrodynamical
modes, a highly propagating mode with negative refraction was found using the
gauge/gravity duality.
This paper is organised as follow. In section 2, we review the basics of linear response
theory and state the necessary formulas for response functions. This will set the basic
notations for rest of the paper. In section 3, we first describe the holographic set up under
consideration and then proceed to show the superconducting nature of the boundary theory.
We will work in 4D AdS-Schwarzschild background with full backreaction. The general
procedure to calculate response functions via AdS/CFT correspondence and the numerical
results are outlined in section 4. We will adopt the method used in [20]. In section 5, we will
state the results of response functions in 4D single R-charged black hole background. We
end with our conclusions and some discussions along with future directions in section 6.2
2We are very grateful to A. Amariti and D. Forcella for generously sharing their Mathematica code that
computes response functions in 3 + 1 dimensional holographic superconductors. The computations in this
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2 Linear response theory and negative refraction
In this section we will briefly discuss some basic aspects of linear response theory and
establish the formulas which we will require to calculate the electromagnetic response
functions of the boundary system.
It is well known that the electromagnetic response of a continuous medium is com-
pletely characterized by its electric permittivity (ε) and magnetic permeability (µ). There
are usually two different approaches in dealing with wave propagation in continuous me-
dia [25]. The first approach, which is generally called as the ε-µ approach, involves the set
of fields E, D, B and H which are related to each other by the Maxwell’s equations and
the matter equations. The latter, which also describe the response of the medium, are
Di(ω) = εij(ω)Ej , Bi(ω) = µij(ω)Hj (2.1)
Here εij and µij encode the information about the response of the medium and in an
isotropic medium they reduce to scalar functions (εij = εδij and µij = µδij). One observa-
tion from these relations is that, in this approach the response functions only depend on
the frequency ω and they are in general complex quantities.
The second, more general approach is called the spatial dispersion approach, where we
explicitly take the dependence of the wave vector k in the response functions. This involves
the set of fields E, D, H = B, satisfying the Maxwell’s equations but the matter equations
are now
Di(ω) = εij(ω, k)Ej (2.2)
In this case, the response of the medium is completely characterized by the generalized
dielectric tensor εij(ω, k), a function of the wave vector k. As is clear from the definition,
εij(ω, k) contains both the electric as well as the magnetic response. Now, decomposing
εij into the transverse part εT and the longitudinal part εL [12]
3
εij(ω, k) = εT (ω)
(
δij − kikj
k2
)
+ εL
(
kikj
k2
)
(2.3)
and using Maxwell’s equations4 along with eq. (2.2), one can find the dispersion relation
for the transverse and longitudinal permittivity as
εT (ω, k) =
k2
ω2
= n2, εL(ω, k) = 0 (2.4)
The complex quantity n is the refractive index of the medium, with its imaginary part
giving the information about the dissipation and the real part encoding information about
the propagation of the electromagnetic waves inside the medium.
paper have been performed using a somewhat different Mathematica routine that is inspired from this, and
is available from the author on request.
3We can do this for the isotropic medium which is the case under consideration.
4The Maxwell’s equations imply Di =
k2
ω2
(
Ei −
ki(k.E)
k2
)
.
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In order to show that the two approaches mentioned above are equivalent (at least in
some limit), we expand the transverse part of the dielectric tensor for small k as
εT (ω, k) = ε(ω) +
k2
ω2
(
1− 1
µ(ω)
)
+O
(
k4
)
(2.5)
Now with this expansion of εT (ω, k) and using eq. (2.4), we obtain the relation n
2 = εµ,
which is the usual relation for refractive index in the ε-µ approach.5 This indicates that
these two approaches are equivalent at least upto k2 term in the expansion. However, there
are a few advantages offered by spatial dispersion approach, the full details of which are
beyond the scope of this paper, and the reader is referred to [12]. Eq. (2.5) is generally
taken as the definition of µ(ω) in the spatial dispersion approach and is called the effective
magnetic permeability. It is effective in the sense that it contains information about the
magnetic as well as the electric response of the medium and it is with this effective per-
meability that the relation n2 = εµ can be reproduced. We will keep this in mind when
discussing the results in section 4.
Different equivalent indicators of negative refraction exist in the literature. Here we
will consider the Depine-Lakhtakia index (nDL) defined as
nDL = |ε(ω)|Re(µ(ω)) + |µ(ω)|Re(ε(ω)) (2.6)
It can be shown that nDL < 0 implies that the system has negative refractive index, so
that the phase velocity in the medium is opposite to the direction of energy flow. The
condition nDL < 0 is derived from the requirement that the equations
Re(n) < 0, Re(n/µ) > 0
should be satisfied simultaneously for negative refraction. Here, the first and second condi-
tions give the direction of phase velocity and the energy propagation respectively inside the
medium and as mentioned earlier, they should be of opposite signs for negative refraction
(nDL > 0 implies usual positive refractive index). It is important to point out here that
eq. (2.6) is valid only for small spatial dispersion, where the expansion used in eq. (2.5) is
trustable. Alternatively, this implies restrictions on the values of the frequency ω for which
the formula in eq. (2.6) can be used. We should also point out here that the derivation of
nDL in eq. (2.6) is strictly based on the assumption that Im(ε) > 0 and Im(µ) > 0. For
Im(µ) < 0, which generally occurs in the probe limit, negative nDL may not be a good
criterion to indicate the presence of negative refraction and more care has to be taken in
its interpretation, as mentioned in [22].
For computational purposes, using linear response theory, we can write the response
functions in terms of current-current correlators, from which the response functions can be
easily obtained. For an external field Ai, we can write the current in the linear response the-
ory as Ji = C
2
emGijAj . Here, Cem is the electromagnetic coupling constant andGij is the re-
tarded current-current correlator. In terms of Gij , the form of εT can be specified as [25, 26]
εT (ω, k) = 1 +
4pi
ω2
C2emGT (ω, k) (2.7)
5However, µ appearing in eq. (2.5) is not the same that appears in ε-µ approach.
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where GT is the transverse part of the correlator Gij , which has same decomposition as in
eq. (2.3). Expanding GT (ω, k) in terms of the wave vector k,
6 we get
GT (ω, k) = G
(0)
T + k
2G
(2)
T +O
(
k4
)
(2.8)
Then, using eq. (2.5), the permittivity and the effective permeability can be expressed in
terms of G
(0)
T and G
(2)
T as
ε(ω) = 1 +
4pi
ω2
C2emG
(0)
T (ω)
µ(ω) =
1
1− 4piC2emG(2)T (ω)
(2.9)
We will take above definition of ε and µ to calculate nDL in eq. (2.6). Now, the only quan-
tities that we require in order to calculate ε and µ are the functions G
(0)
T (ω) and G
(2)
T (ω).
Herein the holographic principle is invoked. We will calculate these functions using the
prescription of the AdS/CFT correspondence. The main procedure for calculating G
(0)
T (ω)
and G
(2)
T (ω) through the AdS/CFT correspondence is elaborated in section 4.
Before we discuss our holographic set up, a word about the validity of the expansion in
eq. (2.8) is in order. For this expansion to be valid we must have |k2G
(2)
T
(ω)
G
(0)
T
(ω)
| ≪ 1. We will
explicitly show in section 4 that this is indeed the case for the models that we consider, and
that the expansion in eq. (2.8) is trustworthy. However, we should mention here that the
expansion may not always be valid in the probe limit. This situation will then generally
indicate the breakdown of ε-µ approach.
3 Holographic set up and superconductivity
In this section we will set up a simple gravity dual for the generalized holographic super-
conductors in a four-dimensional AdS-black hole background. We start with the Einstein-
Maxwell scalar field action
S =
∫
d4x
√−g
[
1
2κ2
(
R+
6
L2
)
− 1
4
FµνF
µν − 1
2
|DΨ˜|2 − 1
2
m2|Ψ˜|2
]
(3.1)
Here, Ψ˜ is the complex scalar field with charge q and mass m. Dµ = ∂µ− iqAµ, F = dA, κ
is related to the four dimensional Newton’s constant and L is the AdS length scale which
is related to the negative cosmological constant. Now rewriting the charged scalar field Ψ˜
as Ψ˜ = Ψeiα, the action can be cast as
S =
∫
d4x
√−g
[
1
2κ2
(
R+
6
L2
)
− 1
4
FµνF
µν − (∂µΨ)
2
2
− m
2Ψ2
2
− Ψ
2(∂α− qA)2
2
]
(3.2)
The gauge symmetry in this action is now given by α → α + qλ and Aµ → Aµ + ∂µλ.
There is however, now a possibility to generalise the action in eq. (3.2) in a gauge invariant
6Here we are assuming small spatial dispersion.
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way by replacing Ψ2 in last line of eq. (3.2) by a generalized function of Ψ. Following the
procedure in [7, 22], we can generalise the action as
S =
∫
d4x
√−g
[
1
2κ2
(
R+
6
L2
)
− 1
4
FµνF
µν − (∂µΨ)
2
2
− m
2Ψ2
2
− |G(Ψ)|(∂α− qA)
2
2
]
(3.3)
Here G(Ψ) is a generalized analytic functional of Ψ whose form will be specified in the
subsequent text. It is clear from the form of the action in eq. (3.3) that it is still invariant
under the gauge symmetry.
Now by varying the action, we find the equation of motion (EOM) for the gauge field as
1√−g∂µ
(√−gFµν
)
+
[
G(Ψ)(∂να−Aν)
]
= 0 (3.4)
The EOM for the scalar field is
1√−g∂µ
(√−g∂µΨ
)
−m2Ψ− (∂α−A)
2
2
dG(Ψ)
dΨ
= 0 (3.5)
The Einstein equatoins reads
1
2κ2
(
Rµν − 1
2
gµνR− 3gµν
)
+
1
8
gµνF
2 − 1
2
FµλF
λ
ν +
1
4
gµνm
2Ψ2 +
1
4
gµν(∂Ψ)
2
−1
2
∂µΨ∂νΨ+
1
4
gµνG(Ψ)(∂α−A)2 − 1
2
G(Ψ)(∂µα−Aµ)(∂να−Aν) = 0 (3.6)
And finally, the EOM for α is given as
∂µ
(√−gG(Ψ) (∂µα−Aµ)
)
= 0 (3.7)
In the above equations we have explicitly set q = 1 and L = 1. We will henceforth
consider a particular gauge where α = 0. Since we are mostly interested in finding the
charged hairy planar black hole solution, we consider the following ansatz for the metric
which includes the back-reaction of gauge and scalar field
ds2 = −r2g(r)e2χ(r)dt2 + r2(dx2 + dy2) + dr
2
r2g(r)
(3.8)
The Hawking temperature of this black hole is given by:
TH =
r2g′(r)eχ(r)
4pi
|r=rh (3.9)
where rh is the radius of event horizon, given by the solution of g(rh) = 0. For the scalar
and the gauge fields, we consider
Ψ = Ψ(r), A = Φ(r)dt (3.10)
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In the rest of the paper we will work in z=rh/r coordinate system which is more convenient
for numerical calculations. In this coordinate system, the horizon is located at z = 1 and
the boundary at z = 0. With our ansatz, the equations of motion reduce to
Ψ′′ +Ψ′
(
g′
g
− 2
z
+ χ′
)
+
Φ2e−2χ
2g2
dG(Ψ)
dΨ
− m
2Ψ
z2g
= 0 (3.11)
Φ′′ − χ′Φ′ − G(Ψ)
z2g
Φ = 0 (3.12)
g′ − κ2
(
ze−2χG(Ψ)Φ2
2g
+
1
2
zgΨ′2 +
m2Ψ2
2z
+
1
2
z3e−2χΦ′2
)
− 3g
z
+
3
z
= 0 (3.13)
χ′ +
1
2
zκ2Ψ′2 +
κ2ze−2χΦ2G(Ψ)
2g2
= 0 (3.14)
Here, eqs. (3.13) and (3.14) are the tt and tt− rr components of the Einstein’s equa-
tion. Note that in above equations, we have explicitly suppressed the z-dependence of our
variables, and the prime denotes a derivative with respect to the z-coordinate. We therefore
have four coupled non-linear differential equations which need to be solved with suitable
boundary conditions. At the horizon (z = 1), we impose the regularity conditions for Φ
and Ψ, where these fields behave as
Φ(1) = 0, Ψ′(1) =
m2Ψ(1)
g′(1)
(3.15)
Also, as we have already mentioned g(1) = 0. The first condition in eq. (3.15) is imposed
by demanding a finite form for the U(1) current at the horizon, and the second condition
comes from eq. (3.11).
Near the boundary (z = 0), these fields asymptote to the following expressions
Φ = µ− ρz + . . . , Ψ = Ψ−zλ− +Ψ+zλ+ + . . .
χ→ 0, g → 1 + . . . (3.16)
In order to identify the temperature of the boundary theory with the Hawking temperature
of the black hole, we impose χ→ 0 at the boundary. This is the third condition in eq. (3.16).
Here, λ± = 3±
√
9+4m2
2 . In the rest of the paper, we consider a special case with m
2 = −2
which also implies λ± = 2, 1. Having these simple values of λ± is also an another reason
for choosing m2 = −2. Although m2 is negative, it is above the Breitenlohner-Freedman
(BF) bound m2BF = −9/4 for four space-time dimensions [27].
Now using the holographic dictionary which relates a field in the bulk to an operator
at the boundary, we identify the leading falloff of the scalar field Ψ− as the source and the
subleading term Ψ+ as the scalar operator at the boundary.
7
< O2 >∼ Ψ+ (3.17)
7Streakily speaking, this operator Ψ+ is the expectation value.
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For the mass under consideration (m2 = −2) the roles of Ψ− and Ψ+ is interchangeable i.e.
Ψ+ can be considered as the source and Ψ− as the scalar operator, though this scenario is
not considered in this paper. In a similar manner µ and ρ can be identified as the chemical
potential and the charge density of the boundary theory, respectively. In order to break the
U(1) symmetry spontaneously, we set the source term Ψ− = 0 as the boundary condition.
For numerical calculations, we will specialize to particular class of forms for G(Ψ),
namely
G(Ψ) = Ψ2 + ξΨθ (3.18)
To be explicit, we will set θ = 4. Other values of θ in generalized superconductors are also
allowed and θ = 4 is simply one particular choice. We have studied other values of θ as well
and have found no qualitative changes in the results. We also mention here that one must
choose θ > 1 since otherwise Ψ appears in the denominator in the scalar field equation of
motion, and therefore a normal solution Ψ = 0 will not be allowed.
In figures 1 and 2, we have shown the variation of condensate with respect to T/µ.
The red, green, blue and brown curves in figure 1 correspond to ξ = 0, 0.2, 0.5 and 0.7
respectively with the backreaction parameter kept fixed at κ = 0.3. For all the cases, we
find a critical T/µ below which the scalar operator O2 becomes nonzero and develops a
non vanishing vacuum expectation value which indicates the spontaneous breaking of global
U(1) symmetry at the boundary and therefore a phase transition to the superconducting
phase. Above the critical T/µ, the system is in the normal phase with O2 = 0. We find that
the phase transition from normal to superconducting phase is present for all ξ. However,
the order of the phase transition depends crucially on the magnitude of ξ. This can be
seen from figure 1 where small ξ =0, 0.2 gives second order phase transitions whereas
relatively large ξ =0.5, 0.7 gives first order phase transitions. This behavior indicates the
existence of a lower cutoff ξc, at a particular κ, above which the transition form normal
to superconducting phase is always first order. We have explicitly checked that for various
values of κ, such a ξc always exist. Importantly, The critical T/µ does not depends on
ξ. This can be seen from eq. (3.18), since at the critical point, the scalar field is small
and ξ which comes with higher powers of the scalar field does not have any effects on the
critical T/µ.
Similarly, the variation of condensate with fixed ξ = 0.5, but for different values of κ
is shown in figure 2. In this figure, the red, green, blue and orange curves correspond to
κ =10−10, 0.1 0.3 and 0.5 respectively. We again see the phase transition to the supercon-
ducting phase but now the transition point changes with κ, namely higher backreaction
makes critical T/µ smaller. This is an important difference with respect to figure 1 where
critical T/µ does not depend on ξ.
By considering other values of θ, different structure of the phase transition can also
be explored. In particular, by taking θ = 6 or 8, we find a metastable region with in the
superconducting phase. however, the overall results such as the existence of ξc etc. remain
the same for all θ.
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Figure 1. Condensate as a function of T/µ for
different values of ξ with fixed κ = 0.3. Here the
red, green, blue and brown curves corresponds
to ξ = 0, 0.2, 0.5 and 0.7 respectively.
Figure 2. Condensate as a function of T/µ
and for different values of κ with fixed ξ = 0.5.
Here the red, green, blue and brown curves cor-
responds to κ = 10−10, 0.1, 0.3 and 0.5 respec-
tively.
4 Holographic response functions
Having established the superconducting nature of the boundary theory, we now proceed
to calculate its response functions. As mentioned in section 2, in order to obtain the
response functions, we first need to calculate the transverse current-current correlators. In
the AdS/CFT correspondence, these can be computed by looking at the linear response
of the superconducting system to the gauge field perturbations, which without any loss
of generality can be considered as the x component of the gauge field, Ax. Since we are
working with backreaction, in order to have consistent Einstein and Maxwell equations,
the gauge field perturbation will have to be supplemented with metric perturbations. We
work with metric perturbations gxt(z) 6= 0 and gxy(z) 6= 0. One can easily check that the
independent set {Ax(z), gxt(z), gxy(z)} of perturbations are consistent with the Einstein
as well as the gauge field equation of motion. These are commonly called the vector type
perturbations.
From now on, we assume a time and momentum dependence of the form e−iωt+iky, i.e.
Ax ∼ Ax(z)e−iωt+iky, gtx ∼ gtx(z)e−iωt+iky, gxy ∼ gxy(z)e−iωt+iky
It is more convenient to introduce new variables
gxt (z) = z
2gxt(z), g
x
y = z
2gxy(z)
With these redefinition of variables, we use the Maxwell’s and Einstein’s equations. At the
linearised level, the x-component of the Maxwell’s equations reads
A′′x +A
′
x
(
g′
g
+ χ′
)
+Ax
(
ω2e−2χ
g2
− k
2
g
− G(Ψ)
z2g
)
+
e−2χΦ′gxt
′
g
= 0 (4.1)
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and the (t, x), (x, y) and (r, x)-components of Einstein’s equation give
gxt
′′ − gxt ′
(
χ′ +
2
z
)
+ 2κ2z2A′xΦ
′ +
2κ2ΦG(Ψ)Ax
g(z)
− k
2gxt
g
− kωg
x
y
g
= 0 (4.2)
gxy
′′ + gxy
′
(
g′
g
+ χ′ − 2
z
)
+
ω2e−2χgxy
g2
+
kωe−2χgxt
g2
= 0 (4.3)
2κ2ωz2AxΦ
′ + kge2χgxy
′ + ωgxt
′ = 0 (4.4)
Again, a prime denotes a derivative with respect to z, and we have explicitly suppressed the
z dependence of the variables. Eqs. (4.2)–(4.4) are not independent, in particular eq. (4.2)
and (4.4) imply eq. (4.3). It is clear from the nature of these coupled differential equations
that the calculations for response functions including backreaction are complicated and
can be difficult to solve even numerically. However in the probe limit κ → 0, in which
the backreaction of gauge and scalar fields on the space-time geometry can be neglected,
metric fluctuations are set to zero and therefore one only needs to consider the Ax equation
of motion. In this simple limit, therefore, the calculations of transverse current-current
correlators and hence the response functions become simpler. This has been done in many
previous works, see [19, 21]. In this paper, our main aim is to go away from the probe
limit, and to numerically calculate the response functions with backreaction.
Before going into the details of solving these differential equations explicitly, a word
about the solution for the normal phase Ψ = 0. As we have already mentioned, generally
these coupled differential equations are difficult to solve. However when Ψ = 0, one can con-
struct the “master variables”, which are linear combinations of the {Ax(z), gxt(z), gxy(z)}
fields. Written in terms of these master variables eqs. (4.1)–(4.4) reduce to two decoupled
set of equations. Although, the construction of master variable is mostly a trial and error
method, it gives us a remarkably easier handle on the analytical as well as the numerical
aspects of the perturbations. However, due to the presence of the Ψ and χ fields, it is not
possible to construct the master variables in the superconducting phase. Therefore, one
needs to resort to a numerical study.
We now proceed to solve eqs. (4.1)–(4.4) numerically. We need to apply certain bound-
ary conditions. The natural choice at the horizon is the infalling wave boundary condition.
This is mathematically equivalent to imposing Ax ∝ f(z)−iω4piT (and similar expressions for
other fields) at the horizon. For the current-current correlator, we also need the on-shell
action that gives the finite and the quadratic function of the boundary values
Son−shell =
∫ (
1
4z2κ2
(
gxt g
x
t
′ − ggxygxy ′
)− g
2
(
AxA
′
x − ρgxt
))z=1
z=0
(4.5)
where we have removed all the contact terms.8 One notices that the first term in above
equation is only due to the metric fluctuations and would be absent in the probe limit.
8The full Son−shell also contains terms like g
x
t g
x
t /z
3, gxyg
x
y/z
3 etc. which gives divergent contribution to
the correlators. These divergences can be subtracted by a holographic renormalization procedure, which
in our set up corresponds to adding a constant term to the correlators. We will fix the constant term by
requiring Re(ε(ω))→ 1 at large frequencies.
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This term is important for the negative refraction to occur as it introduces a diffusive pole
in the current-current correlator.9
Now we proceed to the calculation for the transverse current-current correlator. Gener-
ally, in AdS/CFT correspondence, we obtain this correlator by taking the second derivative
of Son−shell with respect to the boundary value of Ax fluctuations [28]. However, due to
the coupling of Ax with metric fluctuations, this procedure is difficult to implement nu-
merically. Consequently, we will use another elegant technique developed in [20]. Below,
we will briefly review the salient features of this technique.
Let us first record the near boundary z = α expansion
A′x(α) =
1
Axx
(
(Gxtx − ρAxx) gxt (0)−Gxyxgxy(0) +GxxAx(0)
)
gxt
′(α) =
1
Axtxt
(
Gxtxtg
x
t (0)−Gxtxygxy(0) +GxtxAx(0)
)
gxy
′(α) =
1
Axyxy
(
−Gxtxygxt (0) +Gxyxygxy(0)−GxyxAx(0)
)
(4.6)
Where Axtxt = −Axyxy = 1/(4κ2α2) and Axx = 1/2. Ax(0), gxt (0) and gxy(0) are the
boundary values of Ax(z), g
x
t (z) and g
x
y(z) respectively, and Gxx, Gxtxt, Gxyxy etc. are the
correlators for the current and the energy-momentum tensor. The expansions in eq. (4.6)
directly follow from Son−shell in eq. (4.5). For the normal phase, one can explicitly check
validity of the expansion used in eq. (4.6) [15].
The main idea in [20] is to first solve eqs. (4.1), (4.2), (4.3) simultaneously, and then
treat eq. (4.4) separately as the constraint equation on the various correlators. The con-
straints on the correlators from eq. (4.4) can be seen as follows. If we multiply eq. (4.4)
by Ax(0) (similarly with g
x
t (0), g
x
y(0)) and take double derivative with respect to Ax(0)
(gxt (0), g
x
y(0)), we get
ωGxtx + kGxyx + 2κ
2ωΦ′(z)z2Axtxt = 0
ωGxtxt + kGxtxy = 0
ωGxtxy + kGxyxy = 0 (4.7)
We have explicitly used eq. (4.6) to derive the above equations. One can see that eq. (4.7)
is the constraint equation on the various correlators and that all the correlators are not
independent. These three constraint equations together with eq. (4.1), (4.2), (4.3) imply
that we have a total of six equations which need to be solved in order to calculate the six
correlators.10 Now, in order to obtain the response functions, we also need to expand the
correlators and perturbation fields in powers of k. Using eq. (4.4) and Lorentz invariance,
one finds that the only consistent expansion in a series of k reads (upto O(k2) terms):
Ax = Ax0 + k
2Ax2, g
x
t = g
x
t0 + k
2gxt2, g
x
y = kg
x
y1 + k
2gxy2
Gxx = G
(0)
T + k
2G
(2)
T , Gxtxt = Gxtxt0 + k
2Gxtxt2, Gxyxy = Gxyxy0 + k
2Gxyxy2 (4.8)
9See the discussion in section 3 of [20].
10We are assuming the Gij = Gji symmetry.
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Figure 3. Re(ε) as a function of ω/Tc for differ-
ent values of κ with fixed ξ = 0.2 at T = 0.5Tc.
Here the red, green and blue curves correspond
to κ = 0.1, 0.3 and 0.5 respectively.
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Figure 4. Im(ε) as a function of ω/Tc for
different values of κ with fixed ξ = 0.2 at
T = 0.5Tc. Here the red, green and blue curves
correspond to κ = 0.1, 0.3 and 0.5 respectively.
and similar expansions for Gxtxy, Gxtx and Gxyx can be obtained. After implementing the
above procedure, the computation of the response functions now boils down to numerically
finding G
(0)
T and G
(2)
T .
Before proceeding, we remind the reader of the caveat mentioned in the introduction,
namely the absence of a dynamical photon at the boundary. In the AdS/CFT correspon-
dence, the gauge symmetry in the bulk corresponds to a global symmetry at the boundary.
Therefore, strictly speaking there is no dynamical photon at the boundary. However, one
can weakly gauge the symmetry to a dynamical photon at the boundary [6]. In other
words, we are calculating the response function of the boundary systems from AdS/CFT
correspondence and introducing the coupling between the system and the photon by hand
in a perturbative manner.11 This is standard in the literature [6, 14] and we are also
adopting the same procedure.
Before we present our numerical results, we state the differences in our setup with the
model considered in [20]. We emphasize here that we investigating the response functions of
generalized holographic superconductors in (2+1) dimensions with non minimal interaction
between the scalar and the gauge field. This is significantly different from the holographic
superconductor considered in [20] with minimal interaction in (3 + 1) dimension and the
model considered here has far richer phase structure.
Now we will present our numerical results for the electromagnetic response functions
of the boundary superconducting system. Here, we will discuss the results with nonzero
κ (the probe limit analysis with κ = 0 can be found in [21]). In figures 3, 4, 5 and 6, we
have shown the variation of Re(ε), Im(ε), Re(µ) and Im(µ) respectively with respect to
ω/Tc. In all these figures, the red, green and blue curves correspond to κ = 0.1, 0.3 and
0.5 respectively and we have fixed the temperature at T = 0.5Tc and ξ = 0.2.
12
11see discussion below eq. (15) of [14] in order to see that we are indeed considering the leading effects of
the dynamical photon weakly coupled to the boundary system.
12In this and subsequent figures, the temperatures are measured in appropriate units of charge density ρ.
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Figure 5. Re(µ) as a function of ω/Tc for
different values of κ with fixed ξ = 0.2 at
T = 0.5Tc. Here the red, green and blue curves
correspond to κ = 0.1, 0.3 and 0.5 respectively.
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Figure 6. Im(µ) as a function of ω/Tc for
different values of κ with fixed ξ = 0.2 at
T = 0.5Tc. Here the red, green and blue curves
correspond to κ = 0.1, 0.3 and 0.5 respectively.
We point out here, that our numerical calculations become less reliable at very low
frequencies, say ω ∼ 10−10. This is due to the fact that near these low frequencies, the
magnitude of the second term in eq. (2.8) starts increasing and eventually becomes com-
parable to the first term in that equation, which makes the expansion used in eq. (2.8)
unreliable. This problem will not arise if we assume that expansion in eq. (2.8) is valid
for k = |n(ω)|ω| ≪ 1. However, it seems to us that the validity of the expansion depends
both on G
(0)
T and G
(2)
T , in which case there is a lower cutoff in the numerical value of ac-
cessible frequency. Therefore, numerically we can not reach ω = 0. However, the divergent
behaviour of ε and µ is strongly indicative of a pole at ω = 0, and this is the assumption
that we proceed with. In the remaining part of the paper the existence of the pole at zero
frequency should be understood with this caveat.
Our results on the 4D AdS-Schwarzschild background with backreaction, for the elec-
tric permittivity and the effective magnetic permeability, are qualitatively similar to those
obtained in [20] for holographic superconductors in 5D AdS-Schwarzschild backgrounds.
However, here we considered generalized holographic superconductors with nonzero ξ which
is distinct from the case studied in [20]. Here, at very low frequencies, Re(ε) becomes large
negative, and approaches to unity towards higher frequencies. The behavior of Re(ε) at
large frequency is expected on physical grounds: the system does not have time to respond
to the rapid variation of the external perturbation and therefore behaves like vacuum.
Im(ε) has a pole at ω = 0 and is always positive. The results for electrical permittivity
with backreaction are similar to the ones found in the probe limit in [21].
Using the standard result which relates ε(ω) to the conductivity σ(ω) as ε(µ) = 1 +
4ipiσ(ω)/ω, we find that Re(σ) has a delta function singularity at zero frequency, which is
one of the main characteristic features of superconductivity. At this point, it is important to
mention that our boundary system is invariant under translation. Translational invariance
implies momentum conservation, which gives a delta function in Re(σ) at ω = 0 even in
the normal phase. It can be shown [30] that by introducing a lattice and thereby breaking
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translational invariance, the delta function gets broadened in the normal phase, which
makes the DC conductivity finite. However, the same is not true for the superconducting
phase where the delta function in Re(σ) continues to exist even with the lattice [31]. This
shows that the nature of the delta function in Re(σ) for the superconducting phase is partly
different from that in the normal phase. It will be interesting to analyse the electromagnetic
response functions of boundary systems that do not have translational invariance, using
holography. We leave this analysis for future.
Two important contrasts with the results in the probe limit case are: the positivity of
Im(µ) and the presence of pole at ω = 0 in Im(µ). This is shown in figure 6. Generally, in
the probe limit Im(µ) is always negative and is zero at ω = 0. The appearance of a new
pole in Im(µ) at ω = 0 can be attributed to the metric fluctuations in the backreacted
case. The metric fluctuations introduce a new pole (diffusive pole) in the imaginary part
of G
(2)
T , which in turn introduces a pole in the Im(µ) [29]. This can be seen from eq. (4.5)
where the first term leads to a diffusive pole with backreaction and is absent in the probe
limit. We will shortly see that this pole in Im(µ) also greatly enhances the possibility
of negative refraction below a certain critical frequency. The negativity of Im(µ) which
generally occur in the probe limit, as already mentioned in section 2, normally implies the
breakdown of ε-µ approach, though the µ appearing in eq. (2.9) is an effective magnetic
permeability and is not an observable. However, we see in figure 6 that the backreaction
makes the Im(µ) positive.
Our main purpose here is to calculate nDL and its dependence on κ. This is shown in
figure in figure 7, where we have used the same color coding as in figure 3. We see that
the superconducting system makes the transition from positive nDL to negative nDL as we
decrease ω. It can be clearly seen in figure 8, where we focus on the low frequency behavior
of nDL. This implies the presence of a cutoff ωc below which nDL is negative. Above ωc,
nDL > 0 and we have positive refraction. The magnitude of cutoff ωc increases with increase
in backreaction, which implies that the superconducting phase can support negative refrac-
tion for relatively higher frequencies with higher backreaction. An important difference
with respect to the probe limit case now is that the magnitude of nDL is large below ωc.
We have also computed nDL for other values of the generalized parameter ξ as well.
The results are shown in figures 9 and 11, where we have plotted nDL for ξ = 0 and
ξ = 0.5 respectively at temperature T = 0.5Tc. The low frequency behavior of these figures
are shown in figures 10 and 12 respectively. As expected, the essential features of our
analysis are similar to the ξ = 0.2 case. We also note that, unlike the case where we varied
κ, the transition from positive refraction to negative refraction with frequency is almost
independent of ξ. We have checked this for several values of ξ.
It is also important to analyse the propagation Re(n) and the dissipation Im(n) of
electromagnetic waves in systems which supports negative refraction. An important fea-
ture of negative refraction is the relative opposite sign between Re(n) and Im(n) [32].
Indeed, we find opposite sign between Re(n) and Im(n) and this is shown in figure 13.
We see that Re(n)/Im(n) < 0 in the frequency range where nDL is negative. Note that,
the magnitude of Re(n)/Im(n) is small within the negative refraction frequency range and
indicates large dissipation in the system. However, higher values of backreaction does en-
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Figure 7. nDL as a function of ω/Tc for differ-
ent values of κ with fixed ξ = 0.2 at T = 0.5Tc.
Here the red, green and blue curves correspond
to κ = 0.1, 0.3 and 0.5 respectively.
Figure 8. Low frequency behavior of nDL as
a function of ω/Tc for different values of κ with
fixed ξ = 0.2 at T = 0.5Tc. Here the red, green
and blue curves correspond to κ = 0.1, 0.3 and
0.5 respectively.
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Figure 9. nDL as a function of ω/Tc for differ-
ent values of κ with fixed ξ = 0 at T = 0.5Tc.
Here the red, green and blue curves correspond
to κ = 0.1, 0.3 and 0.5 respectively.
Figure 10. Low frequency behavior of nDL as
a function of ω/Tc for different values of κ with
fixed ξ = 0 at T = 0.5Tc. Here the red, green
and blue curves correspond to κ = 0.1, 0.3 and
0.5 respectively.
hance the magnitude of Re(n)/Im(n), thereby increasing the propagation. Unfortunately
the propagation, on the other hand, decreases with higher values of ξ. Small magnitude of
Re(n)/Im(n) a generic result in all holographic setups, and is not unexpected. However,
small Re(n)/Im(n) is not uncommon in real metamaterials near resonance, where high
dissipation generally occurs.
For our analysis to be trustworthy, it is essential to verify the validity of the expansion
used in eq. (2.8). This is shown in figure 14 where the notation |k2G
(2)
T
(ω)
G
(0)
T
(ω)
| = B(ω) has been
used. We see that within the negative refraction frequency range B(ω) < 1 and therefore
the expansion is reliable. We have checked for other values of ξ and κ as well that B(ω) is
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Figure 11. nDL as a function of ω/Tc for differ-
ent values of κ with fixed ξ = 0.5 at T = 0.5Tc.
Here the red, green and blue curves correspond
to κ = 0.1, 0.3 and 0.5 respectively.
Figure 12. Low frequency behavior of nDL as
a function of ω/Tc for different values of κ with
fixed ξ = 0.5 at T = 0.5Tc. Here the red, green
and blue curves correspond to κ = 0.1, 0.3 and
0.5 respectively.
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Figure 13. Propagation to dissipation ratio as
a function of ω/Tc for different values of κ with
fixed ξ = 0.2 at T = 0.5Tc. The red, green and
blue curves correspond to κ = 0.1, 0.3 and 0.5
respectively.
Figure 14. B(ω) as a function of ω/Tc for
different values of κ with fixed ξ = 0.2 at
T = 0.5Tc. The red, green and blue curves cor-
respond to κ = 0.1, 0.3 and 0.5 respectively.
always less than one in the small frequency region. However, as mentioned above, for very
small frequencies, say ω ∼ 10−10, B(ω) approaches to one and the validity condition only
gets marginally satisfied. For these extreme small frequencies our results are less reliable.
In this paper, we have restricted our attention to ω ≥ 10−3, where the validity of the
analytical formulas used in numerical calculations is beyond doubt.
In order to complete our analysis, in figures 15 and 16 we have shown the variation of
nDL with ω for different temperatures. In both these figures red, green, blue and brown
curves correspond to T/Tc = 0.8, 0.6, 0.4 and 0.2 respectively. We find that negative
refraction is present for all temperatures. This is another distinct result from the probe
limit case where nDL was found to be negative only within a window of temperatures.
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Figure 15. NDL as a function of ω/Tc for
different temperatures with fixed ξ = 0 and
κ = 0.3. Here the red, green, blue and brown
curves correspond to T/Tc = 0.8, 0.6, 0.4 and
0.2 respectively.
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Figure 16. NDL as a function of ω/Tc for
different temperatures with fixed ξ = 0.2 and
κ = 0.3. Here the red, green, blue and brown
curves correspond to T/Tc = 0.8, 0.6, 0.4 and
0.2 respectively.
Finally, it is phenomenologically important to contrast the behavior of the response
functions in the normal and the superconducting phases above criticality, as this might
be experimentally relevant. We do this in figures 17–21 where we show the behaviour of
the permittivity, permeability and nDL as a function of the frequency for T/Tc = 1.06, for
the stable, metastable and superconducting phases (figure 1). These should be taken as
predictions from holography that can possibly have experimental relevance. For example,
for 2 + 1 dimensional systems that show a first order transition from the normal to the
superconducting phase, our results suggest that the imaginary part of the permittivity is
always smaller in the superconducting phase compared with the normal phase. Although
we are not aware of literature dealing with such systems, testable predictions might be
obtained from our analysis for futuristic experiments.
Before we end this section, we point out that there are a few curious similarities in the
response functions of our holographic setup with those obtained from the Drude model. Of
course there is no precise sense in which this comparison can be made, since our boundary
system is invariant under translations and thus one can not really talk about the relaxation
time, as is done in the Drude picture. An actual comparison can be made in models that
are not translationally invariant, for example lattice models. This is beyond the scope
of this work. However, If we naively compare our results for electric permittivity with
those in the Drude model, we find that the parameter ξ plays the role of the inverse of the
relaxation time γ in the Drude picture, and that κ plays a role analogous to the plasma
frequency ωp. This can be seen by plotting the Re(ε) and the Im(ε) with respect to γ and
ωp in the Drude model, which shows the same qualitative behavior for ε as we obtained
in our holographic setup. This naive identification of ξ with γ is further reinforced by
noticing that higher ξ, like higher γ, increases the dissipation in the system. Also in our
model, the frequency at which Re(ε) = 0 is independent of ξ but depends on κ just like in
the Drude model with analogous parameters. We should emphasize here that the Drude
model is not the correct model to describe superconductivity. It captures only a part of the
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Figure 17. Re(ε) as a function of ω/Tc with
fixed ξ = 0.7 and κ = 0.5. Here the red,
green and dashed black curves correspond to
metastable phase, superconducting phase and
normal phase at T = 1.06Tc respectively.
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Figure 18. Im(ε) as a function of ω/Tc with
fixed ξ = 0.7 and κ = 0.5. Here the red,
green and dashed black curves correspond to
metastable phase, superconducting phase and
normal phase at T = 1.06Tc respectively.
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Figure 19. Re(µ) as a function of ω/Tc with
fixed ξ = 0.7 and κ = 0.5. Here the red,
green and dashed black curves correspond to
metastable phase, superconducting phase and
normal phase at T = 1.06Tc respectively.
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Figure 20. Im(µ) as a function of ω/Tc with
fixed ξ = 0.7 and κ = 0.5. Here the red,
green and dashed black curves correspond to
metastable phase, superconducting phase and
normal phase at T = 1.06Tc respectively.
superconductivity characteristics, namely infinite DC conductivity, and cannot for example
explain Meissner effect — which in fact is the essence of superconductivity. However, it
is the conductivity which is directly related to the permittivity and therefore we, in some
approximation, can consider the Drude mode to describe these response functions in the
superconductors. Although there is a naive identification of ξ with γ and κ with ωp in our
holographic setup, this is possibly purely coincidental, as we have mentioned.
To summarize, in this section we presented the numerical calculations for the response
function of generalized holographic superconductors in 4D AdS-Schwarzschild black hole
background, including effects of backreaction, and found negative refraction for low fre-
quency. In the next section, we will study response function in holographic superconductors
in 4D single R-charged black hole background with backreaction.
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5 4D single R-charged black hole backgrounds
R-charged black holes are the string theoretic black holes which forms the gravity duals of
rotating brane configurations in various dimensions. These are obtained by Kaluza-Klain
compactifications of supergravity on spheres. In particular, black holes in four dimensional
N = 8 AdS supergravity are obtained by Kaluza-Klain reduction of spinning M2-brane
configurations on S7 [33]. It contains four U(1) charges. With all charges set equal, this
corresponds to the familiar 4D RN-AdS black hole configuration. In the special case when
all of its charges are set equal to zero, it reduces to the 4D AdS-Schwarzschild black hole
solution. In this paper, we consider a single R-charged case, and set other three charges
to zero. Holographic superconductors can then be built by considering an Abelian Higgs
model in these geometries.
For 4D single R-charged black hole backgrounds, the procedure for calculating conden-
sate and response functions in generalized holographic superconductors is entirely similar
to what has been discussed in the previous section. The details of the computation have
been relegated to appendix A, and we simply present numerical results here.
The results for condensate for various ξ with fixed backreaction parameter are known
in figure 22. We again find superconducting phase transition below a critical T/µ. The
results for ε and µ are qualitatively similar to case of AdS-Schwarzschild black hole and
are therefore not presented. The nature of nDL is shown in figures 23 and 25 for two
different values of ξ. Here again we choose T = 0.5Tc with the red, green and blue
curves corresponding to κ = 0.1, 0.3 and 0.5 respectively. We see that for both cases
nDL < 0 at low frequency and once again we find negative refraction in the superconducting
phase. This can be clearly seen from figures 24 and 26 where nDL for low values of ω is
shown. We find that the overall behavior of nDL in the superconducting phase in the R-
charged background is identical to that in the AdS-Schwarzschild background. However an
important difference exists. The cutoff frequency where nDL goes from positive to negative
value, is now almost independent of κ. This can be observed by comparing the figures 9
and 23. We have also shown, in figures 27 and 28, the propagation to the dissipation ratio
in the R-charged background. Here again we find large dissipation in the frequency range
where nDL is negative.
6 Conclusions
In this paper we have extended our study of response functions in generalized holographic
superconductors in (2+1) dimensions, by considering the backreaction of the matter fields.
We considered two distinct backgrounds, namely 4D AdS-Schwarzschild and the 4D single
R-charged black holes. We first established the superconducting nature of the boundary
theory and then studied its response functions under the external electromagnetic field and
metric perturbations. We applied the momentum dependent vector type perturbation and
numerically found that, at low enough frequency, including effects of backreaction makes
nDL negative in both backgrounds. Our results also strengthen the general claim made
in [23] that hydrodynamic systems which have gravity duals normally exhibit negative
refraction below certain cutoff frequency. We further established the dependence of the
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Figure 21. nDL as a function of ω/Tc with
fixed ξ = 0.7 and κ = 0.5. Here the red,
green and dashed black curves correspond to
metastable phase, superconducting phase and
normal phase at T = 1.06Tc respectively.
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Figure 22. Condensate as a function of T/µ
for different values of ξ with fixed κ = 0.3 in
R-charged black hole background. Here the red,
green, blue and brown curves corresponds to ξ =
0, 0.2, 0.5 and 0.7 respectively.
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Figure 23. nDL as a function of ω/Tc for dif-
ferent values of κ with fixed ξ = 0 at T = 0.5Tc.
Here the red, green and blue curves correspond
to κ = 0.1, 0.3 and 0.5 respectively.
Figure 24. Low frequency behavior of nDL as
a function of ω/Tc for different values of κ with
fixed ξ = 0 at T = 0.5Tc. Here the red, green
and blue curves correspond to κ = 0.1, 0.3 and
0.5 respectively.
response functions on backreaction parameter κ and model parameter ξ. We also found
that most of the problems in the response functions with probe limit are cured by back-
reaction effects. In particular, we showed that backreaction makes Im(µ) positive. We
further calculated the propagation to the dissipation ratio in our setup and found, as gen-
erally occur in metamaterials, small propagation. However, higher backreaction seems to
suggest enhance the propagation. We also presented a comparative analysis of the response
functions in the normal, superconducting and metastable regions of the phase diagram for
our holographic superconductors. Our results provide predictions that might be testable
in realistic systems in future.
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Figure 25. nDL as a function of ω/Tc for differ-
ent values of κ with fixed ξ = 0.2 at T = 0.5Tc.
Here the red, green and blue curves correspond
to κ = 0.1, 0.3 and 0.5 respectively.
Figure 26. Low frequency behavior of nDL as
a function of ω/Tc for different values of κ with
fixed ξ = 0.2 at T = 0.5Tc. Here the red, green
and blue curves correspond to κ = 0.1, 0.3 and
0.5 respectively.
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Figure 27. Propagation to dissipation ratio as
a function of ω/Tc for different values of κ with
fixed ξ = 0 at T = 0.5Tc. Here the red, green
and blue curves correspond to κ = 0.1, 0.3 and
0.5 respectively.
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Figure 28. Propagation to dissipation ratio as
a function of ω/Tc for different values of κ with
fixed ξ = 0.2 at T = 0.5Tc. Here the red, green
and blue curves correspond to κ = 0.1, 0.3 and
0.5 respectively.
We conclude here by pointing out some problems which would be interesting to analyze
in the future. It would be interesting to investigate the response functions in holographic
superconductors with backreaction by taking higher derivative interaction between the
scalar and the gauge field into account [34]. Even in the probe limit, the higher deriva-
tive interaction seems to provide unusual results for response functions [22]. Therefore
it would certainly be interesting to analyse response functions with backreaction in this
setup. Another interesting direction might be to investigate response functions in striped
holographic superconductors by introducing inhomogeneity in the system [35]. This may
also lead us closer to more realistic systems recently considered in [13]. We leave these
issues for a future publication.
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A Details of 4-D R-charged black hole backgrounds
Here, we present the details of our calculations for response functions in 4D R-charged
black hole backgrounds. We start with the following action
S =
∫
d4x
√−g
[
1
2κ2
(
R+
3
L2
(
H1/2 +H−1/2
))
− L
2H3/2
8
FµνF
µν
− 3
8
(∂H)2
H2
− 1
2
|DΨ˜|2 − 1
2
m2|Ψ˜|2
]
(A.1)
For Ψ˜ = 0, the above action reduces to that of the single R-charged black hole back-
ground [36]. For the special case H = 1, it reduces to the action studied in section 3 with
an extra multiplicative factor of 1/2 in front of the FµνF
µν term. Writing the charged scalar
field as Ψ˜ as Ψ˜ = Ψeiα and following the analysis of section 3, we get the generalized action
S =
∫
d4x
√−g
[
1
2κ2
(
R+
3
L2
(
H1/2 +H−1/2
))
− L
2H3/2
8
FµνF
µν
− 3
8
(∂H)2
H2
− (∂µΨ)
2
2
− m
2Ψ2
2
− |G(Ψ)|(∂α− qA)
2
2
]
(A.2)
Now, taking the same ansatz for metric, scalar and gauge fields as in eq. (3.8) and (3.10),
the equations of motion are
Ψ′′ +Ψ′
(
g′
g
− 2
z
+ χ′
)
+
Φ2e−2χ
2g2
dG(Ψ)
dΨ
− m
2Ψ
z2g
= 0 (A.3)
Φ′′ − Φ′
(
χ′ − 3H
′
2H
)
− 2G(Ψ)
z2gH3/2
Φ = 0 (A.4)
g′ − κ2
(
ze−2χG(Ψ)Φ2
2g
+
1
2
zgΨ′2 +
m2Ψ2
2z
+
1
4
z3e−2χH3/2Φ′2 +
3zgH ′2
8H2
)
−3g
z
+
3
2z
(
H1/2 +H−1/2
)
= 0 (A.5)
χ′ +
1
2
zκ2Ψ′2 +
κ2ze−2χΦ2G(Ψ)
2g2
+
3zκ2H ′2
8H2
= 0 (A.6)
H ′′ +H ′
(
g′
g
− 2
z
+ χ′ − H
′
H
)
+
e−2χz2H5/2Φ′2
2g
+
H1/2
z2κ2g
(H − 1) = 0 (A.7)
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Here, a prime denotes a derivative with respect to z. We will require appropriate boundary
conditions in order to solve these five coupled differential equations. At the horizon, we take
Φ(1) = 0, Ψ′(1) =
m2Ψ(1)
g′(1)
. (A.8)
and at the boundary, we use the asymptotic expressions
Φ = µ− ρz + . . . , Ψ = Ψ−zλ− +Ψ+zλ+ + . . . χ→ 0, g → 1 + . . . , H → 1 + . . . (A.9)
λ± = 4±
√
16+4m2
2 . Similar to the AdS-Schwarzschild black hole background case, here
again we take m2 = −2 and treat Ψ+ as the scalar operator and Ψ− as the source at the
boundary. Results for the scalar operator O2 ∼ Ψ+ are shown in figure 22.
For response function, we again consider the vector type perturbation Ax(z) 6= 0,
gxt (z) 6= 0, gxt (z) 6= 0 with all other perturbation fields set to zero. From Maxwell’s
equation we get
A′′x +A
′
x
(
g′
g
+ χ′ +
3H ′
2H
)
+Ax
(
ω2e−2χ
g2
− k
2
g
− 2G(Ψ)
z2gH3/2
)
+
e−2χΦ′gxt
′
g
= 0 (A.10)
and the (t, x), (x, y) and (r, x)-components of Einstein equation give
gxt
′′ − gxt ′
(
χ′ +
2
z
)
+ κ2z2H3/2A′xΦ
′ +
2κ2ΦG(Ψ)Ax
g
− k
2gxt
g
− kωg
x
y
g
= 0 (A.11)
gxy
′′ + gxy
′
(
g′
g
+ χ′ − 2
z
)
+
ω2e−2χgxy
g2
+
kωe−2χgxt
g2
= 0 (A.12)
κ2ωz2H3/2AxΦ
′ + kge2χgxy
′ + ωgxt
′ = 0 (A.13)
With eqs. (A.10)–(A.13) in hand, we calculate the current-current correlators and hence all
the response functions of holographic superconductors in R-charged black hole background
by implementing the procedure mentioned in section 4.
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