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ABSTRACT
Velocity is one of the 4 Vs commonly used to character-
ize Big Data [27]. In this regard, Forrester remarked the
following in Q3 2014 [94]: “The high velocity, white-water
flow of data from innumerable real-time data sources such
as market data, Internet of Things, mobile, sensors, click-
stream, and even transactions remain largely unnavigated by
most firms. The opportunity to leverage streaming analyt-
ics has never been greater.” Example use cases of stream-
ing analytics include, but not limited to: (a) visualization
of business metrics in real-time (b) facilitating highly per-
sonalized experiences (c) expediting response during emer-
gencies. Streaming analytics is extensively used in a wide
variety of domains such as healthcare, e-commerce, financial
services, telecommunications, energy and utilities, manufac-
turing, government and transportation.
In this tutorial, we shall present an in-depth overview of
streaming analytics – applications, algorithms and platforms
– landscape. We shall walk through how the field has evolved
over the last decade and then discuss the current challenges
– the impact of the other three Vs, viz., Volume, Variety
and Veracity, on Big Data streaming analytics. The tu-
torial is intended for both researchers and practitioners in
the industry. We shall also present state-of-the-affairs of
streaming analytics at Twitter.
1. INTRODUCTION
Big Data is characterized by the increasing volume (of the
order of zetabytes), and the velocity of data generation [31,
126]. It is projected that the market size of Big Data will
climb up from the current market size of $5.1 billion to $53.7
billion by 2017 [12]. In recent years, Big Data analytics
has been transitioning from being predominantly offline (or
batch) to primarily online (or streaming). The trend is ex-
pected to become mainstream owing to the various facets,
exemplified below, of the emerging data-driven society [136].
z Social media: Over 500M tweets are created everyday.
A key challenge in this regard is how to surface the
most personalized content in real time.
z Internet of Things (IoT): By 2020, the number of con-
nected devices is expected to grow by 50% to 30 bil-
lion [26]. Data from embedded systems - the sensors
and systems that monitor the physical universe - is
expected to rise to 10% (from the current 2%) of the
digital universe by 2020.
z Health Care: Increasingly Big Data is being leveraged
in health care to, for example, improve both qual-
ity and efficiency in health care areas such as read-
missions, adverse events, treatment optimization, and
early identification of worsening health states or highest-
need populations [147]. The volume of healthcare data
is expected to swell to 2,314 exabytes by 2020, from
153 exabytes in 2013 [64].
Figure 1: Overview of Lambda Architecture (source: [18])
z Machine data: With cloud computing becoming ubiq-
uitous, machine generated data is expected to grow to
40% of the digital universe by 2020 [20].
z Connected vehicles: New telematics systems and the
installation of ever greater numbers of computer chips,
applications, electronic components and many other
components provide data on vehicle usage, wear and
tear, or defects [13]. The volume of data transferred
per vehicle per month is expected to grow from around
4 MB to 5 GB. Further, by 2016 as many as 80% of
all vehicles sold worldwide are expected to be “con-
nected”.
Over the years, several streaming platforms have been devel-
oped. Examples include, S4 [131], Samza [8], Sonora [167],
Millwheel [37], Photon [40], Storm [158], Flink [4], Spark
[9], Pulsar [130] and Heron [118]. Some of these platforms
have been open sourced. The evolution of the streaming
platforms is discussed in detail in Section 3.
In order to be satisfy both, batch and streaming analyt-
ics, Lambda Architecture (LA) has been proposed as a ro-
bust, distributed platform to serve a variety of workloads,
including low-latency high-reliability queries [18] (refer to
Figure 1). The various stages of LA are explained below:
1. Input data is dispatched to both the batch layer and
the speed layer for processing.
2. The batch layer manages the master dataset (an im-
mutable, append-only set of raw data) and pre-computes
the batch views.
3. The serving layer indexes the batch views so that
they can be queried in a low-latency, ad-hoc way.
4. The speed layer handles recent data only to com-
pensate for the high latency of updates to the serving
layer.
5. Incoming queries are answered by merging results
from batch views and real-time views.
Several platforms have been built based on the Lambda Ar-
chitecture. Examples include Summingbird [24] and Lamb-
doop [19]. Commercial platforms such as TellApart [25] are
also based on the Lambda Architecture.
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Problem Description Application
Sampling [45, 169, 68, 33, 156, 88, 90, 51, 69, 70] Obtain a representative set of the stream A/B Testing
Filtering [49, 62, 133, 76, 50, 102, 116, 143, 138,
129, 73, 171, 144, 82]
Extract elements which meet a certain criterion
Set
membership
Correlation [163, 146, 134, 165, 99]
Find data subsets (subgraphs) in (graph) data stream which are highly
correlated to a given data set
Fraud detection
Estimating Cardinality [86, 46, 78, 92, 85, 89, 54,
112, 103, 59, 157]
Estimate the number of distinct elements Site audience analysis
Estimating Quantiles [93, 42, 170, 97, 107, 123, 148] Estimate quantiles of a data stream with small amount of memory Network analysis
Estimating Moments [39, 63, 109, 48, 96] Estimating distribution of frequencies of different elements Databases
Finding Frequent Elements [125, 75, 114, 66, 110,
57, 67, 128, 65, 154, 155, 124, 84, 106, 104, 166, 145,
52, 137]
Identify items in a multiset with frequency more than a threshold θ Trending Hashtags
Counting Inversions [36] Estimate number of inversions
Measure
sortedness
of data
Finding Subsequences [122, 152, 87, 159]
Find Longest Increasing Subsequences (LIS), Longest Common
Subsequence (LCS), subsequences similar to a given query sequence
Traffic analysis
Path Analysis [79]
Determine whether there exists a path of length ≤ ` between two
nodes in a dynamic graph
Web graph
analysis
Anomaly Detection [135, 151, 150, 115, 71, 77, 47,
153, 43]
Detect anomalies in a data stream Sensor networks
Temporal Pattern Analysis [60, 168, 38] Detect patterns in a data stream Traffic analysis
Data Prediction [111, 162, 100, 164, 142, 160] Predict missing values in a data stream
Sensor data
analysis
Clustering [98, 132, 105] Cluster a data stream Medical imaging
Graph analysis [83, 101, 35, 113, 127, 61, 80]
Extract unweighted and weighted matching, vertex cover, independent
sets, spanners, subgraphs (sparsification) and random walks,
computing min-cut
Web graph analysis
Basic Counting [72]
Estimate mˆ of the number m of 1-bits in the sliding window (of size n)
such that |mˆ−m| ≤ m Popularity Analysis
Significant One Counting [119]
Estimate mˆ of the number m of 1-bits in the sliding window (of size n)
such that if m ≥ θn, then |mˆ−m| ≤ m Traffic accounting [81]
Table 1: Streaming algorithms and their applications
The rest of the proposal is organized as follows: Section 2
overviews the various problems addressed previously in the
context of streaming analytics and their real-world applica-
tions. Section 3 walks through the evolution of streaming
platforms over the last decade. Finally, we conclude in Sec-
tion 4.
2. STREAMING ALGORITHMS
Elements of a data stream need to be processed in real time,
else one may lose the opportunity to process them at all.
Thus, it is critical that the data footprint of the algorithm
fits in the main memory. Also, in light of the real-time
constraint, it may be preferable to compute an approximate
solution than an exact solution. Research in approximation
algorithms for problems defined over data streams has led
to some general techniques for data reduction and synopsis
construction, including:
z Sampling: Techniques such as reservoir sampling [161],
weighted sampling [58] have been proposed to capture
the essential characteristics of a data stream.
z Sliding windows: Use of sliding windows prevents
stale data from influencing analysis and statistics and
also serve as a tool for approximation, given bounded
memory. The following problems for sliding windows
are being actively researched: clustering, maintaining
statistics like variance, and computing correlated ag-
gregates.
z Clustering: Algorithms for problems such as the k-
median problem – wherein the objective is to choose
k representative points, such that the sum of the er-
rors over the n data points is minimized – have been
proposed based on clustering [98, 95, 149, 34].
z Sketches: Randomized sketching, introduced by Alon
et al. [39], summarizes a data stream using a small
amount of memory. The sketch if used to estimate the
answer to certain queries (typically, “distance” queries)
over a data set.
z Histograms: V-Optimal histogram approximates the
distribution of a set of values v1, . . . vn by a piecewise-
constant function vˆ(i), so as to minimize the sum of
squared error. Equi-width histograms partition the
domain into buckets such that the number of vi values
falling into each bucket is uniform across all buckets.
End-biased histograms maintain exact counts of items
that occur with frequency above a threshold, and ap-
proximate the other counts by a uniform distribution.
z Wavelets: Wavelets coefficients are projections of the
given signal (set of data values) onto an orthogonal set
of basis vectors. The coefficients have the desirable
property that the signal reconstructed from the top
few wavelet coefficients best approximates the original
signal in terms of the L2 norm [91]. The choice of basis
vectors determines the type of wavelets.
Further, to be able to support Web scale and high velocity
data, the algorithms should intrinsically distribute compu-
tation across multiple nodes and, if required, across data
centers. In other words, the algorithms should be able to
scale out.
In light of the dynamic nature of streaming data, a field
of incremental machine learning has emerged to cater to
Big Data streaming analytics. The techniques being devel-
oped are designed to work with incomplete data, to identify
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Platform Description
S4 [131] Real-time analytics with a key-value based programming model and support for scheduling/message passing and
fault tolerance
Storm [158] The most popular and widely adopted real-time analytics platform developed at Twitter
Millwheel [37] Google’s proprietary realtime analytics framework thats provides exact once semantics
Samza [8] Framework for topology-less real-time analytics that emphasizes sharing between groups
Akka [1] Toolkit for writing distributed, concurrent and fault tolerant applications
Spark [9] Does both offline and online analysis using the same code and same system
Flink [4] Fuses offline and online analysis using traditional RDBMS techniques
Pulsar [130] Does real-time analytics using SQL
Heron [118] Storm re-imagined with emphasis on higher scalability and better debuggability
Table 2: Open source streaming platforms
hidden variables to help steer future data collection and to
quantify the change between one or more states of the model.
Common streaming operators include, but not limited to:
filtering, time windows, aggregation/correlation, temporal
patterns, location/motion, enrichment, query and action in-
terfaces. Table 1 lists some of the most common problems
addressed in prior research in the domain of streaming ana-
lytics and their example applications in the real world. Ex-
amples of use of streaming analytics include, but not limited
to, (a) sequence mining [139, 121, 117] for, say, credit card
fraud detection, motion capture sequences and chlorine lev-
els in drinking water (b) discovering human activity, which
often exhibit discontinuity (interruption) or varying frequen-
cies, from sensor streams [140] (c) determing top-K traversal
sequences in streaming clicks (d) finding closed structures
in music melody streams [120]. In December 2015, yahoo!
open source a library called DataSketches for approximate
analysis of Big Data [141].
We shall walk through some of the problems and the re-
cent algorithms in the tutorial. Further, we shall throw light
on the scalability of the existing approaches at Web scale.
3. STREAMING PLATFORMS
In late 1990s and early 2000s, main memory DataBase Man-
agement Systems (DBMSs) and rule engines1, were re-purposed
and remarketed to cater to stream processing. However,
these systems did not scale with high volume data streams
(models and issues in data stream systems are discussed in
detail in [44]). Later on, Stream Processing Engines (SPEs)
such as Aurora [53], STREAM [41], TelegraphCQ [55] and
Borealis [32] were proposed. Even these systems did not
scale with the increasing velocity and volume of the data
streams characteristic of modern systems. To this end, sev-
eral streaming platforms have been developed in the indus-
try. Table 2 summarizes the various streaming platforms
developed over the years.
Some of the common requirements of streaming systems
are itemized below:
z Provide resiliency against stream “imperfections”, in-
cluding missing and out-of-order data, which are com-
monly present in data streams in production.
z Must guarantee predictable and repeatable outcomes.
1A rule engine typically accepts condition/action pairs, usu-
ally expressed using “if-then” notation. As streaming data
enters the system, it is immediately matched against the ex-
isting rules. When the condition of a rule is matched, the
rule is said to “fire”. The corresponding action(s) taken may
then produce alerts/outputs to external applications or may
simply modify the state of internal variables, which may in
turn lead to further rule firings.
z Ensure that the applications are up and available, and
the integrity of the data is maintained at all times de-
spite failures (which can happen due to, for example,
node failures, network failures, software bugs and re-
source limitations [108]).
z Distribute processing across multiple processors and
machines to achieve incremental scalability.
z Should be easy to integrate with a batch processing
data pipeline (ala the Lambda architecture described
in Section 1). This is key for a wide variety of applica-
tions, such as online fraud detection, electronic trading
based on historical patterns.
In the rest of this section, we briefly overview the platforms
listed in Table 2. In addition, we also overview low-latency
platforms built on top of Hadoop. In the tutorial, we shall
walk the audience through the different design choices of the
various platforms and the challenges which still remain.
S4 [131] is one of earliest distributed streaming system de-
veloped by Yahoo! It is near real-time, scalable and event-
driven platform that allows easy implementation of appli-
cations for processing unbounded streams of data. At a
high level, it allows for easy assembly of small applications
into larger ones, flexible and easy deploy, provides fault tol-
erance for high availability, checkpointing and a recovery
mechanism for minimizing state loss. The platform handles
communication, scheduling and distribution. S4 streaming
applications are modeled as a graph, with vertices represent-
ing computation (called processing elements) and the edges
representing streams of data. The applications are deployed
on S4 clusters that run several distributed containers called
S4 nodes. Processing elements communicate asynchronously
by sending events on streams. These events are routed to
the appropriate nodes according to their key.
Apache Storm [158] is the next generation system that
is widely popular and open sourced by Twitter. Storm ap-
plications, referred to as topologies, is a DAG where the
vertices can either represent a data source (spouts) and a
computation (bolts). These topologies are run on a Storm
cluster. Storm provides guarantees about data processing
with support for at least once and almost once semantics. It
is horizontally scalable thereby allowing the cluster to ex-
pand and supports robust fault tolerance for process and
machine failures. Storm data model allows users to express
their analytics concisely. A Storm cluster consists of Nimbus
that acts as a master node and is responsible for scheduling
and distribution of topologies. Other nodes in the cluster,
called Slave Nodes, run Storm Supervisor that spawns work-
ers which actually run the user logic code.
MillWheel [37] is a key-value based streaming system de-
veloped at Google. A MillWheel application is a directed
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graph where each node is a computational unit and the ver-
tices are the messages passed between them. MillWheel dis-
tributes the computational nodes across the cluster and re-
pairs them in case units/machines go down. Mill wheel also
provides exactly once semantics by checkpointing state every
time. To checkpoint reliably, MillWheel uses BigTable [56].
MillWheel’s programming model provides a notion of logi-
cal time, making it simple to write time-based aggregations.
MillWheel is closed-source.
Apache Samza [8] is a realtime, asynchronous computa-
tional framework for stream processing developed at LinkedIn.
Unlike Storm or MillWheel, where you stitch together a
bunch of computations in a topology, a Samza application
is single computational task scaled across several partitions.
Each Samza application reads one or more input streams
and can output zero or more output streams. One can then
stitch together several such applications to form a Storm
like topology doing a given higher level function. Samza
uses Kafka [7] to manage the input and output streams.
One side-effect of using Kafka for stream management is
that Samza inherits all the persistence and fault-tolerance
of Kafka. As all streams exist on Kafka, one does not need
external systems/brokers for inter-application communica-
tion. However this comes at the cost of increased latency as
even the intermediate stages have to be persisted to disk.
Akka [1] is a toolkit for building distributed, concurrent
and fault-tolerant applications. One can use Akka to build
general data processing applications – batch or streaming.
An Akka application consists of a set of Akka Actors and
messages passed between those Actors. An Akka Actor is
very similar to a Storm Bolt, except that it is very lightweight.
Thus, it is commonplace to see millions of Akka Actors in
a single Akka application. Actors process messages asyn-
chronously and each actor instance is guaranteed to be run
using at most one thread at a time, making concurrency
much easier. Akka provides out-of-the-box primitives to dis-
tribute actors across the cluster, do load balancing of mes-
sages and repair lost actors. A unique feature of Akka is
that actors can reply to incoming messages thereby giving
it a request-response capability thats usually not present in
systems.
Apache Spark [9] is an effort that came out of AMPLabs
Berkeley to replace Hadoop’s two stage disk-based MapRe-
duce paradigm. Spark provides in-memory primitives which
allow intermediate data to be kept in memory. Spark dis-
tributes Resilient Distributed Datasets (RDDs) throughout
the cluster and can even store them to disk for persistence.
For a class of iterative machine learning algorithms, this
in-memory approach provides 100× more throughput than
traditional MapReduce based implementations. As a re-
sult, the community has built a large set of ML and Graph
processing libraries on top of Spark. APIs are provided in
Java/Python/Scala languages. Spark also provides stream-
ing primitives so that streaming applications can run in the
same cluster as batch applications. This consolidation of
infrastructure for running disparate classes of applications
drives down the opex cost significantly. Spark Streaming
provides a high-level abstraction called discretized stream
or DStream, which represents a continuous stream of data.
DStreams can be created either from input data streams
from sources such as Kafka, Flume [5], Twitter, ZeroMQ
[30], Kinesis [2] or TCP sockets or by applying high-level
operations on other DStreams (internally, a DStream is rep-
resented as a sequence of RDDs). The data can be pro-
cessed using complex algorithms expressed with high-level
functions like map, reduce, join and window. Finally, pro-
cessed data can be pushed out to filesystems, databases, and
live dashboards. Spark streaming supports stateful exactly
once semantics out-of-the-box.
Apache Flink [4] takes a different approach to achieve the
same goal as Spark. Flink borrows concepts from the tradi-
tional RDBMS world like byte-buffer based data serializa-
tion and binary representation of data (instead of Java/Scala
object representation). Flink has a cost-based optimizer,
akin to relational platforms that selects execution strategies
and avoids expensive partitioning and sorting steps. More-
over, Flink features a special kind of iterations called delta-
iterations that can significantly reduce the amount of com-
putations as iterations go on. Like Spark, Flink also unifies
stream and batch processing.
Pulsar [130] is a realtime analytics engine open sourced by
eBay. A unique feature of Pulsar is its SQL interface. Thus,
instead of writing code in, say, Java, one can just write SQL
queries to run on a Pulsar cluster. This eases the use of the
analytics pipeline by non-technical business folks who tend
to know SQL pretty well. Pulsar transforms each query into
a directed acyclic graph (DAG) of processing nodes and dis-
tributes them across the cluster. Pulsar achieves low laten-
cies by keeping all intermediate data in memory. However if
the downstream components are either down or not able to
consume fast enough, it stores the messages into Kafka for
later replay. Another neat feature of Pulsar is the ability to
dynamically resize queries on the fly while the query is still
running. In this way, one can add/remove machines into a
Pulsar cluster without affecting any running queries.
After years of experience with Storm, as the scale of data
being processed in real-time increased, several issues such
as debugability, manageability, scalability and performance
became apparent. Most of these issues were a result of
the underlying architectural issues such as multiplexing of
disparate tasks running user logic code in a single worker
process. As a consequence, a worker has a complex set of
queues through which the data passes making the perfor-
mance worse. Heron [118] addresses these issues by running
each task in a process of its own thereby making it easy to
debug, tune and improved performance.
While Apache Hive [6] opened up HDFS to SQL, its ar-
chitecture, centered around MapReduce [74], made it un-
suitable for interactive querying. Quite a few efforts have
been initiated by different companies to solve this problem.
The most prominent ones are Drill [3] from MapR, Presto
[21] from Facebook, Impala [15] from Cloudera and Tez [10]
from Hortonworks. While differing in details, they all gen-
erally have the same architecture. All of them prefer to be
co-located with the HDFS for best performance. An incom-
ing SQL query is parsed and a physical plan is generated
which is then optimized. A query co-ordinator sends pieces
of the query to all relevant data nodes where servers exe-
cute that part of query, reading from the local data node
if needed. This is done to minimize network traffic. The
query co-ordinator then merges all the results and returns
the combined result back to the user. The systems differ in
the flavor of supported SQL (while Presto and Drill support
ANSI SQL, Impala supports HiveQL), language of imple-
mentation (Impala is written in C++, while others are all
Java) and levels of maturity/adoption.
In addition to the platforms discussed above, several com-
mercial stream processing products are available on the mar-
ket [17, 16, 22, 11, 28, 23, 29]. In [94], Gualtieri and Curran
reviewed some of the widely used and emerging commercial
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streaming analytics platforms. Numenta has developed a
tool, called Grok [14], for anomaly detection in data streams.
Lastly, we shall walk the audience through the various
use cases of Heron for streaming analytics – such as, but
not limited to, real-time targeting, content discovery, online
machine learning – at Twitter.
4. CONCLUSIONS
In the proposed tutorial, we shall present an in-depth overview
of streaming analytics – applications, algorithms and plat-
forms – landscape. We shall walk through how the field has
evolved over the last decade and then discuss the current
challenges.
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