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Abstract 
We report a combined experimental and numerical investigation of a melting process representative of latent thermal energy 
storage systems. The purpose of the work is to assess the accuracy of numerical models of melting governed by natural convection 
with a benchmark experiment. The experiment consists of a rectangular box filled with a model liquid (n-octadecane) and heated 
symmetrically from both sides such as to allow access for shadowgraph imaging and particle image velocimetry to measure the 
phase state and velocities, respectively. Our numerical method for computing fluid flow, temperature, and phase state involves two 
different approaches: the first is a detailed model using variable thermophysical properties and the volume of fluid method to allow 
volume expansion in an additional air phase that we solve in two dimensions. The second is a simplified model using constant 
thermophysical properties and the Boussinesq approximation that we solve either in two or in three dimensions. In the first part of 
the work, we systematically compare the simplified (Boussinesq) with the detailed (volume of fluid) model. We find that for the 
given set of parameters (Ra=2·108, A=4, Ste=0.092, Pr=52), the difference between the detailed and the simplified model in 
predicting global quantities such as the liquid phase fraction and the total heat flow rate is smaller than 4 percent, whereas 
velocities differ up to 20 percent. In the second part of the work, we compare the simulations of the simplified Boussinesq model in 
three dimensions with the benchmark experiment. We find that the simulation predicts the liquid phase fraction and temperatures 
with deviations below 4 percent, but significantly overestimates the velocity magnitudes. Our experimental and numerical tools 
provide a rational framework in which the accuracy of latent thermal energy storage simulations can be systematically and 
comprehensively assessed. 
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Nomenclature 
Latin 
  aspect ratio 
  thermal diffusivity, [ ] = m2/s 
  momentum source coefficient, [ ] = (Pa	s)/m2 
  mushy zone constant, [ ] = (Pa	s)/m2 
   specific isobaric heat capacity,      = J/(kg	K) 
  depth, [ ] = m 
   unit vector in  -direction 
   buoyancy term, [  ] = Pa/m 
   Fourier number 
   linear interpolation function 
 l liquid phase fraction 
  gravity constant, [ ] = m/s2 
  height, [ ] = m 
ℎ specific enthalpy, [ℎ] = J/kg 
  unit tensor 
  thermal conductivity, [ ] = W/(m	K) 
 ̇ volumetric mass flow, [ ̇] = kg/(m3	s) 
  pressure, [ ] = Pa 
 ̇ heat flow rate,   ̇  = W 
  constant in momentum source coefficient   
  latent heat, [ ] = kJ/kg 
    Rayleigh number 
   source term in energy equation, [  ] = W/m
3 
   source term in momentum equation, [  ] = Pa/m 
    Stefan number 
  temperature, [ ] = °C 
  time, [ ] = s 
   Prandtl number 
  velocity vector,   = ( ,  ,  )  
   -velocity, [ ] = m/s 
   -velocity, [ ] = m/s 
   -velocity, [ ] = m/s 
  width, [ ] = m 
 ,  ,   coordinates, [ ,  ,  ] = m 
 
Greek 
  volume fraction in VOF model 
  thermal expansion coefficient, [ ] = 1/K 
  distance of free surface from max. height, [ ] = m 
  dynamic viscosity, [ ] = Pa	s 
  kinematic viscosity, [ ] = m2/s 
  half melting range in melting point model, [ ] = °C 
  density, [ ] = kg/m3 
  stress tensor, [ ] = Pa 
 
Subscripts 
0 initial value 
cond conduction 
conv convection 
exp experimentally measured values 
l liquid 
lat latent heat content 
m melting point 
max maximum 
min minimum 
rad radiation 
ref reference 
s solid 
sens sensible heat content 
w wall 
 
Symbols 
  nabla operator:   = ( /  ,  /  ,  /  ) 
∆ finite difference 
 
1. Introduction 
Latent thermal energy storage (LTES) systems represent an 
important building block of future energy systems that bridge 
the gap between fluctuating supply of renewable energy and 
heat demand. An overview of LTES is given by Mehling and 
Cabeza [1] and Bauer et al. [2]. Although LTES has been 
widely investigated in the past both experimentally and 
numerically, a systematic analysis and experimental validation 
of the full set of space- and time-resolved phase boundary 
shapes and velocity fields due to natural convection during 
melting in a typical LTES geometry has never been carried out. 
The first objective of the present work is to analyze 
different modeling approaches by comparing a detailed 
numerical model with a simplified numerical model. The 
detailed model uses temperature-dependent thermophysical 
properties and allows a variable density (and thus volume 
expansion during change of phase and temperature) with the 
Volume of fluid method (VOF). The simplified model uses 
constant properties and incorporates buoyancy through the 
Boussinesq approximation. 
The second objective of this work is to validate a 
simulation model using the high-accuracy benchmark 
experiment by Vogel and Bauer [3]. A thorough comparison of 
the space- and time-resolved liquid phase fraction and 
velocities in the liquid phase, as well as time-resolved 
temperatures at distinct points, clearly identifies the accuracy 
of the modeling approach. 
2. State of research 
Numerical models for natural convection dominated 
melting have been investigated for more than thirty years, one 
of the early works being by Voller et al [4]. Most of the 
existing models were collected in the reviews by Salcudean 
and Abdullah[5], Samarskii et al. [6], Voller [7], Hu and 
Argyropoulos [8], Dutil et al. [9] and Dhaidan et al. [10]. The 
models were roughly divided in deforming grid and fixed grid 
methods. A comparison of these approaches was done by 
Lacroix and Voller [11], and Viswanath and Jaluria [12]. The 
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variables have been either formulated in primitive variables, 
such as pressure and velocity, or in a stream function and 
vorticity approach [6]. In the fixed grid methods with primitive 
variables, the enthalpy-porosity technique by Voller and 
Prakash [13], Brent et al. [14] or Voller and Swaminathan [15] 
has often been used for phase change and the incompressible 
Navier-Stokes equations have been solved with a projection 
method to decouple the computation of pressure and velocity. 
Semi-implicit projection methods such as the SIMPLE 
algorithm [16] have been used by most researchers, but also an 
explicit projection method [17] has been applied by Galione et 
al. [18] and Kozak and Ziskind [19]. Mostly, the Boussinesq 
approximation has been applied, which sets a constant density 
in all terms but the buoyancy term, where the dependency of 
density with temperature is linearized. A variable PCM density 
was implemented in conjunction with an air phase and the 
volume of fluid (VOF) method [20] to model volume 
expansion by Shatikian et al. [21], Shmueli et al. [22] and 
Hosseinizadeh et al. [23]. However, the impact of variable 
material properties and volume expansion on melting governed 
by natural convection is not known, since the results of a 
detailed VOF approach and a simplified Boussinesq 
approximation have not yet been compared. 
Despite the impressive amount and level of sophistication 
of these numerical models, their verification and validation are 
still remaining issues. Different methods have been producing 
deviating results [24] and the agreement of numerical results 
with experiments has often not been satisfactory [25]. To give 
an example on the issue of verification: Bertrand et al. [26] and 
Gobin and Le Quéré [27] performed a thorough comparison of 
multiple well-designed models on a numerical benchmark test 
case. Although results indicated the same trends, the phase 
boundary differed up to ± 20 % in one of the test cases. To give 
another example on the issue of validation: Campbell and 
Koster [28] repeated the most popular validation experiment, 
which was performed by Gau and Viskanta [29], with an 
improved experimental setup. Although the phase front shapes 
of the simulation and experiment were similar in the final 
steady state, they deviated during the temporal evolution. 
Conclusively, verification and validation have been a 
challenging task. The problem is that there is a general lack of 
experiments for melting governed by natural convection 
suitable for validation [25]. For the geometry and boundary 
conditions found in latent thermal energy storage, hardly any 
specific validation experiment is available. Therefore, a novel 
validation experiment was designed by Vogel and Bauer [3]: a 
phase change material (PCM) with high Prandtl number was 
melted symmetrically from two vertical sides in a rectangular 
enclosure. Phase state and velocities were measured with high 
temporal and spatial resolution and temperatures were 
measured with high temporal resolution at distinct points to 
provide detailed data for validation. 
3. Benchmark test case 
The generic benchmark test case is illustrated in Figure 1: a 
PCM is isothermally heated from two opposing vertical sides 
in a rectangular enclosure of height   and half width  . The 
bottom side is an adiabatic wall and the top side is an adiabatic 
free surface. The PCM is assumed to be initially solid at a 
temperature    slightly below the melting point    of the 
PCM. At time    the temperature at the heated walls    is 
raised to a temperature    + Δ  and melting starts when the 
melting point is reached. 
 
Figure 1: Benchmark test case of a PCM that is isothermally heated 
from two opposing vertical sides in a rectangular enclosure. 
The relevant dimensionless numbers of the described 
physical problem are the Rayleigh number    , the Stefan 
number    , the time dependent Fourier number    ( ), the 
Prandtl number    and the Aspect ratio  : 
    =
  Δ   
    
,			    =
  , Δ 
 
,	
   ( ) =   
 
  
,    =
  
  
,   =
 
 
. 
(1) 
The driving temperature difference is Δ  = (   −   ) 
between the wall and the melting point of the PCM. The 
material properties are taken at the average liquid temperature 
   + Δ /2. 
There is an ongoing discussion on whether the width   or 
the height   should be used as characteristic length. While 
research about natural convection in enclosures used the width, 
e.g. Elder [30], theoretical scaling analysis revealed the height 
as physically meaningful choice, e.g. Jany and Bejan [31]. In 
the end, the characteristic length may be freely chosen, as long 
as the aspect ratio   of the enclosure is taken into account. In 
the present work, we chose the height   as characteristic 
length. 
Melting is initially dominated by heat conduction, but 
natural convection sets in as soon as the liquid layer reaches a 
critical size, so that the buoyancy forces due to temperature 
gradients can overcome the viscous forces due to boundary 
layers at the walls and at the liquid-solid interface. A criterion 
for the transition from the pure conduction regime to a natural 
convection affected regime for a fluid in a rectangular 
enclosure was derived by Batchelor [32]. The correlation is 
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given here with the height used as characteristic length instead 
of the originally used width. The flow is then dominated by 
natural convection, if 
   
  
≥ 500. (2) 
The onset of turbulence for a fluid in a rectangular 
enclosure was studied by Elder [33]. The correlation is also 
given with the height as characteristic length instead of the 
originally used width. The flow is characterized to be laminar 
for 
    < 10
  . (3) 
Although these correlations were derived for a fluid without 
phase change, we can still apply them in the following 
approximate sense: the height and width of the liquid phase 
region will permanently change during melting. However, at a 
certain point, the liquid region will be nearly as high and/or 
wide as the enclosure height   and width  . As a result, 
assuming the flow of a single phase fluid is governed by 
natural convection or turbulence. Then the flow in the liquid 
phase of a phase change material is probably also governed by 
natural convection or turbulence at some point during the 
melting process. 
4. Experimental method 
An experimental test bench for the benchmark test case 
described in the last section was built by Vogel and Bauer [3]. 
Detailed optical measurement techniques were used to highly 
resolve the phase state and velocities in the liquid phase. The 
phase state was measured with shadowgraphy and the 
velocities in the liquid phase were measured with particle 
image velocimetry (PIV). Temperatures were measured with 
thermocouples at three distinct positions in the PCM. In the 
following, the test bench design is described and material 
properties and experimental parameters are given. 
4.1. Test bench design and operation 
The experimental setup is shown in Figure 2: a transparent 
enclosure made of acrylic glass PLEXIGLAS® contained 
heaters made of Steel 1.4301 and the PCM n-octadecane. The 
rest of the volume was filled with ambient air to allow volume 
change of the PCM during melting. The half width of the test 
section was   = 25 mm. The height of the heaters and the 
initial fill height of the PCM in the liquid state were    =
105 mm. During solidification, the fill height of the PCM 
decreased by the length   due to a larger density in the solid 
state. After solidification,   was approximately 10 mm and the 
solid fill height was about    = 95 mm. The initial fill height 
in the liquid state was specifically chosen to achieve an average 
height of   = 100 mm during the melting process. The depth 
of the test volume   = 50 mm was large enough to neglect 
boundary effects at the midplane induced by the front and back 
walls. The initial temperature of the PCM was 1 K below the 
melting temperature:    = 27 °C. The wall temperature was set 
to   ,       = 38 °C, which resulted in a driving temperature 
difference Δ  = 10 K. 
 
Figure 2: Experimental setup: front view (upper image) and top view 
(lower image). Relevant thermocouple positions are shown with filled 
circles. 
Temperatures were measured with thermocouples at several 
positions shown in Figure 2. The three positions given in Table 
1 were used for the evaluation of the melting process and the 
other positons were used to assess boundary conditions. 
Table 1: Measurement positions of thermocouples in the PCM used to 
measure temperatures during the melting process. 
Thermocouple PCM,1 PCM,2 PCM,3 
Measurement position 
( ,  ,  ) / mm 
(5, 90,25) (15, 50,25) (25, 10,25) 
The values of the relevant dimensionless numbers, which 
are the Rayleigh number    , the Stefan number    , the time 
dependent Fourier number at time of completed melting 
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   (  ), the Prandtl number    and the Aspect ratio  , are 
given in Table 2. With the criterion given by equation (2), the 
flow was expected to be dominated by natural convection; at 
least after a certain liquid phase fraction was reached. And, the 
flow was laminar due to the criterion of equation (3). 
Table 2: Values of dimensionless numbers: Rayleigh number   , 
Stefan number    , Fourier number at time of completed melting 
   (  ), Prandtl number    and aspect ratio  . 
           (  )      
2.0 ⋅ 10  0.092 0.11 52.2 4 
4.2. Material properties 
The material properties of the PCM n-octadecane are given 
in Table 3. A thorough data set was compiled by Galione et 
al. [34], from which the properties were adapted. 
Table 3: Thermophysical material properties of the PCM n-octadecane 
adapted from Galione et al. [34]. 
 Unit   ≤      >    
  
kg
m 
 
863 (s) 
778.466 (l) 
1010.07 −	
0.80587 ⋅ (  + 273.15) +	
1.2463 ⋅ 10   ⋅ (  + 273.15)  
   
J
kg	K
 
1942 (s) 
2214.08 (l) 
1394.560 + 2.7186 ⋅ T 
  
W
m	K
 
0.3362 (s) 
0.151215 (l) 
0.2067352 − 1.841779 ⋅ 10   ⋅ T 
  Pa	s - 
0.02966723	
−8.533286 ⋅ 10   ⋅ (  + 273.15) 
  
1
K
 - 8.9 ⋅ 10   
 m °C 28 
  
kJ
kg
 242.454 
The properties depending on temperature   and liquid 
phase fraction    are the density  , the specific isobaric heat 
capacity    and the thermal conductivity  . Constant values are 
given for the solid state   <   , which was sufficiently 
accurate due to the low subcooling of 1 K in this test case. The 
value in the liquid state at melting temperature  	 = 	   is also 
given. Temperature-dependent values are given for the liquid 
phase with   >   . The dynamic viscosity   is only specified 
in the liquid phase and the expression by Galione et al. [34] 
was linearized for the temperature region of this investigation. 
The melting temperature    and the latent heat   are also given 
by Galione et al. [34]. The thermal expansion coefficient was 
derived from a mean density  ̅ between the solid and liquid 
state and the density    in the liquid region with   >   : 
  = −
1
 ̅
   
  
 
  
. (4) 
The thermophysical properties of the steel heaters used to 
heat up the PCM, the PLEXIGLAS® enclosure, in which the 
PCM is filled, and the properties of ambient air are given in 
Table 4. 
Table 4: Thermophysical properties of enclosure materials and 
ambient air. 
Property Unit 
Steel heaters 
1.4301 
PLEXIGLAS® 
enclosure 
Air 
  
kg
m 
 7900 1180 1.225 
   
J
kg	K
 500 1470 1006 
  
W
m	K
 15 0.19 0.0242 
  Pa	s - - 1.79 ⋅ 10   
5. Numerical model 
We developed two different numerical models with varying 
degree of detail and different simplifications. Our models were 
based on the commercial software package ANSYS® Fluent 16, 
where the Navier-Stokes equations including the energy 
equation and a source term enthalpy method were solved on a 
fixed finite volume grid. A first detailed model used variable 
material properties and the volume of fluid (VOF) method to 
model volume expansion of the PCM into an additional air 
phase, and it was solved in two dimensions (V-2D). A second 
simplified model used the Boussinesq approximation and 
constant material properties and thereby neglected volume 
expansion. It was solved in either two dimensions (B-2D) or 
three dimensions (B-3D). 
5.1. Model simplifications 
The following simplifications were used by both models: 
1) the flow in the liquid phase of the PCM was incompressible 
and Newtonian, 2) the sharp interface between the solid and 
liquid phase of the pure PCM or eutectic mixture of multiple 
PCMs could be represented by a narrow so called mushy 
region, where the material was neither solid nor liquid but a 
mixture of both phases, 3) natural convection in the liquid 
phase of the PCM was laminar and 4) radiation and viscous 
dissipation in the liquid phase of the PCM were negligible. 
There are further simplifications that were different for the 
two models. The detailed model (V-2D) introduced an 
interface between the PCM and an air phase to allow for 
volume expansion. However, it is assumed that 6) the effect of 
surface tension on the interface between liquid PCM and air 
was negligible. The simplified models (B-2D and B-3D) used a 
constant density and the Boussinesq approximation and 
therefore assumed that 7) the Boussinesq approximation was 
valid in this case and density change (or volume expansion) of 
the PCM during melting was negligible. Furthermore, these 
models assumed that 8) constant thermophysical properties of 
the PCM were sufficiently accurate. 
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5.2. Modeling of material properties 
The different modeling of material properties in the detailed 
model with VOF method (V-2D) and in the Boussinesq models 
(B-2D and B-3D) is compared in Table 5. 
Table 5: Modeling of material properties in the detailed model (V-2D) 
and in the simplified models (B-2D and B-3D). 
Property V-2D B-2D, B-3D 
Density    (  ,  )  ̅ 
Specific heat capacity      ( )   ̅ 
Thermal conductivity    (  ,  )    
Dynamic viscosity    ( )  (   +
  
 
) 
In the detailed model (V-2D), the density was constant in 
the solid state and during phase change it linearly varied with 
the liquid phase fraction between the solid and liquid state: 
 (  ,  ) =      + (1 −   )  . (5) 
The specific heat capacity could not be specified depending on 
the liquid phase fraction in ANSYS® Fluent; it had to depend 
on temperature. Even with the appropriate user defined 
function (UDF) macro this was not possible. So, we introduced 
a small temperature range in the phase change region between 
   =    − 0.1	K and    =    + 0.1	K in which the specific 
heat capacity changed linearly: 
  ( ) =   ,  +
  ,  −   , 
   −   
(  −   ). (6) 
The thermal conductivity was constant in the solid state and 
during phase change it depended on the liquid phase fraction 
 (  ,  ) =      + (1 −   )  . (7) 
In the liquid state, the properties  ,   ,   depended on 
temperature. The dynamic viscosity   was only defined in the 
liquid state and also depended on temperature. 
With the Boussinesq approximation in the simplified 
models (B-2D and B-3D), the density was assumed constant in 
all terms but the linearized Buoyancy term in the momentum 
equation. We chose the mean value of the liquid and the solid 
state near the melting point as constant mean density  ̅. From a 
fluid dynamics viewpoint, the density in the liquid state would 
have been the optimal choice, because the melting process is 
dominated by natural convection in the liquid phase. However, 
the amount of sensible and latent energy stored in the initial 
solid state would have been significantly lower than in reality. 
With a mean density  ̅ and a mean PCM volume, the amount 
of stored energy was correct in a mean sense. For the same 
reason, we also chose a mean specific heat capacity   ̅. For the 
thermal conductivity  , we chose the value in the liquid state, 
because temperature gradients and heat conduction mostly 
occurred in the liquid phase while the solid phase was nearly 
isothermal throughout the melting process. The dynamic 
viscosity was set to a constant value evaluated at the mean 
liquid temperature    +
  
 
. 
The material properties density  , specific heat capacity   , 
thermal conductivity   and dynamic viscosity   of n-
octadecane are plotted over temperature in Figure 3. The 
variable properties used by the detailed model (V-2D) are 
shown with solid lines and the constant properties used by the 
simplified models (B-2D, B-3D) are represented with dashed 
lines. 
  
  
Figure 3: The density  , specific heat capacity  , thermal conductivity 
  and dynamic viscosity   of n-octadecane plotted over temperature 
with solid lines for the detailed model (V-2D) and dashed lines for the 
simplified models (B-2D, B-3D). 
5.3. Governing equations 
For the two different models, different sets of governing 
equations were needed. The detailed model (V-2D) maintained 
a variable density and used the VOF method while the 
simplified models (B-2D, B-3D) assumed a constant density 
and included buoyancy with the Boussinesq approximation, 
which introduces a linearized temperature-dependent buoyancy 
term in the momentum equations. 
5.3.1. Detailed VOF model with air phase (V-2D) 
The conservation equations of mass, momentum and energy 
are solved with one set of equations for the two phases of PCM 
and air with the volume of fluid method [35]: the continuity 
equation is solved only for the secondary phase, which is the 
PCM, 
1
 
 
 
  
(     ) + ∇ ⋅ (      )
=  ̇   →    −  ̇   →    , 
(8) 
where      is the volume fraction of the PCM,   is the density 
and   = ( ,  ,  )  is the flow velocity in x, y and z-direction, 
respectively. The volume fraction of the primary phase, which 
is air, is determined with the following constraint: 
     +      = 1. (9) 
The momentum equation with buoyancy term    and a 
momentum source term    is 
 
  
(  ) + ∇ ⋅ (    ) = ∇ ⋅   − ∇  +    +   , (10) 
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where   is the pressure. The stress tensor   is given as 
  =    (∇  + ∇  ) −
 
 
∇ ⋅    , (11) 
where   is the unit tensor. The buoyancy term is 
   =     , (12) 
where   is the gravity constant and    is a unit vector in y-
direction. 
The energy equation for the specific enthalpy ℎ with an 
enthalpy source term    is 
 
  
( ℎ) + ∇ ⋅ (  ℎ) − ∇ ⋅ ( ∇ ) =   . (13) 
5.3.2. Simplified Boussinesq models (B-2D, B-3D) 
The conservation equations of mass, momentum and energy 
are solved without volume expansion with the Boussinesq 
approximation [35]: The continuity equation with constant 
density is 
∇ ⋅   = 0. (14) 
The momentum equation with buoyancy term    and a 
momentum source term    is 
 ̅
  
  
+  ̅(  ⋅ ∇	)  =  ∇   − ∇  +    +   , (15) 
where  ̅ is the constant mean density defined in section 5.2. 
With the Boussinesq approximation, the buoyancy term is 
   =   ̅ (  −   )  . (16) 
The buoyancy depends on the thermal expansion coefficient 
  and a temperature difference to a reference temperature, at 
which the constant density was specified. In this case this is the 
melting temperature   . 
The energy equation for the specific enthalpy ℎ with an 
enthalpy source term    is 
 ̅
 ℎ
  
+  ̅	∇ ⋅ ( ℎ) − ∇ ⋅ ( ∇ ) =   . (17) 
5.3.3. Enthalpy-Porosity model 
The energy equation (13) or (17) is transformed with the 
enthalpy-porosity method [13–15]. In the following, we will 
use the more general equation (13). The central idea of the 
method is to write the enthalpy ℎ as the sum of the sensible 
enthalpy ℎsens and the latent enthalpy ℎ   : 
ℎ = ℎsens + ℎ   . (18) 
The sensible enthalpy is 
ℎsens( ) =       ′
 
 ref
 (19) 
and the latent enthalpy is the product of the latent heat of 
fusion   and the liquid phase fraction   : 
ℎ    =    . (20) 
The liquid phase fraction is in general defined by the 
temperature   in relation to the solidus temperature    and the 
liquidus temperature   : 
   =  
0,   ≤  s
0…1,    <   <   
1,   ≥  l
	, (21) 
In the so called mushy region, 0 <    < 1, the material is 
neither solid nor liquid, but in a state of melting or 
solidification. In this region, a relationship between liquid 
phase fraction and temperature has to be defined. 
ANSYS® Fluent offers two variations of the enthalpy-
porosity technique: the melting point model [13] and the 
melting range model [15]. The melting point model is activated 
in the software, when the solidus and liquidus temperature are 
specified as the same value, which is the melting temperature 
  , and the melting range model is applied when a higher 
liquidus than solidus temperature is specified [35]. The melting 
range model could also be applied for a material with a melting 
point, when a small melting range is selected. The advantage in 
modeling with a melting range would be that all material 
properties can depend on temperature. Instead, with the melting 
point model, the properties have to depend on the liquid phase 
fraction, which is implemented with user defined functions 
(UDFs), because the temperature does not change during phase 
change. Both models were tested and the melting point model 
was preferred, because it showed more plausible results and 
better agreement with experiments. 
In the melting point model [13], a linear relationship over a 
small temperature range of 2  between    =    −   and 
   =    +   is introduced and the liquid phase fraction is then 
defined as: 
   =
⎩
⎨
⎧
0,   ≤    −  
  − (   −  )
2 
,    −   <   <    +  
1,   ≥    +  
	, (22) 
After introducing equation (18) in (13), dropping the 
subscript sens, and defining the energy equation source term as 
   =    
 
  
(   ) + ∇⋅(ρ	   ) , (23) 
the original form of the energy equation (13) is obtained with 
the latent enthalpy being expressed in the source term: 
 
  
( ℎ) + ∇ ⋅ (  ℎ) − ∇ ⋅ ( ∇ )
=    
 
  
(   ) + ∇⋅(ρ	   ) . 
(24) 
To modify the velocities in the mushy region and in the 
solid [13], another source term is introduced into the 
momentum equations (10) or (15), 
   = − (  ) , (25) 
where a parameter  (  ), which depends on the liquid phase 
fraction, is multiplied with the velocity vector. This parameter 
has to be zero in the liquid phase to allow for free motion. 
When it takes large values in the solid phase, the velocities are 
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forced to near zero values in the linear system of equations of 
an implicit method [14]. While different functions fulfil this 
requirement, most often the Carman-Kozeny equation, which is 
derived from the Darcy law for fluid flow in porous 
media [36], is used in a modified form [35]: 
 (  ) =  
(1 −   )
 
  	
  +  
. (26) 
The original Carman-Kozeny equation would yield infinity 
if the liquid phase fraction approached zero. To limit  (  ) to 
numerically applicable finite values, a constant value   is 
additionally added in the denominator. In ANSYS® Fluent, the 
value is fixed to   = 10  . The parameter   is called the 
mushy region or mushy zone constant and is a model constant, 
which replaces the physical properties in the Carman-Kozeny 
equation. It has to be adjusted to the problem, because it will 
influence the morphology of the mushy region [13]. 
Investigations on the influence of the value   were described 
by Shmueli et al. [22]. In the present study, a value of 106 was 
used. We found that, using a melting point material, the 
solution is rather insensitive to this parameter compared to a 
melting range material. With a melting point material, the 
mushy zone is expected to be narrow, approximately as wide as 
a computational cell, and to exist only due to the discretization 
error. 
5.4. 2D domains and initial and boundary conditions 
The domain contained either a zone for the mixture of PCM 
and air in the case of the detailed model with VOF method (V-
2D) or a zone of only PCM in the case of the simplified model 
with Boussinesq approximation (B-2D). Additionally, a small 
part of heater material with 1 mm thickness and the bottom part 
of the acrylic glass enclosure with 2 mm wall thickness are 
included in the domain. The domain only extended to half of 
the enclosure and the symmetry to the mid-plane was used. 
After comparing a simulation with full enclosure width to 
another simulation with half width and symmetry condition, 
the flow and melting was found to be indistinguishable. 
Although the two models V-2D and B-2D were created as 
similar as possible, there were differences in the domain and 
the initial and boundary conditions. Both 2D models are shown 
in Figure 4. 
The domain of the detailed model (V-2D) was slightly 
larger to accommodate an additional air phase on top of the 
PCM that allowed volume expansion of the PCM during 
melting. The air was assumed incompressible with constant 
properties. A pressure outlet allowed the air to flow out of the 
domain. This boundary condition additionally needed the 
specification of a backflow temperature     =    and a 
backflow volume fraction for the PCM phase     ,   = 0. 
With setting the backflow temperature higher than the PCM 
temperature, heat was not transferred out of the domain by 
convection; only a negligible conduction heat flow into the 
domain might have occurred. Setting the backflow volume 
fraction correctly is important, so that only air and not PCM 
can flow into the system. The initial conditions had to be 
patched in ANSYS® Fluent, i.e. firstly the domain was 
initialized with setting   ,   ,   ,    and     ,  = 0. Then only 
the air region was patched with setting     ,  = 1. 
  
a) VOF model (V-2D) b) Boussinesq model (B-2D) 
Figure 4: Domain, initial and boundary conditions of the detailed 
model with VOF method (V-2D) and the simplified model with 
Boussinesq approximation (B-2D). 
The simplified model (B-2D) did not include an air phase 
for volume expansion. The height of the domain was set to the 
average between the liquid and the solid state and therefore 
was smaller than in the V-2D model. Instead, the top side was 
modeled with a symmetry boundary condition, i.e. all gradients 
and the velocity component in  -direction were zero. The 
domain was initialized with setting   ,   ,    and   . 
For both these 2D models, all outer sides except the steel 
heater wall and the pressure outlet were adiabatic and thus heat 
exchange with the environment was neglected. 
5.5. 3D Boussinesq model with boundary effects (B-3D) 
The simplified model (B-2D) was extended to a 3D model 
with boundary effects (B-3D). The 3D domain had the same 
dimensions in the  - -plane as the 2D domain. A second 
symmetry plane was used in  -direction and thus the depth was 
the half depth of the symmetric PCM region with  /2 =
25	mm. An additional acrylic glass window with a thickness of 
2 mm enclosed the PCM at the back side. The domain of the B-
3D model is illustrated in Figure 5. 
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Figure 5: Boussinesq model in 3D (B-3D) including viscous boundary 
layer effects and thermal boundary conditions. 
In this 3D model, other than in the 2D models, viscous 
boundary layer effects of the front and back walls were 
included. Additionally, thermal boundary conditions were 
imposed with measured data from the validation experiment by 
Vogel and Bauer [3]. While the simulation cannot model all 
physical effects of an experiment, the experiment is not able to 
perfectly reproduce the ideally stated physical problem with 
isothermal walls and adiabatic boundaries stated in section 3. 
With imposing the inevitable boundary effects of the 
experiment onto the simulation, a comparison of simulation 
and experiment free of the influence of boundary effects was 
possible. The thermal boundary conditions are summarized in 
Table 6. The positions of thermocouples are found in Figure 2. 
Table 6: Thermal boundary conditions in the 3D model. 
Boundary Thermal boundary condition 
Steel heater 
wall 
  ( ,  ) =   (  ,   ( ),   ,      ( )) 
Top PCM  ̇   ( ) =  ̇              ,     ( )  
Bottom glass 
window 
       ( ) =     ,     ( ) 
Side glass 
window 
     ( ,  ) =   (    ,     	    ( ),     ,     	    ( )) 
Firstly, two experimentally measured temperatures at the 
heater wall   ,    and   ,       were interpolated over time   
and over height   onto the simulation time and boundary mesh, 
and then used as temperature boundary condition at the steel 
heater wall. Secondly, a heat flow through the top of the PCM 
was modeled with a mixed boundary condition in ANSYS® 
Fluent. With this boundary condition, a heat flow by heat 
radiation and by natural convection in the adjacent air gap over 
the PCM was modeled. In the experiment, this air gap was 
enclosed on top with another acrylic glass plate on which the 
temperature     ,      was measured. This temperature was 
interpolated to the simulation time from the experimental data 
and set as free stream boundary temperature and external 
radiation temperature. The external emissivity for the radiation 
part was set to a value of 0.9. The heat transfer coefficient for 
the convective part was calculated with an approximate 
effective thermal conductivity model for natural convection in 
an air enclosure [37]. Thirdly, the heat flow by heat conduction 
through the side and bottom glass windows was included with 
temperature boundary conditions. In the experiment, a 
temperature at the outer side of the bottom window     ,      
was measured, which was interpolated in time and set as 
boundary temperature in the simulation. At the side glass 
window, temperatures were measured at two positions at the 
bottom and top of the outer side of the window,     ,     	     
and     ,     	    . These temperatures were first interpolated in 
time and then over the height   onto the boundary mesh of the 
simulation. These transient boundary conditions were 
calculated in MATLAB, which was coupled to ANSYS Fluent, 
as already described by Vogel et al. [38]. The presented 3D 
model was an accurate reproduction of the experiment and its 
boundary conditions. It was mainly used to validate the 
numerical model with the experiment. 
5.6. Discretization 
The governing equations were discretized with a pressure-
based finite volume method [39] and implicit time integration 
with ANSYS® Fluent 16 [40]. The segregated solver was used 
with the PISO method for pressure-velocity-coupling [39]. The 
second order derivatives in the diffusive terms were 
approximated by second order central differences, the first 
order derivatives in the convective terms with a second order 
upwind scheme [40]. The interpolation of pressure values at the 
cell faces was done with the PRESTO! scheme [39]. For the 
VOF method in the detailed model (V-2D), the explicit scheme 
was used with a Courant number of 0.25. The implicit body 
force formulation and the sharp interface modeling were 
selected. The volume fraction was calculated with the 
geometric reconstruction scheme [40]. The resulting linear 
systems were solved with an iterative method with algebraic 
multigrid acceleration [39]. 
The rectangular geometries were discretized with ANSYS® 
meshing [40] on a structured quad mesh in 2D or a structured 
hex mesh in 3D. A cell size of 0.25 mm was found to be 
optimal in a mesh dependency study. Therefore, this size was 
used throughout the 2D meshes, which resulted in meshes with 
about 40 000 control volumes. However, for the 3D case, the 
cell sizes were increased to decrease the computational effort. 
In the  -direction, the cell size remained 0.25 mm to resolve 
the boundary layers. In the  - and  -direction the cell size was 
increased to a range of 0.25…1 mm and a cell size distribution 
with a finer mesh towards the boundaries was introduced. The 
3D mesh was then built of about 140 000 control volumes.  
For the simplified models (B-2D, B-3D), a time step of 
Δ  = 0.1	s was a good tradeoff between fast convergence and 
low computation time. The maximum Courant Number was 
slightly above one. The implicit scheme theoretically allowed 
larger Courant numbers, but we found that convergence 
became inefficiently slow. A smaller time step was needed for 
convergence of the detailed model with VOF method (V-2D). 
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We found the best results with the variable time stepping 
method and a time step corresponding to a Courant Number of 
0.25, which was the same as specified for the explicit scheme 
in the VOF model. With this method the time step was of the 
order of 10   s at the beginning and it increased up to a 
specified maximum of 10   s at later times. 
Iterations continued until a convergence criterion was met. 
Solution convergence was found to be restricted by the mass 
continuity, for which the scaled absolute residual threshold was 
set to a value of 10-3. Between 30 and 150 iterations were 
needed to reach this criterion. The residuals of the momentum 
equations and the energy equation fell below 10-8 and 10-15, 
respectively. 
6. Results and discussion 
In the last section, we presented a 2D Boussinesq model (B-
2D) and a 2D VOF model (V-2D), both with ideal boundary 
conditions, and a 3D Boussinesq model (B-3D) adjusted to 
experimentally measured boundary conditions. In this section, 
we first compare the 2D models (V-2D, B-2D) with each other 
to find out to what extent the Boussinesq approximation and 
constant material properties are valid simplifications. Then, we 
compare the 3D Boussinesq model including boundary effects 
(B-3D) to the benchmark experiment. 
6.1. Comparison of the 2D models V-2D and B-2D 
To compare the two models in 2D, we analyzed the melting 
process qualitatively with the 2D fields of phase state and 
velocity. And, we quantitatively evaluated the liquid phase 
fraction and heat flow rate over time, the velocity extrema 
occurring in the liquid phase over time, and the temperatures at 
three positions over time. 
6.1.1. 2D fields of phase state and velocity 
The fields of phase state and velocity by natural convection 
in the liquid phase are illustrated in Figure 6 at times   =
3600 s and   = 7200 s. The solid phase of the PCM is drawn 
in black such as the solid side and bottom walls. In the liquid 
phase, filled contours show the velocity magnitude and vectors 
show the velocity direction as well as the magnitude. On the 
left side of each plot, the VOF-model (V-2D) is shown and on 
the right side, the Boussinesq model (B-2D) is shown. The 
interface between the PCM and the air phase in the V-2D 
model is represented by a white line, while, in the B-2D model, 
the top side is a fixed slip wall. 
The velocity magnitudes and the boundary layers are 
qualitatively similar in both models. However, the resulting 
solid phase shape appears to be smaller and wider in the V-2D 
model compared to the taller and narrower solid phase in the 
B-2D model. This indicates a faster melting at the top and 
slower melting at the bottom in the V-2D model relative to the 
B-2D model. This difference may be either due to the different 
choice in material properties or due to the different boundary 
condition at the top, namely the VOF-interface or the fixed slip 
wall. A pre-study already showed that the influence of variable 
heat capacity, thermal conductivity and viscosity is rather 
small. The volume expansion with density change and the 
moving interface in the VOF model may be the main reason for 
the observed differences. An obvious reason is that the solid 
phase had an initial height of only    	= 	95	mm in the V-2D 
model instead of  	 = 	100	mm in the B-2D model, which 
made a difference in height from the beginning. The volume 
expansion up to a final height of    	= 	105	mm in the V-2D 
model could have also increased convection at the top and 
inhibited convection at the bottom, due to an additional overall 
upward flow that increased the upward flow at the heated walls 
and decreased the downward flow at the solid phase. The result 
is probably a stronger convection at the top than at the bottom, 
which leads to the difference in the phase front shapes. 
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a)   = 3600	s b)   = 7200	s 
Figure 6: Comparison of the 2D fields of phase state and velocity for the 2D Boussinesq model (B-2D) and for the 2D VOF model (V-2D) at two 
different time steps (    = 2.0 ⋅ 10
 ,     = 0.092,    = 52.2,   = 4). The solid phase of the PCM is drawn in black and velocities in the liquid 
phase are illustrated by contours of velocity magnitude and vectors scaled by velocity magnitude. 
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6.1.2. Liquid phase fraction and heat flow rate 
A quantitative analysis of the liquid phase fraction and the 
heat flow rate helps to further understand the differences in the 
melting process. Figure 7 shows both quantities plotted over 
time for the VOF model (V-2D) and for the Boussinesq model 
(B-2D). 
 
Figure 7: Comparison of liquid phase fraction of the PCM and heat 
flow rate into the PCM plotted over time for the VOF model (V-2D) 
and the Boussinesq model (B-2D). 
The resulting curves of both models are qualitatively 
similar and there are only small deviations. The quantitative 
difference in liquid phase fraction has a mean value of 1.4 % 
and a maximum value of 2.2 %. The heat flow rates deviate by 
3.1 % in the mean with a maximum difference of 10.1 % that 
occurs only over a small period of time. Although the shape of 
the solid phase was observed to be slightly different in the last 
section, the integral phase state is nearly identical in both 
models. Conclusively, despite the differences in the models and 
observed qualitative differences, the overall melting process is 
similar. 
6.1.3. Velocity extrema 
The velocities are also analyzed over time. However, it is 
not straight forward to find a single velocity value that is 
representative for the melting process. If we would evaluate the 
velocity at a certain fixed point or even multiple points, the 
choice of position of this point would be critical for the results. 
Either the same velocity would be obtained for a long period of 
time or the velocity could be zero the majority of the time. The 
mean value of the velocity magnitude is also not meaningful, 
because the velocities outside of the narrow boundary layers 
are close to zero, which would lead to a small mean value. The 
solution was to calculate the velocity extrema separately for the 
 - and  -direction and for many evaluation time steps. The 
result is shown in Figure 8. 
The velocities   in  -direction are very similar to each 
other, while the velocities   in  -direction show a qualitative 
difference at least at the beginning of the melting process. The 
mean deviation of velocities   in  -direction is 20 % and the 
mean deviation of velocities   in  -direction is 8.2 %. At the 
beginning of melting in the VOF model (V-2D), the velocities 
max( ) in positive  -direction decrease earlier and the 
velocities min( ) in negative  -direction remain higher. The 
differences in   are probably due to the different boundary 
condition at the top. Overall, the differences in the velocity 
extrema are not substantial and probably negligible. 
 
Figure 8: Comparison of velocity extrema in  - and  -direction 
plotted over time for the VOF (V-2D) and the Boussinesq model (B-
2D). 
6.1.4. Temperatures 
The temperatures were evaluated at the three distinct 
positions  PCM,1,  PCM,2 and  PCM,3 shown in Figure 2 and given 
in Table 1. The simulated results for the VOF model (V-2D) 
and the Boussinesq model (B-2D) are plotted over time in 
Figure 9. 
 
Figure 9: Comparison of Temperatures at three positions over time for 
the VOF (V-2D) and the Boussinesq model (B-2D). 
The curves for temperature     ,  have a qualitative 
difference at the time right after the melting front passed the 
temperature probe position after   = 0.5	h. However, the 
curves for the temperature     ,  and temperature     ,  are 
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similar and only shifted in time. The mean difference over the 
melting process is 1.1 % for     , , 1.2 % for     ,  and 1.0 % 
for     , . Hence, the differences in temperature are mostly 
negligible. 
6.2. Comparison of the 3D Boussinesq model (B-3D) with the 
experiment 
The comparison of the two different models in 2D showed 
only minor differences. In conclusion, the Boussinesq 
approximation, the neglected volume expansion and the 
assumption of constant material properties are valid for this test 
case. Hence, we preferred the simpler Boussinesq model to 
simulate the 3D case. The 3D case additionally included 
viscous boundary layer effects at the front and back enclosure 
walls. We also adjusted the thermal boundary conditions at all 
sides to data from the experiment to include the small but 
remaining heat flows over the boundaries. This way, the 
simulation model could be precisely compared to the 
experiment. As in the section before, the primary quantities of 
interest are the phase state, the velocity and the temperature. In 
a first step, the 2D fields of phase state and velocities in the 
liquid phase in the mid-plane ( 	 = 	25	mm) of the enclosure 
are evaluated in the simulation and compared to experimental 
results [3]. In a second step, the quantitative values of liquid 
phase fraction, velocity extrema and temperatures in the PCM 
are evaluated from simulated data and compared with 
experimental results [3]. 
6.2.1. 2D fields of phase state and velocity 
As in the last section, the fields of liquid phase fraction and 
velocities by natural convection in the liquid phase were 
evaluated. But this time, data from the B-3D model were 
compared to the validation experiment. The results are 
illustrated in Figure 10 for the time   = 3600 s. The solid 
phase of the PCM is drawn in black as are the solid walls. In 
the liquid phase, filled contours show the velocity magnitude 
and vectors show the velocity direction as well as the 
magnitude. In the simulation model B-3D shown on the left 
side, the velocity is evaluated in a plane in the middle of the 
enclosure ( 	 = 	25	mm). The data looks slightly disturbed at 
the phase front, which is mostly due to a coarser grid in the 3D 
case compared to the 2D case and the interpolation from 
control volume centered values onto the faces of the mid-plane. 
The experimental data was obtained with a shadowgraph 
technique to obtain the phase state and a particle image 
velocimetry technique to measure velocities in a plane in the 
middle of the enclosure ( 	 = 	25	mm), see Vogel and 
Bauer [3].  
The solid phase has a smaller and narrower appearance in 
the simulation compared to the experiment. While the velocity 
magnitudes are similar at the phase boundary of the PCM, the 
simulated velocities exceed the measured velocities at the 
heated wall. Since the flow is laminar, see section 3, turbulence 
should not be the reason for deviations. A detailed 3D model 
with VOF method including volume expansion and variable 
material properties would probably lead to a slightly better 
qualitative agreement than the simplified Boussinesq model 
(B-3D) used here, but the computational effort would be 
significantly higher. And there are certain other features in the 
experiment, which would still not be modeled in the 
simulation, e.g. gas bubbles rising from the solid phase. 
Conclusively, regarding the simplifications in this model, the 
simulation qualitatively agrees with the experiment. The 
quantitative evaluation follows in the next sections. 
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Simulation (B-3D) (midplane) Experiment (midplane) 
Figure 10: Comparison of simulation results with the 3D Boussinesq model (B-3D) including boundary effects (left side) with results from the 
validation experiment [3] (right side) at time   = 3600	s (    = 2.0 ⋅ 10
 ,     = 0.092,    = 52.2,   = 4).
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6.2.2. Liquid phase fraction 
We evaluated the liquid phase fraction in the simulation 
with the B-3D model and compared it to the experimentally 
measured data [3], which includes error bars for systematic and 
statistic measurement uncertainties. The results are shown in 
Figure 11. 
 
Figure 11: Comparison of liquid phase fraction over time from the 3D 
simulation (B-3D) and from experimentally measured data  [3]. 
A maximum deviation of the simulation from the 
experiment of 10 % is found at the beginning of the melting 
process. This might be due to the higher thermal inertia of the 
experimental system. Although the experimentally measured 
boundary temperatures were used in the boundary conditions of 
the simulation, the few measurement positions cannot 
completely capture the temperature variation at the boundary of 
the test cell. However, since the mean deviation is only 4 %, 
the overall melting process is found to be similar in the 
simulation and the experiment. 
6.2.3. Velocity extrema 
The velocities from the simulations with the B-3D model 
were also compared to the experiment, where velocities were 
measured by particle image velocimetry (PIV) in a middle  - -
plane [3]. The velocity extrema were again calculated in both 
axis directions. The error bars include systematic and statistic 
measurement uncertainties. The results are shown in Figure 12. 
The maximum velocity magnitudes are mostly higher in the 
simulation compared to the experiment. The simulated 
velocities   are slightly higher in both negative (left) and 
positive (right)  -direction. The simulated velocities   are 
significantly higher in the positive (upward)  −direction in the 
wall boundary layer but similar in the negative (downward)  -
direction in the phase front boundary layer. The mean deviation 
is about 60 % for   and 20 % for  . 
A possible explanation for lower velocities in the 
experiment could be attributed to non-uniform temperatures at 
the heater wall that were not captured by our measurement 
positions, for example a horizontal temperature gradient. 
Another possible reason is the obstruction of fluid flow by the 
thermocouples despite their small diameter. On the other hand, 
the simulation might not have captured the wall boundary layer 
correctly due to turbulence effects that we did not include since 
the flow should be laminar according to Equation (3) by 
Elder [33]. 
 
Figure 12: Comparison of  - and  - velocity extrema over time from 
the simulation model B-3D and from PIV-measurements in the 
experiment [3]. 
6.2.4. Temperatures 
Finally, temperatures evaluated in the simulation with the 
B-3D model are compared to temperatures measured with 
thermocouples in the experiment [3] in Figure 13. The 
temperature probe positions are shown in Figure 2 and their 
coordinates are given in Table 1. The error bars include 
systematic and statistic measurement uncertainties, which can 
become quite large at steep gradients, because these cannot be 
exactly reproduced in repeated measurements. 
 
Figure 13: Comparison of temperatures at three positions over time 
from the evaluation probes in the simulation with the B-3D model and 
from the thermocouple measurements in the experiment [3]. 
The simulated temperature curves are similar to the 
experimentally measured data. The instants of melting are 
captured well. However, the temperature     ,  has a different 
curve around the time   ≈ 0.5	h, but agrees well for the 
remaining time. The temperatures     ,  and     ,  agree well 
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initially, but they are slightly lower after phase change is 
finished in the vicinity of the probe at times   > 1.6	h and 
  > 2.7	h, respectively. The mean deviations over the melting 
process are 1.8 % for     ,  and 2.8 % for both     ,  and 
    , . 
7. Conclusions 
The comparison of the detailed modeling approach with 
variable material properties and the VOF-method (V-2D) to the 
simplified approach with constant material properties and the 
Boussinesq approximation (B-2D) revealed differences only 
upon closer inspection. Deviations are seen mostly in the 
velocities and temperatures. However, the liquid phase fraction 
and heat flow rate, which indicate the overall charging state 
and power of a storage system, are very similar. In conclusion, 
while the simplified model (B-2D) is not able to reproduce the 
melting process in every detail, it is sufficiently accurate to be 
used in the design process of latent thermal energy storage 
systems. 
The comparison of the simplified model in three 
dimensions with boundary effects (B-3D) to the validation 
experiment showed that the simulated phase state and 
velocities are qualitatively similar to the validation experiment. 
Only the simulated mean velocity extrema are 60 % higher for 
the velocity   in  -direction and 20 % higher for the velocity   
in  -direction compared to the experiment and it is not yet 
understood what exactly is the reason for this. However, the 
liquid phase fraction only deviates by a mean value of 4 % and 
temperatures by a mean value of 2.8 % in the worst case. These 
results indicate that the simplified model (B-3D) is accurate 
enough to reproduce the experimentally measured melting 
process and that it is qualified for further studies to analyze the 
impact of natural convection in LTES systems. 
Since only one set of parameters was investigated in this 
case study, the next step would be to do a parameter study to 
find the boundary of validity of the Boussinesq approximation 
in the simplified model. For larger subcooling or larger driving 
temperature differences, we would expect that the simplified 
model will suffer from low accuracy and only the detailed 
model with VOF method will be accurate enough. 
In this work, we studied a low temperature material for 
minimum boundary effects and accurate experimental results, 
which is advantageous for a validation study. However, it is not 
known if the results with high-temperature materials would be 
similar or if there will be other significant influences such as 
radiation heat transfer that are not yet included in the 
simulation model. Hence, an extension of this study to high 
temperature phase change materials is advised. 
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