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Remarkable research interest in understanding the static and high-
frequency magnetic behavior of a wide range of patterned ferromagnetic 
nanostructures has been motivated by the prospect of their utilization as high 
density memory elements, domain wall logic, spin wave guide, magnonic crystal 
and microwave filters. In this thesis, the static magnetization reversal process and 
dynamic behavior of various patterned ferromagnetic nanostructures has been 
systematically studied. 
Firstly, a systematic comparison of static and dynamic behavior between 
rectangular and circular Ni80Fe20 rings array as a function of thickness and inter-
ring spacing was presented. The rectangular ring reverses via two distinct reversal 
paths depending on the alignment of magnetic field to the ring’s long axis. The 
sharp corners of the rectangular rings influence domain walls pinning and reverse 
domain nucleation process. Four distinct ferromagnetic resonance modes were 
observed in rectangular rings compared to two modes seen in circular rings of 
identical width due to the presence of sharp corners and non-uniform 
demagnetization field distribution. The resonance peaks are sensitive to the ring 
thickness and inter-ring spacing due to the changing magnetostatic coupling 
strength. 
Secondly, a self-aligned fabrication technique was developed to fabricate a 
wide variety of magnetostatically coupled bi-component ferromagnetic 
nanostructures for magnonic crystal applications without the need for aligning 
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multi-level lithography processes. The fabrication technique combines angle 
deposition, selective etching and lift-off processes in a single mask step. Unique 
magnetic behavior of the resulting bi-component disks, bi-component rings and 
ring/wires nanostructures made of Ni80Fe20 and Fe were described and modeled. 
The magnetization reversal is strongly influenced by the magnetostatic coupling 
between the adjacent components. The capability of this technique is further 
extended by changing the incidence angles of the deposition flux to systematically 
control the width of the gap between the two adjacent components which 
subsequently affects the strength and the nature (i.e. magnetostatic or exchange) 
of their coupling. Furthermore, a variety of thickness-modulated nanostructures 
can also be made using this technique. 
Thirdly, the vortex reversal and dynamics in thickness-modulated Ni80Fe20 
disk was investigated. The presence of thickness modulation in the form Ni80Fe20 
lens on top of Ni80Fe20 disk controls the vortex location, chirality, propagation 
direction. Specifically, the asymmetry in the Ni80Fe20 lens, which provides 
additional shape anisotropy, defines the vortex chirality depending on 
magnetization reversal history.  Using ferromagnetic resonance spectroscopy, the 
formation of transverse wall domain state as well as the vortex propagation and 
annihilation process can be detected by their resonance modes. By inserting a Cu 
spacer layer with varying thicknesses between the disk and the lens, their 
magnetic interaction was systematically investigated. It was further shown that 
vortex propagation and annihilation in each exchange-decoupled layer can be 
identified by detecting their resonance modes. 
 ix 
 
Finally, a simultaneous control of vortex chirality and polarity was 
demonstrated in thickness-modulated [CoPd]n/Ti/Ni80Fe20 multilayer disks by 
applying a proper sequence of in-plane and out-of-plane reset fields. The top 
thickness-modulated Ni80Fe20 free layer introduces an additional shape anisotropy 
which defines the vortex chirality during the in-plane reset field. The bottom 
[CoPd]n is used as an underlayer to produce out-of-plane stray field which 
stabilizes the vortex polarity in the top Ni80Fe20 free layer. The dynamic behavior 
of a single multilayer disk was also investigated using micro-focused Brillouin 
light scattering spectroscopy with a spot size of 250 nm. In addition, we have 
compared the behavior of multilayer disks with and without thickness modulation 
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CHAPTER 1. Introduction 
1.1. Background 
Patterned ferromagnetic nanostructures have been the focus of attention 
not only for fundamental magnetic studies but also because of their potential in a 
wide range of applications such as high density information storage [1-3], domain 
walls (DWs) logic [4, 5] and memory devices [6, 7]. More recently, investigation 
of their dynamic behavior in the gigahertz (GHz) regime has gained much interest 
for the prospect of their utilization as high frequency logic and memory elements 
[8-12], spin wave guide [13], and microwave filters [14, 15]. The remarkable 
progress in the understanding of magnetism at the meso- and nanoscale has been 
made possible by the concurrent advances in nanofabrication techniques, 
characterization techniques and computing power for micromagnetic simulation. 
Due to their extremely small size, ferromagnetic nanostructures possess 
magnetic properties which are significantly different from their bulk materials due 
to lateral confinement. These changes become more pronounced as the lateral size 
becomes comparable to or smaller than certain characteristic length scales such as 
magnetic domain wall width, spin diffusion length, electron mean free path, etc 
[16-19]. Static and dynamic behaviors of magnetic nanostructures are therefore 
strongly affected by the change in their dimensions, shape, geometrical variations, 
the type of materials and their magnetic interactions. This implies that the design 
and fabrication of the magnetic nanostructures has to be done precisely in order to 




So far, the tailoring of magnetic nanostructures has been introduced in 
many different ways, e.g. varying shape and aspect ratio [20-22], engineering 
defects [23-26], introducing asymmetry [27-29], modifying the microstructure [30, 
31] and introducing configurational anisotropy [32-34]. Periodically modulated 
ferromagnetic nanostructures have also been sought after to form magnonic 
crystals (MCs), i.e. a magnetic analogue of photonic crystal. In MCs, the spin 
waves (SWs) spectrum has been shown to be tunable by changing its structural 
geometry [35-38], composition [39-41] and shows band gap structure in k-space1 
[42, 43]. There are numerous reports on static and dynamic behavior of 
ferromagnetic elements of various shapes such as wires [44-48], strips [49-52], 
rings [53-61], squares [21, 62, 63], rectangles [64-67], triangles [68, 69], ellipses 
[70-72], circular disks [16, 73-77], and antidots [37, 78-83].  
In terms of magnetic memory application, device miniaturization has been 
pushing for more precise control of magnetization state as well as its detection 
[84-87]. As a result, studying magnetization reversal in patterned magnetic 
nanostructures has become increasingly important. Moreover, controlling SWs’ 
behavior and propagation at nanoscale magnetic elements have been shown to be 
practically important in processing information at high frequency [10, 14, 88].  
In magnonics application, devices with the length scales much smaller 
than the wavelength of free-space electromagnetic waves in GHz range (four to 
five orders smaller) can be realized. In terms of signal transmission and 
processing, magnonic waveguide and devices can achieve unprecedented scaling 
capability compared to optical transmission[89]. This advantage is further 
                                                 




leveraged by the low energy consumption (due to non-volatility) and high speed 
operation compared to electronic devices[90, 91]. 
In the following section, the research gap and motivation for this thesis 
will be discussed. 
1.2. Motivation 
In patterned magnetic elements, large demagnetizing fields associated 
with the boundaries of the structures affect their magnetic configuration and 
switching mechanism. For practical applications, it is crucial for the magnetic 
elements to have a controllable and reproducible magnetic behavior. One 
approach to successfully achieve this objective is by designing and fabricating 
high quality magnetic nanostructures with minimum defects. Another approach is 
by incorporating engineered defects in the design of magnetic nanostructures to 
generate a well controlled magnetic behavior. In this thesis, challenges in 
achieving a controllable and reproducible magnetic behavior in various magnetic 
nanostructures and ways to overcome them will be demonstrated. In the next 
section, present challenges in controlling the vortex behavior in magnetic disks 
will be outlined. This will be followed by a discussion on the research gap in 
understanding static and dynamic behavior of thin film rings. Lastly, issues in the 
fabrication of well aligned bi-component nanostructures will be described. 
1.2.1. Magnetic disks 
In magnetic disks, a vortex magnetization state will form when the disk 
radius is beyond a certain critical radius (RC) for a given thickness as a result of 




saturated or single domain state, a vortex state has an in-plane curling 
magnetization and a small region of vortex core whose magnetization points out-
of-plane. For this reason, a vortex state is commonly identified by two parameters, 
the core polarity (p = +1 or -1 for vortex core oriented up or down respectively) 
and chirality (c = +1 or -1 for vortex curling clockwise (CW) or counter 
clockwise (CCW) respectively). Based on the (c, p) values, there are a total of 
four combinations of vortex state in a circular disk as shown in Fig. 1-1.  
 
Fig. 1-1.  A schematic drawings of vortex state showing all chirality and 
polarity combinations 
For magnetic memory application, the ability to precisely control the 
vortex polarity and chirality in a magnetic disk is crucial for reproducible 
magnetic states writing and readout. The vortex state in circular disk has the 
potential to be used as multi-bit memory and logic cells based on the ability to 
control the formation of vortex state with a specific (c, p) values. While numerous 
reports show the manipulation of vortex core polarity in magnetic disks [11, 92-
98], there have been fewer reports of the control of vortex chirality [32, 33, 99]. 






introducing configurational anisotropy [32], by coupling between disks [33] or by 
fabricating a D-shaped disk [28, 29]. Furthermore, simultaneous control of vortex 
chirality and polarity in magnetic disks has not been realized so far. Designing a 
magnetic disk structure which can produce precise control over both vortex 
chirality and polarity will be useful for further development of magnetic memory 
and logic devices. In addition, characterizing the vortex dynamics in such 
magnetic disk becomes necessary for the application in high-frequency memory 
[11, 12], logic [8-10] and magnonic filters [14, 15]. 
1.2.2. Magnetic rings 
In contrast to circular magnetic disks, the removal of a center core portion 
in magnetic rings has caused significant differences between their magnetization 
reversal processes. There are two stable magnetic states in magnetic rings which 
can be switched reversibly with an externally applied field, namely the ‘onion’ (O) 
state which is characterized by the presence of two 180˚ DWs and a flux-closure 
‘vortex’ (V) state with circumferential magnetization [100, 101]. In particular, the 
vortex state in circular ring has much lower exchange energy than that in circular 
disk due to the removal of its vortex core portion. The geometric parameters like 
shape, thickness, diameter and width of the ring influence the switching field 
values, the number of magnetic states that are possible, and the types of DW 
present [102, 103]. 
One main focus of research attention on magnetic rings has been the 
modification of ring edges’ profile to control the vortex chirality during magnetic 




specific chirality is important in the design of DWs logic [4, 5] and memory 
devices [6, 7]. As such, the vortex chirality control in ring has been investigated 
widely in the literature [24, 27, 104, 105]. Precise vortex chirality control in 
circular ring has been mostly done by introducing notches and asymmetric width 
[24, 27, 104-107]. There are also many reports in which ring shape have been 
varied in order to achieve better control of the magnetization reversal process. 
Using elliptical ring, the DWs are preferentially located at its apexes when the 
field is applied along the major axis and the degree of pinning can be controlled 
by varying its eccentricity [108, 109]. Using square ring, one can trap the DWs in 
the vicinity of the 90° corners of the ring and control the DWs propagation around 
the ring [54, 110, 111]. Triangular ring has been introduced for similar reason [57, 
112, 113]. Rounded rectangular ring has also been investigated for the additional 
shape anisotropy along its long axis [56, 101, 114]. 
In spin dynamics, the boundaries of the ring structure as well as 
inhomogeneous internal fields have been identified as the source of spin wave 
confinement [115] and determine whether spin wave propagation is allowed or 
forbidden. In nanowires and nanostrips, the existence of bends and kinks not only 
minimizes the stray field energy when the 180˚ DWs are located at the kinks [116] 
but also introduces non-uniform internal fields which can change the character of 
propagating spin waves or act as a propagation barrier [13]. Square and 
rectangular rings are particularly interesting because their sharp 90° corners can 
provide preferred sites for 180° DWs to reside and correspondingly become 




However, the gap remains in understanding how the sharp 900 corners in 
these rings affect the reversal mechanism and dynamic behavior when compared 
to circular rings. This understanding is useful in providing model structure to 
study DWs pinning and propagation, spin wave confinement and the effect of 
shape anisotropy on dynamic behavior of ring arrays. Furthermore, a 
comprehensive investigation and comparison of rings’ behavior as a function of 
their dimension, geometry and inter-ring spacing is helpful in the development of 
DW logic and memory devices, also in designing compact spin wave guides and 
tunable magnonic filters. 
1.2.3. Bi-component nanostructures 
In MCs application, there has been a growing interest in fabricating 
structures made with a variation in magnetic properties. The magnetic properties 
variation has been introduced in the form of periodically modulated nanostructure 
[117], bi-component nanostructure [81, 118], nanostructure with thickness 
variation [119], etc. These structures are sought after because of the possibility to 
form MCs with distinct static and dynamic behavior [42, 118, 120, 121].  
The challenge in realizing such structures lies in the fabrication process 
which requires aligned multi-level lithography and pattern transfer processes 
using conventional processing. It is much more convenient if these structures can 
be made in a self-aligned process. Consequently, the development in the 




1.3. Focus of Thesis 
In this thesis, a detailed study of reversal mechanism and dynamic 
behavior of ferromagnetic nanostructures will be presented. The main body of the 
thesis is divided into four parts. The first part focuses on comparison of static and 
dynamic behaviors between rectangular and circular thin film rings. The second 
part deals with the fabrication and characterization of bi-component 
nanostructures made using self-aligned angle deposition and selective etching 
processes. The third part discusses the magnetic vortex dynamics in thickness 
modulated magnetic disks. The fourth part demonstrates a method to achieve 
simultaneous control of vortex chirality and polarity in thickness-modulated 
multilayer magnetic disks.  
The main objectives of this thesis are: 
(a) A systematic comparison of static and dynamic behavior between circular and 
rectangular rings array of varying ring thickness and inter-ring spacing. 
(b) Developing a novel process to fabricate bi-component nanostructures by 
combining self-aligned angle deposition and selective etching. 
(c) Investigating the effect of thickness modulation on the static reversal and 
vortex dynamics behaviors in ferromagnetic disks. 
(d) Simultaneously control the vortex chirality and polarity in thickness-
modulated multilayer disks using a perpendicularly magnetized underlayer. 
(e) Design of vortex chirality detection in thickness-modulated disks based on 




1.4. Organization of Thesis 
Chapter 1 gives a brief introduction of background and motivation for this 
thesis work. Chapter 2 provides a theoretical basis on various important concepts 
essential for understanding the thesis content. Chapter 3 describes the 
experimental and simulation techniques used in this thesis. Chapter 4 discusses 
the static and dynamic behaviors comparison between rectangular and circular 
thin film rings. Chapter 5 demonstrates the fabrication of various bi-component 
nanostructures using a self-aligned angle deposition technique combines with 
selective etching process. This chapter also highlights the unique magnetic 
behaviors of the bi-component nanostructures produced. Chapter 6 presents the 
vortex dynamics study in thickness-modulated magnetic disks and shows how the 
control of vortex chirality and propagation is achieved. This chapter ends with the 
description of a potential memory device based on vortex chirality detection using 
planar Hall Effect. Chapter 7 illustrates the simultaneous control of vortex 
chirality and polarity in thickness-modulated disks utilizing a [CoPd]n multilayer 
stack as an underlayer. Lastly, Chapter 8 provides overview and summary of the 
key observation and findings presented in this thesis. Suggestion for future 




CHAPTER 2. Theoretical Background 
2.1. Introduction 
In this chapter, basic concepts which are important for better 
understanding of the thesis discussion will be established. Section 2.2 introduces 
various micromagnetic energies terms and their role in magnetization reversal 
process. Section 2.3 and 2.4 provide a brief overview of magnetization in 
ferromagnetic disks and rings respectively. Section 2.5 discusses a theoretical 
basis of ferromagnetic resonance phenomenon. Section 2.6 illustrates the 
Brillouin light scattering in ferromagnetic metal. Section 2.7 discusses the basics 
of planar Hall Effect in ferromagnetic metal. Section  2.8 provides summary to 
the theoretical background presented in this chapter. 
2.2. Micromagnetic Energies 
The magnetization reversal process and domain structure formation in 
patterned magnetic nanostructures are obtained as a direct result of minimizing 
the total free energy in the system. The minimization process will produce either a 
local or an absolute energy minimum at a given applied magnetic field. The total 
free energy (Etot) of the system comprises of several energy terms, as follow: 
𝐸𝑡𝑜𝑡 = 𝐸𝑒𝑥𝑐ℎ + 𝐸𝑚𝑠 + 𝐸𝑎𝑛𝑖 + 𝐸𝑍𝑒𝑒      (2-1) 
where Eexch is the exchange energy, Ems is the magnetostatic energy, Eani is 
anisotropy energy and EZee is the Zeeman energy. 
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2.2.1. Exchange energy 
The exchange energy is represented as the interaction between the 
adjacent magnetization in a magnetic sample following the below expression 
[122]: 
𝐸𝑒𝑥𝑐ℎ = 𝐴∫ ∑(∇𝑚𝑖)2 𝑑𝑉𝑉       (2-2) 
where 𝑚𝑖 = 𝑀𝑖/𝑀𝑠 is the local normalized magnetization vector in the magnetic 
sample and i refers to Cartesian coordinate x, y and z. Mi is the local 
magnetization being probed while Ms is the saturation magnetization of the 
magnetic materials. A is the exchange constant of material. In a ferromagnetic 
metal, the exchange interaction is a quantum mechanical (QM) nearest-neighbor 
interaction due to orbital overlap which favors parallel alignment of the 
magnetization of adjacent atomic sites. To appreciate the physical implication of 
Eq. (2-2), let’s represents the ∇𝑚𝑖 into spherical coordinate (𝜃𝑖 ,𝜙𝑖) with respect 
to z-axis and limit the magnetization to be on a certain plane (𝜙 = constant), this 
will reduce (∇𝑚𝑖)2 to (∇𝜃𝑖)2. The meaning of (∇𝜃𝑖)2 is that exchange energy is 
minimized for the minimum variation of 𝑚𝑖 in all direction i.e. when (∇𝜃𝑖)2 is the 
smallest for a given plane 𝜙 = constant [123]. The Eq. (2-2) can be simplified 
into (2-3) following D. D. Tang, et al [19]: 
𝐸𝑒𝑥𝑐ℎ = − 2𝐴𝑖𝑗𝑀𝑠2𝑑𝑖𝑗2 𝑀𝑖 ⋅ ∑ 𝑀𝑗𝑗      (2-3) 
where Aij is the exchange constant between the nearest-neighbor atomnic sites, Mi 
and Mj are the magnetic moments of the adjacent atoms i and j, and dij is the 
center-to-center distance between the atoms. The dot product of Mi and Mj is 
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taken as 𝑀𝑖𝑀𝑗𝜃 in a small angle approximation, leading to the same conclusion of 
Eq. (2-2). 
2.2.2. Magnetostatic energy 
The magnetostatic energy can be written as: 
𝐸𝑚𝑠 = − 12𝑉 ∫ 𝑀𝑖 ⋅ 𝐻𝑑𝑉 𝑑3𝑟      (2-4) 
where Hd is the demagnetizing field of the sample and Mi is the magnetization of 
the sample. The Hd opposes the magnetization following the relation 𝐻𝑑𝑖 =
−𝒩𝑖𝑗𝑀𝑗  where 𝒩𝑖𝑗  is the demagnetizing tensor and its value depends on the 
geometry of the magnetic sample and i, j refers to Cartesian coordinate x, y and z. 
The magnetostatic energy can be understood as the energy produced by the 
demagnetizing field of the sample.  
2.2.3. Magnetocrystalline anisotropy energy 
The magnetocrystalline anisotropy energy has its origin from the spin-
orbit interaction and it governs the preference for the magnetization in a sample to 
be oriented along certain crystallographic orientation. The magnetocrystalline 
anisotropy energy has the common form: 
𝐸𝑎𝑛𝑖 = 𝐾1sin2𝜃 + 𝐾2sin4𝜃      (2-5) 
where θ is the angle between the crystalline easy axis direction and magnetization 
vector. In most cases, the higher order term K2 sin4θ is negligible and can be 
ignored. For crystalline ferromagnetic film, each material has its own 
crystallographic easy axis direction, e.g. <100> in body-centered cubic Fe, <0001> 
in hexagonal close-packed Co and <111> in face-centered cubic Ni. However, in 
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polycrystalline film the crystal easy axes are oriented randomly causing the 
average contribution in Eani to be negligible. In this thesis, the K1 is often regarded 
as zero due to the polycrystalline nature of the deposited film using either sputter 
deposition or electron beam evaporation. 
2.2.4. Zeeman energy 
The Zeeman energy arises from the application of the external magnetic 
field on magnetization of the sample. The Zeeman energy can be written as: 
𝐸𝑍𝑒𝑒 = −∫ 𝑀𝑖 ⋅ 𝐻𝑉 𝑑3𝑟      (2-6) 
where H is the external applied field. The Zeeman energy has the opposite sign to 
magnetostatic and exchange energies. Increasing the magnitude of applied 
magnetic field corresponds to an increase in the magnitude of EZee. If the 
magnetization of the sample is aligned along the direction of the external 
magnetic field, a large contribution of EZee will minimize the total energy of the 
system. 
2.2.5. Interplay between energy terms and domain formation 
The magnetic domain formation in meso- and nanomagnets is governed by 
the interplay between various energy terms mentioned above. For illustration, 
let’s assume a rectangular polycrystalline Ni80Fe20 (NiFe) thin film sample with 
the dimension of 600 nm x 200 nm x 30 nm. Firstly, a large saturating magnetic 
field is applied along the short axis of a sample. From simulation in Fig. 2-1(a), 
we can observe that the sample will have the highest EZee (in negative sign) at 
saturation H= -10 kOe. At the same time all the magnetic moments is forced to 
point in the same direction as H, Fig. 2-1(b), leading to the lowest exchange 
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energy value. At this stage, a magnetized sample produces large magnetostatic 
energy (in positive sign) due to the stray field at the sample boundary. However, 
this does not make the system unstable due to the energy compensation by the 
EZee. Thus, at saturation no domain formation will be observed. 
 
Fig. 2-1.  (a) Plot of simulated energy terms. The corresponding simulated 
spin configurations at (b) -10 kOe, (c) -200 Oe, and (d) 0 Oe 
As the applied magnetic field is reduced towards zero, EZee will reduce 
(note that EZee is negative) tremendously causing the moments pointing towards 
the edge of the sample to be unstable as they cost too much Ems. Consequently, 
the moments relax and bend to minimize stray field pointing out of the sample’s 
edge, Fig. 2-1(c). However, the Eexch rules out the possibility of having an abrupt 
change in the magnetization direction and therefore a gradually changing 
magnetization will cause a domain formation. Figure 2-1(d) shows the domain 
formation at zero applied field as a result of the interplay between various energy 
terms in the system. 
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2.3. Magnetization reversal of circular ferromagnetic disks 
The magnetization reversal process of circular ferromagnetic disk depends 
largely on its diameter and thickness. To date, the quasistatic reversal of magnetic 
disks which consists of vortex nucleation and annihilation steps has been well 
investigated [16, 73, 74, 124, 125]. When a ferromagnetic disk reverses via a 
vortex state, a typical hysteresis loop as shown in Fig. 2-2(a) will be observed.  
 
Fig. 2-2.  (a) Plot of simulated hysteresis loop of magnetic disk. Simulated 
spin configurations: (b) negative saturation, (c) vortex state, (d) vortex 
propagation, (e) positive saturation state. Inset in (a) shows the plot of first 
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The magnetization reversal of ferromagnetic circular disks via a vortex 
state typically includes vortex nucleation, propagation and annihilation steps. The 
vortex nucleation and annihilation are marked by their nucleation field (HN) and 
annihilation field (HA). The HN and HA values can be determined by taking the 
first derivative of the M-H loop in the forward sweep direction, inset of Fig. 2-
2(a). From a negative saturation state, Fig. 2-2(b), the magnetic moment will relax 
following the circumference of the disk as the field value reduces in order to 
minimize the magnetostatic energy, Fig. 2-2(a) at -0.5 kOe. 
As the field value continues to decrease towards 0 Oe, there is a sharp 
decrease of magnetization corresponding to the nucleation of vortex. At 
remanence, the vortex state has the M ≈ 0 due to its curling magnetization profile 
which can assume either CW (c=1) or CCW (c=-1) chirality, Fig. 2-2(c). In this 
case, the vortex core polarity may also vary between polarity up (p=1) or down 
(p=-1).  
Further increasing the field towards positive saturation, a gradual increase 
of magnetization is observed which corresponds to the vortex core propagation, 
Figs. 2-2(a, d). The increase in magnetization value is caused by an increasingly 
larger area of the disk with magnetization pointing in the applied field direction. 
The direction of propagation is perpendicular to the direction of H and related to 
its chirality. Shown in Fig. 2-2(d), a CW vortex will propagate to the right while a 
CCW vortex will propagate to the left. At around 0.75 kOe, there is another sharp 
increase in the magnetization corresponding to the annihilation of vortex out of 
the disk’s edge. Increasing the field further will align the moment along the 
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circumference towards the direction of applied field to form the reversed 
saturation state, Fig. 2-2(e). 
2.4. Magnetization reversal of ferromagnetic rings 
Typically, the magnetization reversal of ferromagnetic rings involves two-
step switching process as shown in an example in Fig. 2-3. 
 
Fig. 2-3.  Typical magnetization reversal process of circular ring 
At saturation, all magnetic moments in the ring point in the field direction 
and as the field is reduced towards 0 Oe, the magnetic moments will relax to 
follow the circumference of the ring and form O-state. Depending on the ring 
width and thickness, the 180° DWs in the O-state can be made up of either 
transverse walls (TWs) or vortex walls (VWs), Fig. 2-4(a). Magnetostatic energy, 
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thickness/width ratio because the VWs has lower stray field energy compared to 
TWs [49]. 
 
Fig. 2-4.  Simulated spin configurations showing (a) two types of 180° DWs in 
an onion state and (b) two types of vortex chirality in a vortex state 
The first switching step, HO-V, corresponds to the onion to vortex (O-V) 
transition. During this transition, one of the 180˚ DW depins and traverses along 
one arm of the ring and annihilates the other 180° DW to form a V-state of 
clockwise (CW) or counter clockwise (CCW) chirality, Fig. 2-4(b). The second 
switching step, HV-RO, corresponds to the vortex to reverse onion (V-RO) 
transition. In this step, an RO-state is formed by nucleation and propagation of a 
reverse magnetic domain which occurs in another arm of the ring with the 
magnetization anti-parallel to the direction of the applied field. Further increasing 
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2.5. Ferromagnetic Resonance 
The ferromagnetic resonance (FMR) was first discovered by J. H. E. 
Griffiths [126] in 1946, in which he described a resonant absorption by the 
magnetic dipoles takes place in the ferromagnetic sample upon the application of 
high-frequency alternating field perpendicular to static applied field. This 
resonant absorption leads to a loss of energy which was measured by the product 
of magnetic permeability (μ) and electrical resistivity (ρ). As later explained by C. 
Kittel [127] in 1947, when a ferromagnetic sample is subjected to an externally 
applied field (Happ) and a radio-frequency alternating field (hrf), the magnetization 
M will precess (see Fig. 2-5) according to the equation of motion:  
𝜕𝐽 𝜕𝑡⁄ = �𝑀 × 𝐻𝑒𝑓𝑓�      (2-7) 
where J is the angular momentum density, t is time, Heff is the effective field 
which includes the Happ, demagnetizing field Hd and anisotropy field (Hani). 
 
Fig. 2-5.  Schematic diagram showing magnetization precession under Happ 









Precessional motion of magnetic moment
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When the relation between M and J is considered following 𝑀 = 𝛾𝐽 where 
γ is a gyromagnetic ratio, Eq. (2-7) becomes: 
𝜕𝑀 𝜕𝑡⁄ = 𝛾�𝑀 × 𝐻𝑒𝑓𝑓�     (2-8) 
The FMR phenomenon occurs when a microwave signal passing through 
the magnetic sample has the same frequency to hrf. In such case, the microwave 
signal will be strongly absorbed at the resonance frequency. On the theory of 
FMR absorption, C. Kittel [128] considered a general ellipsoid having three 
principal axes x, y, and z with the Happ = Hz and hrf = Hx, see Fig. 2-6. 
 
Fig. 2-6.  A sketch of a general ellipsoid used in C. Kittel [128] 
Taking into account the demagnetizing field following the relation 
𝐻𝑑𝑖 = −𝒩𝑖𝑗𝑀𝑗 , where 𝒩𝑖𝑗 is the demagnetizing tensor. In a general ellipsoid, 𝒩𝑖𝑗 
only has diagonal components 𝒩𝑥, 𝒩𝑦 and 𝒩𝑧. Correspondingly, the components 
of effective field are:  
𝐻𝑒𝑓𝑓,𝑥 = ℎ𝑥 −𝒩𝑥𝑀𝑥      (2-9a) 
𝐻𝑒𝑓𝑓,𝑦 = −𝒩𝑦𝑀𝑦      (2-9b) 
𝐻𝑒𝑓𝑓,𝑧 = 𝐻𝑧 −𝒩𝑧𝑀𝑧      (2-9c) 
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𝑑𝑀𝑥 𝑑𝑡⁄ = 𝛾�𝐻𝑧 + �𝒩𝑦 −𝒩𝑧�𝑀𝑧�𝑀𝑦    (2-10a) 
𝑑𝑀𝑦 𝑑𝑡⁄ = 𝛾[𝑀𝑧ℎ𝑥 − (𝒩𝑥 −𝒩𝑧)𝑀𝑥𝑀𝑧 −𝑀𝑥𝐻𝑧]   (2-10b) 
𝑑𝑀𝑧 𝑑𝑡⁄ ≅ 0        (2-10c) 
Solving Eq. (2-10a) and (2-10b) with time varying 𝑀𝑖 = 𝑀0𝑒−𝑖𝜔𝑡  and 
ignoring the small 𝑀𝑧ℎ𝑥 term, the solutions for (2-10a) and (2-10b) exist only if: 
�
𝑖𝜔 𝛾�𝐻𝑧 + �𝒩𝑦 −𝒩𝑧�𝑀𝑧�
𝛾[−(𝒩𝑥 −𝒩𝑧)𝑀𝑧 − 𝐻𝑧] 𝑖𝜔 � = 0  (2-11) 
Ignoring the small 𝑀𝑧ℎ𝑥 term from (2-10b), one obtains Eq. (2-12): 
𝜔𝑟𝑒𝑠 = 𝛾�[𝐻𝑧 + (𝒩𝑥 −𝒩𝑧)𝑀𝑧]�𝐻𝑧 + �𝒩𝑦 −𝒩𝑧�𝑀𝑧�  (2-12) 
Equation (2-12) is widely known as Kittel formula for the resonance 
frequency (𝑓𝑟𝑒𝑠 = 𝜔𝑟𝑒𝑠 2𝜋⁄ ) which can be used to predict the FMR frequency of 
various ferromagnetic samples (by varying 𝒩𝑖𝑗) at a given Happ. In some special 
cases, the 𝒩𝑖𝑗  can be easily determined e.g. plane (𝒩𝑥 = 𝒩𝑧 = 0;𝒩𝑦 = 4𝜋 ), 
sphere (𝒩𝑥 = 𝒩𝑦 = 𝒩𝑧 = 4𝜋 3⁄ ) and infinite circular cylinder (𝒩𝑥 = 𝒩𝑦 =2𝜋;𝒩𝑧 = 0). Generally, the sum of 𝒩𝑖𝑗  (i.e.  𝒩𝑥 + 𝒩𝑦 + 𝒩𝑧 ) is equal to 4𝜋 , 
although exception can occur for non-ellipsoidal bodies [129]. A general formula 
for estimating 𝒩𝑖𝑗 values in rectangular ferromagnetic prisms has been discussed 
by A. Aharoni [130]. 
Nowadays, a broadband FMR measurement employs a vector network 
analyzer (VNA) which has the ability to sweep the frequency at a given magnetic 
field unlike the earlier cavity method where the measurement is performed by 
sweeping the field for fixed frequency. The FMR measurement in this thesis was 
realized by placing a microwave antenna directly on the sample and detecting the 
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resonant frequency using a VNA (see Section 3.4.5). Using VNA-FMR 
measurement one can obtain information of collective FMR absorption spectra 
with k=0 in the array of patterned ferromagnetic nanostructure as a function of 
magnetic field cycling.  
2.6. Brillouin Light Scattering 
The underlying principle of BLS is based on an inelastic scattering 
interaction between an incoming photon (a laser source) and a spin wave in a 
magnetic sample. During the inelastic scattering process, the total energy and 
momentum of the system are conserved. However, the scattered photon may 
experience either a decrease or an increase in its energy and momentum by 
emitting or absorbing a spin wave respectively. The former is called Stokes 
scattering while the latter is called Anti-Stokes scattering. 
A schematic diagram in Fig. 2-7 illustrates such events. Consider an 
incoming photon having an energy ℏ𝜔𝑖  and a momentum ℏ𝑞𝑖  which interacts 
with spin wave having an energy ℏ𝜔𝑆𝑊 and momentum ℏ𝑞𝑆𝑊. If the spin wave is 
absorbed (i.e. Anti-Stokes scattering occurs), the energy and momentum of the 
scattered photon becomes ℏ𝜔𝑠 = ℏ(𝜔𝑖 + 𝜔𝑆𝑊)  and ℏ𝑞𝑠 = ℏ(𝑞𝑖+𝑞𝑆𝑊) 
respectively. Conversely, if the spin wave is emitted, the energy and momentum 
of the scattered photon becomes  ℏ𝜔𝑠 = ℏ(𝜔𝑖 − 𝜔𝑆𝑊) and ℏ𝑞𝑠 = ℏ(𝑞𝑖−𝑞𝑆𝑊). 




Fig. 2-7.  Schematic diagram showing photon and spin wave interaction in 
BLS 
Practically, BLS measurement leverages on the presence of Stokes and 
Anti-Stokes scattering to detect the characteristic of spin wave frequency of the 
sample at resonance condition i.e. by the amount of frequency shift between the 
incident and the scattered photon due to energy and momentum transfer during 
photon-spin wave interaction. Furthermore, using BLS spectroscopy, one can 
obtain information of SWs excitation with k=0 and k≠0. Using a macro-BLS 
setup, the spin wave dispersion characteristic (i.e. frequency versus k-vector) can 
be constructed by varying the incidence angle (θ) of the probing laser light. This 
is in contrast to FMR measurement which characterize only the uniform spin 
wave frequency at k=0. By varying θ, the k vector of the spin wave can be derived 
as 𝑞𝑆𝑊 = −2𝑞𝑖/𝑠𝑖𝑛𝜃 by solving the vector summation 𝑞𝑠 = 𝑞𝑖 + 𝑞𝑆𝑊 𝑠𝑖𝑛𝜃 with 
the detection condition 𝑞𝑠 = −𝑞𝑖, see Fig. 2-8.  
Spin Wave
ћωSW, ћqSW




Fig. 2-8.  A schematic diagram showing macro-BLS measurement at an 
arbitrary laser incidence angle θ 
Additionally, by incorporating a micro-focused BLS which has the 
resolution of ~250 nm, a 2D spectra image profile of excited spin wave can be 
mapped. A detailed discussion of the BLS experimental setup will be presented in 
Section 3.4.6.  
In principle, BLS offers few advantages over FMR or microwave 
spectroscopy involving micro-strip antenna in general. Firstly, BLS has the 
possibility to investigate spin waves with different wave vectors. Secondly, BLS 
offers a wide dynamic range detection which means BLS can detect both 
thermally-excited spin waves with low amplitude and microwave-excited spin 
waves with high amplitude. Thirdly, the focused laser beam offers high spatial 
resolution detection and a 2D spectral image can be obtained with resolution as 
good as a quarter of micron when integrated with micro-focused BLS. 
There are many types of spin wave modes in magnetic film and they are 
classified by relative orientation of magnetization direction M and the in-plane 








Fig. 2-9.  A schematic diagram showing different types of magnetostatic spin 
wave modes 
If 𝑞𝑆𝑊 and M are in-plane but perpendicular to each other, the spin wave is 
called surface spin wave (SSW), or also known as Damon-Eshbach (DE) mode. 
However, if 𝑞𝑆𝑊 and M are in-plane and parallel to each other, the spin wave is 
called backward volume spin wave (BVSW). Finally, if 𝑞𝑆𝑊 is in-plane and M is 
out-of-plane, the spin wave is called as forward volume spin wave (FVSW). A 
more detailed description of the characteristics of these spin wave modes have 
been presented by S. O. Demokritov et al [131]. 
2.7. Planar Hall Effect 
Planar Hall Effect (PHE) or also called Pseudo Hall Effect arises due to 
anisotropic spin-orbit coupling which affects the scattering rate of conduction 
electrons. Having the same origin to that of anisotropic magnetoresistance (AMR) 
M
M
Forward Volume Spin Wave (FVSW)
Backward Volume Spin Wave (BVSW)
Surface Spin Wave (SSW)
M
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effect, the PHE voltage is also sensitive to the change of M in-plane and depends 
largely on the relative orientation between magnetization and current directions 
[18, 132, 133]. The difference lies in their measurement geometry, PHE voltage 
(VPHE) is measured in-plane but orthogonal to the current direction while AMR 
voltage (VAMR) is measured in the same direction as the current, see Fig. 2-10. 
 
Fig. 2-10. A schematic diagram showing PHE and AMR measurement 
The use of PHE to detect change of M in-plane is often favored due to its 
high sensitivity to change in spin configurations and low background voltage. 
VPHE is often expressed as [18]: 
𝑉𝑃𝐻𝐸 = 12 𝐽(𝜌∥ − 𝜌⊥) sin 2𝜃     (2-13) 
where J is the applied current density, (𝜌∥ − 𝜌⊥) is the difference in resistivity 
between M parallel and M perpendicular to J and 𝜃 is the angle between J and M. 
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PHE is often discussed together with other types of Hall effects in 
ferromagnetic film namely: Ordinary Hall Effect (OHE) and Anomalous Hall 
Effect (AHE) [133]. It is important to understand the difference between PHE and 
other types of Hall effects. OHE, which is the smallest among them, is 
proportional to magnetic induction B and it is related to the Lorentz force acting 
on moving charge carrier. The small magnitude of OHE signal is attributed to 
high carrier density in metallic materials at room temperature [18, 133]. AHE is 
also associated with the anisotropic spin-orbit coupling in ferromagnetic metal, 
but its signal is sensitive to the change of M out-of-plane, e.g. in the case of 
perpendicularly magnetized ferromagnetic film.  
2.8. Summary 
The theoretical background and brief literature review have been 
presented in order to provide preliminary understandings necessary for 
subsequent discussions in this thesis. In Section 2.2, various micromagnetic 
energy terms were highlighted along with a short discourse on their interplay in 
forming magnetic domains in magnetic nanostructures. In Sections 2.3 and 2.4, 
magnetization reversal processes of ferromagnetic circular disks and rings were 




CHAPTER 3. Experimental and Simulation Techniques 
3.1. Introduction 
In this chapter, an overview of various experimental and simulation 
techniques used in this thesis will be presented. Section 3.2 gives a brief 
discussion of various lithography techniques used in fabricating a variety of 
nanostructures studied in this thesis. Section 3.3 describes the equipments and 
techniques used in depositing various materials and producing the desired 
nanostructures. Section 3.4 introduces various experimental characterization 
techniques. Section 3.5 presents methods in performing quasistatic and dynamic 
micromagnetic simulations. Section 3.6 provides summary to the discussion in 
this chapter. 
3.2. Pattern Fabrication Techniques 
In this section, various lithography techniques which were used to make 
nanostructures in this thesis will be discussed. The discussion of each lithography 
technique includes the choice of photoresist coating, pre-bake process, exposure 
conditions, development, and photoresist removal. Ultraviolet lithography, deep 
ultraviolet lithography and electron beam lithography will be discussed in this 
section. 
3.2.1. Ultraviolet lithography 
Ultraviolet (UV) lithography is a lithography technique that chemically 
alters the selected parts of the photoresist properties using UV light exposure. A 
photoresist is a light sensitive chemical compound, usually made of polymer 
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which will be chemically modified upon light exposure of certain wavelength. 
Prior to resist application, a substrate was typically cleaned using isopropyl 
alcohol (IPA) in an ultrasonic bath at low power for 5 minutes before rinsing it 
with de-ionized (DI) water and dried using N2 gun. Figure 3-1 shows the UV 
lithography processes used in this thesis.  
 
Fig. 3-1.  Schematic showing the UV-lithography process: (a) Photoresist 
dispensing, (b) spin coating, (c) pre-baking, (d) exposure. Resulting pattern after 
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An adequate amount of photoresist was dispensed onto a substrate and 
spun with a spin coater at 6000 rpm rotational speed for 40 s, Figs. 3-1(a-b). After 
the spin coating process, the photoresist was uniformly spread on the substrate. 
Subsequently, the sample was pre-baked in oven at 90°C for 20 min which 
increased the adhesion of photoresist to the substrate and drove out excess volatile 
solvent, Fig. 3-1(c). The pre-baked sample was then put under a photomask and 
subjected under UV light exposure using Karl Suss MA6 mask aligner system 
with a exposure wavelength λ = 365 nm, Fig. 3-1(d). The UV light was generated 
by mercury lamp at 110 mJ.cm-3 exposure energy. The photomask was made of 
quartz with patterned Cr layer to block the incoming UV light. The sample 
exposure time was determined by dividing the dose required with the intensity of 
the UV light. 
The exposed resist was then developed by immersing the sample into MIF 
AZ-300 developer for 20 seconds. Thereafter, the sample was rinsed using DI 
water and blow dried using a N2 gun. Depending on the type of the photoresist, it 
will either chemically dissociate (positive photoresist, [Fig. 3-1(e)]) or chemically 
cross-link (negative photoresist, [Fig. 3-1(f)]) upon UV light exposure. The PFI 
photoresist used in this thesis is a positive photoresist. The UV lithography was 
used to fabricate coplanar waveguides for FMR experiments. 
3.2.2. KrF deep ultraviolet lithography 
The resist pattern for the ferromagnetic nanostructures used in this thesis 
was fabricated using KrF deep ultraviolet (DUV) lithography at a 248 nm 
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exposure wavelength. The detailed discourse of this fabrication technique has 
been described by A. O. Adeyeye et al [134]. 
This lithography process was performed in optical projection DUV 
lithography Nikon scanner S203 in line with a TEL act-8 wafer track. In order to 
achieve the desired resist pattern, a 60 nm thick bottom anti reflection coating 
(BARC) layer followed by a 280 nm thick DUV resist layer (UV210 from Shipley) 
was spun on Si substrate [135]. The BARC layer was used in order to minimize 
standing wave pattern on the resulting resist profile due to substrate reflection. 
The resolution (R) of this system was determined by Rayleigh criterion: 
𝑅 = 𝐾1 𝜆𝑁𝐴  where K1 is a process dependent parameter usually ~0.6 for 
conventional system with a theoretical limit of 0.25 [134], NA is numerical 
aperture. In this system, NA has a maximum value of 0.68. 
One way to improve the K1 value in this system was using an alternating 
phase shift mask (ALT-PSM) instead of a conventional photomask. The key 
difference lies in 180° out-of-phase between adjacent apertures in the photomask, 
Fig. 3-2. Using a conventional photomask at very small pitch may cause pattern 
transfer error due to overlapping exposure intensity tails between adjacent 
features (red highlighted region in Fig. 3-2). This problem could be circumvented 
by using ALT-PSM in which the adjacent features on the mask were 180° phase-
shifted. The 180° phase shift can be achieved by etching the quartz layer by 248 
nm (i.e. one order of λ, calculated based on refractive index of quartz ~1.5 at 248 
nm exposure). 




Fig. 3-2.  Schematic diagram showing the improvement in resolution when 
using ALT-PSM compared to conventional photomask 
Despite the improved resolution capability, this technique poses 
challenges such as precisely controlling the etch depth and difficulty in applying 
this method to random patterns. Nevertheless, this technique has shown 
remarkable versatility when it was used in this thesis to produce resist features 
with periodic pattern [135, 136]. 
3.2.3. Electron beam lithography 
Electron beam lithography (EBL) uses focused electron beam (e-beam) to 
produce nanostructures pattern on a substrate coated with a suitable polymer resist 
layer. EBL offers a superior resolution (in the range of few nm to tens of nm) over 
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wavelength (tens of angstrom) and it is not limited by diffraction [137]. However, 
the EBL resolution is limited by the forward scattering of electrons as they travel 
through the resist layer and also back scattering from the substrate. These 
scattering events will broaden the exposure area and define the ultimate resolution 
of EBL. Another drawback of EBL is the slow process of pattern writing as it 
involves e-beam scanning on the substrate to create the pattern (series exposure 
process) unlike a parallel exposure process in photolithography. 
Various EBL patterns to be written were first designed and drawn using a 
commercially available computer aided design software before they were loaded 
into the EBL system. Next, a 200 nm thick 950 poly-methyl-methacrylate 
(PMMA) resist layer was spin-coated at 6000 rpm onto a clean substrate. The 
resist pre-exposure baking was then performed at 180°C for 90 seconds. The e-
beam writing was performed using ELS7700 EBL system from Elionix Inc. After 
e-beam exposure, the resist was developed in methy-isobutyl-ketone (MIBK)/IPA 
(3:1 ratio) solution for several seconds and then rinsed with IPA to produce the 
final EBL resist pattern. In this thesis, EBL was used to fabricate a single 
magnetic structure and the fine electrical contacts for planar Hall Effect 
measurement. 
3.3. Materials Deposition Techniques 
This section provides overview on the equipments and techniques which 
were used in depositing various materials and achieving the desired 
nanostructures. Firstly, the physical vapor deposition technique used which 
includes e-beam evaporation and sputter deposition will be discussed. Secondly, a 
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deposition technique which includes angle deposition and selective etching to 
produce self-aligned nanostructures in a single mask step will be presented. 
Finally, the final lift-off process to obtain the final nanostructures will be 
described. 
3.3.1. Electron beam evaporation and sputter deposition 
In this thesis, the materials deposition was performed inside an ultra-high 
vacuum (UHV) deposition chamber (ATC 2200–HY system from AJA 
International Inc.) with a base pressure better than 4 x 10-8 Torr, Fig. 3-3.  
 
Fig. 3-3.  Schematic diagram of physical vapor deposition chamber 
This deposition chamber contains both e-beam evaporation and sputter 
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loading/unloading by using a small load-lock chamber which is separated from 
the main UHV chamber by pressure valve. 
The e-beam evaporation is located at the base of the UHV chamber and 
equipped with a crucible train which carries up to five crucibles carrying 
deposition materials. The crucibles are typically made of tungsten to withstand 
high temperature during e-beam evaporation. The e-beam was focused on the 
selected crucible to evaporate the material of choice contained inside. Then, the 
flux of evaporated materials traversed through the chamber onto the sample, see 
dashed line in Fig. 3-3. The e-beam voltage during evaporation was set at 7.5 kV 
with adjustable current to achieve a desired deposition rate. The deposition rate 
was normally set as 0.2 Å.s-1 to achieve a good quality thin film. The deposition 
rate was monitored using a quartz crystal mounted on an oscillator sensor. 
Materials such as Ni, Fe, Co, NiFe, Ti and Al2O3 used in this thesis were 
deposited using this system. 
The sputter deposition is made up of six plasma guns which can be 
connected to either d.c. or rf power source2. During sputter deposition, the flow of 
Ar gas was set at 65 sccm and chamber pressure was maintained at 3mTorr. The 
Ar gas was ionized into Ar+ ions to form plasma (a highly energetic ionized gas) 
which bombarded the source material (located inside the sputter gun), producing a 
stream of ejected materials and then deposited onto the sample. The sputtering 
rate, which was determined by calibration, depends on the chamber pressure, 
power and Ar gas flow during deposition. In both deposition systems, the sample 
                                                 
2 d.c. = direct current, rf = radio frequency. 
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was mounted on a rotational holder to produce uniform deposition across the 
sample surface. 
3.3.2. Angle deposition and selective etching 
In addition to the deposition system described in earlier section, the 
deposition chamber is also equipped with angle deposition capability, see Fig. 3-3. 
When the angle deposition rod was inserted into the chamber, the materials could 
be deposited at various incident angles relative to the sample’s surface. Figure 3.4 
illustrates the steps in angle deposition technique. 
 
Fig. 3-4.  Schematic diagram showing angle deposition technique: (a) starting 
resist pattern. Shadow deposition at different angles (b) at 45°, (c) at 20°. Steps to 
produce structures with thickness modulation (d) 1st deposition at 0°, (e) 2nd 
deposition at 45° 
(a) Starting resist pattern 
Substrate










(d) 1st deposition (0°)
(e) 2nd deposition (45°)
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Onto the existing resist patterns [Fig. 3-4(a)], shadow deposition was 
realized with the possibility of controlling the area of shadowed region by tuning 
the deposition angle, Figs. 3-4(b-c). In addition, magnetic nanostructures with 
thickness modulation could also be realized [Figs. 3-4(d-e)] which are very 
interesting in terms of fundamental exploration or MCs application. 
Fabricating bi-component nanostructures has been receiving much interest 
mainly due to their application in MCs in which distinct static or dynamic 
behaviors occur [42, 118, 120, 121]. Combining angle deposition method with 
selective chemical etching process leads to the possibility in fabricating self-
aligned bi-component nanostructures. This technique is crucial as it can resolve 
the problem of aligning multi-level lithography and pattern transfer processes 
when using conventional method to register the locations of the two components 
on the substrate, Fig. 3-5(a). 
In a self-aligned process, films of two different materials e.g. A and B 
were deposited at different angles onto the resist patterns. As shown in Figure 3-
5(b-iii), a shadow deposition step was performed at an angle from normal 
incidence to achieve partial coverage of the substrate at the bottom of the resist 
features. In this step the first magnetic layer A and an additional spacer layer were 
deposited. In Fig. 3-5(b-iv), the second deposition step in which material B was 
deposited is done at normal incidence. 
Subsequently, photoresist removal and then followed by a selective 
etching on a spacer layer were done to produce the desired bi-component 
nanostructure in a single mask step, Fig. 3-5(b-v). In this thesis, a combination of 
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Al2O3 as the spacer layer and MIF AZ-300 developer solution as the 
corresponding etchant was chosen. 
 
Fig. 3-5.  Schematic diagrams comparing multi-levels lithography and self-
aligned deposition processes 
3.3.3. Lift-off 
Pattern transfer can be done in either subtractive or additive method. In 
subtractive method, a layer of film was first deposited followed by resist 
patterning on top of the film. Afterwards, a physical or chemical etching was done 
to remove the unwanted film area. In additive process, a resist layer was first 
patterned on the substrate followed by a film deposition. Thereafter, a lift-off 
process in which the resist layer was dissolved by a resist thinner was performed 
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to complete the pattern transfer process. The additive process produces 
nanostructures with better edge profile compared to the subtractive process as the 
latter (especially physical etching) may cause substantial damage to the sample 
during the process. 
In this thesis, the pattern transfer was done by the lift-off process. In the 
lift-off process, two types of solutions were used as a resist thinner. Acetone was 
used to dissolve the resist in UV lithography and EBL processes, while OK73 
solution was used to dissolve the resist in DUV lithography process. Typically, 
the lift off process was done in an ultrasonic bath with varying duration and 
ultrasonic power depending on the type of nanostructure being deposited. This 
was then followed by IPA and DI water rinsing steps. A successful lift-off was 
determined visually and was confirmed using scanning electron microscope. 
3.4. Characterization Techniques 
In this section, various characterization techniques which were used in this 
thesis will be discussed. They have been used in ensuring the good quality of the 
fabricated nanostructures and more importantly characterizing their magnetic 
properties. 
3.4.1. Scanning electron microscopy 
Scanning electron microscopy (SEM) uses a focused electron beam which 
is accelerated towards a sample surface by a high voltage in vacuum to obtain 
information at or near the sample surface, Fig. 3-6. 
A Wehnelt cap is used to focus and control the electron beam emitted 
from the e-beam filament. The anode is paired with the filament and Wehnelt cap 
III. Experimental and Simulation Techniques 
40 
 
by high accelerating voltage to extract the e-beam from the filament. Afterwards, 
a series of condenser lens focus and correct the e-beam when it traverses down the 
SEM column. Finally, an objective lens corrects and scans the e-beam onto the 
sample to extract information. 
 
Fig. 3-6.  A schematic diagram of an SEM column 
Signals from SEM include secondary electrons (SE), backscattered 
electrons (BSE), Auger electrons and X-ray. In this thesis, the JSM 6700F SEM 
from JEOL was used primarily for surface topography imaging by detecting SE 
from the sample. SE are the low energy electrons (<50 eV) which have gained 
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from the incident e-beam. Due to their low energy, SE have shallow escape depth 
and therefore their detection is suitable for surface topography imaging. As the 
escape volume of SE depends on the angle of incidence of e-beam onto a sample 
surface, steep faces and edges will emit more SE resulting in a brighter contrast 
than a flat horizontal surface in SE image (SEI). Compared to a regular optical 
microscopy, SEM provides better resolution as the accelerated electron beam has 
a much smaller wavelength (e.g. relativistic λ of e-beam at 10 kV is ~0.12 Å). 
In order to produce a good SEM image, the sample has to be fairly 
conductive otherwise surface charging will occur due to electrons accumulation 
and very bright contrast artifact will be observed. In this thesis, most of the 
materials are very good conductive metals. An exception occurs when one wants 
to image non-conductive materials such as polymer resist. In this case, a thin layer 
of conductive metal must be deposited as a conductive coating before the SEM 
image is taken. 
Figures 3-7(a-b) are the SEM images of rectangular rings of different 
width made of NiFe (a conductive metal) while Figs. 3-7(c-d) are the SEM 
images of resist profiles (a non-conductive polymer) taken at 30° tilt angle after 
coating with 5nm thick Ti (a conductive coating). Figures 3-7(c-d) show very 
distinct 3D features of surface topography of the resist profiles. 




Fig. 3-7.  SEM images of NiFe rectangular rings of width (a) 650 nm and (b) 
350 nm. (c-d) SEM images of the corresponding resist profiles taken at 30° tilt 
after 5nm thick Ti coating. 
3.4.2. Scanning probe microscopy 
A scanning probe microscopy (SPM) measures the force interaction 
between a sample’s surface and a scanning probe’s tip. SPM is broadly divided 
into two categories: atomic force microscopy (AFM) and magnetic force 
microscopy (MFM). In this thesis, Dimension 3100™ from Digital Instruments 
was used to perform both AFM and MFM. The probe tip is carried by a Si 
cantilever and has a radius of curvature in the range of 25-50 nm. For MFM tip, 
an additional Co-Cr magnetic coating (magnetic moment = 1x10-13 emu) was 
added onto the probe tip to sense the magnetic force. A variant of low-moment 
(3x10-14 emu) MFM tip was also used to further minimize the stray field’s 
influence coming from the magnetic tip. 
When the tip was brought close to sample surface, the tip sensed attractive 
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case of MFM. AFM mode is broadly divided into contact mode and tapping mode. 
In contact mode AFM, the tip is in physical contact with the sample surface. As 
the tip scans along the surface, the cantilever deflection changes due to the sample 
topography features. A photo-detector detecting the position of laser bouncing off 
the Si cantilever serves as a feedback loop, Fig. 3-8(a). This feedback loop is used 
to maintain a constant preset cantilever deflection and generate the sample’s 
topographical feature. In tapping mode AFM, the tip gently taps the surface. 
When the tip scans along the surface, the cantilever’s oscillation amplitude is 
maintained by the same feedback loop to generate the sample’s topographical 
feature, Figs. 3-8(a, c). 
 
Fig. 3-8.  Schematic diagram of (a) tapping mode AFM, (b) MFM. 
Experimental (c) AFM and (d) MFM images of the same structure sketched in (a) 
In MFM mode, the sample’s topographical feature is first traced using a 


















III. Experimental and Simulation Techniques 
44 
 
during which a magnetic contrast is recorded, Figs. 3-8(b, d). Compared with the 
contact mode, the tappig mode will not cause damage to the sample and 
contamination to the tip. Therefore, the tapping mode AFM and MFM will be 
used in this thesis. 
3.4.3. Magneto-optic Kerr effect spectroscopy 
The Magneto-optic Kerr Effect (MOKE) is related to Michael Faraday’s 
discovery in 1845 whereby a plane of polarization of light rotates when it passes 
through a dielectric medium with a magnetic field applied parallel to light 
propagation wave vector. Later, the Faraday Effect was coined to describe the 
rotation of light polarization as it passes through a magnetic medium. The sense 
of rotation was found to reverse as the magnetization in the medium switched. In 
1877, John Kerr noticed a similar phenomenon when a polarized light is reflected 
on a magnetic sample, known as MOKE. 
MOKE is divided into three geometries depending on how the incident 
plane of reflecting light is oriented with respect to the magnetization direction in 
the sample, namely: longitudinal, transverse and polar MOKE – see Fig. 3-9.  
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In longitudinal and transverse MOKE the magnetization of the sample is 
in-plane, while in polar MOKE the magnetization of the sample is out-of-plane. In 
longitudinal MOKE, the reflection plane of light is oriented parallel to the M 
while in transverse MOKE it is oriented perpendicular to the M. 
In polar and longitudinal MOKE, a magnetization sensitive component k 
arises perpendicular to reflected intensity r which leads to complex Kerr rotation 
θK and ellipticity εK according to 
𝑘
𝑟
= 𝜃𝐾 + 𝑖𝜀𝐾 (for 𝑘 ≪ 𝑟). Longitudinal MOKE 
is sensitive to the change of M in-plane and polar MOKE is sensitive to the 
change of M out-of-plane. To simplify the analysis, polar MOKE uses near 
normal incident angle to probe the out-of-plane M. In this thesis, both longitudinal 
and polar MOKE systems were used to obtain a hysteresis loop of various 
magnetic samples. 
A schematic of longitudinal MOKE system is shown in Fig. 3-10. A red 
laser (λ=635 nm) was used as a light source. The laser was first polarized at 45° 
before it was focused down using a lens to a 50 μm spot size onto the sample. The 
sample was put between electromagnet poles which supplied Happ. 
The reflected light was focused by another lens before it was modulated 
by photo-elastic modulator (PEM). The PEM was set at f=50 kHz for λ=635 nm 
with 0.25λ retardation. The modulated signal was then analyzed at -45° before it 
entered a photo-detector. The laser signal was sent to lock-in amplifier for phase 
sensitive detection while the Happ was measured separately using a gauss probe.  




Fig. 3-10. Schematic diagram of longitudinal MOKE system 
The intensity of the reflected light after passing through a PEM is given as: 
𝐼 = 1
2
𝑎𝑎∗ = 𝐼0�𝑟 + 𝑘𝑒𝑖𝛿��𝑟∗ − 𝑘∗𝑒−𝑖𝛿�    (3-1) 
where 𝑎 = √2�𝑟 + 𝑘𝑒𝑖𝛿�  is the reflected amplitude after the analyzer, 𝛿 =
𝛿0𝑠𝑖𝑛(𝜔𝑡) is the phase introduced by PEM. Simplifying Eq. (3-1) by taking the 
real part and ignoring small kk* term yields Eq. (3-2): 
𝐼 ≈ 𝐼0𝑅 �1 + 2𝑅𝑒 �𝑘𝑟 𝑒𝑖𝛿�� = 𝐼0𝑅(1 + 2[𝜃𝐾𝑐𝑜𝑠𝛿 − 𝜀𝐾𝑠𝑖𝑛𝛿]) (3-2) 
By plotting I using the first (ω) or second harmonic (2ω) with respect to Happ, one 
can obtain magnetic hysteresis loop as a function of 𝜀𝐾 or 𝜃𝐾 respectively. 
3.4.4. Vibrating sample magnetometer 
The vibrating sample magnetometer (VSM) is used to obtain the magnetic 













III. Experimental and Simulation Techniques 
47 
 
this technique, a magnetic sample was mounted on the sample holder and placed 
in between electromagnet poles, Fig. 3-11. 
 
Fig. 3-11. Schematic of VSM measurement setup 
The sample was then subjected to a constant vibration vertically at fixed 
frequency ω. The changing magnetic flux proportional to magnetic moments in 
the sample caused an AC voltage induction to be detected by pick-up coils placed 
near the electromagnetic poles. The induced voltage was sent to a lock-in 
amplifier and mapped into the magnetic moment information based on a standard 
calibration procedure. In this thesis, VSM Model 7404 from LakeShore was used 
to measure the magnetic properties of [CoPd]n multilayer film. The magnetic 
moment sensitivity after the calibration procedure is in the order of 10-6 emu. 
3.4.5. Ferromagnetic resonance spectroscopy 
Ferromagnetic resonance (FMR) spectroscopy is widely used to 
characterize dynamic behaviors in patterned magnetic nanostructures. Figure 3-12 











Fig. 3-12. Schematic diagram of FMR measurement setup 
To excite and detect FMR of various magnetic nanostructures in this thesis, 
a ground-signal-ground (G-S-G) type coplanar waveguide (CPW) was fabricated 
on top of the samples using photolithography followed by the deposition of an 
Al2O3(50 nm)/Ti(5 nm)/Au(200 nm) stack and lift-off.  
The FMR response of the nanostructures was measured using a microwave 
vector network analyzer (VNA) connected to the CPWs using G-S-G-type 
microwave pico-probes [59]. The FMR response was measured at room 
temperature by sweeping the frequency for fixed applied field (Happ) in the 1-20 
GHz range. This process was repeated for a series of Happ values starting from a 
negative saturation field (Hsat) of -1400 Oe to positive saturation of 1400 Oe. In 
all measurements, a reference signal was taken at negative saturation Hsat=-1400 
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the measurement. The static Happ was supplied by an external electromagnet while 
the hrf was supplied by VNA generated microwave through the signal line. 
Among other FMR spectroscopy techniques, the VNA-FMR technique was 
chosen because of its high sensitivity when detecting small volume of magnetic 
materials. The cavity method is not suitable to investigate magnetic elements with 
a complex domain configuration, since sweeping an external field would alter the 
magnetization configuration and thereby the resonance condition during the 
measurement. 
3.4.6. Brillouin light scattering spectroscopy 
The BLS spectroscopy setup used in this thesis includes three 
measurement schemes: micro-BLS, macro-BLS backward scattering and macro-
BLS forward scattering. In this section, the discussion will be mainly focused on 
the first two schemes as they are the most relevant for this thesis work. Both 
micro- and macro-BLS share some similar components namely: laser source, 
interferometer, reference beam and some optics. The reference beam is directed 
into the side diffuser of the interferometer for internal mirror alignment. The main 
entrance of interferometer was used to collect BLS signals. The six-pass tandem 
Fabry-Perot Interferometer (TFP1 model from JRS Scientific Instruments) was 
used to scan the light intensity at different wavelengths (or frequency) by varying 
the mirror spacing in the interferometer construction using a piezo-motor. A 
detailed working principle of this interferometer can be found in [138]. 
There are few differences between micro- and macro-BLS in terms of its 
optics components and the way the light propagates and focused. Typically, 
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micro-BLS has a better spatial resolution (~250 nm) than macro-BLS (~30-50 μm) 
and therefore micro-BLS can be used to perform 2D spectra image profile of 
excited spin wave. As discussed in Section 2.6, macro-BLS has the ability to 
capture information about BLS intensity vs k-wave vector by varying the angle of 
laser incidence on the sample. This measurement scheme is not possible in micro-
BLS due to physical space constraint in the setup.  
Figures 3-13 and 3-14 illustrate micro- and macro-BLS schemes used in 
this thesis respectively.  
 
Fig. 3-13. A schematic diagram of micro-BLS measurement setup 
In micro-BLS, Fig. 3-13, the main beam was focused using a set of optics 
including the objective lens onto the sample which was placed onto a piezo-
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polarizer for the incident beam and also as a vertical analyzer for the reflected 
beam. This is necessary to allow only a horizontally polarized laser to shine onto 
the sample surface and also to allow only a vertically polarized signal coming 
from the sample to be sent to the interferometer. The viewing camera was used to 
position the laser spot onto the desired area of the sample. The white light source 
was used as illumination source for the camera which was added at horizontal 
polarization using a polarizer. Finally a set of focusing lenses and mirror were 
positioned such that the reflected signal from the sample is focused into the 
interferometer for detection. From micro-BLS, one can obtain BLS signal with 
high spatial resolution and even a 2D spectral image scan of BLS intensity of the 
sample. 
In macro-BLS, Fig. 3-14, the sample was placed in a backward scattering 
mode in which laser was reflected backward from the sample carrying signal to 
the interferometer. Compared to the micro-BLS setup, a macro-BLS is much 
simpler as it does not involve image stabilization and acquisition process. 
A set of two mirrors and an objective lens were used to focus the laser 
beam onto the sample’s surface. The reflected laser beam containing signal from 
the sample was then collected by the optics and focused into the interferometer 
for detection. The BLS intensity spectra as a function of k vector can be obtained 
by systematically rotating the sample holder i.e. to vary the angle of laser 
incidence with respect to the surface normal. 




Fig. 3-14. A schematic diagram of macro-BLS measurement setup 
3.4.7. Planar Hall Effect measurement 
The schematic of Planar Hall Effect measurement used in this thesis is 
presented in Fig. 3-15. 
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The electrical contact was patterned in a cross configuration on a single 
magnetic element using EBL as shown in the enlarged image of Fig. 3-15. Next, a 
large contact pad was patterned using UV lithography on top of the smaller 
contacts made using EBL. Finally, wire bonding was performed to make the final 
electrical contact to a chip carrier before the PHE measurement was carried out.    
3.5. Micromagnetic Simulation 
The basis of modern micromagnetic simulation relies on understanding the 
response of magnetic moments to the Heff. Here, the assumption is the magnetic 
sample is made up of discrete cells of equal volume within which the 
magnetization is constant. The Heff can be easily obtained from partial derivative 
of Etot in Eq. (2.1) with respect to M: 𝐻𝑒𝑓𝑓 = 𝜕𝐸𝑡𝑜𝑡(𝑟)𝜕𝑀(𝑟) . If the magnetization 
configuration is not at equilibrium with respect to the Heff, the energy 
minimization acting on the magnetic sample will drive the magnetic moments to 
align parallel to the Heff. To achieve this, magnetic moments will precess 
following the classical equation of motion: 𝑑𝑀
𝑑𝑡
= −|?̅?|𝑀 × 𝐻𝑒𝑓𝑓. However, this 
continuous precession [Fig. 3-16(a)] contradicts with the fact that magnetic 
moments will finally reach the equilibrium after a finite time i.e. point in the 
direction of Heff. 
This contradiction is resolved in Landau-Lifshitz (LL) dynamic equation 
of motion by introducing an additional damping term i.e. − |𝛾�|𝜆
𝑀𝑆
𝑀 × �𝑀 × 𝐻𝑒𝑓𝑓� 
pointing towards Heff [Fig. 3-16(b)]. This was originally reported based on [139]: 











𝑀 × �𝑀 × 𝐻𝑒𝑓𝑓������������������
Damping term    (3-3) 
where |?̅?|  is Landau-Lifshitz gyromagnetic ratio, λLL is a phenomenological 
damping constant. The LL equation is later modified into Landau-Lifshitz-Gilbert 
(LLG) equation by T. L. Gilbert [140]: 
𝑑𝑀
𝑑𝑡








Damping term      (3-4) 
where |𝛾| is Gilbert gyromagnetic ratio with |?̅?| = |𝛾|
�1+𝜆𝐿𝐿
2 �
. The LLG formulation 
can be shown to be mathematically the same as LL equation [19] and when 
𝛼 ≪ 1, the Eq. (3-3) and (3-4) are equivalent. 
 
Fig. 3-16. Schematic representation of dynamic equation of motion: (a) 
without and (b) with damping term 
In calculating the numerical solutions to the magnetic simulation, the 
expression of Etot of the system is factored into the LLG equation through the Heff 
as shown in Eq. (3-4). The calculation is done in iteration by advancing the time 
in simulation step by step to achieve the minimization of 𝑑𝑀
𝑑𝑡
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the Etot of the system. Once the pre-determined convergence criteria are reached, 
the simulated magnetization is recorded as the solution. 
For this thesis work, two simulation software packages were used namely: 
Object Oriented Micro-Magnetic Framework (OOMMF) [141] and LLG 
Micromagnetics Simulator™ [142]. Both of them use a time evolver to track the 
LLG equation dynamics [Eq. (3-4)] and a minimization evolver to locate local 
energy minima. The evolver is controlled by its respective driver to advance the 
simulation one step at a time. 
In the simulations, some common materials parameters have been used. 
The saturation magnetization values were Ms,NiFe = 860 emu/cm3 and Ms,Fe = 1700 
emu/cm3. The exchange constant values were ANiFe = 13 x 10-7 erg/cm and AFe = 
21 x 10-7 erg/cm, and magnetocrystalline anisotropy were K1,NiFe = K1,Fe = 0 
erg/cm3. The magnetocrystalline anisotropies of the bulk NiFe and Fe film were 
assumed to be negligible when compared with the shape anisotropy of the 
patterned structures. The mask used in the simulation was extracted from an SEM 
image of the sample. 
3.5.1. Quasistatic simulation 
To simulate a magnetization reversal behavior of a magnetic sample, a 
typical value of α = 0.5 was used in the simulation. The high α values was chosen 
to attain rapid convergence of the magnetic state which is a common approach for 
simulation of quasi-static behavior. Inside the time evolver, the iteration stopping 
criterion was defined as 0.01 ≤ |𝑑𝑚 𝑑𝑡⁄ | ≤ 1, a reasonable value for quasi-static 
simulations [141]. Alternatively, one can define other stopping criteria such as 
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total number of iteration limit, simulation time limit, etc. A combination of few 
stopping criteria is also possible. 
3.5.2. Dynamic simulation 
In simulating the dynamic behavior of a magnetic sample, archiving a 
time-domain data with well controlled time step is crucial to define the range and 
resolution in frequency domain. For instance, more iteration data with smaller 
time step will yield better resolution and larger range in frequency domain 
respectively. 
To simulate the FMR response and quantify the spatial characteristics of 
different resonance modes, time-dependent simulations were performed using a 
gyromagnetic ratio 𝛾
2𝜋
= 2.8 𝐺𝐻𝑧 𝑘𝑂𝑒⁄  and α = 0.008. To do that, a combination 
of static Happ and a weak pulse field was used. Figure 3-17(a) shows the 
magnetization response (MZ/MS) of a circular ring (diameter = 3 μm, width = 350 
nm, thickness = 30 nm) after a weak pulse field of hx = 25 Oe was applied for 50 
ps [Figs. 3-17(c-d)] with static Happ = -1500 Oe in y-direction. 




Fig. 3-17. Dynamic magnetization response (MZ/MS) of a circular ring after a 
week pulse field is applied in (a) time-domain, (b) frequency domain. (c-d) Plots 
showing the time, duration and amplitude of pulse field 
Typically, the pulse field was applied after ~4 ns delay (longer for smaller 
Happ) to allow for static magnetization to reach a stable state with respect to the 
Happ. The MZ/MS(t) were analyzed in the frequency domain by performing Fast 
Fourier Transform (FFT) processing. Figure 3-17(b) shows two frequency peaks 
(labeled A and B) corresponding to the FMR frequencies. To locate the spatial 
characteristics of these frequency peaks, FFT processing was also done on each 
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intensity was plotted at the corresponding frequency value [see Modes A and B 
below Fig. 3-17(b)]. 
Note that although the time step in the simulation was 1 ps, the simulation 
data was recorded every 20 ps for the duration of 4.1 ns. Recording the data with 
a smaller time interval, e.g. every 10 ps, will increase the range in frequency 
domain. Increasing the data recording duration will improve the frequency 
resolution. 
To simulate the BLS response, a continuous sine wave field ℎ𝑖 =
𝑎 𝑠𝑖𝑛(2𝜋𝑓𝑡) was applied locally to the sample area (a is amplitude of sine field) 
and the FFT processing was performed on the Mi/MS(t). To get a range of 
frequency excitation, the f value was swept with certain f-step and the FFT 
processing was done on the magnetization response at each f value. 
3.6. Summary 
In this chapter, experimental details and simulation techniques used in this 
thesis were presented. In Section 3.2, various pattern fabrication techniques such 
as UV, DUV and e-beam lithography methods were discussed. In Section 3.3, 
physical vapor deposition methods were introduced which includes both e-beam 
evaporation and sputter depositions. Afterwards, a combination of angle 
deposition and selective etching process to fabricate self-aligned bi-component 
nanostructures was illustrated. The patterned transfer process using lift-off was 
also described. In Section 3.4, various sample characterization and probing 
techniques was introduced. Lastly in Section 3.5, both quasistatic and dynamic 
micromagnetic simulation methods were demonstrated. 
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CHAPTER 4. Static and Dynamic Behavior 
Comparison between Rectangular and Circular NiFe 
Thin Film Rings 
4.1. Introduction 
In magnetic thin film rings, the geometrical parameters such as thickness, 
diameter and linewidth of the ring influence its switching field values, the number 
of magnetic states that are possible, and the types of domain wall present[102, 
103]. Additionally, the presence of engineered defects such as notches and holes 
have been identified as a source of DWs pinning sites which can significantly 
modify the magnetization reversal processes[23, 143]. Square and rounded 
rectangular rings are particularly interesting because their corners can provide 
preferred sites for 180˚ DWs to reside. This is similar to the behavior of wire 
segments in a zig-zag geometry in which the stray field energy is minimized when 
the 180˚ DWs are located at the kinks[116]. From dynamics point of view, the 
presence of inhomogeneous internal fields may lead to spin wave 
confinement[115] and determine whether spin wave propagation is allowed or 
forbidden. In nanowires and nanostrips, the existence of bends and kinks also 
introduces non-uniform internal fields which can change the character of 
propagating spin waves or act as a propagation barrier[13]. Correspondingly, the 
sharp 900 corners in square or rectangular rings can become barriers to a 
propagating spin wave, in addition to trapping domain walls[144]. A systematic 
comparison of magnetic behavior between rectangular ring with sharp corners and 
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a circular ring is useful in providing model structures to study DW pinning and 
propagation, spin wave confinement and the effect of shape anisotropy of ring 
arrays. Furthermore, an investigation of their packing density is important in 
designing compact spin wave guides[145] and tunable magnonic filters[14]. 
This chapter presents a comprehensive comparison of static and dynamic 
behavior between narrow linewidth rectangular and circular NiFe thin film rings 
array. In Section 4.2, the magnetization reversal processes of rectangular rings are 
compared with circular rings based on MOKE measurements and simulations. 
Rectangular rings were found to reverse via two different processes, one of which 
includes the formation of vortex state. The corners of the rectangular rings affect 
DWs pinning and reverse domain nucleation processes and alter the transition 
field values between the magnetic states as compared to a circular ring. In the 
later part of Section 4.2, the effects of film thickness are discussed. Section 4.3 
presents a systematic investigation of the dynamic behavior between the two ring 
shapes as a function of inter-ring spacing and thickness using FMR spectroscopy. 
Four distinct resonance modes were found for rectangular rings compared to the 
two modes seen in circular rings of identical width due to the presence of sharp 
corners and non-uniform demagnetization field distribution. The resonance peaks 
were sensitive to the inter-ring spacing and the ring thickness due to 
magnetostatic coupling. 
The rectangular rings provide a model structure to study DW pinning and 
propagation for the development of DW logic and memory devices. The effect of 
shape anisotropy and the dynamic interaction between neighboring rings on the 
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high-frequency response of rings array will be useful in the design of MCs 
devices based on arrays of patterned magnetic elements. 
4.2. Static behavior 
Figure 4-1 presents SEM micrographs of isolated rectangular and circular 
NiFe ring arrays with a well-defined edge profile. In this SEM example, the ring 
thickness (t) is 40 nm. A series of ring thickness in the range of 20 nm ≤ t ≤ 80 
nm were also deposited for a systematic investigation of static behavior as a 
function of thickness. The rectangular rings had outer edge dimension of 5 µm x 3 
µm while the circular rings had an outer diameter of 3 µm. The ring width (w) for 
both shapes was fixed at 350 nm. The inter-ring spacing (s) was set at 3 µm to 
minimize magnetostatic interactions among rings.  
 
Fig. 4-1.  SEM micrographs showing arrays of isolated (s=3 μm) rectangular 
rings and circular rings of w=350 nm. 
The collective magnetic switching behavior of ring arrays was 
characterized by longitudinal MOKE which measured about 40 – 50 rings 
together. For the rectangular ring, the long axis was chosen to be the direction of 
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4.2.1. Reversal mechanisms 
Figures 4-2(a-b) show a direct comparison of MOKE loop measurements 
between rectangular and circular rings for fixed w=350 nm and t=40 nm.  
 
Fig. 4-2.  MOKE loop measurements of (a) rectangular and (b) circular rings 
of w= 350 nm and t=40 nm. Inset in (a): MOKE signal from a measurement in 
which the field was misaligned with respect to the long axis 
The switching field values for each MOKE loop were determined by 
taking the first derivative of the Kerr intensity plot in the ascending sweep 
direction to get the peak positions. The first derivative calculation is plotted in 
Figures 4-2(a-b). The blue and red dotted lines mark the peak positions (Hs1 and 
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The loop of the rectangular rings was found to be sensitive to the exact 
field direction. A series of MOKE measurements was carried out while varying 
the field angle by 4˚ with a step size of 0.5˚. At a particular angle which 
presumably corresponds to a good alignment between the applied field direction 
and the long axis of the ring, only two steps were seen as shown in Fig. 4-2(a). 
However, the other field angles gave loops with additional steps prior to Hs1 and 
after Hs2. An example is shown in the inset in Fig. 4-2(a). The complete set of 
MOKE loops at various Happ are shown in Appendix A. The additional steps are 
attributed to changes in magnetization of the short sides of the rectangular ring 
which produce a signal when the field is not normal to the short sides. 
Figures 4-2(a-b) show a marked difference between rectangular and 
circular rings. Hs1 was 92 Oe for the rectangular rings and 131 Oe for the circular 
rings, and Hs2 was 309 Oe and 456 Oe respectively. The two arrows highlight the 
difference in the switching field values. The plateau region in the MOKE loop of 
the rectangular rings between Hs1 and Hs2 also had a higher Kerr intensity than for 
the circular rings. 
To better understand the difference in reversal behavior between the two 
ring shapes, the hysteresis loops were modeled using 2D OOMMF (unit cell 10 
nm x 10 nm x 40 nm) as shown in Figs. 4-3(a-b). A simulation using 5 nm x 5 nm 
x 40 nm unit cells was also performed and it gave similar results to that of 10 nm 
x 10 nm x 40 nm. 
The simulation for the rectangular rings was carried out twice, once 
assuming perfect alignment between the applied field and the long axis of the ring 
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and again with a small angle (1˚) of misalignment. The simulation results agree 
well with the MOKE measurements. In the case of perfectly aligned Happ in 
rectangular ring, the two switching fields are distinctly separated with a clear 
plateau in between. However, in the case of 1˚ misaligned Happ the switching 
fields are very close together and their values are smaller.  
 
Fig. 4-3.  Simulated M-H loops of (a) rectangular ring and (b) circular rings 
of w=350 nm and t=40 nm. Inset in (a): the simulated M-H loop for a 1° 
misaligned Happ 
To further investigate the difference in magnetization reversal between the 
two ring shapes as well as the two cases of Happ alignment in rectangular rings, 
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Fig. 4-4.  Simulated spin configurations of rectangular rings: (a-e) Case I 
aligned field, (f-j) Case II with 1° misaligned field with respect to the long axis; 
(k-o) circular rings 
For rectangular rings, two distinct reversal mechanisms were seen. The 
first reversal mechanism (Case I) for the aligned field direction occurred via an O-
LH-V-LH-RO path shown in the top row of images in Fig. 4-4. State O refers to 
an onion state with 180˚ DWs located opposite each other in the ring; LH refers to 
a long-axis horseshoe state with 180˚ DWs located at the ends of a long edge of 
the ring; V refers to a vortex state without 180˚ DWs; and RO refers to a reverse 
onion state. In the corresponding simulated M-H loop in Fig. 4-3(a), the plateau 
region corresponds to the stability range of the V state. The O-LH and LH-RO 
transitions did not produce a step in the hysteresis loop because the loop 
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represents the net magnetization along the field direction. Both the O-LH and LH-
RO transitions occurred over a range of fields as the DW moved along the short 
edge of the ring. 
The second reversal mechanism (Case II) for the misoriented field occurs 
via an O-SH-RO path (middle row of images in Fig. 4-4). In this case the 
180˚ DWs in the onion state are offset from the center of the short edges, and on 
relaxation of the field occupy opposite corners of the ring, a ‘diagonal onion’ state. 
SH refers to a short-axis horseshoe state where the 180˚ DWs are located at the 
ends of one short side of the ring. The reversal via the O-SH-RO path occurs 
without the formation of a V state but rather by the two DWs following each other 
around the ring without interacting. The corresponding simulated M-H loop [inset 
in Fig. 4-3(a)] shows two steps corresponding to the two depinning events and the 
plateau corresponds to the SH state, instead of the V state. The model predicts a 
stability range of the SH of 80 Oe, smaller than the V stability range of Case I. 
Indeed, since both transitions correspond to depinning of a 180˚ DW from a 
corner, in a perfectly symmetrical simulation one might expect a vanishing field 
range for the plateau because each wall would depins at the same field.  
Both reversal paths therefore yield a two-step switching, but the reversal 
process is quite different between the two paths and different magnetic states are 
expected. Which path is followed depends on whether the initial saturated state 
relaxes to a LH state or a diagonal O state. For the circular ring, the typical O-V-
RO reversal path was observed (bottom row of images in Fig. 4-4). Its 
corresponding M-H loop is shown in Fig. 4-3(b). 
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The simulations of rectangular rings at remanence [LH state in Fig. 4-4(b) 
or a diagonal O state in Fig. 4-4(g)] reveal the preference for 180˚ DWs to be 
located at the corners. When relaxed to remanence, the magnetization orients 
parallel to the sides of the ring, and the corners contain either head-to-head or tail-
to-tail 180˚ DWs or a 90˚ turn in the magnetization, depending on the magnetic 
moment direction on each pair of adjoining sides. This behavior is similar to 
observations in zigzag ferromagnetic wires [146, 147]. The remanent 
configurations persist even at small applied field (< 60-80 Oe in the simulation), 
until 180˚ DW depinning occurs and the walls move along the sides of the ring. In 
the circular ring at remanence [Fig. 4-4(l)], the 180˚ DW positions are determined 
only by the direction of the applied field. An important characteristic of the 
rectangular ring is therefore the preferential DW location introduced by the 
corners. Depinning of the walls from the corners is initiated at around 60-80 Oe as 
shown in Figs. 4-4(c, h).  
Direct observation of magnetic states of rectangular rings was carried out 
using MFM at remanence as shown in Fig. 4-5. The magnetic states at different 
Happ corresponding to the MOKE measurements can be imaged by cycling the 
field through a minor loop i.e. by first applying a negative saturating field of -3 
kOe before cycling to the selected Happ and returning to zero field for MFM 
measurement. Prior to any reset field application, the MOKE loop is re-measured 
at varying angle to check for the 0° alignment before the reset field sequence was 
applied. 
IV. Static and Dynamic Behavior Comparison between 




Fig. 4-5.  MFM images taken at remanence for rectangular rings after minor 
cycling to (a) 0 Oe, (b) 195 Oe, (c) 200 Oe, (d) 1200 Oe. (e) Histogram showing 
percentage of magnetic states at different reverse fields. 
Figure 4-5(a) confirms the presence of 180˚ DWs at the corners as shown 
by the bright and dark contrast in the MFM image corresponding to head-head 
and tail-tail 180˚ DWs. The MFM image in Fig. 4-5(a) also highlights the 
distribution of two types of onion state as predicted. Although diagonal O states 
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dominate, ~1/6 of the rings were in LH states. The relative proportions of ring 
states are shown as a histogram in Fig. 4-5(e). Statistics in the histogram were 
taken from 30 rings for each reversal field. 
MFM images of the rectangular rings after cycling to the plateau region 
are shown in Figure 4-5(b) for 195 Oe reverse field, and Figure 4-5(c), 200 Oe. 
Figure 4-5(b) exhibits similar numbers of SH and V states while in Fig. 4-5(c), V 
states dominate, with 60% of the rings in the V state. In both images a number of 
O state rings had not switched, whereas LH states were rare. These results 
indicate that both Case I and II reversal paths occur in the array of rectangular 
rings. The disappearance of SH states between 195 and 200 Oe, compared to the 
large number of V states still present at 200 Oe, is consistent with Hs2 ~ 200 Oe 
for Case II but higher for Case I, qualitatively consistent with the predictions of 
the micromagnetic model. The tilting or distortion of the magnetic moment of the 
mixed population of states in the plateau in response to the applied field is 
assumed to cause the non-zero average signal of the plateau in the MOKE 
measurement. This is related to the observation by Gao et al in elongated Co rings 
[148] where the non-zero magnetization in the plateau of the hysteresis loop was 
attributed to the coexistence of horseshoe and vortex states.  
Figure 4-5(d) shows the array after a large reversal field which converted 
the residual O states and the V states entirely to the RO state. This likely occurred 
via the formation of intermediate states such as LH in the V – LH – RO reversal 
path of Case I.  
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4.2.2. Switching field comparison 
Hs1 for both ring shapes represents the field needed to depin a 180˚ DW 
during a LH – V transition at 80 Oe in Case I, a diagonal O – SH transition at 100 
Oe in Case II, or an O – V transition for the circular ring at 280 Oe. In both Case I 
and Case II the DW depins from a corner and moves down a long edge of the ring, 
and the predicted Hs1 values are similar. However, Hs1 for the circular ring is 
considerably higher. From the simulation, the movement of the DW along the 
long edge of the rectangular ring leads to a larger reduction in Zeeman energy 
than for the more gradually curved circular ring, and this may promote DW 
movement at a lower applied field for the rectangular ring in the model. Despite 
the differences predicted by the model, the MOKE loops of Figs. 4-2(a) and (b) 
actually give more similar Hs1 values for the two ring shapes (92 Oe and 131 Oe 
respectively), and this may reflect the importance of other factors such as edge 
roughness on determining the DW depinning process.  
The second transition at Hs2 in the V – RO process seen in the circular ring 
and in Case I of the rectangular ring corresponds to reverse domain nucleation. 
This happens at lower field for the rectangular ring Case I (340 Oe) compared to 
the circular ring (560 Oe), because the corners of the rectangular ring facilitate the 
magnetization twisting required for reverse domain formation [102, 149]. In Case 
II of the rectangular ring, Hs2 corresponds to the SH – RO transition in which an 
existing 180˚ DW depins at a relatively low field (180 Oe), so that Hs2 is closer to 
Hs1.  
It is worth comparing the rectangular ring behavior to that of square rings. 
In square rings [54], DWs followed each other along the four sides of the ring 
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without forming a vortex when the field was applied approximately along an edge, 
as in Case II, but when the field was oriented along a diagonal direction then a 
vortex state could be formed.  
In terms of the static reversal, the magnetic behavior of rectangular ring 
when the field is along the ring’s diagonal direction is not discussed. However, a 
quick investigation of MOKE loop vs Happ angle was performed and with the Happ 
close to the diagonal (i.e. ~30deg) the MOKE loop shows a broad single step 
reversal, see Fig. 4-6. 
 
Fig. 4-6. MOKE loops comparison between Happ angles θ=0° and θ=30° for 
t=40nm 
It is expected that at this angle, assuming that the field is applied along the 
exact diagonal direction is achieved (tan 	
	  31°), the reversal occurs via 
the DWs traversing the L-shaped arm with much less possibility of forming V-
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contribute to the appearance of multiple steps within the overall broad single step 
due to variation of switching fields. 
4.2.3. Effect of ring thickness 
Figure 4-7 shows MOKE loops for both ring shapes with NiFe thickness 
range of 20 nm ≤ t ≤ 80 nm for a fixed w = 350nm. For this range of thicknesses, 
Hs1 and Hs2 transitions were observed in both ring shapes.  
 
Fig. 4-7.  MOKE loops as a function of film thickness for both rectangular and 
circular rings of w=350 nm 
The experimental switching field values as a function of thickness were 
extracted from each MOKE loop and plotted for both rectangular and circular 
rings in Fig. 4-8. The Hs1 values showed small changes with film thickness, with a 
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rings. A similar trend has been reported elsewhere for the O-V transition in 
circular rings but only up to t=40 nm [150]. The initial increase in Hs1 may be 
attributed to greater pinning at edge irregularities or corners as the ring thickness 
increases. 
 
Fig. 4-8.  Plot of Hs1 and Hs2 as a function of film thickness for (a) rectangular 
and (b) circular rings, extracted from MOKE measurements 
It is widely known that the 180˚ DW type changes as a function of 
thickness and width in a thin film strip [151]. Magnetostatic energy, which 
increases with increasing thickness, will favor a vortex wall (VW) in strips with 
higher thickness/width ratio because the VW has lower stray field energy 
compared to a transverse wall (TW) [151]. 
A series of 3D OOMMF simulations (unit cell 10 nm x 10 nm x 10 nm) 
were also performed for both ring shapes at selected thicknesses of t = 20, 50, and 
80 nm to investigate the effect of increasing thickness on the reversal behavior, 
Figure 4-9. The 3D simulations show a change in domain wall type with thickness. 
The direction of magnetization is represented by the color scale bar in which the 
shade represents the component of magnetization in the horizontal direction. 
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Fig. 4-9.  Magnetic configurations at remanence of circular and rectangular 
rings for (a) t=20 nm and (b) t=50 nm. (c) Series of thickness slices (h=slice 
depth) showing the twisted spin configuration at remanence for t=80 nm 
The simulations suggest a transition from a TW (t = 20 nm) to VW (t = 50 
nm and 80 nm) for both ring shapes. Fig. 4-9(a) shows remanent states which 
include TWs for 20 nm thick rings, but in Fig. 4-9(b) VWs are present in 50 nm 
thick rings and in 80 nm rings, Fig. 4-9(c), where slices of the structure at 
different height show a through-thickness variation in magnetic configuration. 
While it is difficult to discern the internal structure of the 180˚ DWs in the 
rings using MFM, the images of Fig. 4-5 are consistent with the stray field 
distribution expected from TWs, and we observed a marked reduction in DW 
contrast in the rectangular ring for t = 80 nm as compared to t = 40 nm, Fig. 4-10. 
The lower contrast (i.e. lower stray field) as evident in Fig. 4-10(b) suggests that 
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Fig. 4-10.  MFM images showing DWs magnetic contrast in rectangular 
ring with thickness (a) 40 nm and (b) 80 nm 
The transition from a TW to a VW, which experimentally occurred 
between 40 nm and 80 nm according to MFM, did not have a major effect on the 
value of Hs1. The Hs2 value for both ring shapes also increased up to a certain ring 
thickness (40 nm for rectangular, 60 nm for circular) and then decreased. An 
increase in the field required to nucleate a reverse domain with increasing 
thickness was reported previously in circular rings for thickness up to 30-40 nm 
[149, 150]. 
The simulated switching fields were Hs1 = 100, 90 and 50 Oe for 
rectangular rings of thickness 20, 50 and 80 nm respectively (field aligned with 
long edge), and 170, 240 and 60 Oe for circular rings of thickness 20, 50 and 80 
nm. The Hs2 values were 310, 300 and 60 Oe for rectangular rings of thickness 20, 
50 and 80 nm respectively, and 300, 550 and 460 Oe for circular rings of 
thickness 20, 50 and 80 nm. The simulated hysteresis loops are plotted in Fig. 4-
11 below. 
1 μm
(a) t = 40 nm (b ) t = 80 nm
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Fig. 4-11. Simulated hysteresis loops for (a-c) rectangular rings and (d-f) 
circular rings for t=20nm, 50nm and 80nm 
The peak in Hs1 and Hs2 for intermediate thicknesses for the circular rings, 
and the decreasing Hs1 and Hs2 with thickness for the rectangular rings, agree 
broadly with experiment. The model showed that the 80 nm thick rectangular 
rings reversed via the O-SH-RO path even for perfect field alignment leading to a 
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decrease with thickness as fast as the model predicted) suggests increased pinning 
of the walls by edge roughness in the thicker rings promoting instead the 
formation of V states.  
4.3. Dynamic behavior 
In this section, the dynamic behavior of rectangular rings with sharp 
corners with those of circular rings based on FMR measurements is compared. 
Both thickness and inter-ring spacing were systematically varied in the range of 
20 nm ≤ t ≤ 120 nm and 150 nm ≤ s ≤ 550 nm respectively while all other 
dimensions remain the same as in Section 4.2. Figure 4-12 shows the 
representative SEM micrographs of rectangular and circular ring arrays with a 
well-defined edge profile and inter-ring spacing. 
 
Fig. 4-12. SEM micrographs of (a-b) further apart (s=550 nm) and (c-d) 
closely spaced (s=150 nm) rectangular and circular ring arrays 
In the following sub-sections, the FMR behavior on rings with s=550 nm 
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spacing and ring thickness on FMR frequency will be discussed (Section 4.3.2). 
An analytical model will also be introduced in addition to micromagnetic 
simulation to explain the experimental observation.  
4.3.1. Arrays with inter-ring separation of 550 nm 
Figures 4-13(a-b) show the 2-D FMR absorption spectra plots for t=30 nm 
and s=550 nm rectangular and circular rings respectively. The overlapping 
symbol plots are the corresponding simulated FMR peaks for single rings.  
 
Fig. 4-13. (a-b) 2D FMR absorption intensity plots of 30 nm thick NiFe rings. 
Plotted symbols are the corresponding simulated FMR frequency. (c-d) FMR 
spectrum for each ring shape extracted at saturation Hsat = -1.4 kOe 
The dynamic simulations (unit cell 10 nm x 10 nm x 10 nm) were 
performed using the pulse method described in Section 3.4.2 with α = 0.008 and 
𝛾
2𝜋
= 2.8 GHz/kOe. The number of modes and the trends in the resonance peak in 
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the range of Happ agree well with the experiments. We observed four resonance 
modes in rectangular rings and two resonance modes in circular rings. 
In order to determine the origin of these modes in the rings, the simulated 
mode profiles were extracted at their peak frequencies in the simulated 2D spectra, 
Fig. 4-14. Common to both rings are the resonance in the sides of the rings 
oriented parallel to Happ [easy axis mode A, Fig. 4-14(a,f)] and perpendicular to 
Happ [hard axis mode B, Fig. 4-14(b,g)]. Mode A undergoes a splitting when a 
vortex state is formed, i.e. for 125 Oe < 𝐻𝑎𝑝𝑝 < 330 Oe for the rectangular ring 
and 95 Oe < 𝐻𝑎𝑝𝑝 < 420 Oe for circular ring. The splitting occurs due to the two 
opposite magnetization directions in each ring arm when a vortex is formed, i.e. 
one parallel and one antiparallel to the Happ direction. The former exhibits a 
negative dispersion in resonance frequency (𝑑𝑓𝑟𝑒𝑠 𝑑𝐻⁄ < 0 ) while the latter 
exhibits a positive dispersion (𝑑𝑓𝑟𝑒𝑠 𝑑𝐻⁄ > 0) [106]. These modes have been 
identified in circular rings earlier [60]. A detailed derivation of the mode A 
splitting in vortex state ring is given in Appendix B. 
Another two modes, labeled C and D, were observed only in rectangular 
rings. Mode C is an edge mode in the short arms of the rectangular ring [Fig. 4-
14(c)] occurring at higher fields. Mode D is the resonance mode around the 180˚ 
domain walls (180DW) which occur in the straight sides of the rings and the 900 
DWs (90DW) which occur at the corners [see Fig. 4-14(d-e)].  
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Fig. 4-14. (a-c) The simulated mode profiles showing mode A to C in a 
rectangular ring at Hsat = -1.4 kOe. (d-e) Simulated mode D and its 
corresponding static DW configuration in a rectangular ring at Happ = -400 Oe. 
(f-g) The simulated mode profiles showing modes A and B in a circular ring at 
Hsat = -1.4 kOe. Color scale bar represents the normalized FMR absorption 
intensity for x and y components. Color wheel represents direction of static 
magnetization. 
In order to understand the origin of these additional modes in rectangular 
ring, the simulated stray field components (Hx and Hy) were extracted for both 
ring shapes with t=30 nm at Hsat for comparison, Fig. 4-15. The scale bar 
represents the stray field in Oe. In rectangular rings, a strong maximum Hdemag 
along the edge of the short arms is observed which causes mode C to have a lower 
resonance frequency of 6.15 GHz at -1400 Oe (near saturation) compared to mode 
B. This is evident from simulated Hy components in Fig. 4-15(b). This 
observation is similar to the case of the hard-axis edge response in a triangular 
ring [59]. Mode C was not observed in circular rings due to a broader Hdemag 
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Mode D has a low intensity but appears around −700 Oe < 𝐻𝑎𝑝𝑝 <
−300 Oe in experiment, a field range in which 180DW and 90DW are expected 
to be present. Figure 4-14(e) shows these walls in a simulation at 400 Oe. The 
sharp corners in rectangular ring provide locations for 90DWs at moderate field 
values [116, 152]. 
 
Fig. 4-15. Simulated stray field components at a height h=5 nm above the 
surface of (a-b) rectangular rings and (c-d) circular rings. 
From the 2D-FMR spectra in Figs. 4-13(a-b), we observed that resonance 
frequency of mode A is larger than that of mode B (𝑓𝑨 > 𝑓𝑩) for both ring shapes 
at all Happ values. The resonance peaks of t=30 nm rings at Hsat = -1400 Oe are 
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The resonance frequencies’ behavior of modes A and B can be explained 
using the Kittel formula in Eq. (4-1). This is done by considering only a specific 
section of ring’s arm in the saturated state and estimate the effect of ring shape 
and neighboring interaction as the modifying factor(s) in the formula: 
𝑓𝑟𝑒𝑠 = 𝛾2𝜋��𝐻𝑒𝑓𝑓 + �𝑁𝑧 − 𝑁𝑦�𝑀𝑦��𝐻𝑒𝑓𝑓 + �𝑁𝑥 − 𝑁𝑦�𝑀𝑦�  (4-1) 
where Nx, Ny and Nz are the demagnetizing factors for x, y and thickness (z) 
directions respectively, Nx+Ny+Nz=4π, γ is the gyromagnetic ratio, 4πMy is the 
magnetization of the sample along Happ i.e. along the y-direction and Heff  is the 
effective field in the y direction. 
In mode A, the effective field is enhanced by an anisotropy field (Hani) 
along the easy-axis direction, i.e. 𝐻𝑒𝑓𝑓 = 𝐻𝑎𝑝𝑝 + 𝐻𝑎𝑛𝑖  which produces a larger 
resonance frequency as compared to mode B. In mode B, the effective field is 
reduced by the demagnetization field |Hdemag| of the hard-axis arms to 𝐻𝑒𝑓𝑓 =
𝐻𝑎𝑝𝑝 − |𝐻𝑑𝑒𝑚𝑎𝑔| to yield a lower resonance frequency. Comparing the two ring 
shapes at saturation, rectangular ring had a larger 𝑓𝑨 by ~290 MHz, but a smaller 
𝑓𝑩 by ~380 MHz compared with circular rings. The higher 𝑓𝑨 is attributed to the 
stronger shape anisotropy (larger Hani) of the rectangular ring along the y-
direction, while the lower 𝑓𝑩 is attributed to the larger |Hdemag|. 
If the FMR behavior of rectangular ring with Happ along the diagonal is 
considered, one may expect, similar to the triangular ring work by Ding et al. [59], 
that at least two modes will be observed at high field and another mode (similar to 
Mode D from the DWs at the corner) will be observed at lower field with negative 
dispersion, see Fig. 4-16 below for a sketch of the plausible modes. An abrupt 
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reversal can be expected in the FMR spectra as the magnetization reverses from O 
to RO through the L-shaped arms, similar to Case II. 
 
Fig. 4-16. Schematic diagrams showing plausible modes in rectangular ring 
with Happ at angle θ=30° 
4.3.2. Interacting ring arrays 
In this section, the 𝑓𝑨 in rectangular and circular rings as a function of s 
and t at saturation are compared. Mode A is taken as the focus of discussion for 
two reasons. Firstly, Mode A is indeed the most prominent and easily 
distinguishable among all the measured spectra. Focusing on other modes, may 
result in inaccurate/incomplete understanding of the effect of dipolar coupling on 
the observed FMR spectra. Secondly, Mode A was chosen because it is the easy 
axis mode where the main reversal occurs (for both Case I and II). Furthermore, 
the long arm of the rectangular ring where Mode A is localized can be accurately 
modeled using stripe approximation. 
Happ
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To begin, the FMR spectra of t=30 nm rings at 1400 Oe are extracted in 
Fig. 4.17(a-b) for s=550 nm and s=150 nm to show a typical decrease in 𝑓𝑨 as s 
reduces. In this example for t=30 nm, for the rectangular ring Δ𝑓𝑨 = 240 MHz 
while for circular ring Δ𝑓𝑨 = 190 MHz . FMR simulations with 2-D periodic 
boundary condition (PBC) for t=30 nm were carried out for rectangular and 
circular rings, Fig. 4-17(c-d). A similar decrease of Δ𝑓𝑨~150 MHz for both ring 
shapes was found when s was reduced from 550 nm to 150 nm. 
 
Fig. 4-17. (a-b) Experimental and (c-d) Simulated FMR spectra at Hsat=-1.4 
kOe showing a shift in fA as a function of s for t=30 nm. 
In order to analyze the effect of inter-ring spacing and ring thickness on 
resonance behavior of mode A, the 𝑓𝑨 values for the range of 150 nm ≤ s ≤ 550 
nm and 30 nm ≤ t ≤ 120 nm for both rings shapes are extracted at Hsat, as shown 
in Fig. 4-18(a-b). 
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Fig. 4-18. Extracted FMR frequencies of mode A at Hsat=-1.4 kOe as a 
function of t and s. Note the scale break in the frequency axis ~14 GHz. 
Over the range of t, the same trend of decreasing 𝑓𝑨values occurred as s 
was reduced and Δ𝑓𝑨 was generally larger for rectangular rings than for circular 
rings. For t=80 nm, Δ𝑓𝑨  reaches its maximum value of Δ𝑓𝑨 = 390 MHz  for 
rectangular rings and Δ𝑓𝑨 = 320 MHz for circular rings. Similarly, the simulated 
Δ𝑓𝑨 values become larger as t increases when comparing different s-spacing. For 
t=80 nm simulation, Δ𝑓𝑨 = 240 MHz  (90 MHz increase) for rectangular and 
Δ𝑓𝑨 = 200 MHz (50 MHz increase) for circular rings which are consistent with 
the experimental results in Fig. 4-18(a-b). In addition, 𝑓𝑨 reached its maximum 
value at t=100 nm for all s in both ring shapes.  
Effect of inter-ring spacing 
To investigate the decreasing trend of 𝑓𝑨 with the reduction of s, the stray 
field distribution away from the ring edge was first estimated using an example of 
simulated t=30 nm rings magnetized parallel to y which was shown earlier Fig. 4-
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direction |Hy|~1.5 kOe around the edges of the rings [Fig. 4-15(b,d)] and also in 
the x-direction |Hx|~ 1.5 kOe at the corners of the rectangular ring [Fig. 4-15(a)]. 
These stray fields decrease to a negligible value at ~150nm away from the edge. 
The stray fields from one ring affect the 𝑓𝑨 of a neighboring ring in two ways: 
1. Hy in the direction of the applied field increases 𝐻𝑒𝑓𝑓 = 𝐻𝑎𝑝𝑝 + 𝐻𝑦 
2. Hx lowers the effective Hdemag in x-direction and modifies Nx according 
to: 𝛥𝑁𝑥 = 𝐻𝑥𝑀𝑠 and consequently increasing Ny and Nz. 
In order to analyze these stray field values quantitatively, an analytical 
calculation is necessary to find out the strength of interaction between 
neighboring rings. Using this method, only rectangular ring was modeled and a 
simplification was made by treating one arm of the rectangular as a strip magnet, 
Fig. 4-19. The analytical stray field model is adapted based on paper by J. 
Norpoth et al. [153].  
 
Fig. 4-19. Schematic diagram of a strip magnet used in analytical calculation 
of stray field. Dotted line highlights the part of the rectangular ring estimated as 
strip. 
As shown in Fig. 4-19, the width (w), length (l) and t of a strip are along 
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its boundaries are given as −0.5𝑎 ≤ 𝑥 ≤ 0.5𝑎,−0.5𝑐 ≤ 𝑦 ≤ 0.5𝑐 and − 0.5𝑏 ≤
𝑧 ≤ 0.5𝑏, where a=w=350 nm, b=t nm and c=l=5 μm. 
Based on this model, the normalized stray field expressions in x and y-
direction are derived as shown in Eqs. (4-2) and (4-3): 












To begin, the resonance frequency of an isolated strip was calculated from 
expressions developed by Aharoni [130] to estimate the demagnetizing factors of 
the isolated strip. Taking the dimensions of the strip as w=350 nm, l=5μm and 
t=30 nm, the demagnetizing factors were 𝑁𝑥 = 0.424𝜋,𝑁𝑦 = 0.028𝜋 and 𝑁𝑧 =3.548𝜋. Substituting Hy=-1400 Oe, Ms=-860 emu.cm-3, 𝛾2𝜋 = 2.8 GHz/kOe and 
the estimated demagnetizing factors into (1), the resonance frequency of an 
isolated strip would be 14.54 GHz. 
Subsequently, using Eq. (4-2) and (4-3) the 𝐻𝑥(𝑛𝑜𝑟𝑚. ) = 𝐻𝑥4𝜋𝑀𝑠  and 
𝐻𝑦(𝑛𝑜𝑟𝑚. ) = 𝐻𝑦4𝜋𝑀𝑠 at h=5 nm was calculated above the ring’s surface (following 
the numerical simulations) i.e. at z=(0.5b+5) nm. The 2-D normalized stray field 
profiles 𝐻𝑥(𝑛𝑜𝑟𝑚. ) and 𝐻𝑦(𝑛𝑜𝑟𝑚. ) are plotted in Fig. 4-20(a) and (b) respectively. 
From Fig. 4-20(a), it is clear that the majority of the Hx arises from the corners of 
the strip, similar to the simulated Hx in a rectangular ring, Fig. 4-15(a). Hy is 
IV. Static and Dynamic Behavior Comparison between 
Rectangular and Circular NiFe Thin Film Rings 
88 
 
concentrated at the strip’s ends, Fig. 4-20(b). The maximum �𝐻𝑥,𝑦(𝑛𝑜𝑟𝑚. )� was 
estimated as ~0.2 or a field of ~2.16 kOe, slightly larger than the maxima in 
simulations. 
 
Fig. 4-20. (a-b) The calculated 2D plot of normalized stray field (Hx/4πMs and 
Hy/4πMs) for t=30 nm and h=5 nm. Scale bar indicates the normalized stray field 
value with respect to 4πMs. (c-f) Plots of normalized stray field calculated at h=5 
nm along x (y=0.501c) and along y (x=0.5a) for various film thicknesses 
To give a clearer picture of the stray field distribution, the normalized 
stray field along the width at y=0.501c and along the length at x=0.5a for both x- 
and y-directions are shown in Fig. 4-20(c-f). Based on these plots, 𝐻𝑥,𝑦(𝑛𝑜𝑟𝑚. ) 
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was estimated at a distance s=150 nm away from the strip’s edges for t=30 nm. 
𝐻𝑦(𝑛𝑜𝑟𝑚. ) was ~0.0143 or about -154 Oe along the strip’s length [Fig. 4-20(f) at 
y/c=0.53]. Similarly, 𝐻𝑥(𝑛𝑜𝑟𝑚. )was estimated as ~0.011or ~118 Oe along the 
strip’s width [Fig. 4-20(c) at x/a=0.93)]. Then 𝛥𝑁𝑥 due to Hx was determined as 
𝛥𝑁𝑥 = −𝐻𝑥𝑀𝑠 = −0.0439𝜋  and consequently 𝛥𝑁𝑦 =  |𝛥𝑁𝑥| × 𝑁𝑦𝑁𝑦+𝑁𝑧 = 3.416 ×10−4𝜋 and 𝛥𝑁𝑧 =  |𝛥𝑁𝑥| × 𝑁𝑧𝑁𝑦+𝑁𝑧 = 0.0436𝜋. 
The stray field Hy=-154 Oe would be expected to raise the resonance 
frequency to 15.09 GHz or ∆𝑓𝑟𝑒𝑠 = 550 MHz  according to Eq. (4-1). This is 
inconsistent with the observed decrease of 𝑓𝑨  for closer spaced rings in 
experiment and simulation. This suggests that Hy may be over-estimated and may 
not be significant in the ring structure. Hy is strong in saturated rings only in the 
hard-axis arms, away from the regions of maximum amplitude of mode A, and it 
will be smaller than the model as the moments bend around the perimeter of the 
ring. 
Considering instead the contribution of Hx (~118 Oe) in modifying the 
demagnetizing factors, it is expected to decrease the resonance frequency by 280 
MHz. This matches the experimental result for ∆𝑓𝑨  for a rectangular ring in 
experiment, though it is twice that of the simulation. These calculations suggest 
that Hx is the major factor contributing to the decrease in 𝑓𝑨  as s is reduced. 
Furthermore, the curvature of the circular ring increases the average spacing 
between rings and leads to a smaller influence of Hx on 𝑓𝑨 for circular rings, and 
hence smaller Δ𝑓𝑨 values were observed for all t. 
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In order to complete the analysis, the switching field values were plotted 
against s-spacing for rectangular and circular rings with t=40nm, Fig. 4-21. 
 
Fig. 4-21. Plots of switching fields values against s-spacing for rectangular 
rings and circular rings with t=40nm 
Interestingly, only for rectangular rings the effect of decreasing s-spacing 
is prominent while for circular rings the effect is negligible. This is reasonable 
because when rectangular rings are closely-packed, the corners will be in close 
proximity against each other and the switching field will be greatly affected.  
For instance, decreasing s results in increasing Hs1 and decreasing Hs2. The 
former is due to the enhanced DWs pinning during the first transition while the 
latter is due to the ease of DWs nucleation and collective switching of rings array 
during the second transition[56, 101]. 
In contrary, the stray field interactions in closely-packed circular rings are 
not very strong (especially at lower Happ) resulting in negligible dependence of 
switching fields versus s. Only at large Happ, the effect of stray field becomes 
apparent in changing fA values. Nevertheless, the values of ΔfA observed in 
circular ring is smaller than that in rectangular ring at -1400 Oe, see Fig. 4-18. 
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Effect of thickness 
In this section, the effect of increasing t on 𝑓𝑨 and Δ𝑓𝑨is considered. As t 
increases, Nz decreases while Nx and Ny will increase, changing 𝑓𝑨. Based on the 
rectangular prism model of Aharoni, Nz decreases from 3.548π to 3.096π as t 
increases from 30 nm to 80 nm while Nx increases from 0.424π to 0.849π and Ny 
increases from 0.028π to 0.055π. As such, there is a more rapid increase of (Nx-Ny) 
than the decrease of (Nz-Ny) and the resonance frequency will increase. Indeed, by 
incorporating these parameters into Eq. (4-1), ∆𝑓𝑨 = 1.805 GHz was obtained, a 
value close to the experimental ∆𝑓𝑨 = 2.199 GHz. However, at t>100 nm the 𝑓𝑨 
decreased slightly for all s. This may be a result of non-uniform magnetization in 
a thick ferromagnetic film [19, 152, 154, 155]. Chen et al [154] suggested that the 
uniform mode (k=0) of spin waves may be scattered into magnons (k≠0) by this 
locally non-uniform magnetization and cause the resonance frequency to shift.  
Next, we analyze the effect of t on Δ𝑓𝑨  as a result of changes in the 
demagnetizing factors. Thicker rings produce higher stray field Hx and a larger 
Δ𝑓𝑨. However, Δ𝑓𝑨 becomes smaller with a further increase of t above 80 nm in 
experiments, possibly as a result of competition with increasing Hy (calculated as 
513 Oe at t=120 nm). 
From the analysis so far, it is quite interesting to realize that DWs at the 
corners of rectangular rings do not appear to have a significant impact on the 
overall FMR spectra of the ring. This is understandable because the DWs mode is 
observed only at significantly lower field at which the magnetization relaxes to 
form DWs at the corner. As such, there is significantly lower magnitude of stray 
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field coming from the corner as the DWs form than that in the saturated state. 
Furthermore, for thicker ring vortex wall (VW)-type DWs are formed instead of 
transverse wall (TW)-type DWs. The former has significantly lower stray field. It 
is therefore very important and only significant to see the effect of dipolar 
coupling (due to changing s-spacing) when the stray field interaction is the largest 
i.e. stray field from the corners of saturated ring at high field. 
4.4. Summary 
A comparative study of static and dynamic behavior between rectangular 
and circular NiFe ring arrays has been presented. The static behavior comparison 
shows that the ring shape strongly affects the reversal path and the various 
transition field values. The corners of the rectangular ring provide preferential 
sites for location of 180˚ domain walls, and two different reversal paths were 
identified in which the domain walls either annihilate to form a vortex state, or 
follow each other around the ring to reverse the ring without forming a vortex. 
This differs from the circular ring which reverses via a vortex state. The thickness 
of the ring affects the domain wall structure and the reversal path, and the 
transition fields vary with thickness. 
The dynamic study reveals four resonance modes in rectangular rings 
while only two resonance modes in circular rings. The additional modes in 
rectangular modes were attributed to edge modes and to resonance related to 
domain walls, respectively. The experimental results were described based on the 
Kittel formulation and an analytical stray field model. The frequency 𝑓𝑨 of the 
highest intensity mode A was investigated at saturation as a function of spacing s 
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and thickness t. 𝑓𝑨 decreased as s was reduced for all t, which was attributed to 
changes in the stray field Hx. For the thickest rings, the stray field Hy apparently 
becomes significant and competes with Hx and lowers ∆𝑓𝑨. It is shown that by 
varying s and t one can achieve a broadband frequency response. Furthermore, by 
varying the shape of the ring, one can tune the strength of dynamic coupling 
between neighboring rings.“The ability to tune the FMR response based on 
varying s, t and Happ is important in the application of broadband microwave noise 
filter for signal transmission and processing in GHz regime. For example by 
combining a variation of rings arrays into a functional microwave filter, one can 
design a particular frequency range for noise suppressant [88, 156]. Furthermore 
the noise filtering ability can be made power-selective (i.e. only when the noise is 
above certain critical level) using a phase-shifter circuit[14]. In a broader context 
of magnonics, a magnonic band gap can be tailored by incorporating different 
array of rings (varying geometrical parameters, materials, and structures) to 
achieve a desirable frequency band gap[15, 42]. Other applications such as 
tailoring frequency for micro- and nano-scale waveguide [145, 157] and selective 




CHAPTER 5. Reversal Mechanisms of Coupled bi-
Component Magnetic Nanostructures 
5.1. Introduction 
Conventional magnetic nanostructures, such as the work on rings 
presented in Chapter 4, rely on the modification of geometrical and structural 
parameters in order to achieve the desired magnetic properties. Although a wide 
range of interesting physics and applications can be realized using this 
conventional approach, the range of achievable magnetic properties is limited by 
the intrinsic properties of the material being used. The manipulation of magnetic 
behaviors can be greatly extended if more than one material can be incorporated 
forming an artificial material composite. Introducing bi-component magnetic 
nanostructures has been shown to modify various static behaviors[81, 118] as well 
as to yield unique magnetic dynamic behaviors[38, 39, 41, 120, 121]. In particular, 
these complex structures are useful in magnonic application where the 
propagation of spin wave can be effectively controlled. These structures can be 
made using conventional processing, which requires aligned multi-level 
lithography and pattern transfer processes to register the locations of the two 
components on the substrate. The problem with multi-level aligned process can be 
avoided if these structures can be made in a self-aligned process. 
In this chapter, self-aligned fabrication process and reversal mechanisms 
of magnetostatically coupled bi-component ferromagnetic nanostructures are 
presented. Section 5.2 illustrates the fabrication technique which combines angle 
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deposition, selective etching and lift-off processes in a single mask step. The next 
two sections which follow are devoted to describe and model the magnetic 
reversal of the resulting magnetic structures. In Section 5.3, reversal mechanism 
of bi-component disks which consist of a crescent of Fe adjacent to a lens of NiFe 
is discussed. Section 5.4 presents bi-component rectangular rings with two or four 
NiFe sides plus two Fe sides and highlights their key differences as compared to 
the magnetization process in single component rectangular ring. The reversal 
processes of these bi-component structures are governed by magnetostatic 
coupling between the NiFe and Fe. 
5.2. Fabrication 
The fabrication of bi-component structures in this chapter involved only a 
single resist patterning step using DUV lithography as described earlier in Section 
3.1.2. Figure 5-1 shows the SEM micrographs of well-defined circular holes and 
rectangular rings resist patterns made. Onto these resist patterns films of two 
different materials, NiFe and Fe, were deposited at different angles.  
 
Fig. 5-1  SEM micrographs of 3D resist profile for (a) circular disks of 
diameter 800 nm, (b-c) rectangular rings of width 350 nm and 650 nm 
Figure 5-2 shows details of the deposition process followed by lift-off and 
selective etching to fabricate the final structure. As shown in Fig. 5-2(a), a 
(a) (c)(b)
1μm 1μm 1μm
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shadow deposition step was performed at 45° from normal incidence to achieve 
partial coverage of the substrate at the bottom of the resist features. In this step, 
the first magnetic layer i.e. NiFe (25 nm) was deposited and then capped with Ti 
(3 nm) to prevent oxidation followed by an additional Al2O3 (50 nm) layer. In Fig. 
5-2(b), the second deposition step in which Fe (25 nm)/Ti (3 nm) was deposited 
was done at normal incidence. As shown by the dotted line in Fig. 5-2(b), the first 
45˚ deposition step created a tapered profile which led to shadowing, so that the 
NiFe and Fe were separated by a narrow gap. Photoresist removal as shown in Fig. 
5-2(c) was done by soaking the patterned film in OK73 resist thinner. The last 
step was to selectively etch the Al2O3 layer using AZ 300 MIF standard developer. 
This step removed the Al2O3 layer together with the Fe (25 nm)/Ti (3 nm) layer 
above it. The resulting structure is shown in Fig. 5-2(d). The gap between the 
NiFe and Fe was in the range of 20-30 nm measured by SEM. This gap was large 
enough to exchange-decouple the two components but they interact 
magnetostatically. 




Fig. 5-2.  Schematic diagrams showing details of structure after each 
fabrication step: (a) after deposition step done at an angle 45° away from normal 
incidence, (b) after deposition step done at normal incidence (0° deposition), (c) 
after photoresist removal, and (d) after selective etching of Al2O3 
The resulting bi-component magnetic structures are shown in Fig. 5-3. The 
highlighted red region corresponds to NiFe(25 nm)/Ti(3 nm) layers while the blue 
region represents Fe(25 nm)/Ti(3 nm) layers. Figure 5-3(a) shows the bi-
component disks consisting of lens-shaped NiFe and crescent Fe region. The 
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along the horizontal directions, adequate to magnetostatically isolated each disk in 
the array. Using this method, it is also possible to fabricate each component 
separately as shown in Fig. 5-3(b-c). These structures are useful as a reference 
sample in understanding the reversal behavior of the bi-component when 
combined. Figure 5-3(d) shows the rectangular ring with alternately-placed 
materials i.e. two short sides consisted of NiFe and the long sides of Fe of which 
had different lengths. High magnification SEM showed there were four gaps 
between the NiFe and Fe within each ring. Figure 5-3(e) shows ring/wire 
structures, the NiFe formed a complete ring, with two Fe wires of different length 
placed adjacent to the NiFe ring. The edge-to-edge distance between neighboring 
features was 3 μm. 
 
Fig. 5-3.  SEM micrographs of (a) bi-component disks, (b) lens-shaped NiFe, 
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5.3. Bi-component disks 
The collective magnetic switching behavior of disks array was 
characterized by longitudinal MOKE which measures approximately 1100 – 1200 
disks. The MOKE loop for the bi-component disks and its corresponding 
simulated hysteresis loop for field applied along the axis of the NiFe are shown in 
Fig. 5-4. The overlapping blue curve in Fig. 5-4(a) is the first derivative of the 
Kerr intensity in the ascending sweep direction which shows the peak positions. 
The three switching fields were Hs1 = 74 Oe, Hs2 = 309 Oe and Hs3 = 628 Oe. The 
simulated loop shows a similar three-step switching as observed in experiment. At 
a glance, the reversal of bi-component disks is quite different from the well-
known reversal mechanism of uniform disk as discussed briefly in Section 2.3. 
The incorporation of two different materials within a single disk has modified the 
reversal mechanism significantly. 
 
Fig. 5-4.  (a) Experimental MOKE loop measurements of bi-component disks 
and (b) the corresponding simulated hysteresis loops 
To further understand the reversal mechanism, the simulated spin 
configurations (unit cell 10 nm x 10 nm x 25 nm) were extracted at selected Happ 
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in the simulations due to the gap between the two materials. From Figs. 5-5(b-c), 
the first step corresponds to switching of the lens-shaped NiFe while the second 
and the third steps correspond to vortex nucleation [Fig. 3 (d)] and annihilation 
[Fig. 3(e-f)] in the crescent-shaped Fe. Note that the color scale bar is normalized 
to Ms,Fe = 1700 emu.cm-3 such that at saturation NiFe has a lighter color shade 
than Fe. 
The simulated switching fields were Hs1 = -50 Oe, Hs2 = 285 Oe and Hs3 = 
1.3 kOe. The first step in the simulation occurred at negative fields because the 
NiFe was reversed by the stray field of the Fe, leading to a remanent state in Fig. 
3(b) in which the NiFe was partly reversed. 
 
Fig. 5-5.  Simulated spin configurations of bi-component disks: (a) at negative 
saturation (-10 kOe), (b) at remanence (0 Oe), (c) after lens-shaped NiFe reversal 
(110 Oe), (d) after vortex core nucleation (200 Oe), and (e-f) vortex annihilation 
(660  and 960 Oe) 
Direct observation of the magnetic states of bi-component disks was 
carried out using MFM at remanence after first saturating at -3 kOe then applying 
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weak contrast as the NiFe lens was partially reversed by the field from the Fe. 
(Experimentally the NiFe did not complete its reversal until positive fields had 
been applied, unlike the simulation). In Figs. 5-6(b,c) taken after applying a field 
greater than Hs1, the NiFe had nearly or fully reversed to produce a state with flux 
closure as shown in simulated spin state, Fig. 5-5(c). At higher fields stronger 
contrast from the Fe is evident. Some of the structures in Figs. 5-6(d-g), outlined, 
showed contrast characteristic of a vortex in the Fe. This is consistent with the 
reverse field value which is ≥ Hs2, a vortex nucleation field in Fe. Figures 5-6(d-g) 
show differences between adjacent structures indicating a variation in switching 
fields. Finally, as shown in Fig. 5-6(h) applying a reversal field of 3 kOe gave a 
contrast complementary to that in Fig. 5-6(a). 




Fig. 5-6.  MFM images taken at remanence for bi-component disks after each 
minor loop cycling to (a) 0 Oe, (b) 200 Oe, (c) 250 Oe, (d) 300 Oe, (e) 350 Oe, (f) 
400 Oe, (g) 500 Oe and (h) 3 kOe. 
To investigate the effect of magnetostatic coupling between NiFe and Fe 
in these bi-component disks, the lens-shaped NiFe and crescent-shaped Fe 
structures shown in Figs. 5-3(b-c) were fabricated and characterized separately. 
The relative Kerr intensity loop for each structure was measured, Fig. 5-7(a), and 
their normalized sum was compared with the signal from bi-component disks in 
Fig. 5-7(b). Similarly, the simulated loops were obtained, Fig. 5-7(c) and their 




































Fig. 5-7.  (a) MOKE loops for separate NiFe lens and Fe crescent and (b) 
normalized sum of MOKE signal from lens-shaped NiFe and crescent-shaped Fe 
as compared to the signal from bi-component disks. (c, d) The corresponding 
simulated hysteresis loops 
The NiFe lens structures showed a small step at lower field (148 Oe) then 
the majority of the structure reversed at 334 Oe. This corresponded qualitatively 
to the OOMMF simulation, which indicated that the two steps are associated with 
vortex nucleation (176 Oe) and annihilation (309 Oe) within the lens-shape, Fig. 
5-8(a). The crescent-shaped Fe experimentally showed a three-step switching in 
which the majority of the magnetization reversed in the second step, at 290 Oe, 
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corresponding to vortex formation (300 Oe) and a second at higher field (1.27 
kOe) at which the vortex was annihilated, Fig. 5-8(b).  
 
Fig. 5-8.  Simulated spin configurations showing magnetization reversal of (a) 
NiFe lens and (b) Fe crescent 
The summed loops from the individual NiFe and Fe structures differed 
from the loops of the bi-component structures, highlighted yellow in Figs. 5-7(b, 
d). This represents the effects of the stray fields of each component on the other. 
Both experimental and simulated loops show similar behavior. In particular, the 
switching of the NiFe occurred at lower field in the bi-component compared to 
the separate NiFe structures (74 Oe compared to 148 Oe), and it occurred in one 
step rather than two, so there was not an extended field range where a vortex was 
present in the NiFe. Adding the crescent of Fe modified the NiFe reversal not 
only by changing its switching field but also reduces the number of reversal steps 
from two to one i.e. no vortex formation occurs (unlike that of NiFe lens alone), 
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In contrast the reversal behavior of crescent-shaped Fe was similar for the 
separate structures and the bi-component structures, indicative of the lesser effect 
of the NiFe stray field. A plateau region for vortex stability in the Fe crescents 
was evident in both cases. The comparison of switching field values is 
summarized in Fig. 5-9. 
 
Fig. 5-9.  A summary of experimental and simulated switching field values 
comparing reversal behavior between bi-component disks and the separate NiFe 
lens and Fe crescent. 
Further discussion about the choice of magnetic materials in the bi-
component disk and how the materials selection affects the disk’s reversal 
behavior is available as Appendix C. 
5.4. Bi-component rectangular rings and ring/wires 
In this section, the magnetization reversal of bi-component rectangular 
rings and bi-component ring/wires will be discussed. As discussed in Chapter 4, 
continuous rectangular rings exhibit several states including the onion state which 
Bi-component
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contains two 180˚ domain walls at opposite ends of a diagonal, the horse-shoe 
state in which the two walls are at the ends of one edge, and the vortex state 
which is a flux-closed state without domain walls [101, 148, 152]. This 
established fact changes when the continuous ring is divided into sections made 
up of different magnetic materials. In this case, bi-component rectangular rings 
and ring/wires structures will be considered. 
First of all, MOKE measurements were done on bi-component rectangular 
rings and ring/wires structures as shown in Fig. 5-10. The MOKE measured 
approximately 40-50 rings together. The narrow bi-component rectangular rings 
underwent a distinct two-step reversal while the wider bi-component ring/wires 
structure showed a broad single step reversal. 
 
Fig. 5-10.  Experimental MOKE loop measurements of bi-component 
rectangular rings and bi-component ring/wires structure 
In order to understand the reversal mechanism of these structures, 
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were extracted. Considering first the narrow bi-component rectangular rings, the 
simulated hysteresis loop and spin configurations in Fig. 5-11 are examined.  
 
Fig. 5-11. (a) Simulated hysteresis loop of bi-component rectangular rings and 
the simulated spin configurations showing (b) onion – O state (0 Oe), (c) vortex – 
V state (430 Oe) and (d) reverse onion – RO state (760 Oe) 
The simulated hysteresis loop shows a similar two step switching with a 
small plateau between 440 Oe to 510 Oe. Figures 5-11(b-d) indicated that the 
rings underwent a reversal via an onion-vortex-reverse onion (O-V-RO) process. 
The remanent onion state, Fig. 5-11(b), had two 180˚ vortex-type domain walls in 
the short edges. These translated and annihilated to form a counter-clockwise 
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The bi-component rectangular rings, which have gaps between the NiFe 
and Fe edges, reversed in a similar way (i.e. through an O-V-RO process) to that 
of single component NiFe rectangular rings without a gap as described in Chapter 
4 earlier. A similar observation was made when comparing circular rings with and 
without gaps [159]. 
To confirm this observation, MFM scans were performed on the bi-
component rings at remanence after first saturating at -3 kOe and then cycling to 
selected reversal fields. The resulting MFM images are presented in Fig. 5-12.  
 
Fig. 5-12. MFM images taken at remanence after minor loop cycling to (a) 0 
Oe and (b) 250 Oe for bi-component rectangular rings, (c-d) the corresponding 
higher magnification MFM scans 
Figures 5-12(a, c) show dark contrast along the top short edge of the ring, 
and bright contrast at the bottom corners. The dark contrast, which represents 
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NiFe. The corners of the ring showed a contrast because of the difference in 
saturation magnetization between the NiFe and Fe, and indicate that both the long 
Fe sides of the ring were magnetized in the same direction, so the rings were in 
either onion states or long-axis horseshoe (LH) states. However, after applying 
250 Oe reverse field (to reach the plateau region in the MOKE loop), Fig. 5-12(b, 
d), the remanent contrast at the corners was alternating dark and light indicating 
anti-parallel magnetization of the two Fe sides, as expected in a vortex state. 
Furthermore, the two Fe sides had different lengths and therefore there 
was a preference for the shorter Fe arm to undergo reversal first. This can be used 
as an additional degree of control in forming vortex-states of a specific chirality 
[104, 106, 160-162], e.g. clockwise in this case and counterclockwise when the 
field sweeping direction is reversed. 
 Next, the wider bi-component ring/wires structure will be discussed. The 
MOKE loop shown earlier in Fig. 5-10 showed a broad single step reversal. 
However, the simulated hysteresis loop revealed multi-step switching 
corresponding to reversal for both the NiFe ring and the Fe wires, Fig. 5-13. The 
switching field values were close to each other according to the simulation and 
the steps were not resolved in the MOKE data, which averaged over 40-50 rings. 
The model showed that the NiFe ring reversed first via an O-V-RO path in Figs. 
5-13(b-e) with simulated switching fields HO-V = 90 Oe and HV-RO = 140 Oe. This 
is then followed by reversal of the short and long Fe wires as shown in Figs. 5-
13(f-g) at 350 Oe and 440 Oe. 




Fig. 5-13. (a) Simulated hysteresis loop of bi-component ring/wires structure 
and (b-g) the simulated spin configurations showing multi-step reversal at 0, 90, 
140, 350 and 440 Oe respectively 
The simulation result is confirmed by MFM measurements as shown in 
Fig. 5-14 below. Direct observation of magnetic states in the bi-component 
ring/wires structure at remanence after saturation is shown in Fig. 5-14(a, c). The 
two Fe wires were magnetized in the same direction indicated by the bright 
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After applying 250 Oe reverse field, the magnetization of the short Fe wire 
reversed as seen in Fig. 5-14(b, d), similar to Fig. 5-13(f). At this stage, the ring 
was already in RO state. The preference for the shorter Fe wire to switch first is 
similar to the bi-component rectangular ring, Fig. 5-12(d). From the MFM images 
in Figs. 5-12 and 5-14, an additional fine-scale alternating contrast was observed 
along the Fe arms in bi-component rings and also in the Fe regions of the bi-
component ring/wires structures which was not predicted by the simulation. This 
fine-scale contrast was not observed in NiFe region of the structures. 
 
Fig. 5-14. MFM images taken at remanence after minor loop cycling to (a) 0 
Oe and (b) 250 Oe for bi-component ring/wires structures, (c-d) the 
corresponding higher magnification MFM scans 
In order to confirm that this is not an artifact coming from MFM scanning, 
the scan angle was varied every 5° from 0° to 15° as shown in Fig. 5-15. The 
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contrast which suggest that these are not artifact coming from MFM scanning 
process. 
 
Fig. 5-15. MFM images taken at remanence using various scan angles after 
first saturating at -3 kOe for (a-d) bi-component rings and (e-h) bi-component 
ring/wires 
(a) 0° (e) 0°
(b) 5° (f) 5°
(c) 10° (g) 10°
(d) 15° (h) 15°
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This is further confirmed by taking MFM images at various scan angles on 
uniform rectangular rings made of Fe using the same process which show a 
similar fine-scale contrast, Fig. 5-16. 
 
Fig. 5-16. MFM images taken at remanence using various scan angles after 
first saturating at -3 kOe for Fe rectangular rings of (a-d) w=350 nm and (e-h) 
w=650 nm 
(a) 0° (e) 0°
(b) 5° (f) 5°
(c) 10° (g) 10°
(d) 15° (h) 15°
V. Reversal Mechanisms of Couple bi-Component Magnetic Nanostructures  
114 
 
To elucidate the origin of this fine-scale contrast, another reference Fe ring 
was grown at normal incidence but at a large source-substrate distance (increased 
by 5.5 cm) with substrate rotation during deposition unlike the earlier deposition 
process using angle deposition holder at a closer distance between source and 
substrate, refer to Fig. 3-3 in Section 3.3.1.  Indeed, the fine-scale contrast was 
considerably reduced with this deposition process, Fig. 5-17. 
 
Fig. 5-17. MFM images taken at remanence after first saturating at -3 kOe for 
Fe rectangular rings of (a) w=350 nm and (b) w=650 nm 
Considering the fact that increasing source-substrate distance caused the 
apparent reduction of fine-scale contrast in Fe ring suggests that the observed 
anisotropy is deposition-related. This is consistent with the fact that the fine-scale 
contrast was not observed in the NiFe regions of bi-component ring and 
ring/wires structures which were made a longer source-substrate distance to 
accommodate the tilted substrate. It is also worth noting that in-plane anisotropy 
is common during off-axis sputter deposition induced by tilted columnar grain 
growth [163-167].  
(a) (b)
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One possible origin for the in-plane anisotropy is a magnetoelastic (ME) 
effect caused by strain relaxation perpendicular to the wire. If the Fe wire is taken 
as a stripe of 5µm x 350 nm x 25 nm dimensions, its shape anisotropy is 
𝐾𝑠ℎ𝑎𝑝𝑒−𝑥 = 𝜋𝑀𝑠2(3𝑁𝑥 − 1) = −890.85 𝑘𝐽.𝑚−3 along the long axis direction x, 
where 𝑀𝑠  is the saturation magnetization, and Nx is the demagnetizing factor 
along the long axis of wire. The ME anisotropy is 𝐾𝑀𝐸 = 32 𝜆𝑠𝐸𝜀, where ε is the 
strain, 𝜆𝑠 is the magnetostriction coefficient and E is the Young’s modulus. Using 
literature values [123] of 𝜆𝑠 = −7 × 10−6 and 𝐸 = 2 × 1012 dyne/cm2 for Fe and 
with Nx = 0.0061 (estimated from Aharoni et al. [130]) and setting a criterion of 
3
2
𝜆𝑠𝐸𝜀 > −890.85 𝑘𝐽.𝑚−3 yield ε > 0.424, a strain value which would be needed 
for the ME anisotropy to overcome the shape anisotropy. This is unreasonably 
high, and suggests that ME anisotropy is not a major factor in determining the 
anisotropy of these structures. In conclusion, the fine-scale contrast is therefore 
related to structural anisotropy generated during the deposition process and not to 
magnetoelastic effect. 
5.5. Summary 
In summary, a fabrication technique has been developed which can be 
used to produce a range of self-aligned magnetostatically-coupled bi-component 
structures by combining angled deposition and selective etching processes. The 
magnetostatic coupling between each component accounts for the differences 
between the reversal process and magnetization states of the bi-component 
structures compared with those of the individual components. Examples of bi-
V. Reversal Mechanisms of Couple bi-Component Magnetic Nanostructures  
116 
 
component dots consisting of a lens plus a crescent, and rectangular structures 
consisting of rings with alternating sides, were presented. It is expected that the 
width of the gap between the components can be controlled by changing the 
incidence angles of the flux, giving the capability of controlling these 
magnetostatic interactions and introducing exchange coupling when the materials 
are in contact. Moreover, by using the same material for each successive 
deposition, structures with different thickness regions or with well-controlled gaps 




CHAPTER 6. Vortex Dynamics in Thickness-
Modulated NiFe Disks 
6.1. Introduction 
The excitations of vortex states in magnetic disks are broadly divided into 
two categories: gyrotropic and magnetostatic modes. The gyrotropic mode is 
characterized by an oscillatory mode (gyration) of the vortex core around its 
equilibrium position when it is excited by magnetic fields[77, 95, 168] or spin-
polarized current[11, 94, 169-171]. Generally, the gyrotropic frequency is in the 
range of hundreds of MHz. In contrast, the magnetostatic mode has a relatively 
high excitation frequency of several GHz. In circular or cylindrical disks, this 
mode is manifested in the form of radial and azimuthal modes[71, 75]. Both 
gyrotropic and magnetostatic modes are highly dependent on the sample geometry 
and materials. Studying the effect of geometry variation on vortex dynamics in 
circular disk is very interesting especially because changing energy landscape will 
modify how the vortex behaves significantly. Such investigation will benefit from 
the viewpoint of fundamental understanding as well as emerging applications in 
spintronics involving vortex state magnetization[172-178]. 
In this chapter, static and dynamic studies of the vortex state in thickness-
modulated NiFe disks consisting of a NiFe lens shape on top of a NiFe disk are 
presented. Section 6.2 gives a brief illustration on the fabrication of thickness-
modulated disks. Section 6.3 highlights the effect of additional shape anisotropy 
introduced by the NiFe lens and compares the reversal mechanism between 
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thickness-modulated disks and uniform thickness disks. Towards the end of 
Section 6.3, the control of vortex chirality, location and propagation direction in 
thickness-modulated disks is discussed. Section 6.4 presents vortex dynamics in 
thickness-modulated disks which shows that the onset of vortex propagation and 
annihilation can be determined based on FMR spectroscopy. Furthermore, Section 
6.5 describes the study of interlayer coupling between NiFe lens on top and NiFe 
disk below by inserting a Cu spacer layer of various thicknesses. This section also 
shows that the onset of vortex propagation and annihilation in each 
magnetostatically-coupled layer is detectable using FMR spectroscopy. Finally in 
Section 6.6, a potential magnetic memory device application is described based 
on magneto-transport measurement to control and detect vortex chirality utilizing 
the thickness modulated disks. Section 6.7 summarizes key findings and 
implications of this chapter.  
6.2. Fabrication 
Array of thickness-modulated disks was made by a series of thin film 
depositions at different angles onto the DUV resist holes patterns, Fig. 6-1(a) 
following the steps described in Section 3.2.2. In the first step, a 25nm thick NiFe 
layer was deposited at normal incidence. Subsequently, a shadow deposition step 
was performed at 450 from normal incidence to achieve partial coverage of the 
patterned holes. In this step, the top NiFe layer (25nm) formed lens shaped 
structures on the disks due to shadowing from the resist profile. In some samples 
a Cu spacer layer (tCu nm) was deposited to separate the two NiFe layers. The 
NiFe layers were deposited using electron beam evaporation while the Cu spacer 
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layer was deposited using magnetron sputter deposition at 3mTorr working 
pressure and 50W power which gave a deposition rate of 0.27Å/s in the same 
chamber.  
 
Fig. 6-1.  SEM micrographs of (a) 3D resist profiles for the disks and (b) 
thickness-modulated NiFe disks 
Successful lift-off was determined visually and confirmed using SEM. 
Figure 6-1(b) shows a SEM micrograph of the resulting disks of diameter 800nm 
with a thickness modulation, i.e. 25 nm NiFe circular disks with an additional 25 
nm layer of lens-shaped NiFe. The center-to-center distance between the features 
was 1.2 µm along the diagonal or 1.6 µm along the horizontal directions, which 
reduced magnetostatic interactions within the array.  
To estimate magnetostatic interactions between the disks, the interaction 
field was approximated as a dipolar field, 𝐻𝑑𝑖𝑝(𝑟) from a magnetic moment (𝑚) 
by approximating the disk as a current loop [123]: 
𝐻𝑑𝑖𝑝(𝑟) = 2 �𝑚𝑟3� 𝑐𝑜𝑠𝜃      (6-1) 
where m is the total magnetic moment of the thickness modulated disk in emu, r is 
the distance away from the center of the dipole, and θ is the angle between the 
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1(b). The bottom NiFe disk with radius R = 400 nm and thickness td = 25 nm has 
volume Vd = 1.26 10-14 cm3. The NiFe lens is approximated by two intersecting 
circles with area 𝐴𝑙 = 𝜋𝑅2 − 2𝑅2𝑡𝑎𝑛−1 �𝑑ℎ� − 12 𝑑ℎ, where ℎ = √4𝑅2 − 𝑑2, with 
d the offset between the two intersecting circles and h the length of the lens as 
indicated in Fig. 6-1(b). For R = 400 nm and thickness tl = 25 nm, and h = 700 nm 
from the SEM image, the lens volume Vl = 0.51 10-14 cm3 which is about 41% of 
Vd. Assuming the disk is in the saturated state with Ms = 860 emu.cm-3 gives 
Hdip(r)= 12 Oe for neighboring disks along the diagonal of the array, which is 
small compared with the switching fields which will be described later in Section 
6.3. 
The thickness modulation was confirmed by performing AFM scan on the 
disks array as shown in Fig. 6-2(a), while the corresponding height profile of the 
thickness-modulated along dotted line A-A’ was also shown in Fig. 6-2(b). The 
disks are surrounded by a 60 nm thick bottom anti-reflection coating (BARC) 
layer but a clear thickness modulation in the NiFe is evident. 




Fig. 6-2.  (a) AFM image of thickness-modulated NiFe disks embedded in the 
BARC layer and (b) the corresponding scan height profile taken along line A-A’, 
as indicated in (a) 
6.3. Static behavior 
Before discussing the dynamic behavior of the thickness-modulated disk, 
it is important to understand its static reversal mechanism. In this section, the 
reversal mechanism of the thickness-modulated disks will be discussed and 
compared with uniform thickness disks. Following this, a discussion on how the 
control of vortex chirality, position and propagation direction will be explained. 
6.3.1. Reversal mechanism 
Figure 6-3 compares MOKE measurements and the corresponding 
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thick NiFe disks. The MOKE loops measures the average response of ~1100-1200 
disks together. A unit cell size of 10 nm x 10 nm x 5 nm thickness was used in the 
simulations. A simulation using a smaller cell, 5 nm x 5 nm x 5 nm, gave similar 
results. The direction of the Happ was set at 0° for direction parallel to the long 
axis of the lens. 
 
Fig. 6-3.  Experimental MOKE loops of (a) thickness-modulated disks at 0° 
Happ and (b) uniform 25 nm thick disks. (c-d) The corresponding simulated 
hysteresis loops. 
The experimental MOKE loop agrees well with the simulation in terms of 
overall shape though the switching fields are about twice as large in the 
simulation, which was attributed to thermal effects not included in the simulation. 
Comparing Figs. 6-3(a-b), a typical magnetic disks reversal was observed 
although with a slight different in Kerr intensity value around remanence. To 
understand the difference in the reversal behavior depicted in Fig. 6-3, the 
simulated spin configurations corresponding to hysteresis loop in Fig. 6-3(c-d) 
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Figure 6-4(a) shows a typical disk reversal of vortex nucleation and 
annihilation in the 25 nm thick disks. At HN = 50 Oe, either CW or CCW vortex 
were nucleated at random. The vortex was then annihilated at HA = 620 Oe at 
either side of the disk with the vortex propagation direction depending on its 
chirality (see spin states at 300 Oe). This is similar to the discussion in Section 
2.3.2 earlier. 
 
Fig. 6-4.  Simulated spin configurations extracted at various Happ showing the 
static reversal behavior of (a) uniform 25 nm thick disks and (b) thickness 
modulated disks at 0° Happ 
From the MOKE loop, the HN and HA are -17 Oe and 413 Oe respectively. 
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observed at this field as compared to the remanent. The simulated loop shows 
similar behavior which corresponds to the vortex formation at 50 Oe. 
Figure 6-4(b) shows the magnetic configurations at selected Happ from the 
simulation. Since the bottom NiFe disk and top NiFe lens layers are exchange-
coupled, the moments in each layer where they overlap had similar configurations. 
By reducing Happ from negative saturation the magnetic moments in the disks 
relaxed to follow the circumference of the disks due to shape anisotropy. At -200 
Oe, the bottom NiFe disk formed a transverse wall (TW), while the top NiFe lens 
was in a ‘C’ state. The formation of the TW configuration was followed by vortex 
nucleation at HN = 0 Oe. As expected, the vortex was nucleated in the thicker 
region (50nm thick) of the disks [16]. As the field increased, the vortex started to 
move towards the left (compare configurations at 300 Oe and 500 Oe) and 
annihilated on the left side of the disk at 600 Oe. Reversing the Happ towards 
negative saturation produced the vortex state again in the thicker region of the 
disks (see spin states at 0 Oe and -300 Oe). 
6.3.2. Control of vortex chirality and propagation 
Interestingly, the disks exhibited a specific chirality preference depending 
on the direction of the field reversal. When Happ was swept from negative to 
positive saturation a counter-clockwise (CCW) chirality was obtained for all the 
disks. The vortex chirality became clockwise (CW) when the Happ sweep direction 
was reversed. This is attributed to a lack of symmetry in the lens shaped layers, 
which had a longer arc length on the left side than on the right side as deduced 
from high magnification SEM image. The asymmetry in the lens enhanced the 
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shape anisotropy of the disk and caused the magnetic moments to curve along the 
longer arc of the lens upon relaxing from high Happ, defining the vortex chirality 
of the disk. 
The experimental MFM evidence of chirality control is presented in Fig. 
6-5. The MFM images were taken at remanence after each minor loop cycling at 
selected Hrev (i.e. field cycling is -3kOe → Hrev → 0 Oe).  
 
Fig. 6-5.  MFM images of thickness-modulated disks taken at remanence after 
applying a negative saturating field of -3 kOe and then cycling to various reversal 
fields: (a) 0 Oe, (b) 350 Oe, (c) 450 Oe and (d) 3 kOe 
At Hrev= 0 Oe, disks with thickness modulation showed uniform chirality 
[Fig. 6-5(a)] i.e. CCW, which was also maintained at Hrev= 350 Oe, Fig. 6-5(b), 
prior to vortex annihilation. For Hrev= 450 Oe, Fig. 6-5(c), which is ~HA, the 
vortex chirality at remanence reversed to become CW. Similarly, CW chirality 
was obtained when a large reverse field Hrev= 3 kOe was applied then removed, 
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The vortex consistently moved towards and annihilated on the left (thicker) 
side of the disk regardless of its chirality. This occurred because the vortex is 
energetically more favorable in the thicker part of the disk [16]. This argument is 
supported by means of calculating the volume-normalized total energy (Etot) of a 
vortex in 50nm thick NiFe disk in simulation, Etot = 3.64 x 103J.m-3 which is 
about quarter that of a 25nm NiFe disk, Etot = 1.34 x 104J.m-3. 
To further illustrate the mechanism of vortex chirality control in the 
thickness-modulated disks, the reversal behavior is compared between two Happ 
directions i.e. parallel (0°) and perpendicular (90°) with respect to the long axis of 
the lens. Figures 6-6(a-b) shows the experimental MOKE loop and the 
corresponding simulated hysteresis loop of thickness modulated disk when Happ 
direction is perpendicular to the long axis of the lens. The MFM image taken at 
remanence after applying Happ=-3 kOe at 90°, Fig. 6-6(c), shows the mixed vortex 
chirality in the disks array. The simulated spin states at 0 Oe, Fig. 6-6(d), also 
shows the formation of vortex with both chiralities at random. 
When the Happ is set at 90°, the lens shape no longer has its asymmetry 
along this axis and thus caused the loss of chirality control in this geometry. 
Moreover, the vortex propagation has become dependent on its chirality [see 
simulated spin states at 300 Oe and 560 Oe, Fig. 6-6(d)], although its propagation 
is still limited within 50 nm thick lens region. 
 




Fig. 6-6.  (a) Experimental MOKE loop and (b) simulated hysteresis loop for 
thickness modulated disk at 90° Happ. (c) MFM image of thickness modulated 
disks at remanence showing mixed vortex chirality. (d) Simulated spin 
configurations extracted at various Happ showing the static reversal behavior of 
thickness modulated disks at 90° Happ.  
6.4. Dynamic behavior 
Having discussed the static behavior of the thickness-modulated disk, the 
dynamic detection of various resonance modes including those of vortex state will 
be presented. Figure 6-7 shows the experimental 2D FMR absorption spectra and 
the corresponding 2D simulated spectra for thickness modulated disks.  
The relative FMR absorption peaks are plotted as a function of applied 
field Happ for the frequency range of 1-20 GHz. The 2D simulated FMR spectra 
was obtained by performing a series of dynamic simulations using the pulse 
method described earlier in Section 3.4.2 with α = 0.008 and 
𝛾
2𝜋
= 2.8 GHz/kOe. 
There was a remarkably good agreement between experimental and simulated 
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(fres) values are lower in the simulation than in experiment which could be related 
to the 0 K temperature assumptions in the simulation.  
 
Fig. 6-7.  (a) Experimental and (b) simulated FMR absorption spectra for 
thickness-modulated disks. Color scale bar represents relative FMR absorption 
intensity. 
Three distinct resonance modes in Fig. 6-7(a) were observed as Happ was 
swept from -1400 Oe to 1400 Oe. To give a clearer depiction of FMR frequency, 
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selected Happ and plotted in Fig. 6-8. To locate the origin of these resonance 
modes, the profiles of various modes were also extracted in Fig. 6-9 based on FFT 
processing on time dependent simulations. 
 
Fig. 6-8.  (a) Experimental and (b) simulated FMR absorption spectra for 
selected Happ 
The first mode occurred as the field was reduced from negative saturation, 
with a decrease in fres as the field was reduced. In Fig. 6-8(a), the absorption 
spectrum for Happ = -600 Oe is shown with the main peak (labeled a1) at 6.28 
GHz, which decreased to 5.04 GHz for Happ = -383 Oe.  
 
Fig. 6-9.  (a-f) Simulated mode profiles (upper panels) and the corresponding 
static spin states (lower panels) at various Happ. Color scale bar represents 
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normalized FMR absorption intensity while the color wheel represents the 
component of in-plane magnetization in the disks. 
In Fig. 6-8(b), the simulated FMR shows the peak a1 at 5.3 GHz for H= -
600 Oe. The mode’s profile of a1 in Fig. 6-9(a) reveals that the absorption 
originated in the 25 nm thick region of the disk, i.e. the part not covered by the 
lens.  
The decrease in fres is related to the modification of effective field along 
the y-direction. We recall the Kittel formulation [128], 
𝑓 = 𝛾
2𝜋
��𝐻𝑦 + �𝑁𝑧 − 𝑁𝑦�4𝜋𝑀𝑦��𝐻𝑦 + �𝑁𝑥 − 𝑁𝑦�4𝜋𝑀𝑦�  (6.2) 
where Nx, Ny and Nz are the demagnetizing factors for x, y and thickness (z) 
directions respectively, γ is the gyromagnetic ratio of the materials, 4πMy is the 
magnetization of the sample along Happ i.e. along they-direction. The mode a1 
shifted to lower fres due to reduction in the effective field in the y-direction, Hy, i.e. 
fres reduced from 10 GHz to 3.46 GHz (62% decrease) as Happ was swept from -
1400 Oe to around -210 Oe. 
The a1 peak disappeared at Happ =-210 Oe while another absorption peak, 
labeled b, appeared with ∆fa1→b= 2.86 GHz or fres,b ~1.8 times that of fres,a1. In Fig. 
6-8(a), the extracted FMR spectrum for Happ = -142 Oe shows mode b at 6.52 
GHz. The simulated spectrum at -200 Oe, Fig. 6-8(b), shows mode b at 5.9 GHz. 
As discussed above, at -200 Oe, the bottom NiFe disk had a TW configuration 
while the top NiFe lens was in ‘C’-state. Looking closely into Fig. 6-9(b), the 
mode profile b reveals that much of the absorption comes from the 50 nm thick 
lens-shaped region of the disk. To investigate the abrupt increase in fres, we must 
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analyze the change in Hy as mode b appears. There are two competing factors in 
determining Hy in this case, which are Hd and Happ, according to the effective field 
expression 𝐻𝑦 = 𝐻𝑎𝑝𝑝 − 𝐻𝑑  in the Kittel formulation (the -Hd shows the 
demagnetizing field having a direction opposite to Happ). In the disk at -200 Oe, 
the formation of the ‘C’ state significantly reduces the demagnetizing field Hd 
from this region which contributes to an increase in Hy. At the same time, 
reduction of Happ reduces Hy. The condition for the abrupt increase in fres implies 
that Hy must have increased when mode a1 transitioned to mode b, i.e. the 
decrease in Hd was the dominant contribution.  
The mode b frequency increased in the experiment from 6.32 GHz to 7.0 
GHz as the field was reduced from -170 Oe to -92 Oe, i.e. a negative dispersion 
(𝑑𝑓𝑟𝑒𝑠 𝑑𝐻 < 0⁄ ) was observed. This can be attributed to the overall increase in Hy 
as the curvature of the ‘C’ state becomes larger with decreasing field, causing a 
further reduction in Hd. It is also possible that a reverse domain opposite to the 
Happ may have formed in the 50 nm thick region, producing Hd parallel to Happ, 
although the simulation did not show this, nor the increase in fres with decreasing 
field. Mode b finally disappeared when the vortex was nucleated. 
Another resonance mode, labeled c, appeared at ~50 Oe. Figs. 6-9(c) and 
(d) suggest that mode c is localised in the 25 nm thick region of the disks and also 
from the vortex core, and the simulation mode profiles suggest that mode c is 
excited during vortex core propagation in the disk. Mode c is the magnetostatic 
mode of vortex propagation. The small circular absorption region in the NiFe lens 
follows the vortex core location. This indicates that we can use FMR to trace the 
VI. Vortex Dynamics in Thickness Modulated NiFe disks  
132 
 
onset of vortex propagation prior to vortex annihilation which is difficult to obtain 
from the experimental hysteresis loop. The fres of mode c increased with 
increasing Happ in both the experiment (∆fres = 1.05 GHz from 200 Oe to 525 Oe) 
and simulation (∆fres = 0.51 GHz from 250 Oe to 500 Oe), attributed to the 
increase in Hy as Happ increases, and the enlargement of the region of 
magnetization aligned with Happ as the vortex core moves toward the left. 
When the vortex annihilated, mode c disappeared while mode a2 appeared. 
Mode a2 is analogous to mode a1 discussed earlier, and its fres dropped compared 
to mode c both in experiment (∆fc→a2 = 1.11 GHz) and simulation (∆fc→a2 = 0.91 
GHz). As the vortex annihilates, there is an increase in the fraction of the disk 
magnetized parallel to Happ which lowered Hy and fres. 
6.5. Effect of interlayer magnetostatic interaction 
The effect of interlayer magnetostatic interaction between the bottom NiFe 
disks and the top NiFe lens in thickness-modulated disks was investigated by 
inserting a Cu spacer layer with varying thickness (tCu) in between the layers 
during the deposition. 
The MOKE loop measurements for tCu = 2, 5 and 10nm are plotted in Figs. 
6-10(a-c) and for each tCu case the MFM contrast taken at remanence is shown in 
Figs. 6-10(d-f). The MOKE loop for tCu = 2nm showed a significant shift in Kerr 
intensity (away from zero) in the range of ±200 Oe compared to the case of tCu = 
0nm. In this structure the exchange coupling between the two layers was reduced 
if not fully eliminated, allowing different reversal paths for the two layers [16, 
124]. The MFM contrast in Fig. 6-10(d) still clearly showed the presence of a 
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CCW vortex at remanence which was centered in the top NiFe lens, similar to the 
case of tCu= 0 nm. 
In Fig. 6-10(b-c), MOKE loops for both tCu = 5nm and 10nm showed a 
clear departure from the tCu = 0nm case. The thick Cu spacer layer enabled the 
disk and lens to reverse separately and the vortex was centered in the disk as 
shown in Figs. 6-10(e-f). Two switching fields were identified as HN and HA 
similar to the tCu = 0nm case. 
 
Fig. 6-10. Experimental MOKE loops for thickness-modulated disks with (a) 
tCu=2 nm, (b) tCu=5 nm and (c) tCu=10 nm. (d-f) MFM images taken at remanence 
for thickness-modulated disks with tCu=2 nm, 5 nm and 10 nm respectively. (g-h) 






















































VI. Vortex Dynamics in Thickness Modulated NiFe disks  
134 
 
The FMR response for varying tCu is given in Fig. 6-11(a-c). Modes a1 and 
a2 were present in all cases with little or no change in the fres value at high fields. 
Mode b became weaker while mode c became stronger with increasing tCu. In 
addition, another mode, labeled d, occurred for tCu = 5nm and 10nm between 50-
200 Oe with 𝑑𝑓𝑟𝑒𝑠 𝑑𝐻𝑎𝑝𝑝 < 0⁄ . 
 
Fig. 6-11. Experimental 2D FMR absorption spectra for thickness0modulated 
disks with (a) tCu=2 nm, (b) tCu=5 nm and (c) tCu=10 nm. Color scale bars 
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An FMR simulation for tCu = 10nm was carried out assuming the 
interlayer exchange constant Aij= 0. The simulated FMR spectra in Fig. 6-12(a) 
show strong modes a1, a2 and a weak mode b, but did not show mode c and d 
(dotted lines). 
 
Fig. 6-12. (a) Simulated FMR Simulated FMR absorption spectra for 
thickness-modulated disks with tCu= 10 nm. Color scale bars represent relative 
FMR absorption intensity.(b-d) Simulated mode profiles (upper panel) and the 
corresponding static spin configurations (lower panel) of top and bottom NiFe 
layers at various Happ. Color scale bar next to (d) (upper panel) represents 
normalized FMR absorption for (b-d) (upper panel). Color wheel next to (d) 
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Figures 6-12(b-d) show the simulated mode profiles (upper panel) and 
their corresponding static magnetic profiles (lower panel). Simulated mode 
profiles for a1 and a2 [Fig. 6-12(b, d)] differed from tCu = 0nm. In the bottom NiFe 
disk, the region without the overlying lens-shaped layer had mode profiles similar 
to the tCu = 0 nm case, but on the left side of the disk the mode had 
complementary amplitude in the disk and in the lens which is indicative of 
interlayer magnetostatic coupling. The weak mode b corresponded to the disk 
being in a TW configuration as in the tCu = 0nm case, with the mode shape related 
to the non uniform magnetization distribution in the disk [Fig. 6-12(c), lower 
panel]. 
Although the simulation did not predict mode c, we believe that the mode 
preceding the mode a2 in the experiment corresponded to mode c: its fres increased 
with increasing Happ (𝑑𝑓𝑟𝑒𝑠 𝑑𝐻𝑎𝑝𝑝 > 0⁄ ) and fres dropped abruptly into mode a2 
due to vortex annihilation as the field increased. In Fig. 6-11(b-c), another 
resonance mode, labeled d, appeared at around 150 Oe and 50 Oe at tCu = 5nm 
and 10nm respectively, preceding mode c. The characteristics of mode d are 
defined by the interlayer magnetostatic interaction which occurs when tCu is large 
enough to exchange-decouple the two layers, Fig. 6-11(b-c), and promotes anti-
parallel orientation of the lens and disk. Mode d may then relate to the vortex 
propagation process from the region anti-parallel to that of mode c i.e. 
magnetization opposite to Happ. Thus each complementary (anti-parallel) domain 
region has its own mode excitation. In this case, it is easy to understand the origin 
of negative dispersion for mode d compared to mode c which has positive 
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dispersion. In addition, when mode d transition to mode c, the ∆fd→c corresponds 
to the abrupt reversal in the region of magnetization opposite to Happ which 
reduces fres according to 𝐻𝑦 = 𝐻𝑎𝑝𝑝 − 𝐻𝑑. Based on analysis of mode c and d, we 
show that the onset of magnetostatic mode vortex propagation in each exchange-
decoupled layer can be traced using FMR measurement. 
6.6. Vortex chirality detection for memory storage application 
The prospect of using the vortex state in magnetic disks as memory 
storage is driven by the significant decrease of magnetostatic interaction between 
neighboring disks due to their curling magnetization. This advantage allows the 
magnetic disks to be placed very close together in a very high density memory 
bits array. Reliable vortex chirality detection is also necessary in order to realize a 
practical memory cells. However, it is important to note that a vortex state is 
stable only in a sufficiently large disk. For ultra-high density memory bits, when 
smaller magnetic elements are used, a single domain state would be expected. The 
advantage of using a vortex state of a magnetic disk is the ability to use both 
vortex chirality and polarity as two different sets of binary information storage. 
There are several ways in which vortex chirality in a magnetic disk can be 
determined such as using a magnetic tunnel junction between a pinned magnetic 
layer and a free layer containing vortex magnetization of different chirality [179, 
180], using AMR [181] or PHE [182] to detect the vortex chirality based on its 
relative movement with the applied field. The detection using PHE method is 
found to be very sensitive to changes in spin configurations and a low background 
voltage which are keys to achieve high signal to noise ratio in a read-back process. 
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The vortex core moves perpendicularly with respect to the applied 
magnetic field orientation and the direction is highly dependent on its chirality [29, 
182, 183]. Using this characteristic, different value of PHE voltage change can be 
obtained when vortices of opposite magnetization annihilate at different locations 
in a magnetic disk. A large asymmetry in PHE voltage jump for vortices of 
different chirality is achievable by introducing non-uniform current distribution in 
a magnetic disk [182], see Fig. 6-13. In this example, a large voltage jump will be 
larger when vortex is annihilated at the top part of the disk during field reversal 
due to the higher current density. 
 
Fig. 6-13. (Left panel) SEM image showing a single magnetic disk with four-
point contact measurement with shifted current lead. Inset: calculated shifted 
current distribution. (Right panel) PHE measurements showing asymmetric 
voltage jump for (a) CW and (b) CCW vortex chirality. Adapted from Huang et al. 
[182] 
Using the thickness-modulated disk, pre-defined vortex chirality can be set 
using the method presented in Section 6.2.2 and then detected using a PHE 
measurement focusing on the 50 nm thick lens region with applied magnetic field 
oriented at 90° with respect to the lens axis, see schematic diagram in Fig. 6-14. 




Fig. 6-14. (a) Plot of simulated 3D current taken at height at 25 nm showing 
shifted current distribution. (b) A schematic diagram of the proposed PHE 
measurement of single thickness-modulated disk and (c) vortex core motion under 
applied field for different chirality. 
In order to realize the PHE detection on a single disk element, EBL is 
necessary to accurately position the electrical leads on the disk. The fabrication 
steps are as follow: (1) writing of disk element using EBL, (2) writing of lens 
structure using EBL (this EBL step is necessary as the EBL resist layer is 
significantly thinner i.e. ~100 nm than DUV resist which is ~340 nm), (3) writing 
of narrow electrical leads on a single disk element and (4) UV lithography for a 
large bond pad for wire bonding onto a 24-pin chip carrier before PHE 
measurement. 
Figure 6-15(a) shows the SEM image of thickness-modulated disk with 
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SEM image of single element PHE detection with wire bond pads while Figs. 6-
15(c-d) show the SEM images at higher magnification of the thickness-modulated 
disk and reference uniform thickness disk element with electrical leads prior to 
wire bonding process. Note that in this set of samples, the horizontal current leads 
have not been shifted as shown in Fig. 6-14(b). The alignment between EBL 
layers varies slightly at different location on the substrate during EBL writing 
process as evident from Figs. 6-15(c-d).  
 
Fig. 6-15. SEM images of (a) thickness-modulated disk as fabricated using two 
EBL steps, (b) completed PHE device prior to wire bonding, (c-d) thickness-
modulated and reference uniform thickness disks with electrical leads. 
However, the first set of sample was not successfully measured as the fine 
electrical leads were burned due to electrostatic discharge produced by the wire 
bonding equipment. Prior to the thesis submission, the electrostatic discharge 
50 μm
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problem has been resolved by ensuring proper grounding of the chip carrier 
during wire bonding process on a test sample. 
A more recent attempt in fabricating the PHE sample which incorporates 
the shifted current leads has not been successful as the NiFe layers were peeled-
off during the lift off process as evident in Fig. 6-16. Further attempts in making 
such PHE detection sample will be discussed in section 8.3 concerning future 
works. 
 
Fig. 6-16. SEM image showing shifted current leads with peeled-off disk 
element after lift-off process 
6.7. Summary 
In this chapter, the thickness-modulated disks structure which was 
fabricated using angle deposition technique is introduced. The static characteristic 
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which controls the vortex chirality during magnetization reversal. The thickness 
modulation also modified the magnetostatics of the disk such that the vortex core 
location and its propagation direction can be controlled. Moreover, due to the 
lateral confinement of the vortex core within the NiFe lens, direct experimental 
evidence of well-controlled vortex chirality can be shown using MFM. 
In terms of dynamic characterization using FMR, the different modes 
observed are related to the magnetization transitions in the disks, including the 
onset of vortex propagation and the formation of a TW configuration. The effect 
of interlayer magnetostatic interactions between the top and the bottom NiFe 
layers were explored by inserting a Cu spacer layer with varying thicknesses, 
which modified the FMR mode profile producing complementary modes in the 
top and bottom NiFe layers. Furthermore, magnetostatic modes detection of 
vortex propagation in each exchange-decoupled layer has been demonstrated 
using FMR spectroscopy. 
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CHAPTER 7. Simultaneous Control of Vortex Chirality 
and Polarity in Thickness-Modulated [CoPd]n/Ti/NiFe 
Disks 
7.1. Introduction 
As discussed briefly in Section 1.2.1, there has been a lot of effort in 
achieving precise control of vortex polarity and chirality in a magnetic disk in 
order to ensure reproducible magnetic state during writing and readout. Despite 
the scores of activities in this topic, a simultaneous control of vortex chirality and 
polarity in magnetic disks has not been realized experimentally so far. A method 
to simultaneously control the vortex chirality and polarity in magnetic disks will 
provide unique opportunity in fully utilizing vortex-based magnetic devices[172-
176]. 
In this chapter, the method to simultaneously control of vortex chirality 
and polarity in thickness-modulated [CoPd]n/Ti/NiFe multilayer disks will be 
presented. This work leverages from the work presented in the earlier chapter on 
thickness-modulated disks. In addition, the dynamic behavior of this multilayer 
disk as probed by BLS spectroscopy will be discussed. Section 7.2 describes the 
structure and the fabrication process of the multilayer disks. Section 7.3 begins by 
highlighting the role of [CoPd]n underlayer and the effect of n-bilayer repeats in 
modifying vortex polarity control in the top NiFe free layer. The later part of 
Section 7.3 demonstrates a method to simultaneously control the vortex chirality 
and polarity in the thickness-modulated multilayer disk by using a proper 
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sequence of an in-plane reset field (HIP) and an out-of-plane reset field (HOP). 
Section 7.4 presents the dynamic behavior of a single multilayer disk with and 
without thickness modulation using BLS spectroscopy. The results from 2D μ-
BLS scans and dynamic simulations reveal that the thickness modulation 
significantly modified the dynamic response of the vortex state in circular disk. In 
particular, the thickness modulation stabilized and confined the out-of-plane 
thermal excitation in the thicker film. Lastly, Section 7.5 summarizes key findings 
presented in this chapter. 
7.2. Fabrication 
Arrays of thickness-modulated multilayer disks, Fig. 7-1(a), were 
fabricated by a series of thin film depositions at different angles onto the resist 
patterns to achieve the desired film stack as illustrated in Fig. 7-1(b).  
 
Fig. 7-1.  (a) SEM micrograph and (b) schematic representation of thickness-
modulated multilayer disk structure 
The film stack is a sandwiched structure consisting of a top thickness-
modulated NiFe free layer and a perpendicularly magnetized [CoPd]n multilayer 
separated by a non-magnetic Ti spacer. A similar sandwiched structure without 
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underlayer was used as a spin current polarizer. Compared with other out-of-plane 
materials such as CoCrX alloys (X=Pt, Ta, etc), L10 alloys (e.g. FePt or CoPt) [87, 
185], [CoPd]n multilayer is very attractive due to the large and tunable 
perpendicular magnetic anisotropy resulting from d-shell electron hybridization at 
the interfaces between Co and Pd layers [186, 187]. The tunability of its magnetic 
anisotropy is possible by controlling the quality of the interfaces, by changing the 
relative thickness of Co and Pd layers [188, 189] or by engineering the number of 
bi-layer repeat n. Detailed discussions on the origin of the perpendicular magnetic 
anisotropy in [CoPd]n multilayers can be found in the literature [186, 187]. 
The steps to fabricate the thickness-modulated multilayer disks shown in 
Fig. 7 are as follow. In the first step, the [CoPd]n multilayer were deposited at 
normal incidence using magnetron sputtering deposition at 3mTorr working 
pressure and 50 W power which gave a deposition rate of 0.31 Å/s for Co and 
0.58 Å/s for Pd. In order to enhance the perpendicular anisotropy of [CoPd]n 
multilayer, a 5 nm Pd seed layer was deposited prior to the [CoPd]n multilayer 
stack [190]. For each successive Co/Pd bilayer repeat, the thickness of Co and Pd 
was kept at 0.5 nm and 3 nm respectively. 
In the second step, a 40 nm thick Ti spacer layer was deposited to separate 
the [CoPd]n multilayer and the subsequent NiFe layers. In the third step, a 25 nm 
thick NiFe layer was deposited at normal incidence. Finally, a shadow deposition 
step was performed at 450 from normal incidence to achieve partial coverage of 
the patterned holes. In this step, the top NiFe layer (25 nm) formed lens shaped 
structures on the disks due to shadowing from the resist profile. The addition of a 
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Ti spacer layer reduced the stray field contrast coming from the bottom [CoPd]n 
layer during magnetic force imaging of the top NiFe free layer while its stray field 
adequate to provide the vortex polarity control in the top NiFe free layer. The Ti 
and NiFe layers were deposited using electron beam evaporation at a rate of 0.2 
Å/s with a base pressure of 4x10-8 Torr. Photoresist removal was done by soaking 
the patterned film in OK73 resist thinner. Successful lift-off was determined 
visually and confirmed using scanning electron microscopy (SEM). The SEM 
micrograph in Fig. 7-1(a) shows the resulting disks of diameter 800 nm with a 
thickness modulation, i.e. [Co(0.5 nm)Pd(3 nm)]n/Ti(40 nm)/NiFe(25/50 nm) 
disks. The center-to-center distance between the features is 1.2 µm along the 
diagonal or 1.6µm along the horizontal directions, which reduces magnetostatic 
interactions within the array [191]. 
7.3. Static behavior 
In this section, the static reversal mechanism of the thickness-modulated 
disk will be discussed. Firstly, the role of [CoPd]n underlayer and the effect of n-
bilayer repeats on vortex polarity control in the top NiFe free layer will be 
explained. In addition, the function of other layers in the multilayer disk stack will 
be discussed. Secondly, a method to simultaneously control the vortex chirality 
and polarity will be demonstrated.  
7.3.1. Roles of [CoPd]n underlayer 
In the sandwich structure, the use of [CoPd]n with a larger out-of-plane 
switching field is favorable in order to provide stability of vortex core polarity in 
the top NiFe free layer. Typically, the values of out-of-plane switching field in a 
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[CoPd]n multilayer depends largely on the number n of bilayer repeats [188]. 
Using a polar MOKE setup, the out-of-plane switching fields between two 
[CoPd]n reference samples of disks with n=4 and n=10 were compared, Fig. 7-2. 
The polar MOKE has a spot size of ~5 µm which measures about 10 disks 
together. 
The single step switching observed for both reference arrays corresponds 
to an abrupt switching between the two out-of-plane magnetization directions 
upon field cycling. The [CoPd]10 disks had an out-of-plane switching field of 334 
Oe while the [CoPd]4 disks had a smaller out-of-plane switching field of 171 Oe, 
indicating a better out-of-plane stability for [CoPd]10 as an underlayer. 
 
Fig. 7-2.  Polar MOKE loops of the reference [CoPd]4 and [CoPd]10 disk 
arrays 
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Subsequently, the influence of the [CoPd]n layer on the in-plane MOKE 
measurements of the NiFe free layer was investigated and compared to the 
reference thickness-modulated NiFe disks, Fig. 7-3. 
The longitudinal MOKE which is used for these measurements has a spot 
size of ~50 µm measuring approximately 1100-1200 disks simultaneously. The 
MOKE loops showed two switching steps corresponding to vortex nucleation and 
annihilation seen in thickness-modulated NiFe disks [191]. Adding the [CoPd]n 
underlayer had negligible effect on the in-plane magnetization behavior of the 
thickness modulated NiFe free layer. 
 
Fig. 7-3.  Longitudinal MOKE loops of the thickness-modulated CoPd/Ti/NiFe 
multilayer disks and reference thickness-modulated NiFe disks without a CoPd 
multilayer 
Next, the magnitude of the stray field produced from the top surface of the 
35 nm thick, 800 nm diameter [CoPd]10 disk was estimated using OOMMF by 
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first negatively saturating the disk out-of-plane and then relaxing the disk to 
remanence. 
For the perpendicularly magnetized [CoPd]n multilayer, various simulation 
parameters were extracted from the reference [CoPd]n thin film using VSM. The 
saturation magnetization was obtained from the measured magnetic moment of a 
reference film normalized by its volume which gives Ms,CoPd = 161 emu cm-3 for 
n=4 and Ms,CoPd = 172 emu cm-3 for n=10. The out-of-plane anisotropy constant 
was estimated as the difference between the parallel and perpendicular 
magnetization energy densities (i.e. the difference of area under the magnetization 
curves) of the reference [CoPd]n film in the positive field region [187]. From the 
reference samples, the out-of-plane anisotropy constant was determined to be 
K1,CoPd = 8.57 ± 0.07 x 105 erg.cm-3 for n=4 and K1,CoPd = 9.8 ± 0.07 x 105 erg.cm-
3 for n=10. The exchange constant ACoPd = 2 x 10-6 erg cm-1 from the literature 
[192, 193] was used for both n=4 and 10. 
A unit cell size of 10 nm x 10 nm x 5 nm thickness was used in the 
simulations. A simulation using a smaller cell size of 5 nm x 5 nm x 5 nm gave 
similar results. The masks used in the simulations were extracted from SEM 
images of the fabricated structures. For quasi-static simulation, a damping 
coefficient of α = 0.5 was chosen to obtain a rapid convergence. 
From the remanent state, the stray field magnitude was calculated above 
the center of the disk [Hz (center), filled circles] and also above the edge of the 
disk [Hz (edge), filled squares] and plotted as a function of z-distance away from 
the surface of the [CoPd]10 disk, Fig. 7-4(a). The simulated stray field from the 
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disk center decreases slowly with z-distance, while the stray field at the disk edge 
is higher but decreases rapidly with distance. Figure 7-4(b) shows the simulated z-
component of the stray field at z = 40 nm as a function of radial distance from the 
disk’s center. The larger stray field closer to the disk edge is related to the 
stronger demagnetizing effect at the edge than at the center of the disk. 
 
Fig. 7-4.  (a) Simulated stray field as a function of z-distance measured above 
the surface of the [CoPd]10 disk. (b) Simulated stray field profile at z = 40 nm as 
a function of radial distance from the disk’s center 
For comparison, an analytical calculation of the stray field of the [CoPd]10 
disk was performed by assuming that the disk was uniformly magnetized out of 
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plane, i.e. it consisted of magnetic surface charge of opposite polarity at the two 
circular surfaces. From the expression of field from a pole 𝐻𝑝𝑜𝑙𝑒 = 𝑞𝑚𝑅2  (𝑞𝑚 is the 
pole strength, R is the distance away from the pole) the surface integral was 
calculated to give the total field (𝐻𝑇) and its component along the z-direction (𝐻𝑧) according to the schematic diagram in Fig. 7-5: 
𝐻𝑇 = ∫ 2𝜋𝑟𝑀𝑑𝑟𝑅2 = 𝜋𝑀 ln ��𝑧2+𝑟02𝑧2 � − �(𝑧+ℎ)2+𝑟02(𝑧+ℎ)2 ��    (7.1) 
𝐻𝑧 = ∫ 2𝜋𝑟𝑀𝑑𝑟𝑅2 𝑧𝑅 = 2𝜋𝑀� (𝑧+ℎ)�𝑟02+(𝑧+ℎ)2 − 𝑧�𝑟02+𝑧2�    (7.2) 
In these expressions, M=172 emu.cm-3 is the experimental saturation 
magnetization value, 𝑟0= 400 nm, 𝑧2 + 𝑟2 = 𝑅2 and h is the distance between the 
top and bottom surfaces of the disk. The calculated 𝐻𝑇 and 𝐻𝑧values were plotted 
as a function of z-distance in Fig. 7-5. 
 
Fig. 7-5.  Calculated stray field as a function of z-distance measured above 
the surface of the [CoPd]10 disk 
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There is a general agreement between the simulation and the analytical 
result in terms of the trends in field with distance, but the analytical field 𝐻𝑧 was 
much smaller for all z. The Ti thickness in the experiment was 40 nm, and at this 
height the simulated 𝐻𝑧(edge) and 𝐻𝑧(center) would be 1.65 kOe and 1.39 kOe 
respectively, while the analytically calculated 𝐻𝑇 and 𝐻𝑧 would be 0.67 kOe and 
92 Oe respectively. This vertical field is sufficient to provide vortex polarity 
control in the top NiFe free layer in the experiments, while not interfering with 
MFM imaging of the top NiFe free layer.  
Subsequently, the role of the [CoPd]n underlayer in stabilizing the vortex 
polarity in the NiFe free layer will be discussed. A sequence of fields HOP= -6 
kOe→0 Oe followed by a variable HIP was applied to [CoPd]4/Ti(40)/NiFe(25/50) 
and [CoPd]10/Ti(40)/NiFe(25/50) multilayer disks. The HOP will set the vortex 
polarity in the NiFe free layer to point downward. MFM imaging was performed 
after the reset field sequence in order to obtain the percentage of disks remaining 
with vortex polarity pointing downward (i.e. p=-1) in the thickness-modulated 
NiFe free layer. The vortex chirality could be determined by the direction of 
MFM contrast change as highlighted by the arrows, whereas the vortex polarity 
was determined by looking at the contrast of the core portion of the vortex in 
which bright contrast represents p=+1 while dark contrast represents p=-1. In this 
way, the effect of vortex polarity stabilization from the [CoPd]n underlayer for 
different n and HIP values can be quantified.  
Figure 7-6 shows the percentage of disks having p=-1 as a function of 
decreasing HIP for different n-bilayer repeats. For HIP = 0 Oe, the vortex polarity 
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was p=-1 in ~100% of the disks for both n-values. For HIP = -500 Oe and -250 Oe, 
68% and 84% respectively of the disks remained in the p=-1 state for n=10, while 
for n=4 the corresponding fraction was ~60%. For HIP = -3 kOe, the percentage of 
disks remaining in p=-1 states dropped to around 60% for both n-values. This 
shows that increasing HIP erased the memory of the vortex polarity, especially for 
the thinner [CoPd]4 underlayer due to its smaller out-of-plane stray field.  
 
Fig. 7-6.  Plots showing the percentage of disks remaining with p=-1 at 
remanence after applying a reset field sequence of HOP=-6 kOe→0 followed by 
variable HIP for thickness-modulated multilayer disks having a [CoPd]4 (filled 
circles) or [CoPd]10 (filled squares) underlayer. The statistics were taken from 50 
disks for each measurement point. Dotted lines serve as guides to the eye. Inset: 
an MFM image taken at remanence after applying HOP=-6 kOe→0 and HIP=-3 
kOe→0.  
The MFM image at remanence in Fig. 7-6 highlights two possible cases of 
vortex polarity, p=+1 and p=-1, after applying HIP = -3 kOe for samples with a 
[CoPd]10 underlayer. The vortices were located in the thicker region of the NiFe 
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free layer to minimize energy and their chiralities were set uniformly to CCW by 
the direction of the in-plane field [191].  
7.3.2. Simultaneous control of vortex chirality and polarity 
Having discussed the role of [CoPd]n underlayer and the effect of n-
bilayer repeats, a method to simultaneously control the vortex chirality and 
polarity in the multilayer disk will be presented. This method involves reversing 
the order of reset field sequence from HOP→HIP to HIP→HOP. The disk array was 
first saturated in-plane using HIP = -3 kOe→0 or HIP = +3 kOe→0 to obtain CCW 
(c=-1) or CW (c=+1) vortices respectively. Then HOP = -6 kOe→0 or HOP = +6 
kOe→0 was applied to set the vortex polarities down (p=-1) or up (p=+1) 
respectively. MFM imaging was then performed after each combination of reset 
fields. 
Figure 7-7 shows representative MFM images corresponding to each 
chirality and polarity (c, p) combination. For all reset field orientation 
combination, 100% control of the desired (c, p) combination was achieved. By 
reversing the order of reset field sequence, one can avoid HIP disturbance of the 
vortex polarity while still maintaining the chirality control. 
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Fig. 7-7.  Representative MFM images taken at remanence of thickness-
modulated multilayer disks after applying a reset field sequence of HIP=±3 
kOe→0 and then HOP=±6 kOe→0 showing a vortex state with systematically 
controlled (c, p) values of: (a) (-1, 1), (b) (1, 1), (c) (-1, -1) and (d) (1, -1). A 
schematic for each vortex state is shown for illustration 
Micromagnetic simulations were performed using the same reset field 
sequence but at lower HIP = ±1.2 kOe→0 and HOP = ±3 kOe→0. Figure 7-8 
shows the simulated results are similar to the experimental observations. The 
vortex polarity up (down) in the simulations is represented by the color red (blue). 
It is worth noting that using larger HOP=±10 kOe in simulations was found to 
randomize the preset vortex chirality of the disk. This indicates that applying too 
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Fig. 7-8.  Simulated vortex states at remanence of thickness-modulated 
multilayer disks after applying a reset field sequence of HIP=±1.2 kOe→0 and 
then HOP=±3 kOe→0 showing vortex state with systematically controlled (c, p) 
values of: (a) (-1, 1), (b) (1, 1), (c) (-1, -1) and (d) (1, -1). Red and blue color 
pixels represent the vortex core magnetization pointing up and down respectively 
In comparison, for a multilayer disk without thickness modulation the 
vortex polarity can be systematically controlled but the vortex chirality remains 
random due to absence of shape asymmetry in the NiFe free layer. The use of 
thickness-modulated multilayer disks allows the simultaneous and systematic 
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7.4. Brillouin light scattering studies 
In this section, the dynamic behavior of a single multilayer disk with and 
without thickness modulation was investigated using BLS spectroscopy and 
compared to the results from dynamic simulations. Firstly, the thermal spectra 
from an individual thickness-modulated multilayer disk and a reference multilayer 
disk with uniform NiFe thickness were obtained and discussed. Secondly, by 
performing 2D μ-BLS scans and comparing those with simulation, the location 
origin of each excitation mode was mapped and comparison was made between 
multilayer disks with and without thickness modulation. 
7.4.1. BLS thermal spectra 
During the thermal spectra acquisition, the laser spot was positioned at the 
disk center. For this measurement, the thickness-modulated multilayer disks were 
initialized to (c, p)=(-1, -1) according to the procedure described in Section 7.3.2. 
The reference disks were also initialized using the same procedure to obtain a 
vortex state with p=-1 but of unknown chirality. The region of interest during the 
signal acquisition was set in the range of 3 GHz ≤ f ≤ 14 GHz with 0.1 GHz 
increment. 
Figures 7-9(a) and (e) show BLS thermal spectra at remanence, which 
were obtained from an individual thickness-modulated multilayer disk and a 
reference multilayer disk with uniform NiFe thickness respectively. 
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Fig. 7-9.  (a, e) Experimental BLS thermal spectra and (b-d, f-g) simulated 
thermal spectra using different orientations of sine wave excitation fields for the 
thickness-modulated multilayer disk and the reference multilayer disk. 
The thickness-modulated multilayer disk produces one intense peak at 6.5 
GHz and three weaker peaks at 4.6 GHz, 10 GHz and 12.8 GHz. The reference 
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weak peak at 10.5 GHz. The frequency peaks from the thickness-modulated 
multilayer disk and the reference multilayer disk differ in both peak positions and 
intensity signature. 
In order to investigate these thermal spectra, we performed time-
dependent micromagnetic simulations using a continuous sine wave excitation 
field [194]: ℎ𝑖 = 𝑎 𝑠𝑖𝑛(2𝜋𝑓𝑡)  where i is the x, y or z direction of the Cartesian 
coordinate system, a=10 Oe is the amplitude of the sine wave, f is the frequency 
of the sine wave and t is the simulation time. The simulation was repeated while 
changing the sine wave frequency in the range of 3 GHz ≤ f ≤ 14 GHz with 0.1 
GHz increment following the experiments. The dynamic simulations used a 
gyromagnetic ratio 𝛾
2𝜋
= 2.8𝐺𝐻𝑧 𝑘𝑂𝑒⁄  and α = 0.008. The FFT processing was 
then performed on the time domain response for each sine wave frequency to 
produce the intensity versus frequency response. Finally, the peak frequency and 
intensity for all simulations were collated to produce the simulated thermal 
spectra. As the thermal excitation may come from any direction in the 
experiments, the simulations were also repeated to vary the sine wave oscillation 
in x, y and z-directions for the thickness-modulated multilayer disk. For the 
reference multilayer disk, the sine wave oscillation was varied only in y and z-
directions due to the in-plane symmetry. For each sine wave oscillation direction, 
the frequency responses of dynamic magnetization in all three Cartesian axes 
were recorded. 
Figures 7-9(b-d) and Figs. 7-9(f-g) show the simulated thermal spectra and 
the notable frequency peaks for the thickness-modulated multilayer disk and the 
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reference multilayer disk respectively. There are few peak frequencies which have 
values very close to the experimental peak frequencies such as at 4.8 GHz, 6.9 
GHz, ~10 GHz and 12.1 GHz. The frequency peak at 4.8 GHz comes from the My 
response, while frequency peaks at ~10 GHz and 12.1 GHz originate from the Mz 
response, Figs. 7-9(b-c). The frequency peak at 6.9 GHz is the magnetization 
response which is common to all components upon hz excitation with the 
strongest response coming from Mx, Fig. 7-9(b). 
In the reference multilayer disk, both Mx and My responses show the 
double-peak signature observed in the experiment at 5.8 GHz and 6.5 GHz and a 
weak peak at 8.5 GHz, Fig. 7-9(f). A strong peak is observed ~8.9 GHz from the 
Mz response, Figs. 7-9(f-g). However, the experimental peak at 10.5 GHz is not 
reproduced by simulations implying unknown contribution(s) missing in the 
simulations. In fact, there were no other appreciable peaks observed above 10 
GHz in the simulations of the reference multilayer disk. It is important to note that 
the simulations were done at 0 K and the use of sine wave excitation field to 
model the thermal effect may not be ideal for all excitation modes. 
7.4.2. 2D μ-BLS intensity mapping 
In order to locate the origin of the peaks, 2D μ-BLS scans were performed 
at each peak frequency to map their BLS intensity distribution. Similarly, the 
spectral images from the simulation were obtained by performing FFT processing 
on the time-domain magnetization images and plotting the peak intensity at a 
selected frequency. The resolution of μ-BLS images is limited to the laser spot 
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size of 250 nm and therefore their interpretation must be done with the aid of 
dynamic micromagnetic simulations or analytical models. 
First, we consider the μ-BLS images of the thickness-modulated 
multilayer disk. Figures 7-10(a-d) show the μ-BLS images at the four peak 
frequencies in Fig. 7-9(a). Figures 7-10(a) and (b) show that the thermal 
excitation at 4.6 GHz and 6.5 GHz came mainly from the 25 nm thick NiFe 
region of the disk and extended slightly to the 50 nm region across the thickness 
step. The μ-BLS images for 10 GHz and 12.1 GHz show that their excitations 
occurred only in the 50 nm thick lens region, Figs. 7-10(c-d). 
In the simulated spectra images at 4.8 GHz [Figs. 7-10(e-f, n)], the spin 
excitation was centered around the vortex core in the 50 nm thick lens-shaped 
section and spread along the lens axis (y-direction) and across the thickness step 
(x-direction). Comparing the simulated 4.8 GHz and measured 4.6 GHz images, 
the experiment indicates most of the excitation was in the thinner part of the disk 
whereas the simulation had it mostly in the thicker part. The differences may be 
due to weaker scattering from the thicker lens region as compared to the thinner 
disk region as previously observed in an Fe film on sapphire substrate [195]. 
Cottam explained such thickness dependence may occur in very thin films due to 
multiple internal reflections [196, 197]. 
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Fig. 7-10. (a-d) Experimental μ-BLS images at selected frequency peaks; (e-s) 
simulated spectra images at various frequencies and sine wave excitation fields 
orientations for the thickness-modulated multilayer disk. The color scale bar 
represents normalized excitation intensity 
Interpolated 2D Micro-BLS thermal spectra image (norm.)
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Comparing the μ-BLS image at 6.5 GHz, Fig. 7-10(b), to the simulated 
spectra images at 6.9 GHz combining all three components of magnetization, Figs. 
7-10(g-i), a similar result is obtained that the intensity in the model was higher in 
the lens region than was seen in the experiment. The presence of a frequency peak 
at 6.9 GHz for all three components in simulations is consistent with attributing 
the experimental peak to a combined result of thermal excitation from both in-
plane and out-of-plane magnetization directions. Looking closely at Figs. 7-10(g-
i), all the magnetization components had excitations which are centered around 
the vortex core. Moreover, the in-plane components (mx and my) exhibit additional 
radial modes around the vortex core which traverse the thickness-modulation.  
Next, the two higher frequency modes at 10 GHz and 12.8 GHz are 
considered.  By comparing μ-BLS images in Figs. 7-10(c-d) to the simulated 
spectra images in Figs. 7-10(j, l, o-p), it is seen that both excitation modes were 
localized in the 50 nm thick lens region with their main contribution from the out-
of-plane magnetization (mz) direction. The simulated spectra images also reveal a 
key difference between the excitation modes at ~10.2 GHz and 12.1 GHz in 
which the former had a stronger excitation near the vortex core while the later 
exhibited a uniform excitation across the lens shape. This is consistent with the 
strong BLS intensity recorded around the center of the thick lens region at 10 
GHz in Fig. 7-10(c) and a more uniform BLS intensity distribution at 12.8 GHz. 
These higher frequency excitations were confined in the 50 nm thick lens region. 
Because these excitations originate from the out-of-plane magnetization 
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oscillation, they suggest that out-of-plane thermal excitation is stronger in a 
thicker film. 
There were other frequency peaks observed quite clearly in simulations i.e. 
3.8 GHz, 5.8 GHz, ~11.6 GHz and 12.3 GHz as marked in Figs. 7-9(b-d). Their 
simulated spectra images are also presented in Fig. 7-10. However, these 
excitation peaks were not distinctively observed in experiments or may have been 
hidden in the background noise level, so their origins were not analyzed further.   
We now consider the μ-BLS images of the reference disk. Figures 7-11(a-
d) show the μ-BLS images at the four peak frequencies based on the thermal 
spectra in Fig. 7-9(e). All the modes had their thermal excitations centered in the 
disk but with varying intensity. The μ-BLS images in Figs. 7-11(a-b) correspond 
to the double peak signature at 5.8 GHz and 6.6 GHz in the thermal spectra. This 
double peak signature is also observed in the simulation using hz excitation. The 
double peak came from both in-plane magnetization components (Mx and My) at 
5.8 GHz and 6.5 GHz in simulations. Figures 7-11(e-f) and (g-h) show the 
corresponding simulated spectra images at these frequencies. The Mx and My 
responses were distributed along the x- and y-directions respectively with 
appropriate symmetry. The excitation at 5.8 GHz was concentrated in the vortex 
core while the excitation at 6.5 GHz was spread towards the edge of the disk. This 
agrees quite well with a strong BLS intensity located near the vortex core at 5.8 
GHz [Fig. 7-11(a)] and a broader BLS intensity distribution at 6.6 GHz [Fig. 7-
11(b)] in experiments. 
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Fig. 7-11. (a-d) Experimental μ-BLS images at selected frequency peaks; (e-o) 
simulated spectra images at various frequencies and sine wave excitation fields 
orientations for the reference multilayer disk without thickness modulation. The 
color scale bar represents normalized excitation intensity 
The simulated spectra images at ~8.9 GHz, Fig. 7-11(k, o), showed a 
broad radial mode, which corresponds to magnetization excitation in the z-
direction, similar to that in the μ-BLS image at 8.2 GHz, Fig. 7-11(c). Simulated 
spectra images for other peaks observed in simulations at 5.4 GHz, 6.7 GHz, 7.3 
5.8GHz 6.6GHz 8.2GHz 10.5GHz
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GHz and 8.5 GHz were also present in Fig. 7-11 but were not observed in the 
experimental thermal spectra. 
Comparing the BLS responses between multilayer disks with and without 
thickness modulation reveals that the thickness modulation significantly modified 
the dynamic response of the vortex state in circular disk. In particular, the 
thickness modulation stabilized and confined the out-of-plane thermal excitation 
in the thicker film. 
7.5. Summary 
In this chapter, the simultaneous control of vortex chirality and polarity 
using thickness-modulated [CoPd]n/Ti/NiFe multilayer disks has been shown 
experimentally and validated theoretically. The use of [CoPd]n underlayer and 
NiFe free layer separated by a spacer minimized the out-of-plane stray field 
contrast from the [CoPd]n layer during MFM imaging. The [CoPd]n underlayer 
exerted an out-of-plane stray field which controls the vortex polarity on the NiFe 
free layer upon applying HOP. The thickness modulation in the NiFe free layer 
produced an additional shape anisotropy which provided vortex chirality control 
upon applying HIP. Using a sequence of HIP followed by HOP, a systematic control 
of vortex chirality and polarity was demonstrated. 
The dynamic behavior investigation of thickness-modulated multilayer 
disks using BLS revealed that the thickness modulation in the NiFe free layer 
produced a confinement effect on the Mz excitation in the thick lens structure. In 
addition, the vortex modes at 4.6 GHz and 6.5 GHz consisted of excitation of the 
vortex core in the thick lens region and radial modes which traverse through the 
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thickness modulation. The thickness-modulated multilayer disk offers a 
straightforward and systematic way to simultaneously control the vortex chirality 
and polarity in a circular disk. These results will be useful in further development 
of multi-bit magnetic memory and logic devices. 
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CHAPTER 8. Conclusion 
8.1. Overview 
This thesis presents a systematic investigation of magnetization reversal 
and dynamic behavior of patterned ferromagnetic nanostructures. The key results 
of this thesis are as follow: 
(a) Provide a detailed comparison of static and dynamic behavior between 
circular and rectangular thin film rings array as a function of shape anisotropy, 
ring thickness and inter-ring spacing. 
(b) Develop a fabrication process which combines self-aligned angle deposition 
and selective etching steps to produce coupled bi-component magnetic 
nanostructures. 
(c) Systematically investigate the vortex static and dynamic in thickness-
modulated NiFe disks. 
(d) Achieve a simultaneous control of vortex chirality and polarity in thickness-
modulated disks with a perpendicularly magnetized underlayer. 
8.2. Summary of results 
To successfully achieve the results highlighted above, high quality 
patterned nanostructures were fabricated using specific fabrication techniques and 
various experimental methods were used to analyze their static and dynamic 
magnetic behavior. Micromagnetic simulations and analytical calculations were 
also carried out to further understand the experimental findings. This section 




The first part of the thesis compares static and dynamic behavior between 
circular and rectangular NiFe thin film rings array. Static characterization using 
MOKE and MFM reveals that the corners of the rectangular rings provide sites 
for 180° DWs to reside and cause the rectangular rings to reverse via two different 
reversal paths (i.e. with and without the formation of vortex state) depending on 
the field orientations. Ring thickness strongly affects the DWs structure formed, 
the reversal path and various transition fields. Dynamic characterization using 
VNA-FMR reveals four resonance modes in rectangular rings while only two 
resonance modes are observed in circular rings. The additional two modes in 
rectangular rings were attributed to edge modes and to resonance related to 
domain walls. Furthermore by varying the inter-ring spacing, ring thickness and 
shape, one can tune a broadband frequency response of the rings. The 
experimental results were described based on micromagnetic simulations and 
analytical formulations. The rectangular rings provide a model structure to study 
DW pinning and propagation because 180° DWs can be positioned by applying 
an external magnetic field. The high-frequency response in these structures as a 
function of inter-ring spacing and thickness may be useful in the design of 
broadband high-frequency tunable filter [43, 88]. Furthermore, by varying the 
shape of the ring, one can tune the strength of dynamic coupling between 
neighboring rings. These results are important in the development of DW logic, 
memory and magnonic devices. 
The second part of the thesis focuses on the development of fabrication 




nanostructures by combining self-aligned angle deposition and selective etching 
steps. The magnetostatic coupling between different components is responsible 
for the modification of the reversal process and magnetization states of the bi-
component structures compared to the individual sub-component. Overall a large 
variety of nanostructures can be made using this technique. For instance, coupled 
bi-component nanostructures with varying gap width can be made using different 
deposition angles. When depositing the same material using different angles one 
can fabricate thickness-modulated nanostructures. This technique is important in 
fabricating wide range of unique magnonic crystals with materials and/or 
structural variations which may be useful in studies of magnetization dynamics, 
DWs behavior or for magnetoelectronic devices. 
The third part of the thesis investigates the static and dynamics behavior of 
vortex state in thickness-modulated NiFe disks. The thickness modulation in the 
form of lens on top of a disk is introduced by angle deposition technique. The 
thickness modulation confines the location of vortex state, defines its chirality and 
propagation direction during the disk reversal. Direct evidence of vortex chirality 
control is provided using MFM and supported by simulations. FMR 
measurements and simulations on the disk show different resonance modes which 
correspond to various magnetization transitions such as the formation of TW 
domain configuration, the onset of vortex propagation and annihilation. 
Systematic investigation of interlayer magnetostatic interactions between top lens 
and bottom disk layers was performed by inserting a Cu spacer layer of varying 




exchange-decoupled layer has been presented. The thickness modulated disks 
offers an alternative way of controlling vortex behavior and model to study vortex 
dynamics in magnetic nanostructures. These results are useful in further 
development of magnetic memory, logic and magnonic devices. For instance 
using thickness modulation, an inhomogeneous internal field can be introduced in 
order to tailor the frequency dispersion characteristics of a magnonic crystal for a 
high frequency tunable filter [43, 88]. Furthermore, systematically studying the 
effect of interlayer coupling in this structure may lead to potential application in 
designing a low-power band stop filter [14]. In magnetic memory or logic 
application, the accurate control of vortex chirality opens up the possibility of 
precisely defining the magnetic vortex handedness [12] (chirality-polarity product) 
for logical bit “1” or “0”. The integration of such structures in magnonic crystals 
may enable sub-ns reprogramming or switching capability and offer further 
miniaturization in magnetic devices in the GHz range [198, 199]. 
The final part of the thesis demonstrates the simultaneous control of 
vortex chirality and polarity using thickness-modulated multilayer disks. A 
sandwiched structure, which was made up of bottom [CoPd]n underlayer and top 
thickness-modulated NiFe free layer separated by Ti spacer layer, was used for 
this purpose. The thickness modulation provides additional shape anisotropy 
which defines the vortex chirality in the NiFe free layer upon in-plane reset field, 
while the [CoPd]n underlayer controls the vortex polarity upon out-of-plane reset 
field. The dynamic behavior of the vortex state in a single disk at remanence was 




reference multilayer disk. The thickness-modulated multilayer disk offers a 
straightforward and systematic way to simultaneously control the vortex chirality 
and polarity in a circular disk. These results will be useful in further development 
of high-frequency multi-bit magnetic memory and logic devices.  
8.3. Future works 
There are few possible extensions to the works presented in this thesis. 
Firstly, the dynamic behavior characterization of the patterned magnetic 
nanostructures has so far been limited to detecting resonance modes with k=0 
using VNA-FMR setup. The detection of resonance modes with varying wave 
vectors i.e. k≠0 can be achieved using macro-BLS setup by varying the incidence 
angle of probing laser. 
Secondly, the 2D intensity mapping of thermally excited spin wave using 
micro-BLS involves a large amount of data acquisition time. This limitation can 
be alleviated by incorporating additional microwave antennae which can be used 
to send excitation pulse or continuous wave at a specific frequency and therefore 
significantly reduce the data acquisition time. 
Thirdly, other variation of nanostructures can be made and explored using 
the self-aligned fabrication technique presented in Chapter 5. For instance, a 
variety of ‘compositional gradient nanostructures’ are presented in Fig. 8-1, in 
which the dot-antidot nanostructure is made up of regions of components with a 
gradually changing composition. In this case, a combination of Ni (100% Ni, 0% 
Fe), NiFe (80% Ni, 20% Fe) and Fe (0% Ni, 100% Fe) is used to obtain three 




be interesting to study the static and dynamic behavior of these nanostructures 
especially the influence of gradually changing saturation magnetization and their 
positions in modifying the resonance modes behavior. 
 
Fig. 8-1.  SEM micrographs of showing compositional gradient dot-antidot 
nanostructures. 
Finally, further attempts in fabricating electrical detection of vortex 
chirality control in a single thickness-modulated disk element based on PHE as 
described in Section 6.6 will be carried out. This result may be useful in the 











APPENDIX A. MOKE Loops of Rectangular 
Rings Measured at Various Happ angles 
 
Shown in Fig. A-1 is the set of MOKE loops of rectangular rings taken at 
various Happ angles. The 0° case shows only two switching steps while the 
misaligned cases shows small switching steps prior to Hs1 and after Hs2. 
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APPENDIX B. Smit-Beljers Resonance 
Formulation 
In this section, an adaptation of Smit-Beljers resonance formulation [200] 
will be used to explain the origin of mode A splitting in the long arms of 
rectangular ring when it is in a vortex state as discussed in Section 4.3.1.  The 
derivation of resonance formulation will be divided into seven parts as follows: 
Part 1 – Assumptions: 
To formulate the resonance condition, a rectangular ring is considered as a 
rectangular frame and the long arm of the ring is taken as a strip. The applied field 
is taken to be in the y-direction as shown in Fig. B-1(a). When considering a 
circular ring, a crude simplification can be made by assuming the two arms 
parallel to the field as a straight strip rather than as curved arms. In this section, 
only rectangular ring will be examined, but the results will also apply to circular 
ring. 
Next, a few more assumptions are made: 
(1) The ring is assumed to be in a vortex state i.e. there are region in which the 
magnetization M is in the direction of external applied field Hext and M in the 
opposite direction of Hext, Fig. B-1(a). 
(2) The anisotropy field of the wire 𝐻𝐴 = 2𝐾𝐴𝑀  is assumed to be much larger than 
Hext which aligns the M strongly along the easy axis direction of the strip 
(±𝑦 −direction). 
Appendix B. Smit-Beljers Resonance Formulation 
176 
 
(3) A uniform precession in the strip 
(4) The Hext is large enough to produce a uniform magnetization in the strip 
 
Fig. B-1. Schematic diagrams showing (a) rectangular ring in a vortex state 
and (b) Cartesian and polar coordinate systems 
Part 2 – Transforming variables from Cartesian coordinate to polar 
coordinate 
Firstly, using polar coordinate the magnetization vector M can be 
expressed as the component on each Cartesian axis using the polar (θ) and 
azimuth (φ) angles as follows (?̂? is the unit vector in the direction of each axis): 
𝑴 = (𝑀 sin 𝜃 sin𝜑)𝑒𝑥� + (𝑀 sin 𝜃 cos𝜑)𝑒𝑦� + (𝑀 cos 𝜃)𝑒𝑧�   (B-2.1) 











= −𝛾(𝑀 × 𝐻𝑖𝑛𝑡)𝑖     (B-2.2) 
Expanding Eq. (B-2.2) with respect to each Cartesian axis based on Eq. 
(B-2.1) yields: 
𝑀 cos 𝜃 sin𝜑 ?̇? + 𝑀 sin𝜃 cos𝜑 ?̇? = −𝛾�𝑀𝐻𝑧 sin𝜃 cos𝜑 −𝑀𝐻𝑦 cos 𝜃�  (B-2.3) 
𝑀 cos 𝜃 cos𝜑 ?̇? − 𝑀 sin𝜃 sin𝜑 ?̇? = −𝛾(𝑀𝐻𝑥 cos𝜃 − 𝑀𝐻𝑧 sin 𝜃 sin𝜑)  (B-2.4) 
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Thirdly, substituting Eq. (B-2.5) into Eq. (B-2.4) gives: sin 𝜃 ?̇? = 𝛾(𝐻𝑥 cosecφ cos 𝜃 − 𝐻𝑧 sin𝜃 
−𝐻𝑦 cos 𝜃 cos𝜑 + 𝐻𝑥 cos 𝜃 cos𝜑 cot𝜑)  (B-2.6) 
Summarizing, Eqs. (B-2.5) and (B-2.6) can represent the parametric form 
of Hext according to polar coordinate: 
?̇? = 𝜸𝑯𝝋        (B-2.7) 
𝐬𝐢𝐧 𝜽 ?̇? = 𝜸𝑯𝜽        (B-2.8) 
where: 𝐻𝜑 = 𝐴 cos𝜑 + 𝐵 sin𝜑 and 𝐻𝜃 = 𝐶 cos 𝜃 + 𝐷 sin 𝜃 
Part 3 – Relation between internal field and free energy of a system 
 The internal field can be expressed as a partial derivation of free energy of a 
system in Eq. (B-3.1) as described earlier in Section 3.4.  
𝐻𝑖𝑛𝑡 = − 𝛿𝐸𝛿𝑀 = −�𝛿𝐸𝛿𝑀 𝑒𝑀� + 𝛿𝐸𝛿𝜑 𝛿𝜑𝛿𝑀 𝑒𝜑� + 𝛿𝐸𝛿𝜃 𝛿𝜃𝛿𝑀 𝑒𝜃��  (B-3.1) 




 in Eq. (B-3.1) can be obtained using 
Eq. (B-2.1) as follows: 
𝛿𝑀
𝛿𝜑
= (𝑀 sin 𝜃 cos𝜑)𝑒𝑥�− (𝑀 sin𝜃 sin𝜑)𝑒𝑦�    (B-3.2) 
𝛿𝑀
𝛿𝜃
= (𝑀 cos 𝜃 sin𝜑)𝑒𝑥� + (𝑀 cos 𝜃 cos𝜑)𝑒𝑦� − (𝑀 sin𝜃)𝑒𝑧�  (B-3.3)  






















= 1[(𝑀cos𝜃 sin𝜑)2+(𝑀cos𝜃 cos𝜑)2+(−𝑀sin𝜃)2]12 = 1𝑀 (B-3.5) 
Substituting Eqs. (B-3.4) and (B-3.5) into (B-3.1) gives: 
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𝑯𝒊𝒏𝒕 = −�𝜹𝑬𝜹𝑴 𝒆𝑴� + 𝜹𝑬𝜹𝝋 𝟏𝑴𝐬𝐢𝐧𝜽 𝒆𝝋� + 𝜹𝑬𝜹𝜽 𝟏𝑴𝒆𝜽��     (B-3.6) 
Part 4 – Moment perturbation with time 
 Now, let θ and φ have a small and time-dependent perturbation as follows: 
𝜃(𝑡) = 𝜃0 + 𝛿𝜃(𝑡) and 𝜑(𝑡) = 𝜑0 + 𝛿𝜑(𝑡)    (B-4.1) 
with 𝛿𝜃(𝑡), 𝛿𝜑(𝑡) ≈ 𝑒𝑥𝑝(−𝑖𝜔𝑡). Then the first expansion of total free energy of 
a system 𝐸 = 𝐸(𝜃,𝜑) with respect to θ and φ: 
𝛿𝐸
𝛿𝜃
(𝜃0 + 𝛿𝜃) = 𝐸𝜃(𝜃0 + 𝛿𝜃) =  𝐸𝜃𝜃|𝜃0𝜑0𝛿𝜃 +  𝐸𝜃𝜑�𝜃0𝜑0𝛿𝜑 = 𝐸𝜃𝜃𝛿𝜃 + 𝐸𝜃𝜑𝛿𝜑  (B-4.2)  
δE
δφ
(φ0 + δφ) = Eφ(φ0 + δφ) =  Eφφ�θ0φ0δφ +  Eφθ�θ0φ0δθ = Eφφδφ + Eφθδθ (B-4.3) 
Next, the expressions of 𝐻𝜃 and 𝐻𝜑 are obtained from Eqs. (B-3.6), (B-2.7) 
and (B-2.8): 
𝐻𝜃 = −�𝐸𝜃 1𝑀 𝑒𝜃�� ⇒ 𝑬𝜽 = 𝑴𝐬𝐢𝐧𝜽𝜸 ?̇?     (B-4.4) 
𝐻𝜑 = −�𝐸𝜑 1𝑀sin𝜃 𝑒𝜑�� ⇒ 𝑬𝝋 = −𝑴𝐬𝐢𝐧𝜽𝜸 ?̇?   (B-4.5) 
Part 5 – Resonance condition 
The resonance condition can be obtained by first substituting Eqs. (B-4.4), 
(B-4.5) and (B-4.1) into Eqs. (B-4.2) and (B-4.3) to get: 0 = 𝐸𝜃𝜃𝛿𝜃 + �𝐸𝜃𝜑 + 𝑀sin𝜃𝛾 (𝑖𝜔)� 𝛿𝜑    (B-5.1) 
 0 = Eφφδφ + �Eφθ − 𝑀sin𝜃𝛾 (𝑖𝜔)� δθ    (B-5.2) 
Expressing Eqs. (B-5.1) and (B-5.2) into a matrix form:  
[𝛿𝜃 𝛿𝜑] × � 𝐸𝜃𝜃 𝐸𝜃𝜑 − 𝑀sin𝜃𝛾 (𝑖𝜔)
𝐸𝜃𝜑 + 𝑀sin𝜃𝛾 (𝑖𝜔) Eφφ � = �00�  (B-5.3) 
The matrix expression has a periodic solution if the determinant vanishes  
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𝐸𝜃𝜃 × Eφφ − �𝐸𝜃𝜑 − 𝑀sin𝜃𝛾 (𝑖𝜔)� × �𝐸𝜃𝜑 + 𝑀sin𝜃𝛾 (𝑖𝜔)� = 0  (B-5.4) 




�𝑬𝜽𝜽 × 𝐄𝛗𝛗 − 𝑬𝜽𝝋𝟐 �     (B-5.5) 
Part 6 – Energy formulation 
 So far, Eq. (B-5.5) has been obtained to represent the resonance condition of 
magnetization in polar coordinate. In order to apply this resonance condition into 
the vortex state rectangular ring, suitable energy expression has to be formulated 
as shown in Eq. (B-6.1). 
𝐸 = 𝐸𝑍𝑒𝑒 + 𝐸𝑎𝑛𝑖 + 𝐸↑,𝑎𝑛𝑖 
𝑬 = −𝑴𝑯𝒆𝒙𝒕[𝐬𝐢𝐧𝛉 𝐬𝐢𝐧 𝛉𝐇 𝐜𝐨𝐬(𝝋−𝝋𝑯) + 𝐜𝐨𝐬 𝛉 𝐜𝐨𝐬 𝛉𝐇] 
−𝑲𝑨 𝐜𝐨𝐬
𝟐 𝝋 𝐬𝐢𝐧𝟐 𝜽 + 𝑴𝟐
𝟐
𝐜𝐨𝐬𝟐 𝜽   (B-6.1) 
where 𝜃𝐻  and 𝜑𝐻  is the polar and azimuth angle of 𝐻𝑒𝑥𝑡  respectively. The first 
term is the EZee contribution from the Hext on M. The second term is the uniaxial 
anisotropy describing the tendency of magnetic moment to align along the long 
arms of rectangular ring. The third term is the out-of-plane anisotropy to account 
for thin film. 
Then all the energy derivatives required by Eq. (B-5.5) are calculated 
below: 
𝐸𝜃𝜃 = −𝑀𝐻𝑒𝑥𝑡[−sinθ sin θH cos(𝜑 − 𝜑𝐻) − cos θ cos θH] 
−2𝐾𝐴 cos 2𝜑 cos 2𝜃 −𝑀2 cos 2𝜃    (B-6.2) 
𝐸𝜑𝜑 = 𝑀𝐻𝑒𝑥𝑡[sinθ sin θH cos(𝜑 − 𝜑𝐻)] + 2𝐾𝐴 cos 2φ sin2 𝜃 (B-6.3) 
𝐸𝜃𝜑 = 𝐸𝜑𝜃 = 𝑀𝐻𝑒𝑥𝑡[cosθ sin θH sin(𝜑 − 𝜑𝐻)] + 𝐾𝐴 sin 2φ sin 2𝜃 (B-6.4) 
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Part 7 – Solutions 
To find equilibrium magnetization position with respect to wire axis, i.e. optimum 




𝑀𝐻𝑒𝑥𝑡[sinθ sinθH sin(𝜑 − 𝜑𝐻)] + 𝐻𝐴𝑀2 sin 2φ sin2 𝜃 = 0 (B-7.1) 
Next, by assuming strong shape anisotropy in the wire, i.e. 𝐻𝐴 > 𝐻𝑒𝑥𝑡, the first 
term can be ignored and two conditions for energy minima are deduced based on sin 2φ = 0, (φ ∈ 0 ≤ φ ≤ 2π) and 𝐸𝜑𝜑 > 0 which yields: φ0 = 0,π, 2π. 
Recalling Eq. (B-5.5) for resonance condition and taking θ0 = θH = π2 , 




[(𝑀𝐻𝑒𝑥𝑡 cos(φ0) + 𝐻𝐴𝑀 cos 2φ0 + 𝑀2)(𝑀𝐻𝑒𝑥𝑡 cos(φ0) +
𝐻𝐴𝑀 cos 2φ0) − 0]      (B-7.2) 
𝒇 = 𝜸
𝟐𝛑
[(𝑯𝒆𝒙𝒕 𝐜𝐨𝐬𝛗𝟎 + 𝑯𝑨 𝐜𝐨𝐬𝟐𝛗𝟎 + 𝑴)(𝑯𝒆𝒙𝒕 𝐜𝐨𝐬𝛗𝟎 + 𝑯𝑨 𝐜𝐨𝐬𝟐𝛗𝟎)]𝟏/𝟐  (B-7.3) 
Finally, considering two optima 𝜑𝐻 = 0 and 𝜑𝐻 = π  from energy 
minimization, the two resonance condition frequencies can be expressed as 
follows: 
𝝋𝑯 = 𝟎: 𝒇𝟎 = 𝜸𝟐𝛑 [(𝑯𝑨 + 𝑯𝒆𝒙𝒕 + 𝑴)(𝑯𝑨 + 𝑯𝒆𝒙𝒕)]𝟏/𝟐  (B-7.4) 
𝝋𝑯 = 𝛑: 𝒇𝛑 = 𝜸𝟐𝛑 [(𝑯𝑨 − 𝑯𝒆𝒙𝒕 + 𝑴)(𝑯𝑨 − 𝑯𝒆𝒙𝒕)]𝟏/𝟐  (B-7.5) 
 Equations (B-7.4) and (B-7.5) describe the mode A splitting in a rectangular 
ring vortex state and using a crude approximation, these expressions can also be 
used in a circular ring vortex state, Fig. B-2. The first expression represents 
resonance frequency when HA is along Hext producing a higher 𝑓0 and the second 
expression is when HA is opposite to Hext producing a lower 𝑓𝜋. In the latter, a 
Appendix B. Smit-Beljers Resonance Formulation 
181 
 
negative dispersion (𝜕𝑓𝑟𝑒𝑠/𝜕𝐻𝑒𝑥𝑡) is observed as 𝐻𝑒𝑓𝑓  =  𝐻𝐴  −  𝐻𝑒𝑥𝑡 produces a 
decreasing effective field (decreasing 𝑓𝑟𝑒𝑠) as external field increases. 
 
Fig. B-2. Plot of 2D FMR spectra showing the mode A splitting in rectangular 
ring and circular ring as derived using Smit-Beljers formulation 
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APPENDIX C. Choice of Materials in bi-
component Disk and the Effect on Its 
Reversal Behavior 
In this section, a brief micromagnetic simulations investigation on the 
materials selection and their placement in the bi-component disks and how this 
affect the disk’s reversal behavior will be presented. We found that the choice of 
materials depends largely on their relative MS values and their placement in the 
bi-component structure. Basically, the material with lower MS will undergo a 
reversal first under the influence of reversal field and interestingly it always 
involves a single domain reversal, regardless of whether it is placed in the lens or 
the crescent-shaped region. 
A representative example has been given comparing NiFe/Fe, Ni/Fe and 
NiFe/Ni combination in the bi-component disk. Note that the MS values in the 
ascending order are: Ni (490 emu.cm-3), NiFe (860 emu.cm-3) and Fe (1700 
emu.cm-3). In any case, there are always three steps reversal, the first one is the 
domain reversal in the region where the lower MS material is located and another 
two are the vortex nucleation and annihilation in the region where the higher MS 
material is placed – see Fig. C-1 below. 





Fig. C-1. Micromagnetic simulations showing the modification of 
magnetization reversal of bi-component disk using the combination of NiFe/Fe, 
Ni/Fe and NiFe/Ni for lens and crescent regions.   
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