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1. Introduction
Generalized saddle point systems are linear systems as follows:[
A BT
B 0
] [
u
p
]
=
[
f
g
]
, (1.1)
where the matrixA is assumed to be of sizem × m, andB isn × m, withn  m (possiblyn  m).
LetA be the coefficient of (1.1), whereA is presented as a 2 × 2 block real matrix and the (2, 2)
block is zero. Generalized saddle point systems (1.1) arise in numerous areas. For example, in
computational fluid dynamics (CFD), we need to solve the following Oseen equations, that is, the
linear version of incompressible Navier–Stokes equations,
−νu + (w · ∇)u + ∇p = f,
−∇ · u = 0,
subject to suitable boundary conditions, where  is the Laplacian, ∇ is the gradient operator, u,
p are velocity and pressure respectively, f stands for body forces, w is the ‘wind’ and ∇ · w = 0.
Finite difference or finite element discretization of above equations results in (1.1) [6,8,9,12].
The second example is the linear constrained quadratic programming problem [20]
minimize
1
2
uTAu − uTf,
subject to Bu = g.
In optimization terms, A represents the Hessian of the quadratic function to be minimized, and B
denotes the linear constraints. Introducing a Lagrange multiplier p, we can define a function of
the form
φ(u, p) = 1
2
uTAu − uTf + pT(Bu − g).
Computing the stationary points will lead to (1.1).
The third example is weighted linear least squares problem [13,14]
min
p
1
2
(f − BTp)TA−1(f − BTp).
By introducing the residual u = A−1(f − BTp) and defining g = 0, the solution is determined
by (1.1).
Generalized saddle point systems (1.1) also appear in other areas of scientific and engineering
applications, such as, electromagnetics, linear elasticity, and data fitting. For details, please see
[2] and the references therein. Linear systems of the form (1.1) sometimes are called equilibrium
systems [22,24], or Karush–Kuhn–Tucker (KKT) systems. Though a lot of research work has been
done on the numerical solution of the generalized saddle point systems, such as preconditioning
techniques [2], there are few papers concerning the perturbation analysis of (1.1). The normwise
structured backward error of (1.1) was discussed in [23], and the special case where A = I and
g = 0 was investigated in [19]. The perturbation theory of (1.1) arised form generalized and
constrained linear least squares was given in [13]. In this paper we will discuss the nonlinear
perturbation upper bounds of the generalized saddle point systems (1.1), and derive the condition
numbers, then we examine the sensitivity of the computation of u and p.
10 H. Xiang et al. / Linear Algebra and its Applications 419 (2006) 8–23
2. Nonlinear upper bounds
In this section, we will present the nonlinear upper perturbation bounds of the generalized
saddle point systems. We first assume thatA is nonsingular. If Q is a basis for the null space of
B, and if QTAQ is nonsingular and B has full row rank, thenA is nonsingular.
Now let us consider the perturbed generalized saddle point systems of (1.1)
(A + A)(u + u) + (B + B)T(p + p) = f + f,
(B + B)(u + u) = g + g,
which can be rewritten as[
A BT
B 0
] [
u
p
]
=
[
f
g
]
−
[
A BT
B 0
] [
u
p
]
−
[
A BT
B 0
] [
u
p
]
.
In the caseA is nonsingular, we have[
u
p
]
=A−1
[
f
g
]
−A−1
[
A BT
B 0
] [
u
p
]
−A−1
[
A BT
B 0
] [
u
p
]
(2.1)
=A−1
[
f
g
]
−A−1
[
(uT ⊗ Im)vec(A) + (Im ⊗ pT)vec(B)
(uT ⊗ In)vec(B)
]
−A−1
[
A BT
B 0
] [
u
p
]
= −A−1
[
uT ⊗ Im Im ⊗ pT −Im 0
0 uT ⊗ In 0 −In
]
vec(A)
vec(B)
f
g

−A−1
[
A BT
B 0
] [
u
p
]
. (2.2)
Our task now is to deduce a nonlinear perturbation bound. Let w1 = vec(A), w2 = vec(B),
w3 = f , w4 = g, w = [wT1 , wT2 , wT3 , wT4 ]T, and defineN =
[−A−1M, A−1], whereM =[
uT ⊗ Im Im ⊗ pT
0 uT ⊗ In
]
.
Suppose‖A‖F  εδ1,‖B‖F  εδ2,‖f ‖2  εδ3,‖g‖2  εδ4. Let δ = [δ1, δ2, δ3, δ4]T.
We have
‖Nw‖2  ‖N‖2(‖A‖2F + ‖B‖2F + ‖f ‖22 + ‖g‖22)
1
2  ε‖N‖2‖δ‖2. (2.3)
In the following, we will use the trick of [18], and give another bound of ‖Nw‖2. We first
partitionN as
N =
[
N11 N12 N13 N14
N21 N22 N23 N24
]
,
where N11 ∈ Rm×m2 , N12 ∈ Rm×mn, N13 ∈ Rm×m, N14 ∈ Rm×n, N21 ∈ Rn×m2 , N22 ∈ Rn×mn,
N23 ∈ Rn×m, N24 ∈ Rn×n.
In the case A is nonsingular and B is of full row rank, we have
A−1 =
[
A−1 + A−1BTS−1BA−1 −A−1BTS−1
−S−1BA−1 S−1
]
, (2.4)
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where S = −BA−1BT is the Schur complement ofA. So (2.4) gives the expression for N13, N14,
N23 and N24. And we can easily verify that
N11 = −uT ⊗ N13 = −uT ⊗ (A−1 + A−1BTS−1BA−1),
N12 = −N13 ⊗ pT−uT ⊗ N14 =−(A−1+A−1BTS−1BA−1) ⊗ pT+ uT ⊗ (A−1BTS−1),
N21 = −uT ⊗ N23 = uT ⊗ (S−1BA−1),
N22 = −N23 ⊗ pT − uT ⊗ N24 = (S−1BA−1) ⊗ pT − uT ⊗ S−1.
It is straightforward to show that
‖Nw‖22 = wTNTNw =
2∑
k=1
4∑
i=1
4∑
j=1
wTi N
T
kiNkjwj

2∑
k=1
4∑
i=1
4∑
j=1
‖NTkiNkj‖2‖wi‖2‖wj‖2
 ε2
2∑
k=1
4∑
i=1
4∑
j=1
‖NTkiNkj‖2δiδj :=ε2δTN̂δ, (2.5)
where N̂ = (̂nij ) ∈ R4×4 is a matrix with elements n̂ij = ‖NT1iN1j‖2 + ‖NT2iN2j‖2, and ‘ := ’
stands for ‘equal by definition’.
The bounds ‖N‖2‖δ‖2 and
√
δTN̂δ are alternative, i.e., which one of these expressions is
smaller depends on the particular choice of δ andN [18]. Therefore, taking 2-norm of (2.2), we
have ∥∥∥∥[up
]∥∥∥∥
2
 ‖Nw‖2 + ‖A−1‖2
√
‖A‖2F + 2‖B‖2F
∥∥∥∥[up
]∥∥∥∥
2
 ε min{‖N‖2‖δ‖2,
√
δTN̂δ} + ε
√
δ21 + 2δ22‖A−1‖2
∥∥∥∥[up
]∥∥∥∥
2
. (2.6)
Thus a nonlinear nonlocal upper bound is given in the following theorem.
Theorem 1. In the notation above, we have∥∥∥∥[up
]∥∥∥∥
2

ε min{‖N‖2‖δ‖2,
√
δTN̂δ}
1 − ε
√
δ21 + 2δ22‖A−1‖2
. (2.7)
And the bound (2.7) is valid for ε
√
δ21 + 2δ22  σmin(A), where σmin(A) is the smallest singular
value ofA.
Note that u and p have different physical meaning. Sometimes we need the bounds of u and
p respectively. For brevity, we further denote the expression (2.4) ofA−1 as
A−1 =
[
Z Y
X S−1
]
, (2.8)
where X = −S−1BA−1, Y = −A−1BTS−1, and Z = A−1 + YSX.
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From (2.2), we have
u = [−uT ⊗ Z, −uT ⊗ Y − Z ⊗ pT, Z, Y ]

vec(A)
vec(B)
f
g

− (ZA + YB)u − ZBTp
:=Nuw − (ZA + YB)u − ZBTp.
Taking 2-norms, we obtain
‖u‖2  ‖Nuw‖2 + (‖Z‖2‖A‖2 + ‖Y‖2‖B‖2)‖u‖2 + ‖Z‖2‖BT‖2‖p‖2.
We first estimate ‖Nuw‖2. It is obvious that
‖Nuw‖2  ‖Nu‖2‖w‖2  ε‖Nu‖2‖δ‖2. (2.9)
DefineNu =
[
Nu1, Nu2, Nu3, Nu4
]
. Then there exists another upper bound
‖Nuw‖22 = wTNTuNuw 
4∑
i,j=1
‖wi‖2‖NTuiNuj‖2‖wj‖2
 ε2
4∑
i,j=1
δi(N̂u)ij δj = ε2δTN̂uδ, (2.10)
where N̂u = (nˆuij ) ∈ R4×4 is a matrix with entries nˆuij = ‖NTuiNuj‖2, for example, nˆu11 =
‖(uuT) ⊗ (ZTZ)‖2 = ‖u‖22‖ZTZ‖2.
Combining (2.9) and (2.10), we have
‖Nuw‖2  ε min{‖Nu‖2‖δ‖2,
√
δTN̂uδ} :=ε estu. (2.11)
So we obtain the estimation as follows:
‖u‖2  ε estu + ε(δ1‖Z‖2 + δ2‖Y‖2)‖u‖2 + εδ2‖Z‖2‖p‖2.
Provided that ε(δ1‖Z‖2 + δ2‖Y‖2) < 1, it can be expressed as
‖u‖2  ε(estu + δ2‖Z‖2‖p‖2)1 − ε(δ1‖Z‖2 + δ2‖Y‖2) . (2.12)
Our task now is to deduce the bound of ‖p‖2 with the similar technique. According to (2.2),
we give the following expression:
p = [−uT ⊗ X, −uT ⊗ S−1 − X ⊗ pT, X, S−1]

vec(A)
vec(B)
f
g

− (XA + S−1B)u − XBTp
:=Npw − (XA + S−1B)u − XBTp. (2.13)
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DefiningNp =
[
Np1, Np2, Np3, Np4
]
, we have
‖Npw‖22 = wTNTpNpw =
4∑
i,j=1
wTiN
T
piNpjwj

4∑
i,j=1
‖wi‖2‖NTpiNpj‖2‖wj‖2  ε2δTN̂pδ, (2.14)
where N̂p = (nˆpij ) ∈ R4×4 is a matrix with elements nˆpij = ‖NTpiNpj‖2.
On the other hand, ‖Npw‖2  ‖Np‖2‖w‖2  ε‖Np‖2‖δ‖2. So we get
‖Npw‖2  ε min{‖Np‖2‖δ‖2,
√
δTN̂pδ} :=ε estp. (2.15)
Taking 2-norms of (2.13) and applying (2.15), we obtain
‖p‖2  ‖Npw‖2 + (‖X‖2‖A‖2 + ‖S−1‖2‖B‖2)‖u‖2 + ‖X‖2‖B‖2‖p‖2
 ε estp + ε(δ1‖X‖2 + δ2‖S−1‖2)‖u‖2 + εδ2‖X‖2‖p‖2.
Assuming ε δ2‖X‖2 < 1, a direct computation yields
‖p‖2  ε1 − εδ2‖X‖2 estp +
ε(δ1‖X‖2 + δ2‖S−1‖2)
1 − εδ2‖X‖2 ‖u‖2. (2.16)
Substituting (2.16) into (2.12), we have
‖u‖2  ε estu1 − ε(δ1‖Z‖2 + δ2‖Y‖2) +
ε2δ2‖Z‖2estp
(1 − εδ2‖X‖2)[1 − ε(δ1‖Z‖2 + δ2‖Y‖2)]
+ ε
2δ2‖Z‖2(δ1‖X‖2 + δ2‖S−1‖2)
(1 − εδ2‖X‖2)[1 − ε(δ1‖Z‖2 + δ2‖Y‖2)]‖u‖2. (2.17)
A similar deduction gives
‖p‖2  ε estp1 − εδ2‖X‖2 +
ε2(δ1‖X‖2 + δ2‖S−1‖2)estu
(1 − εδ2‖X‖2)[1 − ε(δ1‖Z‖2 + δ2‖Y‖2)]
+ ε
2δ2‖Z‖2(δ1‖X‖2 + δ2‖S−1‖2)
(1 − εδ2‖X‖2)[1 − ε(δ1‖Z‖2 + δ2‖Y‖2)]‖u‖2. (2.18)
Note that from (2.17) and (2.18), we can derive the nonlinear nonlocal upper bounds for u
and p respectively. Since the expression is too complicated, we do not write them out for the
sake of simplicity. Here we assume ε  1 and deduce the nonlinear local bounds, which are
summarized in the following theorem.
Theorem 2. Assume ε(δ1‖Z‖2 + δ2‖Y‖2) < 1, εδ2‖X‖2 < 1 and ε  1. In the notation above,
we have
‖u‖2  ε estu + ε2[(δ1‖Z‖2 + δ2‖Y‖2)estu + δ2‖Z‖2estp] + O(ε3), (2.19)
‖p‖2  ε estp + ε2[δ2‖X‖2estp + (δ1‖X‖2 + δ2‖S−1‖2)estu] + O(ε3). (2.20)
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3. Condition numbers
Condition numbers are important concepts in sensitivity analysis, which express the worst
case sensitivity of the solution of a problem to small perturbations in the data [16]. In the
last section, we discuss the nonlinear upper bounds. The product of condition number and
backward error provides an approximate local linear upper bound on the error in a computed
solution. We first estimate the perturbations of u and p together, and consider their corre-
sponding joint condition numbers. Then we consider u and p separately, and investigate the
respective condition numbers. We now introduce three kinds of normwise joint condition
numbers.
Definition 1
cond(1)u,p := lim
ε→0 sup∥∥∥∥[A fB g
]∥∥∥∥
F
ε
∥∥∥∥[A fB g
]∥∥∥∥
F
∥∥[uT, pT]∥∥2
ε
∥∥[uT, pT]∥∥2 ,
cond(2)u,p := lim
ε→0 sup∥∥∥∥[A/α1 f/β1B/α2 g/β2
]∥∥∥∥
F
ε
∥∥[uT, pT]∥∥2
ε
∥∥[uT, pT]∥∥2 ,
cond(3)u,p := lim
ε→0 sup‖A‖F εα1,‖B‖F εα2‖f ‖2εβ1,‖g‖2εβ2
∥∥[uT, pT]∥∥2
ε
∥∥[uT, pT]∥∥2 .
The following theorem gives the explicit expressions or the upper bound of these normwise
joint condition numbers.
Theorem 3. In the notation above, we have
cond(1)u,p =
∥∥∥A−1 [M, −I ]∥∥∥
2
√
‖A‖2F + ‖B‖2F + ‖f ‖22 + ‖g‖22√
‖u‖22 + ‖p‖22
, (3.1)
cond(2)u,p =
∥∥∥∥∥A−1
[
α1uT ⊗ Im α2Im ⊗ pT −β1Im 0
0 α2uT ⊗ In 0 −β2In
]∥∥∥∥∥
2√
‖u‖22 + ‖p‖22
, (3.2)
cond(3)u,p  2 cond(2)u,p. (3.3)
Proof. Neglecting the higher order of (2.2), we have the first order expansion
[
u
p
]
= [−A−1M,A−1]

vec(A)
vec(B)
f
g
 . (3.4)
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Taking 2-norms, we obtain
∥∥∥∥[up
]∥∥∥∥
2
=
∥∥∥∥∥∥∥A−1
[
M, −I ]
vec(A)vec(B)
f
g

∥∥∥∥∥∥∥
2

∥∥∥A−1 [M, −I ]∥∥∥
2
∥∥∥∥∥∥∥
vec(A)vec(B)
f
g

∥∥∥∥∥∥∥
2
=
∥∥∥A−1 [M, −I ]∥∥∥
2
∥∥∥∥[A fB g
]∥∥∥∥
F
 ε
∥∥∥A−1 [M, −I ]∥∥∥
2
∥∥∥∥[A fB g
]∥∥∥∥
F
.
The equality is attainable. According to the definition of ‖ · ‖2, there exists ‖x0‖2 = 1, such that∥∥A−1 [M, −I ]∥∥2 = max‖x‖2=1 ∥∥A−1 [M, −I ] x∥∥2 = ∥∥A−1 [M, −I ] x0∥∥2. Since the per-
turbations are arbitrary, we can choose
[
vec(A)T, vec(B)T, f T, gT
]T = ε∥∥∥[A fB g]∥∥∥
F
x0.
Then we obtain the equality, and (3.1) follows. In fact, we can regard [−A−1M, A−1] as the
derivative. Then we also obtain (3.1) by the results of [10,11].
We rewrite (3.4) as
[
u
p
]
= −A−1
[
M
[
α1Im2 0
0 α2Imn
]
,−
[
β1Im 0
0 β2In
]]
vec(A)/α1
vec(B)/α2
f/β1
g/β2
 . (3.5)
Taking 2-norms and noting the condition in the definition of cond(2)u,p, we have∥∥∥∥[up
]∥∥∥∥
2

∥∥∥∥A−1 [M [α1Im2 00 α2Imn
]
,−
[
β1Im 0
0 β2In
]]∥∥∥∥
2
∥∥∥∥[A/α1 f/β1B/α2 g/β2
]∥∥∥∥
F

∥∥∥∥A−1 [M [α1Im2 00 α2Imn
]
,−
[
β1Im 0
0 β2In
]]∥∥∥∥
2
ε
=
∥∥∥∥A−1 [α1uT ⊗ Im α2Im ⊗ pT −β1Im 00 α2uT ⊗ In 0 −β2In
]∥∥∥∥
2
ε.
The equality is attainable, then we have (3.2).
Use (3.5), and note that ∥∥[ 1α1 vec(A)T, 1α2 vec(B)T, 1β1 f T, 1β2 gT]∥∥2  2ε according to the defi-
nition of cond(3)u,p. Then(3.3) follows. 
In the following, we discuss the mixed and componentwise joint condition numbers. We first
give the definitions.
Definition 2
mu,p := lim
ε→0 sup|A|ε|A|,|B|ε|B|
|f |ε|f |,|g|ε|g|
‖[uT,pT]T‖∞
ε‖[uT, pT]T‖∞ ,
cu,p := lim
ε→0 sup|A|ε|A|,|B|ε|B|
|f |ε|f |,|g|ε|g|
1
ε
∥∥∥∥ [uT,pT]T[uT, pT]T
∥∥∥∥∞ ,
where b
a
is an entry-wise division, that is, b
a
:=
(
bi
ai
)
, or b./a in MATLAB notation. Here ξ/0 is
interpreted as zero if ξ = 0 and infinity otherwise.
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The following theorem gives the explicit expressions of the mixed and componentwise joint
condition numbers.
Theorem 4. In the notation above, we have
mu,p =
∥∥∥∥|A−1M| [vec(|A|)vec(|B|)
]
+ |A−1|
[|f |
|g|
]∥∥∥∥∞
‖[uT, pT]T‖∞ , (3.6)
cu,p =
∥∥∥∥|D†up|(|A−1M| [vec(|A|)vec(|B|)
]
+ |A−1|
[|f |
|g|
])∥∥∥∥∞ , (3.7)
where D†up is Moore–Penrose inverse [25] of Dup = diag([uT, pT]).
Proof. According to |A|  ε|A|, we know that if aij = 0, then aij = 0, i.e., the zero elements
of A are not permitted to perturb. Therefore,
vec(A) = DAD†Avec(A),
where DA = diag(vec(A)).
We can rewrite (3.4) as
[
u
p
]
= [−A−1MDAB, A−1Dfg]

D
†
Avec(A)
D
†
Bvec(B)
D
†
ff
D
†
gg
 , (3.8)
where DAB =
[
DA 0
0 DB
]
, Dfg =
[
Df 0
0 Dg
]
, and Df = diag(f ).
Taking norms and using the condition in the definition of mu,p, we obtain
∥∥∥∥[up
]∥∥∥∥∞  ∥∥[−A−1MDAB, A−1Dfg]∥∥∞
∥∥∥∥∥∥∥∥∥

D
†
Avec(A)
D
†
Bvec(B)
D
†
ff
D
†
gg

∥∥∥∥∥∥∥∥∥
∞
 ε
∥∥[−A−1MDAB, A−1Dfg]∥∥∞ .
As we have shown in the proof of Theorem 3, the equality is attainable. From the definition,
we have the mixed condition number
mu,p = ‖[−A
−1MDAB,A−1Dfg]‖∞
‖[uT, pT]T‖∞ .
It is easy to verify that∥∥[−A−1MDAB, A−1Dfg]∥∥∞
= ∥∥[|A−1MDAB |, |A−1Dfg|] e∥∥∞
=
∥∥∥|A−1MDAB |e + |A−1Dfg|e∥∥∥∞
=
∥∥∥∥|A−1M| [vec(|A|)vec(|B|)
]
+ |A−1|
[|f |
|g|
]∥∥∥∥∞ , (3.9)
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where e = [1, . . . , 1]T should have conformable dimension with the matrix to make the matrix–
vector product meaningful.
Since A is invertible, then u,p → 0 as A→ 0. Hence cu,p is finite according to its
definition. Otherwise, if ui = 0 (or pi = 0) but ui /= 0 ( or pi /= 0), then cu,p = ∞. We now
reformulate (3.4) as
D†up
[
u
p
]
= [−D†upA−1MDAB, D†upA−1Dfg]

D
†
Avec(A)
D
†
Bvec(B)
D
†
ff
D
†
gg
 . (3.10)
From (3.10), we have the componentwise condition number
cu,p =
∥∥[−D†upA−1MDAB, D†upA−1Dfg]∥∥∞
= ∥∥[|D†upA−1MDAB |, |D†upA−1Dfg|] e∥∥∞
= ‖|D†upA−1MDAB |e + |D†upA−1Dfg|e‖∞
=
∥∥∥∥|D†up|(|A−1M| [vec(|A|)vec(|B|)
]
+ |A−1|
[|f |
|g|
])∥∥∥∥∞ . (3.11)
This completes the proof. 
In the previous statements of this section, we regard u and p as a whole, and neglect the
difference of their physical background. In fact, we shall respect the different physical meaning
of u and p, and consider them respectively, as we do in the latter part of Section 2. Hence, we
define normwise respective condition numbers for u and p.
Definition 3
cond(1)u := lim
ε→0 sup∥∥∥∥[A fB g
]∥∥∥∥
F
ε
∥∥∥∥[A fB g
]∥∥∥∥
F
‖u‖2
ε‖u‖2 ,
cond(1)p := lim
ε→0 sup∥∥∥∥[A fB g
]∥∥∥∥
F
ε
∥∥∥∥[A fB g
]∥∥∥∥
F
‖p‖2
ε‖p‖2 ,
cond(2)u := lim
ε→0 sup∥∥∥∥[A/α1 f/β1B/α2 g/β2
]∥∥∥∥
F
ε
‖u‖2
ε‖u‖2 ,
cond(2)p := lim
ε→0 sup∥∥∥∥[A/α1 f/β1B/α2 g/β2
]∥∥∥∥
F
ε
‖p‖2
ε‖p‖2 ,
cond(3)u := lim
ε→0 sup‖A‖F εα1,‖B‖F εα2‖f ‖2εβ1,‖g‖2εβ2
‖u‖2
ε‖u‖2 ,
cond(3)p := lim
ε→0 sup‖A‖F εα1,‖B‖F εα2‖f ‖2εβ1,‖g‖2εβ2
‖p‖2
ε‖p‖2 .
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Using the manipulation similar to that in the proof of Theorem 3, and noting the first order
expression of u and p, i.e.,
u = [−uT ⊗ Z, −uT ⊗ Y − Z ⊗ pT, Z, Y ] [vec(A)T, vec(B)T, f T, gT]T ,
p = [−uT ⊗ X, −uT ⊗ S−1 − X ⊗ pT, X, S−1]
× [vec(A)T, vec(B)T, f T, gT]T ,
we can deduce the following theorem, which gives the explicit expressions or the upper bound of
these normwise respective condition numbers.
Theorem 5. In the notation above, we have
cond(1)u =
∥∥[uT ⊗ Z, uT ⊗ Y + Z ⊗ pT, −Z, −Y ]∥∥2
‖u‖2
/√
‖A‖2F + ‖B‖2F + ‖f ‖22 + ‖g‖22
,
cond(2)u =
∥∥[α1uT ⊗ Z, α2uT ⊗ Y + α2Z ⊗ pT, −β1Z, −β2Y ]∥∥2 /‖u‖2,
cond(3)u  2cond(2)u .
For condition numbers of p, we have
cond(1)p =
∥∥[uT ⊗ X, uT ⊗ S−1 + X ⊗ pT, −X, −S−1]∥∥2
‖p‖2
/√
‖A‖2F + ‖B‖2F + ‖f ‖22 + ‖g‖22
,
cond(2)p =
∥∥[α1uT ⊗ X, α2uT ⊗ S−1 + α2X ⊗ pT, −β1X, −β2S−1]∥∥2 /‖p‖2,
cond(3)p  2cond(2)p .
Next, we will define the mixed and componentwise respective condition numbers and get their
explicit expressions. We first give the definitions.
Definition 4
mu := lim
ε→0 sup|A|ε|A|,|B|ε|B|
|f |ε|f |,|g|ε|g|
‖u‖∞
ε‖u‖∞ , mp := limε−→0 sup|A|ε|A|,|B|ε|B|
|f |ε|f |,|g|ε|g|
‖p‖∞
ε‖p‖∞ ,
cu := lim
ε→0 sup|A|ε|A|,|B|ε|B|
|f |ε|f |,|g|ε|g|
1
ε
∥∥∥∥uu
∥∥∥∥∞ , cp := limε−→0 sup|A|ε|A|,|B|ε|B||f |ε|f |,|g|ε|g|
1
ε
∥∥∥∥pp
∥∥∥∥∞ .
The following theorem gives the explicit expressions for the mixed and componentwise respec-
tive condition numbers. We omit the proof here because the treatment is analogue to that of
Theorem 4.
Theorem 6. In the notation above, we have
mu = ‖|Z||A||u| + |uT ⊗ Y + Z ⊗ pT|vec(|B|) + |Z||f | + |Y ||g|‖∞/‖u‖∞,
mp = ‖|X||A||u| + |uT ⊗ S−1 + X ⊗ pT|vec(|B|) + |X||f | + |S−1||g|‖∞/‖p‖∞,
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cu = ‖D†u(|Z||A||u| + |uT ⊗ Y + Z ⊗ pT|vec(|B|) + |Z||f | + |Y ||g|)‖∞,
cp = ‖D†p(|X||A||u| + |uT ⊗ S−1 + X ⊗ pT|vec(|B|) + |X||f | + |S−1||g|)‖∞.
Besides, we can regard A,B, f, g as four parameters, and investigate every parameter’s influ-
ence on the computation of u or p. So we introduce the definition of partial condition numbers.
Definition 5
condA	→u := lim
ε→0 sup‖A‖F εα1
B=0,f=0,g=0
‖u‖2
ε‖u‖2 , condA	→p := limε→0 sup‖A‖F εα1
B=0,f=0,g=0
‖p‖2
ε‖p‖2 ,
condB 	→u := lim
ε→0 sup‖B‖F εα2
A=0,f=0,g=0
‖u‖2
ε‖u‖2 , condB 	→p := limε→0 sup‖B‖F εα2
A=0,f=0,g=0
‖p‖2
ε‖p‖2 ,
condf 	→u := lim
ε→0 sup‖f ‖2εβ1
A=0,B=0,g=0
‖u‖2
ε‖u‖2 , condf 	→p := limε→0 sup‖f ‖2εβ1
A=0,B=0,g=0
‖p‖2
ε‖p‖2 ,
condg 	→u := lim
ε→0 sup‖g‖2εβ2
A=0,B=0,f=0
‖u‖2
ε‖u‖2 , condg 	→p := limε→0 sup‖g‖2εβ2
A=0,B=0,f=0
‖p‖2
ε‖p‖2 .
Similar treatment yields their expressions as follows.
Theorem 7. In the notation above, we have
condA	→u = α1‖Z‖2, condA	→p = α1‖u‖2‖X‖2‖p‖2 ,
condB 	→u = α2‖uT⊗Y+Z⊗pT‖2‖u‖2 , condB 	→p =
α2‖uT⊗W+X⊗pT‖2‖u‖2 ,
condf 	→u = β1‖Z‖2‖u‖2 , condf 	→p =
β1‖X‖2‖p‖2 ,
condg 	→u = β2‖Y‖2‖u‖2 , condg 	→p =
β2‖W‖2‖p‖2 .
We can use statistical method to estimate the condition number [17], but it becomes impractical
when the size of the systems (1.1) is very large. How to estimate the condition numbers efficiently
still remains a subject of further work. In the following we will use the condition numbers to
analyze the sensitivity of the computation of u and p. We consider the coefficientA with small
parameter h,
A =
[
A + hN hBT
hB 0
]
,
that is, the (1, 1) block is of order O(1), while the (1,2) and (2,1) block are of order O(h). Such form
can arise from the discretization of partial differential equations (PDE), such as Navier–Stokes
equations, and h here represents space step. With the definition of (2.8) and its corresponding
assumptions, we have following estimations,
S−1 ∼ O(h−2), X ∼ O(h−1), Y ∼ O(h−1), Z ∼ O(1). (3.12)
Suppose that u and p are of the same order. Such assumption is reasonable. In practical
problems, u, p ∼ O(1). Using the explicit expression of Theorem 6, we have
mp
mu
∼ O(h−1),
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i.e.,mp  mu. Similarly, we have cp  cu. We can obtain similar results with normwise condition
numbers and partial condition numbers. Hence, the computation of p is more sensitive than that
of u, which sheds some lights on the reason why we can not compute the pressure as accurate
as the velocity in Computational Fluid Dynamics from the viewpoint of the solution of linear
algebraic systems.
In some cases, we need to deal with generalized saddle point systems with the coefficient
A =
[
A BT2
B1 C
]
.
For instance, in the finite element solution of PDE, we need to use stable element pairs to sat-
isfy the so-called Ladyzhenskaya–Babuska–Brezzi (LBB) condition. Otherwise, we shall add a
stabilization term to the (2,2) block of A. For example, the stabilization term is of the form
−βh2C for Stokes problem [12]. If the four blocks of A satisfies A ∼ O(1), B1, B2 ∼ O(h),
and C ∼ O(h2), then the estimations (3.12) still hold. And the previous qualitative results do not
change.
In the case of A being singular, we will need the generalized inverse [25]. For example,
we apply GMRES to solve the consistent linear systems Ax = b, where A is singular and
range symmetric, i.e., Range(A) = Range(AT), or Null(A) = Null(AT). We can get the
pseudoinverse solution x =A†b if we choose the initial guess x0 ∈ Range(A) ([4,26,27]).
Furthermore, supposing the (1,1) block A is symmetric positive definite, we can show thatA+
has the following explicit expression [14,15]
A† =
[
Z Y
Y T −YAY T
]
, (3.13)
where Z = (PAP )†, Y = B† − ZAB†, P = I − (B†B)T. We can replace (2.8) with (3.13), and
obtain similar expressions for the condition numbers.
4. Case study
4.1. A 2-by-2 heuristic case
Now let us show a heuristic example. In this caseA is a 2-by-2 matrix, i.e., the saddle point
systems are of the form
au + bp = f,
bu = g. (4.1)
Suppose b /= 0, and the solution u, p /= 0. The corresponding perturbed system of (4.1) is
(a + a)(u + u) + (b + b)(p + p) = f + f,
(b + b)(u + u) = g + g.
Suppose |b| < |b|. Some tedious manipulation yields
|u| |b−1|(|u||b| + |g|) + b−2(|u||b|2 + |bg|) + O(ε3),
|p| |b−1|(|u||a| + |ab−1u − p||b| + |f | + |ab−1||g|) + b−2[2|u||ab|
+ (|p| + 2|ab−1u|)|b|2 + 2|ab−1||bg| + |bf | + |ag|] + O (ε3).
These results coincide with the results given by Theorem 2.
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Direct computation yields the respective normwise condition numbers
cond(1)u = |bu|−1
√
u2 + 1
√
a2 + b2 + f 2 + g2,
cond(1)p = |bp|−1
√
u2 + 1 + (ab−1)2 + (p − uab−1)2
√
a2 + b2 + f 2 + g2.
Suppose u, p ∼ O(1) and ab−1  1. We have
cond(1)p
cond(1)u
= |up−1|
√
1 + p
2
u2 + 1 −
2pu
u2 + 1ab
−1 + (ab−1)2 ∼ O(ab−1).
That is, cond(1)p can be much larger than cond(1)u , and the computation of p is more sensitive than
that of u.
4.2. A 3-by-3 simple case
This example is adapted from Example 5.1 in [23]. Choose
A =
[
1 0
0 10k
]
, B = [1,−1], f =
[ −1
1 + 10k
]
, g = −1,
where k  1. The exact solution is z = [uT, p]T, where u = [0, 1]T, p = −1. Direct computation
yields
A−1 =
[
Z Y
X W
]
= (1 + 10k)−1
 1 1 10k1 1 −1
10k −1 −10k
 ≈
0 0 10 0 0
1 0 −1
 .
With the choices α1 = ‖A‖F ≈ 10k, α2 = ‖B‖F =
√
2, β1 = ‖f ‖2 ≈ 10k, β2 = ‖g‖2 = 1,
we have cond(2)u,p ≈ 10k , cond(2)u ≈
√
3, cond(2)p ≈
√
2 × 10k . That is to say, cond(2)p  cond(2)u ,
and the joint condition number cond(2)u,p disguises the big difference between the conditioning of
u and p.
4.3. A numerical example
The numerical example concerns the Oseen flow in the rectangular region = (0, 1) × (0, 1),
with Dirichlet boundary conditions on ∂. Let u = (u1, u2)T denote the velocity field, and w =
(w1, w2)T the wind, where w is the image of [2y(1 − x2),−2x(1 − y2)] under the linear mapping
from (−1, 1) × (−1, 1) to . The governing equations are
−νu + (w · ∇)u + ∇p = f,
−∇ · u = 0. (4.2)
We divide the flow region into a uniform n × n grid of the cells with width h = 1/n. The
discrete velocities and pressures are defined on a staggered grid. The MAC finite difference
discretization of (4.2) yieldsνA1 + h2N1 0 h(In ⊗ BTp)0 νA2 + h2N2 h(BTp ⊗ In)
h(In ⊗ Bp) h(Bp ⊗ In) 0
u1u2
p
 =
f10
0
 , (4.3)
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Table 1
cond(2)u cond
(2)
p mu mp
2.28e+02 5.79e+05 7.46e+01 3.13e+04
‖u‖2/‖u‖2 ‖p‖2/‖p‖2 ‖u‖∞/‖u‖∞ ‖p‖∞/‖p‖∞
5.01e−08 6.96e−05 8.98e−08 3.49e−05
where Ai (i = 1, 2) is the discrete Laplace operator, corresponding to diffusion, and Ni (i =
1, 2) relates to the discrete convection operator. Bp = sparse(1 : n − 1, 1 : n − 1,−ones(1, n −
1), n, n − 1) + sparse(2 : n, 1 : n − 1, ones(1, n − 1), n, n − 1), in MATLAB notation.
The coefficient of (4.3) is rank-one deficient. Its null-vector is [0T, eT]T, where 0 ∈ R2n(n−1)×1,
e = [1, . . . , 1]T ∈ Rn2×1. So p is defined only up to an additive constant. This indeterminacy can
be eliminated by various means in the finite element solution [3]. We can, for example, delete
the last row and column to make the coefficient matrix nonsingular. Then we choose proper right
hand side such that the exact solution is [1]
u1(x, y) = −256y(y − 1)(2y − 1)x2(x − 1)2,
u2(x, y) = −u1(y, x),
p(x, y) = (x − 0.5)(y − 0.5).
Since (4.3) is range symmetric, if we apply GMRES to solve it, we can getA†b [4], whereA
is the coefficient of (4.3) and b is the right hand side. Though (4.3) is singular, its convergence
performance is better than the nonsingular case [5]. Such discussion is beyond the scope of this
paper. Here we will only focus on examining the error of the computed solution. We take ν = 1,
n = 10, and use GMRES to solve the nonsingular case of (4.3). Since GMRES is a backward stable
algorithm [7,21], the computed solution can be regarded as the exact solution of a small-perturbed
generalized saddle point systems, i.e., a nearby systems of the original ones. The computed value
is compared with the exact solution in Table 1. It is obvious that the velocity is computed more
accurately than the pressure, which supports our former analysis.
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