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1. Introduction 
SCHOENBERG [6] investigated the sets of n+ 2 points in euclidean n- 
space R, for which the ratio of the largest and the smallest of its distances 
attains a minimum d,. He called these sets quu&eguZar, or most nearly 
equilateral. Schoenberg gave bounds for d, and conjectured that all 
quasiregular sets are two-distance sets. In the present paper we prove 
that, for any n, there exists a unique two-distance set of n + 2 points in 
R, for which the ratio > 1 of its two distances attains a minimum. By 
application of Schoenberg’s Theorem 5 our results imply the validity of 
his conjecture and the determination of the exact values of cl,. 
The present paper is selfcontained. As a main tool we apply linear 
algebra to the ( - 1, 1, 0) adjacency matrices of graphs. The equivalence 
relation for these matrices, introduced in [2], and some properties of 
their eigenvalues in terms of the Rayleigh quotient are used. The author 
expresses his thanks to G. W. Veltkamp for valuable discussions. 
2. Two-distance sets in R, 
An abstract distance set of order v is a set of v elements to each un- 
ordered pair of which there is attached a positive number, its distance. 
In a two-distance set the distances assume only two values. Any two- 
distance set may be described by its two distances and a graph that 
governs the distribution of the least distance. In terms of square matrices 
of order v any two-distance set is given by its distance matrix 
D=p(J--I)+qA, p>q>o. 
Here J denotes the all-one matrix, 1 the unit matrix, A the (- 1, 1, 0) 
adjacency matrix of a graph (which means that A has the elements 0 
on the diagonal and f 1 elsewhere) and p + q and p-q denote the squares 
of the distances. 
Necessary and sufficient conditions in order that a distance set of order 
v be isometrically imbeddable in R, have been obtained by MENGER [3] 
and by SCHOENBERG [a]. Their conditions are stated in terms of matrices 
of order v + 1 and v - 1, respectively. These criteria are equivalent to a 
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criterion in terms of matrices of order v which occurs in SCHOENBERG [5], 
p. 526, and which, by use of the notations 
P=I- ;J, jT=(l, 1 , ms-7 11, 
is formulated in a slightly different way in the following theorem. Its 
proof is direct and follows the lines of the proof of SCHOENBERG’S criterion 
([4], Theorem 1). 
The or em 2.1. Any distance set of order v with distance matrix D 
is isometrically imbeddable in Rn, and not in Rn-l, 
if and only if there exists an n x v matrix 8 of rank n 
such that PDP= -STS. 
Proof. Any v points in R n, not in R,+l, with distance matrix D, 
which are taken such that their centre of gravity coincides with the origin, 
are denoted by the vectors 
91, ***, gv, with gi+...+g,=O. 
The gramian matrix of these vectors 
G= kn> ~~~1=~~11~~112+ll~~IP-ll~t-~~l121 
satisfies JG=GJ= 0, whence PG=GP=G, and we have 
G=PGP= -~P[llgc--gjl12]P= -+PDP. 
On the other hand G may be written in terms of some n x v matrix S 
of rank n as follows 
G= @i’TS. 
Conversely, let D= [d$] be any distance matrix of order v and let S be 
any n x v matrix of rank n such that PDP= -STS. Let el, . .., e, denote 
the columns of the unit matrix of order 21. Then for the column vectors 
1 1 
al= sSel, . . . . au= FSev 
in R, we have 
Ilat - ajl12 = Q(et - ej)TSTS(et - ej) = - &(ec -ej)TD(et -e,) = 4. 
This concludes the proof. As an immediate consequence we have the 
following theorem. 
Theorem 2.2. Any two-distance set with distance matrix 
p,(J-I)+A, p>l, 
is isometrically imbeddable in Rn, and not in R,-1, 
if and only if PAP-pP is negative semidefinite of 
rank n. 
5 Indagatimes 
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On the basis of this theorem two-distance sets in R, can be constructed. 
In the case of regular graphs the matrices J and A have the common 
eigenvector j belonging to the eigenvalues v and LYO (say), respectively, 
and we have 
AJ=m,J, PAP-pP=A-pI+ ‘9 J. 
Let 1x denote the largest of the other eigenvalues of A and let ,u denote 
its multiplicity. For or> 1 we obtain, by putting p = OL, a two-distance 
-~ 
set of v points in R,,-1 with distances vlx + 1, va - 1. Also in the case of 
nonregular graphs the application of theorem 2.2 yields two-distance sets. 
We shall state two examples which are crucial for the rest of this paper. 
These examples also occur in [6]. They deal with the complete bipartite 
graph on k+ 1 vertices. Its adjacency matrix 
A= 1 
has the eigenvalues k+ I - 1 and - 1 with the multiplicities 1 and k + I - 1, 
respectively. For k# 0, I# 0 this graph is regular only if k = 1 and in this 
case we have AJ= -J. 
Example 2.3. Let n= 2m - 2 be even and let A be the adjacency 
matrix, of order n+ 2, of the complete bipartite graph on nz+m vertices. 
For p=n+l we have 
PAP-pP=A-(n+l)I+J, 
whose eigenvalues are 0 and -n - 2 with the multiplicities 2 and n, 
respectively. Therefore, by theorem 2.2, there exist n+ 2 points in R, 
whose distances are fn + 2 and 6. 
Example 2.4. Let n= 2m- 1 be odd and let A be the adjacency 
matrix, of order n+ 2, of the complete bipartite graph on m+ (m+ 1) 
vertices. For 
$+n+l--& 
we have 
PAP-pP= & 
[ 
(m+ 1) (J-ml) 0 
0 m(J- (m+ 1)1) 1 ’ 
whose eigenvalues are 0 and - (n + l)(n + 3)/(n + 2) with the multiplicities 
2 and n, respectively. Therefore, by theorem 2.2, there exist n+ 2 points 
in R,, whose distances are 
1 
n-!-2- - and 
1 
n+2 
n--. 
n+2 
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3. The me of even dimensions 
We consider two-distance sets consisting of n+ 2 points in R, with 
normalized distances 1/23 + 1 and m and with (adjacency matrix A. 
Prom theorem 2.2 and from the properties of the Rayleigh quotient 
(compare f.i. [l], theorem 11.4) it follows that 
xTPAPx XTAX 
p= max - =&nax, 
zT,,o,z+o XT&? Q tf:: XT% 
where amax denotes the maximum eigenvalue of A. As a first result this 
yields p <n+ 1. Indeed, since the absolute values of the elements of A 
equal those of J-I and since the maximum eigenvalue of J-I is n + 1, 
with eigenvector i, we have 
XTAX max - G max xT(J-I)x = max xT(J - 42 =n+l. 
210 XTX cz:>o XTX x*0 XTX 
In the case p =n + 1 it follows that 
xTPAPx XTAX 
max =max, =n+l. 
ZTj-O,Z*o XTPX o*o 2 2 
The eigenvector a belonging to the eigenvalue n + 1 of A is normalized 
such that its in-absolute-value-largest coordinate equals 1. Then all 
coordinates of a are seen to equal 1 or - 1 and suitable arrangement of 
our set of n+ 2 points yields 
J-I -J 
A= -J 1 J-I , UT=(l)..., 1, -l,..., -1). 
In addition, a must be orthogonal to j. This is impossible for odd dimen- 
sions n. However, if n= 2m- 2 is even then the matrix A and the eigen- 
vector a are equipartitioned into parts of size m. Therefore, we arrive 
precisely at the set introduced in example 2.3. Since maximal p corresponds 
to minimal ratio > 1 of the distances the following theorem is proved. 
Theorem 3.1. For even n the set introduced in example 2.3 provides 
the unique two-distance set of n+ 2 points in R, 
which has the minimum ratio > 1 of its distances. 
4. The cme of odd dimensions 
Lemma 4.1. The eigenvalues of the matrix 
aI+bJ J 
J 1 cI+aJ ’ 
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with square al + bJ and cl +dJ of orders k and 1 re- 
spectively, are a, c and the roots of the equation 
(3,-a-kb)(1-c-Zd)=kZ, 
with the multiplicities k - 1, 1 - 1, 1, 1, respectively. 
Proof. Trivially a and c are eigenvalues with the multiplicities k- 1 
and I- 1. From the trace and the determinant we have for the remaining 
eigenvalues 11 and 12 
k(a+b)+Z(c+d)=(k-l)a+(Z-l)c+l1+12, 
a~-W-li2~il2=a~-W-l[(a+kb)(c+Zd)-kZ]. 
This proves the lemma. 
We shall use the equivalence relation on the set of all graphs on a given 
number of vertices which was introduced in [2]. This equivalence relation 
is generated by the operation of complementation. Here complementation 
with respect to any vertex means cancelling all existing adjacencies and 
adding all nonexisting adjacencies for that vertex. The effect on the 
adjacency matrix is that the row and the column corresponding to that 
vertex is multiplied by - 1. Equivalent graphs have the same spectrum. 
Theorem 4.2. The maximum eigenvalue amax of any graph on n + 2 
vertices, which is not equivalent to the void graph, 
satisfies 
Proof. Let A be the adjacency matrix of any graph which is not 
equivalent to the void graph. Let Nmax be its maximum eigenvalue and 
let a be any eigenvector belonging to @max. Without restriction of gener- 
ality this eigenvector a may be assumed to be nonnegative. Indeed, if 
any component of a is negative then we complement with respect to the 
corresponding vertex. In addition, since A f J- I, the ordering of the 
vertices may be taken such that A contains the element - 1 at least at 
the positions (1,2) and (2,l). 
Let B be the adjacency matrix of the graph on n + 2 vertices which 
has only one adjacency. The ordering of the vertices of this graph is taken 
such that B has its elements - 1 at the positions (1,2) and (2,l). Appli- 
cation of lemma 4.1 yields for the maximum eigenvalue pmsX of B 
&nax=9(n-2+lhimL). 
The proof of the theorem is completed by the observation that 
aTAa aTBa 
chlax = -< aTa x < pmax- 
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Theorem 4.3. For odd n the set introduced in example 2.4 provides 
the unique two-distance set of n + 2 points in R, which 
has the minimum ratio > 1 of its distances. 
Proof. Let n=2m- 1 be odd. The set explained in example 2.4 
indeed is a two-distance set of n+ 2 points in R,. Since, for all n, 
+(n-2+Vn2 + Rn)<n+l--&, 
it follows by theorem 4.2 that the only possible two-distance sets with 
non-smaller p have the adjacency matrix 
A= 1 
for some partition into square blocks J-I of sizes k and I, respectively, 
with 
k+Z=2m+ 1. 
For these sets we have (2m + l)z(PAP-p,P) = 
-(p+l)(2m~tl)zI+[(p+ 1)(2mtl)+@]J [(p+lPm+1)-44kl]J 
[(p+l)(sm+l)-4kl]J 1 -(p+l)(2m+l)21+ [(p+l)@m+ 1)+47cz]J 
By theorem 2.2 this matrix has the eigenvalue 0 of multiplicity 2. By 
lemma 4.1 this implies 
(p+l)(2m+1)=4kZ. 
Therefore, the integers k and Z satisfy 
whence k = m, 1 = m + 1 or vice versa. We conclude that the set of example 
2.4 is the only two-distance set in R, of order n+ 2 with 
which proves the theorem. 
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