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ON q-ANALOGS OF DESCENT AND PEAK
POLYNOMIALS
CHRISTIAN GAETZ AND YIBO GAO
Abstract. Descent polynomials and peak polynomials, which enumer-
ate permutations pi ∈ Sn with given descent and peak sets respectively,
have recently received considerable attention [2, 4]. We give several for-
mulas for q-analogs of these polynomials which refine the enumeration
by the length of pi. In the case of q-descent polynomials we prove that
the coefficients in one basis are strongly q-log concave, and conjecture
this property in another basis. For peaks, we prove that the q-peak
polynomial is palindromic in q, resolving a conjecture of Diaz-Lopez,
Harris, and Insko.
1. Introduction
For π = π1 . . . πn a permutation in the symmetric group Sn written in
one-line notation, the descent set of π is
Des(π) = {i ∈ [n− 1] | πi > πi+1},
where [n− 1] denotes the set {1, . . . , n− 1}; we write des(π) for the number
|Des(π)| of descents in π. The length of π is the number of inversions:
ℓ(π) = |{(i, j) | 1 ≤ i < j ≤ n, πi > πj}|.
Both statistics ℓ(π) and des(π) are of fundamental importance in the combi-
natorics of the symmetric group, as are their generalizations in other Coxeter
groups.
The generating polynomial of the statistic des on Sn is known as the
Eulerian polynomial :
An(t) =
∑
π∈Sn
tdes(π).
These polynomials can be succinctly encoded in the generating function
(1)
∑
n≥0
xn
n!
An(t) =
(1− t)ex(1−t)
1− tex(1−t)
.
Keeping track of the joint distribution of des and ℓ gives the following elegant
q-analog of (1) due to Stanley [11] (see Reiner [8] for the generalization to
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Coxeter groups):
(2)
∑
n≥0
xn
[n]!q
∑
π∈Sn
tdes(π)qℓ(π) =
(1− t) exp(x(1− t); q)
1− t exp(x(1− t); q)
.
Here [n]!q = [1]q · · · [n]q where [k]q = 1 + q + · · · + q
k−1 and exp(x; q) =∑
n≥0 x
n/[n]!q.
Rather than considering the distribution of des on Sn for each n as in
(1), MacMahon [7] showed that if one fixes a finite subset S ⊂ Z>0 then the
function
DS(n) = |{π ∈ Sn | Des(π) = S}|
is a polynomial in n. These descent polynomials, although defined in 1915,
have received significant attention only recently, beginning with the work of
Diaz-Lopez et al. [4] and continuing with a flurry of work (see [1, 5, 6]) on
several open problems raised there.
The peak set of π is
Peak(π) = {i ∈ {2, 3, ..., n − 1} | πi−1 < πi > πi+1}
= {i ∈ {2, 3, ..., n − 1} | i ∈ Des(π), i − 1 6∈ Des(π)}.
Similarly to the case of descent sets, we let
PS(n) = |{π ∈ Sn | Peak(π) = S}|.
Billey, Burdzy, and Sagan [2] proved the remarkable result that, after ac-
counting for a power of two, this function is also polynomial:
(3) PS(n) = 2
n−|S|−1pS(n),
where pS(n) is an integer-valued polynomial called the peak polynomial.
In light of the elegant q-analog (2) of (1), and motivated by a conjecture
of Diaz-Lopez, Harris, and Insko (see Corollary 10), this papers studies the
natural q-analogs of the descent and peak polynomials
DS(n, q) =
∑
π∈Sn
Des(π)=S
qℓ(π)
and
PS(n, q) =
∑
π∈Sn
Peak(π)=S
qℓ(π)
with the aim of understanding them uniformly in n and q. Note that spe-
cializing q = 1 recovers the usual functions DS(n) and PS(n).
The remainder of Section 1 covers background which will be needed later;
none of this is new except for Proposition 4. Section 1.1 covers background
material on descent and peak polynomials, while Section 1.2 recalls the
notion of the strong q-log concavity of a sequence of polynomials which is
the subject of Theorem 6 and Conjecture 7.
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Section 2 provides two formulas, in Theorems 5 and 6, for the q-analog
DS(n, q) of the descent polynomial in two different bases of q-binomial coef-
ficients. Theorem 6 also establishes the strong q-log concavity of the coeffi-
cients in one of these bases, generalizing a result of Bencs [1]. This property
for the coefficients in the other basis is the content of Conjecture 7.
In Section 3, Theorem 8 provides a formula for the q-analog PS(n, q) as
a weighted count of certain S-compatible sets, which is new even in the
specialization q = 1. Corollary 10 then resolves a conjecture of Diaz-Lopez,
Harris, and Insko by proving that this function is a palindromic polynomial
in q for fixed n. Section 3.2 provides an alternate proof of this corollary, with
another expression for PS(n, q) in terms of q-Eulerian polynomials given in
Lemma 13 and Proposition 14.
1.1. Descent and peak polynomials. Let A(S;n) = {π ∈ Sn | Des(π) =
S}. In Theorem 5 we prove a q-analog of the following theorem.
Theorem 1 (Diaz-Lopez et al. [4]). Let S ⊂ Z>0 be a finite set of positive
integers and m = max(S), then:
DS(n) =
m∑
k=0
ak(S)
(
n−m
k
)
,
where a0(S) = 0 and for k ≥ 1 the constant ak(S) is the number of π ∈
A(S; 2m) such that {π1, ..., πm} ∩ [m+ 1, 2m] = [m+ 1,m+ k].
Conjecture 7 suggests a q-analog of the following result of Bencs (see
Section 1.2 for the notions of log-concavity and strong q-log concavity).
Theorem 2 (Bencs [1]). The sequence (ai(S))i=0,1,...,m is log-concave.
1.2. Strong q-log concavity. A sequence (ai)i=0,1,...,k of nonnegative real
numbers is log-concave if it has no internal zeroes (meaning that if ai, ak 6= 0
and i < j < k, then aj 6= 0) and if a
2
i ≥ ai−1ai+1 for all i. This notion for
combinatorially-defined sequences is extremely well-studied (see, for exam-
ple, Stanley’s survey [12]).
Following Sagan [9], we say that a sequence (ai(q))i=0,...,k of polynomials
from R≥0[q] is strongly q-log concave if it has no internal zeroes and if
(4) ai(q)aj(q)− ai−1(q)aj+1(q) ∈ R≥0[q]
for all i < j. Setting q to 1 gives a log-concave sequence of real numbers,
and no generality is lost in this specialization by imposing the condition
(4) for all i < j, rather than just i = j as in the definition for sequences
of real numbers, as the two conditions are equivalent for sequences of real
numbers. It is not true, however, that the case i = j implies the general
case for polynomials, as Example 3 demonstrates.
Example 3. Consider the sequence
(a0(q), a1(q), a2(q), a3(q)) = (2q, 1 + q + q
2, 1 + q + q2, 2q).
4 CHRISTIAN GAETZ AND YIBO GAO
We see that a1(q)
2−a0(q)a2(q) and a2(q)
2−a1(q)a3(q) both have nonnegative
coefficients, but a1(q)a2(q)−a0(q)a3(q) = 1+2q−q
2+2q3+q4 does not. Thus
the case i = j in (4) does not imply the general case, unlike for sequences of
real numbers.
The notion of strong q-log concavity has been proven for many sequences
of combinatorial interest (see, e.g. [9, 10]). The following proposition illus-
trates the naturality of the definition of strong q-log concavity; to our knowl-
edge it has not appeared before in the literature. The analogous statement
for sequences of real numbers is well known.
Proposition 4. Let (ai(q))i=0,1,...,k and (bi(q))i=0,1,...,ℓ be strongly q-log con-
cave sequences. Define the convolution (ci(q))i=0,1,...,k+ℓ of these sequences
by (∑
i
ai(q)t
i
)(∑
i
bi(q)t
i
)
=
∑
i
ci(q)t
i.
Then (ci(q))i=0,1,...,k+ℓ is a strongly q-log concave sequence.
Proof. We will adapt a proof of Stanley [12] for the case of real numbers to
the polynomial setting.
We make the convention that both sequences are zero outside of the
given indexing sets. Define matrices A = (ai+j(q))i,j=0,1,...,k+ℓ and B =
(bi+j(q))i,j=0,1,...,k+ℓ, and notice that AB = (ci+j(q))i=0,1,...,k+ℓ. Condition
(4) implies that all 2×2 minors of A and B lie in R≥0[q]. The Cauchy-Binet
formula expresses the 2 × 2 minors of AB as sums of products of such mi-
nors of A and B, thus the 2× 2 minors of AB also lie in R≥0[q]; this implies
condition (4) for the sequence (ci(q))i. 
We remark that Proposition 4 is false if one only imposes (4) for i = j.
Take a0 = q
2, a1 = q + q
2, a2 = 1 + 2q + q
2, a3 = 4 + 2q + q
2 so that a
satisfies a2i − ai−1ai+1 for all i (this sequence is provided in [9]) and take
b0 = b1 = 1. We obtain c1 = q+2q
2, c2 = 1+3q+2q
2 and c3 = 5+4q+2q
2
with c22 − c1c3 = 1 + q − q
2 + 2q3.
2. q-analogs of descent polynomials
We write
[
n
k
]
q
for the q-binomial coefficient[
n
k
]
q
=
[n]!q
[n− k]!q[k]!q
.
There are many combinatorial interpretations of the q-binomial coefficient.
We will mainly use the following:[
n
k
]
q
=
∑
w∈Sn,Des(w)⊂{k}
qℓ(w) =
∑
w∈Sn,Des(w)⊂{n−k}
qℓ(w).
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Similarly, we have the q-multinomial coefficient[
n
n1, n2, . . . , nk
]
q
=
[n]!q
[n1]!q[n2]!q · · · [nk]!q
=
[
n
n1
]
q
[
n− n1
n2
]
q
· · ·
[
nk
nk
]
q
for n = n1 + · · ·+ nk, with the combinatorial interpretation[
n
n1, n2, . . . , nk
]
q
=
∑
w∈Sn
Des(w)⊂{n1,...,nk−1}
qℓ(w).
Theorem 5 is a direct q-analog of Theorem 1.
Theorem 5. Let S ⊂ Z>0 be a finite set of positive integers and m =
max(S), then:
DS(n, q) =
m∑
k=0
ak(S; q)
[
n−m
k
]
q
,
where a0(S) = 0 and for k ≥ 1 the polynomial ak(S; q) ∈ R≥0[q] is given by
ak(S; q) =
∑
π∈A(S;m+k)
[m+1,m+k]⊂{π1,...,πm}
qℓ(π).
Proof. The proof is modeled on the proof of Theorem 1 by Diaz-Lopez et
al., taking account of the distribution of the lengths of the permutations
involved. For 0 ≤ k ≤ m, let
A(k)(S;n) = {π ∈ A(S;n) : {π1, . . . , πm} ∩ [m+ 1, n] = [m+ 1,m+ k]}.
Notice that for π ∈ A(S;n), π(m + 1) ≤ m so A(0)(S;n) = ∅. Also we see
that for π ∈ A(k)(S;n), π(j) = j for j > m+ k. This directly implies that∑
π∈A(k)(S;n) = ak(S; q) by definition.
For w ∈ A(S;n) such that {π1, . . . , πm} ∩ [m + 1, n] has cardinality k,
we can construct a unique permutation w′ = f(w) ∈ A(k)(S;n) such that
w′(i) = w(i) if w(i) ≤ m and the relative ordering of w′(1), . . . , w′(m) is the
same as the relative ordering of w(1), . . . , w(m). In other words, to obtain
w′ from w, we fix the entries with indices and values both not exceeding m,
replace entries within w(1), . . . , w(m) that exceed m by m + 1, . . . ,m + k
in their original order, and require w(m + 1), . . . , w(n) to be increasing. It
is shown in [4] that this map f is well-defined, i.e., f(w) ∈ A(k)(S;n), and
that it is
(
n−m
k
)
to 1. Let Bπ(S;n) = f
−1(π). We see that
ℓ(f(w))− ℓ(w) = #{(i, j) : i ≤ m < j,w(i) > w(j) > m},
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which fits well with the combinatorial interpretation for the q-binomial co-
efficients. Now
DS(n, q) =
m∑
k=1
∑
π∈A(k)(S;n)
∑
w∈Bpi(S;n)
qℓ(w)
=
m∑
k=1
∑
π∈A(k)(S;n)
qℓ(π)
[
n−m
k
]
q
=
m∑
k=1
ak(S; q)
[
n−m
k
]
q
.

Theorem 6 below is a q-analogue of Corollary 4.2 in [1]. Our proof is
different from that given in [1] for the q = 1 case, and in particular does
not require Stanley’s result [12] regarding log-concavity of sequences coming
from linear extensions of posets, which relies on the difficult Aleksandrov-
Fenchel inequalities in geometry.
Theorem 6. Let S ⊂ Z>0 be a finite set of positive integers and m =
max(S), then:
DS(n, q) =
m∑
k=0
bk(S; q)
[
n− k
m− k + 1
]
q
,
where b0(S; q) = 0 and for k ≥ 1, the polynomial bk(S; q) ∈ R≥0[q] is given
by
bk(S; q) =
∑
π∈A(S;m+1)
π(m+1)=k
qℓ(π).
Moreover, (bk(S; q))k=0,...,m is a strongly q-log concave sequence.
Proof. We first justify the expansion regarding DS(n, q). As a piece of no-
tation, for any permutation w ∈ Sn and k ≤ n, let w|k ∈ Sk be the
permutation obtained from the relative ordering of w(1), . . . , w(k). Define
Aπ(S;n) := {w ∈ A(S;n) : w|m+1 = π}. Fix π ∈ Sm+1 with π(m+ 1) = k
and consider w ∈ Aπ(S;n). We have
ℓ(w) = ℓ(π) + #{i < m+ 1 < j : w(i) > w(j)}.
Such w is uniquely determined by w(m+2), . . . , w(n), which corresponds to a
subset of {k+1, . . . , n} of size n−m−1. By the combinatorial interpretation
of q-binomial coefficient provided in the beginning of this section, we see that∑
w∈Api(S;n)
qℓ(w) = qℓ(π)
[
n− k
m− k + 1
]
q
.
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As a result,
DS(n, q) =
∑
π∈A(S;m+1)
∑
w∈Api(S;n)
qℓ(w) =
m∑
k=1
∑
π∈A(S;m+1)
π(m+1)=k
∑
w∈Api(S;n)
qℓ(w)
=
m∑
k=1
∑
π∈A(S;m+1)
π(m+1)=k
qℓ(π)
[
n− k
m− k + 1
]
q
=
m∑
k=1
bk(S; q)
[
n− k
m− k + 1
]
q
.
Next we show that (bk(S; q))k=1,...,m is strongly q-log concave. We make
a slight generalization for the sake of induction. Define
bk(S, n; q) :=
∑
w∈A(S;n)
w(n)=k
qℓ(w)
so that bk(S; q) = bk(S,m + 1; q). We use induction on n to show that
(bk(S, n; q))k=1,...,n is strongly q-log concave. The base case n = 1 with
S = ∅ is trivial. There are two cases to be considered: n − 1 ∈ S and
n− 1 /∈ S, which are analogous to each other.
Assume that n− 1 /∈ S, meaning that w(n − 1) < w(n) for w ∈ A(S;n).
For w(n) = k, we know ℓ(w) = ℓ(w|n−1) + n− k. Thus,
bk(S, n; q) = q
n−k
k−1∑
i=1
∑
w′∈A(S;n−1)
w′(n−1)=i
qℓ(w
′) = qn−k
k−1∑
i=1
bi(S, n− 1; q).
By Proposition 4 with the sequence ai = 1 for all i, we know that if (bi)i≥1
is q-log concave, then (ci)i≥1 is q-log concave where ci = b1 + · · · + bi.
By induction hypothesis, (bi(S, n − 1; q))i≥1 is strongly q-log concave, so
(bk(S, n; q))k≥1 is strongly q-log concave as well.
Assume that n− 1 ∈ S. With the same argument, we obtain
bk(S, n; q) = q
n−k
n−1∑
i=k
bi(S \ {n− 1}, n − 1; q)
which is also strongly q-log concave by induction hypothesis and convolution.

Conjecture 7. The coefficients (ak(S; q))k≥1 (defined in Theorem 5) form
a strongly q-log concave sequence.
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Remark. The coefficients ak(S; q) and bk(S; q) from Theorems 5 and 6 are
related in the following way:
ak(S; q) = q
k(k−1)
m−k+1∑
i=1
[
m− i
k − 1
]
q
bi(S; q).
When q = 1, the log-concavity of (bi)i≥1 implies the log-concavity of (ak)k≥1
for any sequences b and a related as above (see Theorem 2.5.4 of [3]). How-
ever, this is no longer true for strong q-log concavity. A counterexample is
given by m = 4, b1 = 1, b2 = q
10, b3 = q
20 and b4 = q
30, where we compute:
a1 =q
30 + q20 + q10 + 1,
a2 =q
22 + q13 + q12 + q4 + q3 + q2,
a3 =q
16 + q8 + q7 + q6,
a4 =q
12,
and a22 − a1a3 has negative coefficients.
3. q-analogs of peak polynomials
We say that a polynomial f ∈ R[q] is palindromic in degree d if f(q) =
qdf(1/q); note that this does not necessarily mean that f has degree d. It
is easy to see that if both f and g are palindromic in degree d, so is f + g
and if f is palindromic in degree d1 and g is palindromic in degree d2, then
fg is palindromic in degree d1 + d2. Moreover, it is well-known that the
q-binomial coefficient
[
n
k
]
q
is palindromic in degree k(n − k).
We say a set S = {s1 < · · · < sr} is n-admissible, if S = Peak(π) for some
π ∈ Sn. It is not hard to see that S is n-admissible if and only if s1 > 1
and si+1 > si + 1 for all i.
We use the following standard notation, a special case of the q-Pochhammer
symbol:
(−q; q)k =
k∏
i=1
(1 + qi).
Given S = {s1 < · · · < sr} a nonempty n-admissible set, we say that
T ⊂ Z>0 is S-compatible if:
• T ∩ S = ∅,
• t < sr for all t ∈ T ,
• at most one element of T lies between any pair of consecutive ele-
ments of S ⊔ {0} (in particular, |T | ≤ |S|), and
• if s′, s are consecutive elements of S ⊔ {0} and s − s′ is odd, then
there is an element t ∈ T with s′ < t < s.
By convention, the only ∅-compatible set is ∅. When T is understood, for
s ∈ S let s− be the largest element of S ⊔ T ⊔ {0} less than s, and for t ∈ T
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let t+ be the smallest element of S ⊔ T ⊔ {0} larger than t (in fact t+ will
always lie in S, by the hypotheses). For T an S-compatible set, we define:
ε(S, T ) = (−1)|S|+
∑
t∈T (t
+−t).
Theorem 8. Let S = {s1 < · · · < sr} be n-admissible:
PS(n, q) =
∑
T
ε(S, T )
r′+1∏
i=1
[
ti
ti−1
]
q
(−q; q)ti−ti−1−1,
where the sum is over all S-compatible sets T = {t1 < · · · < tr′}, with the
conventions that t0 = 0 and tr′+1 = n.
Remark. The term in Theorem 8 corresponding to the S-compatible set T
is divisible by n− |T | − 1 factors of the form (1+ qj). Thus, since |T | ≤ |S|,
setting q = 1 we recover the fact (3) that PS(n) is 2
n−|S|−1 times an integer-
valued polynomial pS(n). The factors of the form (1 + q
j) differ from term
to term, however, so it is not clear whether it is possible to produce a
meaningful q-analog of pS(n) itself.
Example 9. Let S = {2, 5}, which is n-admissible for n ≥ 6. Note that
5− 2 = 3 is odd, so any S-compatible set T must contain either 3 or 4. The
S-compatible sets are T1 = {1, 3}, T2 = {1, 4}, T3 = {3}, T4 = {4}.
We have ε(S, T2) = ε(S, T3) = 1 and ε(S, T1) = ε(S, T4) = −1. Thus for
n ≥ 6:
P{2,5}(n, q) =
[
n
4
]
q
[
4
1
]
q
(−q; q)n−5(−q; q)2 +
[
n
3
]
q
(−q; q)n−4(−q; q)2
−
[
n
3
]
q
[
3
1
]
q
(−q; q)n−4(−q; q)1 −
[
n
4
]
q
(−q; q)n−5(−q; q)3.
The following corollary proves a conjecture stated by Alexander Diaz-
Lopez in his talk at Discrete Math Days of the Northeast. An alternative
proof of Corollary 10 appears in Section 3.2.
Corollary 10. For n fixed and S n-admissible, PS(n, q) is palindromic in
degree
(
n
2
)
.
Proof. It is well known that the q-binomial coefficients
[
x
y
]
q
are palindromic
in degree
(
x
2
)
−
(
y
2
)
−
(
x−y
2
)
, and that products of palindromic polynomials are
palindromic with degrees adding. Thus it suffices to check that all terms in
the sum in Theorem 8 are of the same degree in q, so that the sum preserves
the symmetry. Indeed, since (−q; q)k has degree
(
k+1
2
)
, the degree of each
summand is a telescoping sum equal to
(
n
2
)
. 
3.1. Proof of Theorem 8.
Lemma 11. For n ≥ 1, P∅(n, q) = (−q; q)n−1 = (1+q)(1+q
2) · · · (1+qn−1).
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Proof. Given π′ ∈ Sn−1 with no peaks, we can insert n at either the begin-
ning or the end to obtain a permutation π ∈ Sn with no peaks. In the first
case ℓ(π) = ℓ(π′), and in the second ℓ(π) = ℓ(π′) + (n − 1), so the lemma
follows. 
Lemma 12 modifies an idea of Billey, Burdzdy, and Sagan [2] to take
account of the lengths of the permutations involved.
Lemma 12. Suppose that S = {s1 < · · · < sr} is n-admissible, then
PS(n, q) =
[
n
k
]
q
· PS1(k, q) · (−q; q)n−k−1 − PS1(n, q)− PS2(n, q),
where S1 = S \ {sr}, k = sr − 1, and S2 = S1 ∪ {k}.
Proof. Consider the set Π of permutations in Sn such that Peak(π1 · · · πk) =
S1 and Peak(πk+1 · · · πn) = ∅. By choosing the first k coordinates first, we
have ∑
π∈Π
qℓ(π) =
[
n
k
]
q
· PS1(k, q) · P∅(n− k, q).
On the other hand, since Peak(π) is one of S, S1, or S2, and all possibilities
are covered, we have∑
π∈Π
qℓ(π) = PS(n, q) + PS1(n, q) + PS2(n, q).
Rearranging terms and applying Lemma 11 completes the proof. 
We are now ready to complete the proof of Theorem 8.
Proof of Theorem 8. Consider repeatedly applying the recursion in Lemma
12 in order to compute PS(n, q), continuing until the base case of Lemma 11
is reached in every branch of the recursion. The branches consist of a choice,
each time the recursion is applied, of one of the terms
[
n
k
]
q
PS1(k, q)(−q; q)n−k−1,
or −PS1(n, q), or −PS2(n, q). Thus we think of the branches as sequences
of sets, beginning with S, modified one step at a time, and ending with ∅;
branches also accrue weights corresponding to the coefficients of the P ’s in
the above three terms. The information about a branch which is relevant to
computing its weight will be encoded in a set T˜ . For branches with nonzero
weight we will see that T˜ is of the form T ⊔ {n}, with T an S-compatible
set indexing a summand in Theorem 8.
Start with fixed S and n as desired in order to compute PS(n, q); let
T˜ = {n}. The possible modifications are:
(i) Replace S = {s1 < ... < sr} with S1 = {s1, ..., sr−1} (that is, delete
sr) and multiply the weight of the branch by
(
n
sr−1
)
(−q; q)n−sr . In
this case we add sr − 1 to T˜ . Replace n with sr − 1.
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(ii) Replace S = {s1 < ... < sr} with S1 = {s1, ..., sr−1} (that is, delete
sr) and multiply the weight of the branch by x (x will later be
specialized to −1 as in the second term in the recurrence) and leave
T˜ and n unchanged.
(iii) Replace S = {s1 < ... < sr} with S2 = {s1, ..., sr−1, sr − 1} (that
is, decrement sr by one) and multiply the weight of the branch by
x. Again leave T˜ and n unchanged. If S2 is no longer admissible,
meaning sr − 1 = sr−1 + 1, then the weight of this branch becomes
0, since PS2(n, q) = 0.
We now observe several facts:
(a) The sets T˜ which correspond to branches with nonzero weights are
exactly those of the form T ⊔ {n} with T an S-compatible set.
(b) After specializing x = −1, the weight of a branch depends, up to
sign, only on the corresponding set T˜ , and this weight is the product
appearing in Theorem 8.
(c) After grouping branches according to T˜ , the polynomial f
T˜
(x) com-
ing from summing the powers of x associated to each branch satisfies
f
T˜
(−1) = ε(S, T˜ \ {n}).
Together, these facts imply Theorem 8, as PS(n, q) is the weighted sum over
all branches and (a), (b), and (c) imply that this weighted sum is given by
the formula in the theorem.
To see that (a) holds, note that we only add an element to T˜ in case
(i). Let T = T˜ \ {n}, and suppose that T˜ corresponds to a branch with
a nonzero weight. The largest possible element added to T˜ is sr − 1, so
max(T ) < sr. Because S is admissible, the added element sr − 1 6∈ S, so
T ∩ S = ∅. Since only the largest element of S is modified in each step, and
since we only add to T˜ when we delete an element of S, it is not possible
for two elements of T˜ to lie between consecutive elements of S. For the last
condition in the definition of S-compatibility, see the argument for part (c)
below. Conversely, any S-compatible set T can clearly be realized, since
we may use case (iii) to decrement the largest element of S until (i) can be
applied to add a desired element to T˜ ; if sr−1 is larger than the element
we wish to add to T˜ , simply delete sr using case (i) or (ii) and continue as
before.
Except for the factors of x which are produced in steps (ii) and (iii),
the only time the weight of the branch is modified is in step (i), and T˜ is
modified at the same time. By design, the product
∏[ ti
ti−1
]
q
(−q; q)ti−ti−1−1
associated to T changes in exactly the same way as the weight of the branch.
The x-weight of the branch is always 0 or ±1 as discussed below. This proves
(b).
Given s ∈ S and a set T which satisfies the first three conditions of S-
compatibility, if s− ∈ S ⊔ {0}, then any branch yielding T must not use
case (i) when s is the maximal element. Thus it must be that case (iii) is
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applied some number of times, moving the maximal element left, and then
(ii) is applied to delete it, without modifying T˜ . This contributes a factor of
x(1+x+ · · ·+xs−s
−−2) to the x-weight of T . In particular, if s− s− is odd,
when we specialize x = −1 we get 0, thus, in order for T to contribute a
term in the sum, T must indeed be S-compatible; if s− s− is even, we get a
factor of −1. If instead we have s− ∈ T , case (iii) must be used to move the
maximal element to s− + 1 and then case (i) applied. After setting x = −1
this results in a weight of (−1)s−s
−−1. Now, assuming T is S-compatible,
its weight is nonzero. We have gained a factor of −1 for each s ∈ S with
s− 6∈ T , for a total of |S| − |T | factors. We have also gained a factor of
(−1)s−s
−−1 = (−1)t
+−t−1 for each s− = t ∈ T . In total we have sign
(−1)|S|+|T |+
∑
t∈T (t
+−t−1) = (−1)|S|+
∑
t∈T (t
+−t).
This proves (c), completing the proof. 
3.2. Another proof of Corollary 10. In this section, we present a sep-
arate proof of Corollary 10 by writing PS(n, q) as an alternating sum of
products of q-multinomial coefficients and q-Eulerian polynomials. Define
QS(n, q) :=
∑
π∈Sn
Peak(π)⊃S
qℓ(π) =
∑
S′⊃S
PS′(n, q).
The principle of inclusion and exclusion immediately gives us the following
lemma.
Lemma 13. For n-admissible set S,
PS(n, q) =
∑
n-admissible S′⊃S
(−1)|S
′|−|S|QS′(n, q).
We now computeQS(n, q) explicitly. For S = {s1 < · · · < sr}, we divide S
into blocks S = S1⊔S2⊔· · ·⊔Sk such that maxSi < minSi+1, and sj and sj+1
belong to the same block if and only if sj+1 − sj = 2. For Si = {sj < · · · <
sj+a−1}, let Si := {sj−1, . . . , sj+a−1+1} of cardinality 2m+1. By definition,
Si does not intersect Sj for distinct i 6= j. So we can partition {1, 2, . . . , n}
into consecutive intervals in the order of U0 ⊔ S0 ⊔ U1 ⊔ S1 ⊔ · · · ⊔ Sk ⊔ Uk.
As an example, take n = 12, S = {3, 5, 8}. Then S1 = {3, 5} and S2 =
{8}. Moreover, S1 = {2, 3, 4, 5, 6} and S2 = {7, 8, 9}. Further, U0 = {1},
U1 = ∅ and U2 = {10, 11, 12}.
Proposition 14. For an n-admissible set S and {1, 2, . . . , n} = U0 ⊔ S0 ⊔
U1 ⊔ S1 ⊔ · · · ⊔ Sk ⊔ Uk as above. Let |Ui| = ui and |Si| = ri. Then
QS(n, q) =
[
n
u0, r1, u1, . . . , rk, uk
]
q
·
k∏
j=1
Erj(q) ·
k∏
i=0
[ui]!q
ON q-ANALOGS OF DESCENT AND PEAK POLYNOMIALS 13
where
Em(q) =
∑
w∈Sm,w(1)<w(2)>w(3)<···
qℓ(w)
is the length generating function for alternating permutations of size m.
Proof. Requiring w ∈ Sn to satisfy Peak(w) ⊃ S is the same as requir-
ing that w is an alternating permutation when restricted to Si for each i =
1, . . . , k. Thus, the formula follows because the q-multinomial coefficient cor-
responds to assigning values of {1, 2, . . . , n} to blocks U0, S1, U1, . . . , Sk, Uk
while keeping track of the number of inversions between distinct blocks,
Erj(q) is the length generating function for the block Sj and [ui]!q is the
length generating function for the block Ui where no conditions are im-
posed. 
Now Corollary 10 follows.
Proof of Corollary 10. We first show that QS(n, q) is palindromic in degree(
n
2
)
by Proposition 14. The q-multinomial coefficient on the right hand side
of Proposition 14 is known to be palindromic in degree
(
n
2
)
−
(
u0
2
)
−
(
r1
2
)
−
· · · −
(
uk
2
)
, by a straightforward calculation. Each rj is odd by construction
so for an alternating permutation w ∈ Srj , its reverse w
′ is also alternating
and ℓ(w) + ℓ(w′) =
(
rj
2
)
. This means Erj(q) is palindromic in degree
(
rj
2
)
.
In addition, [ui]!q is palindromic in degree
(
ui
2
)
. Multiplying terms together,
we see that QS(n, q) is palindromic in degree
(
n
2
)
. As an alternating sum
of palindromic polynomials in degree
(
n
2
)
(Lemma 13), we conclude that
PS(n, q) is palindromic in degree
(
n
2
)
. 
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