We consider the problem of detecting mitotic figures in breast cancer histology slides. We investigate whether the performance of stateof-the-art detection algorithms is comparable to the performance of humans, when they are compared under fair conditions: our test subjects were not previously exposed to the task, and were required to learn their own classification criteria solely by studying the same training set available to algorithms. We designed and implemented a standardized web-based test based on the publicly-available MITOS dataset, and compared results with the performance of the 6 topscoring algorithms in the ICPR 2012 Mitosis Detection Contest. The problem is presented as a classification task on a balanced dataset. 45 different test subjects produced a total of 3009 classifications. The best individual (accuracy = 0.859 ± 0.012), is outperformed by the most accurate algorithm (accuracy = 0.873 ± 0.004). This suggests that state-of-the-art detection algorithms are likely limited by the size of the training set, rather than by lack of generalization ability.
INTRODUCTION
Automated detectors are increasingly used in biomedical imaging applications [1, 2, 3] . These algorithms solve visual pattern recognition problems, and are often based on a statistical classifier which is learned from a training set. From the clinical point of view, the most important question is whether such algorithms perform similarly (or better) than experts who routinely solve the same task. In this paper we do not deal with this problem.
Instead, we consider the perspective of the machine learning algorithm designer. In this context, comparing an algorithm with an expert does not provide much useful information, because they are not competing fairly. In fact, during its formation and previous activity, the expert had access to an amount of training information (in form of criteria, guidelines and labeled examples) which is most probably much larger than the algorithm's training set. If the algorithm underperforms, is it because it is not powerful enough (and then, effort should be focused on improving it), or because it has not enough data to learn (which implies that effort should be instead focused on gathering larger labeled datasets) ? We aim to answer this question in the context of mitosis detection in breast cancer histological images using the public MITOS dataset; the problem is illustrated in Figure 1 .
We study how top-performing mitosis detection algorithms [4, 5, 6, 7, 8] in the recent ICPR2012 mitosis detection contest [9] compare with the performance of humans which are new to the problem. We design an user test that places such humans in the same conditions as algorithms (i.e. they are provided with the same training Fig. 1 . Mitosis detection is a challenging problem. The figure shows an input image overlaid with the detection results from a state-ofthe-art automated algorithm. Real mitosis are circled in green (true positives) and cyan (false negatives, i.e. not detected by the algorithm). Also, the algorithm detects some false positives (red). Note the challenging appearance of mitotic nuclei and other very similar non-mitotic structures. This paper answers the following question: how do algorithms compare with the performance of a human trained on the same training set? data and tested on the same evaluation data). Then, human performance represents as a lower bound on the performance of the ideal algorithm. If we observe that the best performing among such humans significantly outperforms an algorithm, we can conclude that the algorithm lacks either power or generalization ability, and can therefore be improved. Otherwise, the algorithm's performance may only be limited by the amount of available training data.
Our main contribution is an user study whose results provide strong evidence in favor of the second hypothesis: in fact, we find that the two top-scoring algorithms in the contest perform comparably or better than the top-scoring test subject. As additional contributions: we study how classification errors are correlated among humans and algorithms; we publish MITOS-DIFFICULTY, a companion dataset to MITOS which augments it by reporting, separately for each mitosis in the evaluation set, the average errors from humans and algorithms; we make our web-based testing and data-analysis framework available for application to similar problems.
Related Work Mitosis detection in histology images stained with
Hematosin & Eosin is a fundamental task in breast cancer grading, which is routinely performed manually by histologists. Due to its importance, a number of automated detectors have been designed to solve the problem [5, 7, 8, 10, 11] .
Mitosis detection is very difficult, because input images exhibit a large amount of different structures; most dark-blue spots correspond to cell nuclei, but only a small subset of them is undergoing mitosis and must be detected. Mitotic nuclei exhibit a very variable appearance (depending e.g. on the stage and orientation), and often appear very similar to non-mitotic nuclei and other dark-blue spots. Differentiating features are not obviously measured and often ambiguous [12] . Mitosis detection therefore represents a challenging visual pattern recognition task. In evaluating (on a large, non-public dataset) the agreement among different pathologists faced with this task, Malon et al. found that "the level of agreement of the pathologists ranges from slight to moderate", with "strong biases", which "suggest that different pathologists interpret grading guidelines differently" (cited from [8] ). This finding is consistent to the observation of low agreement among different pathologists on the evaluation set of the MITOS dataset (Goerner et al., oral presentation at ICPR 2012, unpublished). The effect of training on the performance of experts was investigated by Kuopio and Collan [13] , who observed poor initial performance, which improved over several months as training progressed.
In contrast, our test subjects are given no guidelines, and are required to learn a classification function solely from the provided training set. This setting can not be recreated when benchmarking humans for other famous instances of visual pattern recognition problems (such as face, handwriting, or object recognition). One of such benchmarks [14] focused on the task of classifying traffic sign images, which is a significantly easier problem than mitosis classification; algorithms were given a very large training set (25000 images). The best algorithm outperformed the best individual (among 8) with an accuracy of 99.46% vs 99.22%. This is consistent with the results we report in this paper.
METHODS
Dataset We use the public MITOS dataset. The dataset is composed by a total of 50 2048 × 2048 px images covering an area of 512×512 µm each, acquired with an APERIO XT scanner. A single split is defined by the dataset authors, with 35 images used for training and 15 for evaluation. The dataset contains a total of about 300 mitosis, which were annotated by an expert pathologist. The dataset was used for the 2012 ICPR mitosis detection contest [9] , therefore results for a number of algorithms are available for comparison.
Detection as a Classification Problem
The problem of detecting mitosis can be cast as a problem of classifying image patches. In fact, most detection algorithms are based on classifiers which map an image patch to the probability that a mitosis appears at its center; once such classifier is known, the detection problem is solved by applying it on a sliding window over the input image, or to a set of candidate patches identified in a previous step.
The classification task can be presented to an user through a very simple and immediate interaction mechanism: in fact, a single decision is required for each patch. In contrast, detection would require a more complicated interaction with users. For this reason, we focus on the classification subproblem in the following. For a given sample, input is given in form of an image patch with size 100 × 100 px: such size completely contains the image of the cell, and most algorithms considered in the following (including the top-scoring ones) only use data from a smaller window. The task is to map each patch to one of two classes: C1) the image contains a mitosis at its center; C0) the image does not contain a mitosis anywhere. There are no samples in which a mitosis is visible off-center. Test Design Each test is performed in two phases: training and evaluation. During training, the subject is shown 216 labeled C1 samples, 216 labeled C0 samples, and instructed to study them and devise some differentiating criteria. During evaluation, the subject is presented with one evaluation sample at a time (randomly chosen among unseen ones), and asked to provide a classification as one of: "definitely mitosis" (p(C1) = 1), "probably mitosis" (p(C1) = 0.75), "probably non-mitosis" (p(C1) = 0.25), "definitely nonmitosis" (p(C1) = 0); the whole training set remains visible for reference.
A number of design decisions are taken in order to balance the tradeoff between test fairness and subject engagement. Most importantly, the user is given immediate feedback as to whether the last decision was correct or wrong: on one hand, this encourages continuous learning while the evaluation is taken and makes users much more willing to improve and finetune their strategies; on the other hand, subjects can count on a growing training set, which gives them an unfair advantage over algorithms. In addition, subject are always shown their current average accuracy and allowed to finish the test at any time. The testing website is at http://bit.ly/YUYQFG.
Selection of Training and Evaluation Samples
For the C1 class, all the 216 mitosis available in the 35 training images are chosen as training samples, and all 87 mitosis in the evaluation images are chosen as evaluation samples. In order to keep the problem simple and intuitive, we enforce an even distribution of both classes both in training and evaluation, and therefore select 216 C0 samples for training, and 87 C0 samples for evaluation; the resulting training set contains 432 samples.
Millions of different C0 samples may be potentially obtained from the original training and evaluation images: an overwhelming majority of such samples would not contain any nucleus and be noninformative for training and trivial for evaluation. Limiting the choice to samples representing non-mitotic nuclei -which greatly outnumber mitotic ones -would only partially solve the problem, since most of such nuclei look very similar to each other and are trivially identified as non-mitotic. Only a small subset of non-mitotic nuclei -as well as other structures and artifacts -pose an actual challenge.
In order to select such objects as C0 samples, we adopt a candidate selection approach, which is an integral part of most mitosis detection algorithms [10, 11, 8, 7] . Candidates are selected by a simple, weak detector with high sensitivity and low specificity, which we learned from few images in the training set, then applied on the whole dataset. C0 samples are randomly chosen candidates which are farther than 50 pixels from the centroid of any mitosis; this ensures that no actual mitosis is visible in the corresponding image patch. The resulting samples do in fact resemble mitosis, are informative in the training set, and appear non-trivial in the evaluation set. Finally, 10 C0 samples in the evaluation set are substituted with 5 random false positives obtained from each of the two best performing algorithms (IDSIA and IPAL). This creates an artificial disadvantage to these two algorithms over humans, but allows us to better observe how test subjects behave on the algorithms' false positives, which are otherwise underrepresented in the evaluation set 1 . The final set of selected training and evaluation samples is available as supplementary material.
RESULTS AND DISCUSSION
We gathered data from a total of 45 test subjects, 8 of which have expertise in biology (i.e. may have some prior expectations or experience on a mitosis' appearance), and none of which routinely works with histology datasets. No subject was allowed to take the test twice. In total, subjects provided 3009 classifications (on average 67 per subjects), resulting in an average of 17.3 classifications for each of the 174 evaluation samples. On average, each subjects dedicated 49 minutes to the test.
Below, we compare the performance of such subjects to the 6 top-performing algorithms in the 2012 ICPR mitosis detection contest, all of which were learned on the training images of the MITOS dataset. For a given algorithm, a C1 evaluation sample is considered a true positive if and only if, in the corresponding image of the MITOS dataset, the algorithm detected a mitosis whose centroid is within 5 µm (20 px) from the sample's coordinates; else, the sample is considered a false positive (this is the same criterion used for evaluation of the ICPR contest). A C0 evaluation sample is a true negative if and only if the algorithm returned no detections in a range of 10 µm (40 px), else it is a false negative.
Note that the results reported below for algorithms do not directly map to the results of the ICPR contest [9] . In fact, we are computing the algorithms' performance in a classification task on a balanced dataset, whereas the algorithms' parameters (such as thresholds) were optimized for solving a detection task where the prevalence of mitosis over nonmitosis was much lower. Therefore, we can expect that the reported performance for each algorithm is a lower bound of the performance it could obtain when properly tuned for this task. For this same reason, the results below should not be used to compare different algorithms with each other.
Accuracy of Humans and Algorithms
For a given set of N classifications produced by a human or an algorithm, the accuracy is Fig. 3 . Left: accuracy distribution of all subjects (box plot); accuracy of the 5 best subjects (gray bars) and 7 algorithms (blue bars). Error bars depict 95% confidence intervals (which are wider when N is smaller). Right: performance of all subjects (black dots) and algorithms (blue circles) on the ROC plane. For IDSIA (blue line) and UTRECHT (dotted blue line) we additionally report the full ROC curve.
defined as the fraction of classifications which are correct 2 . Because our evaluation set has the same prevalence of both classes, a random classifier has an expected accuracy = 0.5. Subjects could assign each sample to one of four probability values: for each user, we computed the accuracy when using all three meaningful thresholds (p(C1) = {0.1, 0.5, 0.9}), and selected the maximum resulting accuracy value. Results for users and algorithms 3 are reported in Figure 3 and Table 1 .
The average classification accuracy for users is 0.661, comparable with the accuracy of the worst of the considered algorithms; The best individual yielded an accuracy of 0.859 ± 0.012, which is close to the accuracy of the second-scoring algorithm, and worse (p < 0.01) than the most accurate algorithm (IDSIA, accuracy = 0.873 ± 0.004). All users with N ≥ 10 performed better than chance; most achieved an accuracy between 0.60 and 0.75. Only three users (one of which with significant experience in cytology but not in this specific problem) exceeded an accuracy of 0.80. Differences in human performance are partly explained by different amounts of motivation end effort put in the test; still, we observed that many users who dedicated a significant amount of time and effort to study the training set and complete the test obtained a performance close to the average.
Most users described the problem as "very difficult". We interviewed the best performing users asking to describe the classification criteria they independently devised. Interestingly, each of them learned different criteria, which we report in Appendix ??.
Errors of Humans and Algorithms Even a superficial look at the dataset shows that some samples are easier to classify than others. We investigate whether samples that users find easy are classified with higher accuracy by algorithms. First, we define for each sample a score representing the classification difficulty for humans, defined as D h = 1 |S| s∈S (abs (ps (C1) − c)), where s represents a test subject, S is the set of test subjects who evaluated the considered sample, |S| denotes its cardinality, ps(C1) is the probability [15, 16] with intermixed max-pooling layers, scoring first in both the ICPR2012 and MICCAI2013 mitosis detection contests IPAL [17] 0.850 ± 0.004 143 morphological and statistical texture features in different color spaces classified by a decision tree NEC [18] 0.809 ± 0.004 Convolutional neural networks combined with with handcrafted features assigned by the user to the C1 class, and c is a binary variable representing the true class of the sample; note that D h differs from accuracy because it also depends on the confidence that users expressed for each classification. We divide the C1 evaluation samples in three groups: Eeasy, containing the 22 mitosis with the lowest D h value -i.e. those which were identified most easily by humans; Ehard, containing the 22 mitosis with the highest D h ; and Emed, containing the remaining 43 mitosis. We observe that for all algorithms, sensitivity decreases from Eeasy to Emed, and further decreases in Ehard. This indicates that samples which are challenging for humans are also difficult for all considered algorithms. The same pattern is observed on C0 samples. Quantitative results are reported and illustrated in supplementary material.
CONCLUSIONS
We considered the problem of mitosis detection in breast cancer histology slides. We cast the problem as a classification task on a balanced dataset, and compared 6 algorithms with 45 human test subjects; humans and algorithms were trained and evaluated on the same data.
We observed that the best few algorithms compare well to the best test subjects, and in particular the best algorithm outperforms by a small margin the best test subject. We conclude that research in the field should be headed towards building better and larger training sets rather than trying to further increase detector generalization ability, which may not be the limiting factor.
Supplementary Material
We make supplementary material available at http://bit.ly/ 1brZJLb, including: all training and evaluation samples we used in our experiments (extracted from the MITOS dataset); raw user response data in CSV format; MATLAB source code for processing such raw data and computing all results reported in this paper; the source code of the mentioned website; MITOS-DIFFICULTY, a companion dataset to MITOS, which augments it by reporting, separately for each mitosis in the evaluation set, the average errors from humans and algorithms; full-resolution figures for the paper.
