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Understanding the fundamentals of freight markets volatility 
Kian Guan Lima, Nikos K. Nomikosb, Nelson Yapa 
 
Abstract: 
We analyse empirically the drivers of freight market volatility. We use several macroeconomic and 
shipping-related factors that are known to affect the supply and demand for shipping and examine 
their impact on the term structure of freight options implied volatilities (IV). We find that the level of 
IVs is affected by the level of the spot rate, the slope of the forward curve, as well as by both demand 
and supply factors, especially the former. We demonstrate that the relation between the volatility of 
futures prices and the slope of the forward curve is non-monotonic and convex, that is, it has a V-
shape. In general, anticipation of economic growth and of a stronger freight market reduces IV 
whereas higher uncertainty and anticipation of excess shipping capacity may increase IV. Panel 
regressions as well as a series of robustness tests produce strong validation of the results 
Keywords: Freight options Implied volatility Economic modelling Fundamental analysis 
I. Introduction  
Freight rates are among the most volatile asset classes. While the time series and cross-sectional 
properties of freight rates and their volatility have been investigated extensively in the literature, the 
causes of volatility are less well understood. In this study, we analyse empirically the drivers of freight 
market volatility. We use several macroeconomic and shipping-related factors that are known to 
affect the supply and demand for shipping and examine their impact on the term structure of freight 
options implied volatilities (IV). The study of option’s IV is a novel area in the shipping economics and 
finance literature. This is a forward-looking measure of volatility that is priced in the market and 
reflects the expectations of freight market volatility at the maturity of the corresponding option. At 
the same time, it is a model-free estimate of volatility and thus not dependent on the specification or 
parameterisation of statistical models. Understanding IV better and being able to forecast it is critical 
in hedging decisions and in pricing freight options. Previous studies in the shipping literature used 
statistical models of volatility, such as conditional heteroskedasticity models, which were based on 
historical freight rates. See Kavussanos and Nomikos (2000), Lu et al. (2008), Chen et al. (2014) and 
Dai et al. (2015). The latter found significant volatility spillover effects across different vessel markets 
and across vessel prices and freight rates. Kavussanos (1996) examined volatility as a measure of risk 
in the dry-bulk ship market and found that time-charter rates were more volatile than spot rates and 
small vessels rates were less risky than those of larger ones. Chen et al. (2010) investigated the 
interrelationships in daily returns and volatilities between Capesize and Panamax freight rates in major 
trading routes and found that the dynamics between the two markets changed across time on 
different trading routes. Alizadeh and Nomikos (2009) and Tsouknidis (2016) studied dynamic volatility 
spillovers using multivariate DCC-GARCH models. These papers substantiated the idea of 
interconnectivity between the Capesize and the Panamax classes but also indicated differences 
between these classes. 
Chen and Wang (2004) showed a significantly negative relation between returns and volatility for 
three different types of bulk carriers. The effect is stronger in market downturns than in market 
upturns which suggests an inverse relationship between spot rate levels and freight rate volatility, 
consistent with the notion of a leverage effect (Black, 1976). Xu et al. (2011) studied the relationship 
  
between freight rate volatility and supply of shipping services and found that the change in fleet size 
positively affects freight rate volatility, particularly in the larger ship classes.  
Alizadeh and Nomikos (2011) investigated the relationship between the dynamics of the term 
structure of period rates and timevarying volatility of shipping freight rates and found the relationship 
to be asymmetric in the sense that when the freight market is in backwardation, volatility is higher 
compared to periods when the market is in contango. Alizadeh (2013) also found that FFA price 
changes had a positive impact on trading volume, suggesting a momentum effect as higher capital 
gains encourage more transactions. Finally, the importance of incorporating macro-economic factors 
in modelling freight rate volatility was also highlighted by Drobetz et al. (2012).  
All of the above studies indicate that freight rate volatility is affected by a number of idiosyncratic 
factors as well as factors related to the general state of the world economy. At the same time, volatility 
estimates used in those studies are based on historical data and are model-dependent, conditional on 
the specification of the statistical model used for their estimation; it may well be the case that 
different statistical models of volatility will generate different results. Since implied volatilities are 
forward-looking and model-free estimates of volatility, we overcome both of those limitations. As 
such, the proposed framework enables us to examine in a robust way how changes to macro- or 
shipping-related market conditions affect the expectations of freight market volatility.  
Our aim is to understand the drivers and fundamentals of freight rate volatility and, in so doing, 
establish a stronger economic basis in analysing a very useful input to the pricing and hedging of 
freight options. We examine a range of supply and demand-related factors in our models. For supply 
factors we use the size of the fleet, orderbook and net contracting. For demand factors, we use 
variables that reflect world seaborne trade and world economic activity. In addition, we consider 
factors related to the freight market and the second-hand market for ships such as, freight market 
momentum, second-hand sales & purchase (S&P) transactions and second-hand and new-building 
prices. Finally, we also consider economy-wide financial conditions as well as market conditions in the 
Forward Freight Agreements (FFA) market.  
We study a number of models in explaining the IV dynamics and it appears that the most significant 
predictive variables of monthly IV levels are its lagged value, spot freight rates, forward FFA curve 
slope, trading volume, the VIX index, OECD industrial production, China’s industrial production 
growth, China’s coking coal imports and ship building new orders. These factors are particularly 
relevant for the larger class of Capesize ships. For the Panamax class, the various market-, demand-, 
and supply-related variables produce the same impact as in the Capesize class, although their 
explanatory power appears to be stronger. Crucially, we find that implied volatility is inversely related 
to the level of spot rates, forms a V-shaped curve against the forward rate slope and appears to be 
directly affected by the trading volumes in the FFA freight market. The V-shaped observation is an 
interesting finding - it implies IV increases with contango as well as with normal backwardation. We 
find IV to increase with supply drivers such as order book or fleet growth; we suggest this could be 
related to the forward looking negative impact on spot rates which induces greater uncertainty for 
the ship owners and increases the demand for hedging. The latter would push up put prices and 
increase at-the-money volatility. We find IV to decrease with demand drivers, such as OECD industrial 
production and seaborne trade. Higher economic activity also appears to reduce IV; the higher 
certainty of profitability for shipowners appears to have a calming effect on the hedge market with 
lower IV. Finally, we find higher VIX, proxying for higher economic uncertainty and investor fear, is 
related to a higher IV, though the statistical evidence on the latter is weak, and not as pervasive as 
suggested in Robe and Wallen (2016) for the crude oil market.  
  
The structure of this paper is as follows. In Section 2 we discuss the monthly data employed in this 
study. Section 3 contains the empirical results and discussion of the results. Section 4 provides 
robustness for our results by considering weekly data, an expanded universe of supply and demand 
factors and panel regressions. Finally, Section 5 concludes. 
II. Freight and economics data  
The recent years have been characterized by high volatility in the freight market and a corresponding 
growth in the derivatives market for freight. Traditionally, this market has been used by players in the 
physical freight market - such as shipowners, operators and trading houses - to hedge their freight 
risks, though this is now changing rapidly with the increasing participation of investment banks and 
hedge funds. Market participants trade forward contracts on shipping freight rates, known as forward 
freight agreements (FFAs). These are contracts to settle the average spot freight rate over a specified 
period of time. FFA contracts also serve as the underlying asset for freight options. Freight options are 
negotiated over-the-counter (OTC) and subsequently cleared through a clearing house. The options 
market has gained in popularity over the recent years, reaching an equivalent trading volume of 280 
million tonnes of cargo for 2018 and an open interest of 200 million tonnes of cargo, as of December 
2018. Freight options belong to the wider family of Asian options. In general, Asian options provide a 
good defense against market manipulation of the underlying spot price prior to settlement, since the 
settlement price of the option is given by the average of the spot prices over the trading days of the 
settlement month. Further, the average value is less exposed to extreme movements at maturity 
resulting in option prices which are lower than the prices of - otherwise identical - plain vanilla options. 
For these reasons, Asian options are popular in thinly traded or highly volatile markets, such as the 
market for freight. We focus on the Capesize and Panamax sectors as these are the most liquid sectors 
in the FFA and Options market and jointly account for more than 90% of the total trading activity in 
the market. Our key dependent variables are the Baltic Option Assessments (BOA) published by the 
Baltic Exchange. These are assessments of at-the-money option implied volatilities i.e., options with 
strike prices equal to the prevailing FFA rates. IV assessments are provided to the Baltic Exchange by 
brokers and represent their professional judgement of the prevailing open market level for the 
corresponding IV. According to the “Guide to Market Benchmarks” (Baltic Exchange, 2019): “In 
reaching their assessments, panellists will take cognisance of the totality of market information known 
to them at the time of reporting. Where active markets exist, reports are expected to be informed by 
transactional data”. Since transactional data may not always be available for all maturities and for all 
routes, panellists “…have discretion over the relative value they attribute to transactional data and to 
other data such as news flow in reaching their assessments.” In other words, brokers make their 
assessments on the basis of deals that are currently being processed in the market and their own 
expert view. The Baltic Exchange then averages out the assessments from the brokers and publishes 
them to the market daily. BOA contain very useful information about market’s perception of 
uncertainty and thus provide a very interesting and unique dataset that enables us to identify how 
supply and demand factors affect volatility and also the process used by the market to provide 
indicative IVs and thus freight option prices. The IV are reported on an annualised basis and, in 
accordance with market practice, are subsequently used as inputs in the option pricing model of 
Turnbull and Wakeman (1991) and Levy (1997) to produce approximate Asian option prices. For a 
description of those contracts and their characteristics please refer to Alizadeh and Nomikos (2009) 
and for details on the pricing of those options see as well Nomikos et al. (2013), Tvedt (1998) and 
Koekebakker et al. (2007). Our econometric model employs monthly data from January 2008 to June 
2017 since implied volatility assessments for earlier periods are not readily available in a continuous 
series. Monthly data is used in order to align the volatility dependent variables with market demand 
and supply variables as well as macroeconomic variables that are available only on a monthly basis. 
  
BOA and the corresponding FFA and spot freight rates are collected from the Baltic Exchange. We 
consider BOA option volatilities with the following maturities: Current Month, the next three quarters 
(+1Q, +2Q and +3Q) and the next two calendar years (+1Y and +2Y). Each quarterly contract consists 
of three options that expire at the end of each month in the relevant quarter, whereas a calendar 
contract is a strip of twelve monthly options. The settlement prices of the options are given by the 
average spot rates over the trading days of the settlement month. For example, on 04 January 2019 
the +1Q contract comprises three options which settle at the end of April, May, and June 2019; the 
first option is based on the average spot rate in April, the second corresponds to May and the third to 
June. For explanatory variables we consider the following, which we classify as supply factors, demand 
factors and financial market factors: 1 Supply Factors. We consider the following variables which we 
believe reflect the supply of shipping services for the Capesize and Panamax sectors, respectively. Data 
are collected from Clarkson’s Shipping Intelligence Network Database. 
• Fleet Growth (FLEETG). Measures year-on-year percentage changes in the size of the fleet. • Fleet 
Development (FLEETD). Measures the size of fleet in dead-weight tonnes. • Orderbook (ORDER): 
Vessels that are currently on order, expressed as a percentage relative to the current size of the fleet. 
This measures the overhang of total orderbook and thus reflects future increases in supply. • 
Contracting. Measures the total number of new contracts for building new vessels. We consider two 
different versions of this measure: Contracting in deadweight tonnes (BULKC) and as a percent of the 
fleet size (CONTR). Demand Factors. Here we consider variables that reflect world seaborne trade and 
world economic activity and thus act as demand shifters. Data are collected from Clarksons Shipping 
Intelligence Network. • Industrial Production (OECD): Year-on-year changes by month in the industrial 
production of OECD countries. • PRC Industrial Productivity (IPPRC): Year-on-year changes by month 
in the industrial productivity of PRC. • China Steel Production (PRCSTEEL): measured in thousand tons. 
• China Iron Ore imports (PRCIRON): measured in million tonnes. • China Coal Imports (PRCCOKE): 
measured in thousand tonnes. Iron Ore and Coal are the two major commodities transported by 
Capesize and Panamax vessels and as China absorbs about 50% of each, they are considered as reliable 
proxies of the demand for shipping services in those sectors. Financial Markets Factors • Chicago 
Board Options Exchange Volatility Index (VIX): This is used to proxy for shocks to financial market’s 
sentiment. Shocks to VIX are widely used to analyse the risk absorption capacity of financial 
institutions. For instance, Cheng et al. (2015) found that hedgers and speculators in commodity 
markets adjust their positions in response to changes in VIX. Data for VIX are obtained from CME 2 . • 
FFA Curve Slope (SLOPE): We employ the FFA rates and their term structure slope using the +2Q (two-
quarters ahead forward) rate minus the current month rate. The slope term is a proxy for the relative 
balance of supply and demand over time (see Kogan et al., 2009). • Trading Volume (VOL): We also 
use trading activity in the FFA market as a proxy for the relative liquidity in the market. To set up the 
predictive regressions and avoid problems arising from simultaneity bias, we employ regressors that 
are lagged, so they are predetermined information. For instance, due to US market closing at a time 
which is night time in London, VIX is always lagged by at least one day. The different holidays in US, 
where VIX is quoted, and in London, where the FFA rate and implied volatility assessments are 
reported, imply that the lag could occasionally be up to 2 days. For the implied volatilities, the rollover 
to the next nearest contract typically occurs on the last day or next to last day of a month. Since the 
economics time series are typically reported as end of month data, we use implied volatility 
assessments on the first trading day of each month in the period January 2008 to June 2017. Spot 
Baltic Capesize and Panamax freight rates are also lagged by a day as assessment information on spot 
and on implied volatility are not synchronous; i.e. we use spot prices at the last trading day of a month 
while implied volatilities are on the first trading day of the following month. In this way, all the 
explanatory or predictive variables are lagged by at least one day. 
  
III. Empirical results  
Prior to setting up the regression models, we explore the statistical properties of the explanatory 
variables that we use in the paper. First, we test the series for unit roots using the Augmented Dickey-
Fuller test (Dickey and Fuller, 1979); series with unit roots are included in the following regressions in 
first differences (identified by being the first letter of the variable name). It is likely that some of the 
demand and supply factors are strongly correlated with each other. To mitigate this issue and to 
ensure multi-collinearity does not weaken the estimation and test results, we examine the correlation 
of the various factors and eliminate those variables that are strongly correlated and are likely to 
capture the same information. Preliminary investigation indicates that contracting in deadweight 
tonnes (BULKC) and contracting as % of fleet size (CONTR) have a correlation of 0.96, suggesting little 
difference in the two series; as a result, we drop BULKC from the ensuing analysis but retain CONTR. 
Similarly, changes in PRC steel production (PRCSTEEL) and PRC iron ore imports (PRCIRON) have a 
correlation of 0.87; we drop PRCSTEEL and use PRCIRON instead, given that iron ore imports directly 
affect steel production and are more important for seaborne trade. Finally, fleet development 
(FLEETD) and fleet growth (FLEETG) are also strongly correlated and consequently we drop FLEETD 
from future regressions. The correlations of the various factors that we use for the Capesize and 
Panamax sectors are presented in Tables 1A and 1B, respectively. Notable results in Tables 1A and 1B 
are the large and negative correlations between spot rates and forward rate slopes, between spot 
rates and iron imports to China and between fleet growth and changes in orderbook. The first 
observation reflects that higher (lower) current spot rates induce a lower (higher) term structure 
slope, which is consistent with the notion that higher freight rates are associated with a backwardated 
forward curve (in the sense that the more distant forward rate is below the near term rate and the 
slope is thus negative) while lower spot rates are associated with contango in the forward market. The 
second observation indicates that lower (higher) shipment costs lead to higher (lower) iron ore 
imports to China for that month which accords with the principle of the price elasticity of demand, 
noting that dry-bulk commodities are freight sensitive and that freight forms a significant part of the 
cost for Chinese iron ore importers. The third observation about the fleet variables suggests that when 
new deliveries are coming into the market, the immediate current need, or behavioral response, to 
order ships is lower and vice versa. These considerations lead to the setup of the regression models in 
Tables 2A and 2B which present the OLS regression results for the first quarter implied volatilities for 
the Capesize and Panamax sectors, using (Newey and West, 1987) heteroskedasticity and 
autocorrelation consistent estimators. In each case we consider 7 sets of regressors, starting with the 
most basic set-up where the regressors are only the lagged IV and the VIX index and then gradually 
expanding the set of regressors to include additional supply, demand and financial markets-related 
 
  
 
 
 
factors such as Spot rate, FFA slope, Trading Volume, OECD and PRC industrial production, seaborne 
trade etc. First thing to note is that the FFA slope is not significant in the regressions. When we 
decompose the term structure slope into two orthogonal variables for positive (Pos Slope = max( , 0)) 
SLOPE and negative (Neg Slope = min( , 0)) SLOPE values, in models 3 to 7, we note that the negative 
slope coefficient becomes negative and statistically significant which implies that backwardation in 
the forward market would cause volatility to increase. This is similar to the findings in Kogan et al. 
(2009) for the oil futures market and has a very intuitive interpretation for the freight market as 
backwardation is typically associated with an under-supplied market or a market where demand is 
strong relative to supply. In both cases, volatility is usually higher (Stopford, 2009). Turning next to the 
positive slope coefficients, we note that these are positive (yet, not significant) for the Capesize sector 
and are positive and statistically significant for the Panamax sector; the latter indicates that as the 
shape of the FFA curve switches from flat to contango, volatility will gradually increase. Combined 
with the sign of the coefficients for the negative slope, this suggests a V-shape implied volatility curve 
relative to the slope of FFA rates, as shown in Fig. 1; in other words, implied volatilities increase as the 
slope of the forward curve becomes steeper (either in contango or backwardation) and decrease as 
the slope gets flatter. This can be justified on the basis of a convex supply function with varying 
degrees of elasticity; volatility increases as the supply curve becomes very elastic or very inelastic. This 
pattern in IV has an intuitive interpretation for the freight market. When the stock of fleet is higher 
than its optimal level, given the current level of demand, owners find it optimal not to invest in new 
capacity. On the other hand, when the stock of fleet is below the optimal level, owners invest at the 
maximum possible rate but then, their investment choices are constrained by shipyard capacity and 
are subject to a construction lag 3 . In both cases, freight rates (spot and forward) are relatively more 
volatile. Since forward prices of longer-maturity contracts are less sensitive to the current balance 
between supply and demand than near-term forward contracts - which is confirmed empirically in the 
regression results in Table 3 - the slope of the forward curve tends to be large in absolute value when 
the stock of fleet is far away from its long-run average value; in other words, the further away the 
market is from the optimal point the higher the degree of backwardation or contango in the market. 
These two extreme points are also the points at which volatility is higher, hence the V-shape effect. 
The theoretical justification for this intuition is provided by Kogan et al. (2009). They develop a 
theoretical model in the oil market where futures prices are determined endogenously subject to two 
important constraints on investments; investments are irreversible and are subject to a maximum 
investment rate. Whenever the constraints bind (indicating that the market is further away from the 
optimum point) the absolute slope of the forward curve increases and volatility increases, creating 
  
the V-shape effect. The same argument also applies to shipping investments for two reasons: First, 
investment in newbuilding vessels is irreversible: in other words, the initial cost of the investment is, 
at least partially, sunk 4 . Second, the investment rate in newbuilding vessels is constrained by shipyard 
capacity and is subject to construction lags. The same non-linear relationship between historical 
volatility and period freight rates has also been confirmed empirically in Alizadeh and Nomikos (2011). 
We also note that the coefficients for the spot rates are significantly negative in all cases. An 
implication is that when freight rates are low - and also when backwardation points to an expected 
future low rate - shipowners face greater uncertainty and there is higher demand for hedging by 
purchasing put options. At-the-money puts would then become more expensive thus pushing implied 
volatilities higher. On the other hand, a higher spot rate and better prospects regarding expected 
shipping market conditions result in lower IV. This finding is consistent with evidence from financial 
and commodity markets that IV are counter-cyclical: they appear to rise sharply in recessions and fall 
in booms (Bloom, 2014). In general, there is evidence, albeit weak, that IV increase with supply factors 
such as order book, fleet growth and net contracting; we suggest this could be related to the forward-
looking negative impact on spot rates of an increase in supply which induces 
 
  
greater uncertainty for ship owners and increases their demand for hedging. This would push up put 
prices and increase at-the-money volatility thus having the same impact on IV as a decrease in freight 
rates. Similarly, we find IV to decrease with demand drivers such as OECD or PRC Industrial Production. 
As before, this may reflect the fact that stronger demand or higher economic activity leads to a 
stronger freight market and hence lower volatility. Implicitly it seems that if there were an increase in 
future demand, freight capacity should be able to catch up, so there would not be an anticipated 
shortage of shipping capacity which would result in high call prices and high volatility. It appears that 
the higher certainty of profitability for shipowners has a calming effect on the hedge market with 
lower volatilities. Finally, lagged IV, trading volume and VIX have a positive impact on IV. We find 
higher VIX - a proxy for higher economic uncertainty and investor fear - is related to higher IV, though 
the statistical evidence is weak and not as pervasive as suggested in Robe and Wallen (2016) for the 
crude oil market. Higher trading volume in the FFA market also indicates higher uncertainty which 
increases option prices and hence implied volatility; traders, tend to trade more when markets are 
volatile to cover their freight rate exposure. 
 
 
  
The last row in the Tables also reports the ADF test and p-value on the fitted residuals as a check on 
their stationarity. The large negative ADF statistics indicate rejection of unit roots. The adjusted R2 
show that Model 7 generally has the highest explanatory power although the differences between 
Models 4, 5, 6, and 7 are incrementally small. We also report additional statistics for model selection 
and out-of sample performance. Specifically, we report the Akaike Information Criterion, its small 
sample corrected counterpart and the Bayesian information criterion. These statistics indicate that 
the most parsimonious model is the one that includes additional regressors over model 1 (either 
Model 3 or 4) although the differences in the statistics between these models and the fully 
parameterised model 7 tend to be relatively small. For the out-of-sample tests we split the sample 
into a training and a testing period using an 80–20 and a 60–40 split and we calculate the out-of-
sample R2 (OOSR2) of Campbell and Thompson (2008) and the Mean Absolute Percent Error (MAPE). 
If the out-of-sample R2 is positive, then the predictive regression has lower average mean-squared 
prediction error than the historical average and outperforms the naive, nochange, forecasting model. 
OOSR2 tend to be positive for all model specifications with the exception of model 7 in the Panamax 
sector. In most cases the model with the highest OOSR2 is either Model 2 or Model 3 which suggests 
that including the slope of the 
 
  
 
forward curves in the regression model significantly improves the out-of-sample performance of the 
model. For robustness, we present the estimation results for Model 7 for all Capesize and Panamax IV 
maturities up to 2 years, in Table 3. The results are pretty much consistent with results in Tables 2A 
and 2B. The predictive variables with the most significant impact across the spectrum of IV maturities 
are the lagged IV, spot rates, negative slope or backwardation, trading volume, OECD Industrial 
Production and PRC iron ore imports. Positive slope and fleet orderbook appear to be significant for 
some maturities for the Panamax IV. Across both classes of ships and across all option maturities, the 
negative slope of the term structure of FFA has a negative impact on implied volatilities. In other 
words, reversion of backwardation toward contango can greatly reduce the IV. However, any further 
increase in the slope of term structure, when it becomes positive, does not appear to further reduce 
IV; in the case of 1st quarter Panamax IV, it even appears to increase IV. Table 3 also provides a 
comparison of how the factors affect the implied volatilities of different maturities. It is seen that the 
impact of the various demand and supply factors tends to be stronger and more significant for near-
term volatilities, from current month up to a year, while more distant 2-year IV seem to be less 
sensitive to changes in those factors. This could be due to the distanttime effect or due to anticipation 
of market correction over cycles of a year. Finally, we find stronger results in the Panamax IVs, but 
generally consistent and similar results in both Capesize and Panamax classes. 
IV. Robustness checks  
In order to check for robustness in empirical results, we perform the regressions using weekly data. 
While the shipping prices, market factors and supply variables are available on a weekly basis, the 
macroeconomic demand variables are available only on monthly basis and need to be interpolated in 
order to obtain proxies for the weekly variables. We follow the literature and pick Wednesday as the 
representative day of the week from which to select data to use on the weekly regressions; therefore, 
we select Wednesday’s implied volatilities as dependent variables. The lagged FFA slope - constructed 
  
the same way as in the monthly data by taking the difference between the 2nd quarter and current 
month FFA - would then be from the day before, i.e. from Tuesday. Trading volume for the FFA market 
is obtained on Monday as this data is released every Monday. Lagged VIX and index spot prices are 
also obtained from Tuesday prices. If a particular trading day is a public holiday, we use data from the 
previous trading day instead. Overall, this results in a total sample of 488 weekly observations. Tables 
4A and 4B show weekly regression results corresponding to the monthly regression results reported 
in Tables 2A and 2B. We also perform weekly regressions based on Model 7 for all the available 
maturities up to 2 years for the Capesize and Panamax 
 
 
  
 
IVs. These results are presented in Table 5. The regression results using weekly data, including 
intrapolated data of macroeconomic variables that are published only on a montly basis, indeed 
confirm the results from the monthly regressions. In several cases the weekly results are even stronger 
with more significant coefficients. For example, trading volumes on a weekly basis appear to be more 
positively significant in explaining the weekly time series of IVs. The positive slope coefficient in weekly 
regressions is also significantly positive at 10% level in all regression models of the Capesize FFA first 
quarter IV in Table 4A whereas it is not significant in Table 2A. Similarly, the coefficient of PRC Coke 
imports is significantly negative in Table 4A but not in Table 2A. The results for both monthly and 
weekly data are almost similar, the coefficients appear to be more significant, judging by the p-values, 
and the adjusted R2 of the weekly regressions are generally higher in most cases. Finally, Model 7 
continues to be the one with the best fit as judged by the adjusted R2. Comparing the regression 
results in Table 5 versus those reported in Table 3, we see that almost all the signs of the coefficients 
are similar and the significance of the estimated coefficients appears to be stronger. For the estimated 
Positive Slope coefficient, 5 cases out of 12 in the weekly regressions of Table 5 are significantly 
positive whereas only 2 cases are in Table 3. For weekly data, Fleet growth appears to be mostly 
significant whereas for the monthly data there is only one instance where the coefficient is significant. 
Looking at the demand factors, they generally appear to be more significant in the weekly regressions, 
compared to the monthly ones. The results show that there is a trade-off between the stronger results 
generally of using higher frequency data and the accuracy costs with respect to interpolated monthly 
data especially if more and more regressors rely on such interpolations. For the latter, however, we 
find that our results are not sensitive to alternative interpolation methods. In addition to the key 
explanatory variables indicated in Section 2, we also consider an expanded dataset that includes 
  
several additional demand and supply factors in dry bulk shipping. Specifically, we consider the 
following additional factors: • Port Congestion: measures the percentage of fleet that waits at 
anchorage to load or discharge cargo and is thus a proxy for fleet utilisation. • Momentum: measures 
the momentum in the freight market and is estimated as the cumulative 3-month return of the spot 
freight market. • Sales: measures the total number of second-hand sale & purchase transactions in 
the market for each month and is a proxy for 
 
  
 
liquidity in the S&P market. • Second-Hand to Newbuilding prices ratio: in strong freight markets, 
second-hand vessels trade at a premium to newbuilding vessels due to their immediate delivery in the 
freight market. This is a proxy for the relative cost of replacing the stock of fleet and has similar 
interpretation to Tobin’s q-ratio. • Finally, we also consider the following additional demand 
parameters: aggregate iron ore exports from Australia and Brazil; Australia steam and coking coal 
exports; total coal imports of Japan and South Korea; aggregate grain exports from USA, Canada, 
Australia, Argentina and the EU; Chinese agricultural products imports; and, Chinese minor bulk 
imports. The last three items are more relevant for Panamax vessels which are the typical carriers for 
those goods. We find that including the above regressors does not improve the explanatory power of 
the models reported in Tables 2A and 2B, as they tend to be jointly insignificant. At the same time, we 
recognise that most of those factors are, possibly strongly correlated as they tend to move with the 
general economic expansion or contraction cycles of the global economy as well as the state of the 
shipping markets. To mitigate the issue of multi-collinearity, which can considerably weaken the 
regression results, we perform a principal component analysis on the two sets of demand and supply 
factors. The demand factor is the first principal component of the matrix of demand variables 
including: OECD; IPPRC; PRCSTEEL; PRCIRON; PRCCOKE; Aggregate Iron Ore Exports from Australia and 
Brazil; Australian Steam and Coking Coal Exports; Total Coal Imports of Japan and South Korea; 
Aggregate Grain Exports from USA, Canada, Australia, Argentina and the EU; Chinese Agricultural 
Products Imports; and, Chinese Minor Bulk Imports. Similarly, the supply factor is the first principal 
component of the matrix of supply variables including: FLEETG; FLEETD; ORDER; BULKC; CONTR; Port 
Congestion; Momentum; Sales; and, Second-Hand to Newbuilding prices. Therefore, we replace the 
individual supply and demand variables with the respective single supply and demand indices 
constructed using the 1st principal component. The results for the 1st quarter implied volatilities of 
Capesize and Panamax are reported in Table 6. The regression results show that lagged implied 
volatility, spot price, negative slope and trading volume remain significant in explaining future implied 
volatility. After adding the Supply and Demand indices, we observe that only the Demand Index is 
statistically significant. The negative coefficient on the Demand Index suggests that when demand for 
freight increases, next period’s implied volatility decreases. This suggests that better market condition 
  
leads to reduced market uncertainty and hence demand for hedging. These results confirm and 
support our earlier regression model analyses. We also employ the macroeconomic dataset available 
from McCracken and Ng (2015). The database is widely used for macroeconomic research and is 
known as the Stock-Watson dataset 5 . We use monthly data, from 2007/12 to 2017/6, to match our 
freight 
 
data period. We follow the approach of McCracken and Ng (2015) to make the data stationary.The 
sample is de-meaned and principal component analysis is applied onto the correlation matrix of the 
de-meaned sample data. The time-series of the first two factors (principal component scores) are then 
used as additional variables in our regression models. Results from adding these PCAs are clearly not 
significant and are not reported here. The key takeaway could be that macroeconomic variables in the 
broadest sense may impact more the broad equity markets than the more niche shipping markets, 
especially on option prices and volatilities. In any case, some of the macroeconomic effects would 
already be fully captured in the supply, demand, and financial market variables that we employ as 
explanatory variables 
4.1. Panel regression estimates So far we have investigated the various demand, supply and 
financial market factors that may potentially explain FFA option volatilities. The regressions 
were done separately on Capesize and Panamax IVs and on each IV with a different maturity. 
The results have been quite consistent across the different types of ships and across the 
various maturities. However, by using separate regressions some information on the 
covariances of the innovations in each regression is lost. To capture this information, we 
perform a panel regression or, in this situation, a time-series cross-sectional regression. We 
combine all the implied volatilities of different maturities into one single vector regression. 
This is a stacked vector including IVs from all maturities for both categories of ships. Similarly, 
  
the stacked regressors involve the same explanatory variables used in Tables 2A and 2B. The 
panel regression controls for fixed ship category and fixed maturities. The results are reported 
in Table 7. The results using the panel regression are much stronger, yielding the same 
explanations as we saw earlier. In particular, the Positive Slope coefficient is now highly 
significantly positive in each model and the Negative Slope coefficient is significantly negative. 
Thus, the V-shaped impact of term structure slope on implied volatility is established, which 
is an important finding and suggests that the shape of IV for the FFA market is similar to the 
shape of implied volatilities in markets for storable commodities. In addition, the coefficient 
of VIX is now significantly positive in all models. This confirms the role of VIX as a fear index 
whereby its increase would lead to more hedging and buying of FFA options, thus driving up 
the implied volatilities. It may be the case that VIX also captures uncertainty related to 
economic policy. Shipping is an industry that is very sensitive to geopolitical events which may 
potentially disrupt the supply-demand balance. As such, we re-estimate the regressions by 
including the economic policy uncertainty (EPU) index of Baker et al. (2016). We include two 
different versions of the index: the global EPU index that captures global risk and the China 
EPU index that reflects policy risk in China; the latter is motivated by the importance of China 
in world seaborne trade. Results, available from the authors, indicate that VIX remains 
significant even after controlling for those risks. Finally, demand side factors such as OECD, 
PRC Industrial Production and PRC Coke imports are significantly negative in lowering implied 
volatilities or the cost of hedging when business conditions are good. From the supply factors, 
only Fleet Orderbook has a significant positive impact on IV. Higher ship orderbook indicates 
future increase in supply which means less favourable market conditions for shipowners 
which generates more uncertainty. So ceteris paribus, IV would increase. 
 
V. Conclusions  
We analyse empirically the drivers and causes of fluctuations in the implied volatilities of freight rates. 
Freight rates are among the most volatile asset classes, yet the causes and drivers of their volatility 
are less well understood. We consider a number of macroeconomic and shipping-related factors that 
are known to affect the supply and demand for shipping and we examine their impact on the forward 
freight agreement (FFA) option implied volatilities (IV) for Capesize and Panamax vessels across 
different maturities. We find that the level of IVs is affected by the level of the spot rate, the slope of 
the forward curve, as well as by both demand and supply economic factors. Demand factors are 
stronger in affecting the forward looking implied volatilities than supply factors. We also find 
differences in the impact of these factors on short-term versus longer-term implied volatilities; the 
impact of the various factors tends to be stronger and more significant for near-term volatilities such 
as in the current month up to a year. In general, anticipation of economic growth and higher expected 
spot freight rates reduce volatilities whereas higher uncertainty and anticipation of excess shipping 
capacity may increase implied volatilities. A very interesting finding is that implied volatility is 
impacted by the term structure slope of the FFA rates in a V-shaped nonlinear fashion. Thus, when 
the forward slope gets steeper in absolute terms, either in backwardation or in contango, implied 
volatilities also increase. This is similar to the shape of implied volatilities in markets for storable 
commodities and is attributed to time-varying elasticity of supply due to irreversibility of investments 
and the presence of construction lags. Overall, freight IV are more sensitive to idiosyncratic (shipping-
specific) supply and demand shocks and less sensitive to broad financial risks (i.e. the VIX) and broad 
macro factors. This is in line with the commonly held belief, among market practitioners, that freight 
is a unique asset category that needs to be managed in its own right, using appropriate hedging tools 
rather than relying on instruments such as commodity derivatives. Our results are of interest for 
  
academics and practitioners alike. For the academic community, we investigate for the first time the 
impact of fundamental factors on freight rate volatility and thus provide further intuition on the 
mechanics of freight rate volatility. For practitioners, this study is important to discover what are the 
fundamentals used by expert brokers on the panel of the Baltic Exchange in shaping their assessments 
on the indicative option prices. Our results also demonstrate an alternative way of analysing volatility 
which may be useful for the pricing of freight rate options. 
 
 
 
