In 19) and 20), the authors proposed the tuning method of a controller by using only one-shot experimental data, which is referred to as Fictitious Reference Iterative Tuning (which is abbreviated to FRIT). FRIT requires only one-shot experimental data for an off-line non-linear optimization in order to obtain the optimal parameter minimizing the error between the desired output and the real one, so this is a useful and effective method in the sense that the cost and time for tuning of a controller can be drastically reduced. In this paper we expand FRIT into the two-degree of freedom control scheme. We show that our FRIT works effectively in the two-degree of freedom control systems and the minimization of the error in the fictitious area by using an off-line non-linear optimization corresponds to that in the real area. Moreover, by focusing the role of a feedforward controller in the two-degree of freedom control scheme, we also provide a new and facile closed loop system identification as one of the applications of the obtained result. Finally, we give an experimental result in order to show the validity of the proposed method in this paper.
Introduction
Recently, the control system synthesis based on the direct use of the measured input/output data attracts attentions from the practical view points. Since the real measured input/output data of a plant includes fruitful informations on the dynamics of the plant more directly than mathematical models obtained in system identifications, it is to be expected that such direct approaches provide effective controllers reflecting the dynamics of a plant. In the case where the structure of a controller is fixed (e.g., PID controllers), this direct approach is regarded as a parameter tuning based on the direct use of the data without a mathematical model of a plant. As one of these tuning schemes, iterative feedback tuning (which is abbreviated to IFT in the following) was proposed by Hjalmarsson et. al in 8) and was studied in 2),7),9),14), 15) and so on. In the case where a mathematical model of a plant in the closed loop with a (not necessarily desired) controller is unknown or performing an experiment for an identification is difficult, IFT is a useful and effective tuning method. IFT iteratively updates the variable parameter of an implemented controller so as to minimize a performance index, e.g., the sum of the squared error signal between the desired reference signal and the real output, by using the input/output data obtained in the iterative closed loop experiments. This minimization can be achieved by performing a non-linear optimization technique like Gauss-Newton method in which. Hessian and Jacobian consist of the experimental data. Thus, many experiments must be performed in order to update the parameter of a controller so as to achieve the minimization of the performance index. This means that the use of IFT requires considerable cost and time, which is a serious problem from the practical points of view. In order to overcome such a drawback of IFT, we provided a new method of parameter tuning by using only one-shot experiment for the sake of reducing cost and time required for arriving at the optimum parameter of the controller in the iterative tuning in the references 19) and 20) . The key concept of this approach was to use the fictitious reference signal generated by one-shot (initial) experimental data for the off-line tuning of the parameter of the controller, so this is referred to as fictitious reference iterative tuning (it is abbreviated to FRIT in the following). FRIT is more useful than IFT in the sense that we can reduce the number of the experiments for tuning of a controller drastically. In 19) and 20), FRIT was proposed and studied in the one-degree of freedom control scheme. In real plants, there are many cases in which two-degree freedom controllers are used in order to improve the performance on tracking for the desired output as well as the feedback properties. If a tuining method of controllers based on the direct use of the one-shot experimental data like FRIT is also developed in the two-degree of freedom of control scheme, it is to be expected that such a method becomes more useful procedure for tuning of a controller. Thus, it is meaningful to expand FRIT into the two degree of freedom control scheme from the practical points of view.
Recently, the importance of closed loop identification has increased. The reason for this is that there are many cases where a plant has already been operated in the closed loop using an appropriate controller, or a plant is unstable. From these reasons, there are mamy literatures and studies on closed loop system identification and we can find novel techniques on this issue, e.g., 1),6),10),12), 13),18),21), and so on. Since the proposed useful methods in these literatures are deeply supported by the basis of system theory, statistics, stochastics, signal processing, and so on, the experiments should be pre-designed elaborately. This means that these well-studied methods also requires much time for planning an experiment for an identification of a plant. On one hand, for engineers working in real plants, it is desired to execute a facile method for an identification of a plant operated by a controller in the case where they do not have so much time to perform an experiment for a system identification and it is not necessary for them to obtain a highly precise mathematical model.
Under these backgrounds, in this paper, we expand FRIT into the two-degree of freedom control scheme. Moreover, we also provide a new and facile closed loop system identification as one of the applications of our FRIT in the two degree of freedom control scheme. Roughly speaking, the later application can be summarized as follows. It is well-known that a feedforward-controller in the two-degree of freedom control scheme is regarded as a filter consisting of a desired reference model and the (quasi-) inverse model of a plant. In the case where the dynamics of a plant is unknown, this means that applying our FRIT to the feedforward controller yields the plant model by using the off-line iterative computation with one-shot experimental data. Thus, the method we provide in this paper is also used to develop a new, useful, easy, and facile identification method in the sense that we require only one-shot experimental data of the closed loop system. At this moment, our point is not on the comparison between our method and well known methods on closed loop system identification with respect to the quality of an obtaind mathematical model. Our stand point here is to provide an option as one of the indirect methods of closed loop system idetification.
In addition, the fictitious reference used for the parameter tuning in this paper is introduced in the unfalsified control theory (cf. 16) and 17)). Thus, this work is also regarded as one of the applications of the unfalsified control.
This paper is organized as follows. In Section 2, we give some preliminaries. In Section 3, as our main results, we expand FRIT into the two-degree of freedom control scheme. We then provide a new and facile method of closed loop system identification method as one of the applications of FRIT together with some remarks. In Section 4, we show an experimental result in order to illustrate the validity of our result. In Section 5, we give concluding remarks. holds. This fact is used in the calculations required in the proof of our main theorem.
Assumption
In this paper, we treat a linear, time-invariant, finite dimensional, and single input and single output system in discrete time, denoted with G(q). Assume that G(q) is strictly proper and a minimum phase system. Moreover, we assume that G(q) is unknown except the relative degree of G(q), and the plant has already been operated by implementing a stabilizing (and not necessarily desired) controller based on intuitions and experiences of engineers of the plant(1). Here, particularly, we treat two degree of freedom control system 5) as illustrated in Fig. 1 . In this e(P)y(P)-Td(q)r. e(p)S(Pe,q)(G(q)Cr(Pr,q)-Td(q))r.
Similarly, we also compute the error in the fictitious cost fucntion:
eSo(Cr(P?,q)+Td(q)Ce(P~,q))(P)=(Pe,q)(C r(pr,q)+Td(q)Ce(pe,q)) 
Experimental result
In this section, we give an experimental result for showing the validity of our approach. The system we address here is described by Fig. 2 . The cart is attached to the (4) Fig. 6 ) in the closed loop implementing only P.I. controller (the proportional gain Kp=1.0, the integrator gain KI=1.0 in the continuous time case). Moreover, we also perform the open loop validation test in terms of the sum of some sinusoidal waves u=0.05sin(lOt)+0.005sin(t) (see Fig. 7 ). From Fig. 6 and Fig. 7 , we can observe that the obtained model which well describes the dynamics (particularly, in the low- Cr(Pr,s)_0 .0229s2+1.9630s+0.9887
which yields almost similar results to Fig. 5, Fig. 6 , and Fig. 7 (we omit the detailed figures here).
Conclusions
In this paper, we have expanded FRIT into the twodegree of freedom control scheme and we have provided a new and facile method of closed loop system identification from the practical points of view.
Of course, the study in this paper is the first step of thee research topic on fictitious reference itertive tuning and its applications to closed looop system identification.
The difference between FRIT and VRFT by Campi et. al.
need to be clarified. Moreover, the effectiveness of the noise we disregard in this paper should also be considered in order to develop our method as one of the practical tools for system identification.
