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Abstract
Gaussian measures of Gibbsian type are associated with some shell
model of 3D turbulence; they are constructed by means of the energy,
a conserved quantity for the 3D inviscid and unforced shell model. We
prove the existence of a unique global flow for a stochastic viscous shell
model and of a global flow for the deterministic inviscid shell model, with
the property that these Gibbs measures are invariant for these flows.
1 Introduction
The study of existence and uniqueness of solutions for incompressible inviscid
and viscous flows with initial data in some ”physically relevant” space is of great
interest. The most understood case is the 2D model, for which existence and
uniqueness of classical and weak solutions for the viscous flow with initial data of
finite energy are due to J. Leray and later to O. Ladyszenskaja, J.-L. Lions and
G. Prodi, while for the inviscid flow they are due to W. Wolibner and later to V.
Judovich, T. Kato and C. Bardos with more assumptions on the initial velocity.
However, the 3D motion is a more challenging problem; for the viscous case,
Leray’s work gives existence but not uniqueness of weak solutions for initial data
of finite energy, whereas with more restrictive assumptions on the initial data
there exists a unique local solution. For the 3D inviscid case, only local results
for the well posedness of weak solutions are known. We refer to [25] where the
authors, C. Marchioro and M. Pulvirenti provide a comprehensive introduction
to a wide range of topics related to equations of inviscid and incompressible
fluid flow. The interested reader can find a quite recent account of all these
results in [23].
Inside the analysis of the equations of hydrodynamics, statistical solutions
have been investigated. In fact the individual solutions may give a detailed and
too complicated picture of the fluid, while one could be interested in the behavior
of some global quantity related to the fluid, where the microscopic picture is
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replaced by the macroscopic one. This is the statistical approach to turbulence.
From the mathematical point of view, we are interested in distributions invariant
for these flows. Probability measures of Gibbsian type, with Gibbs density
expressed by means of invariants of the 2D motions have been discussed in
[1, 6, 3, 4, 5, 10, 8, 11, 13, 16, 18, 2]. The construction of such invariants
measures looks quite natural since the 2D Euler equation has the nice property
to admit infinitely many first integrals, including the quadratic invariants given
by the energy and the enstrophy. In particular, in all the previous papers the
Gibbs density is constructed by means of the enstrophy. No results of Gibbs
invariant measures are known for the 3D equations of hydrodynamics.
In this paper, we consider some shell models in a very general form which
includes the SABRA and the GOY models. These models are the most in-
teresting and most popular examples of simplified phenomenological models of
turbulence. This is because, although departing from reality, they capture some
essential statistical properties and features of turbulent flows, like the energy
and the enstrophy cascade and the power law decay of the structure functions
in some range of wave numbers, the inertial range. From the computational
point of view, shell models are much simpler to simulate than the Navier-Stokes
equations due to the fact that we need a moderate number of degrees of freedom
to reach high Reynolds numbers (see, e.g., [24] and references therein). Indeed,
shell models of turbulence describe the evolution of complex Fourier-like com-
ponents of a scalar velocity field denoted by un and the associated wavenumbers
are denoted by kn, where the the discrete index n is referred as the shell index.
The evolution of the infinite sequence {un}∞n=−1 is given by
(1) u˙n(t) + νk
2
nun(t) + bn(u(t), u(t)) = fn(t, u(t)), n = 1, 2, . . .
with u−1 = u0 = 0 and un(t) ∈ C for n ≥ 1. Here ν ≥ 0 and in analogy with
Navier-Stokes equations ν represents a kinematic viscosity; kn = k0λ
n (λ > 1)
and fn is a forcing term. The exact form of bn(u, v) varies from one model to
another. However in all the various models, it is assumed that bn(u, v) is chosen
in such a way that
(2) ℜ
∞∑
n=1
bn(u, v)vn = 0,
where ℜ denotes the real part and x the complex conjugate of x. Equation
(2) implies a formal law of conservation of energy in the inviscid (ν = 0) and
unforced form of (1). These models have similar properties to 3D fluids.
In particular, we define the bilinear terms bn as
bn(u, v) = i(akn+1un+1vn+2+bknun−1vn+1−akn−1un−1vn−2−bkn−1un−2vn−1)
in the GOY model (see [20, 26]) and by
bn(u, v) = −i(akn+1un+1vn+2+bknun−1vn+1+akn−1un−1vn−2+bkn−1un−2vn−1)
in the SABRA model (see [24]).
The two parameters a, b are real numbers.
In the present paper, we consider particular Gaussian measures of Gibbs
type and investigate their role in the analysis of shell models. Basically, these
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Gibbs measures µν are constructed by means of the energy, which is an invariant
of motion for the inviscid and unforced shell model. Therefore, our aim is to
show that these measures are invariant for the inviscid shell model as well as
for a suitable stochastic viscous shell model. The support of the measure µν
is a Sobolev space of negative exponent and the space of finite energy initial
velocity is negligible with respect to the measure µν . Thus, one looks for a flow
with initial data of infinite energy.
Our results are very similar to those proved for the 2D stochastic Navier–
Stokes and 2D deterministic Euler equation with respect to the Gibbs measure
of the enstrophy (a conserved quantity for the 2D equation of hydrodynamics)
in a series of papers [1, 6, 3, 4, 5, 13, 16, 18, 2]. However, our results hold for
general shell models for which only the energy is an invariant of motion and are
therefore approximation models for 3D hydrodynamics.
Let us describe the content of the paper in more details. In Section 2 we
introduce the equations, the Gibbs measure µν and their basic properties; in
particular, we introduce the Ornstein-Uhlenbeck equation with a suitable noise
and prove that the Gibbs measure µν is its unique invariant measure. In Section
3 we focus on the stochastic viscous shell model, having µν as invariant measure;
first, we prove that for µν-a.e. initial data there exists a unique global solution,
and then that there exists a unique stationary process whose law at any fixed
time is µν . The last Section 4 deals with the inviscid shell model, for which
we prove that there exists a stationary process solving it and whose law at any
fixed time is µν .
2 Functional setting
Even if in (1) we considered the unknowns un(t) ∈ C, from now on we deal with
the real part and the imaginary part of un: un,1 = ℜun and un,2 = ℑun. As
usual, for x = (x1, x2) ∈ R2 we set |x|2 = x21 + x22 and x · y = x1y1 + x2y2 is the
scalar product in R2.
2.1 Spaces and operators
For any α ∈ R set
Hα = {u = (u1, u2, . . .) ∈ (R2)∞ :
∞∑
n=1
k2αn |un|2 <∞}.
This is a Hilbert space with scalar product 〈u, v〉Hα =
∑∞
n=1 k
2α
n un ·vn. Denote
by ‖ · ‖Hα its norm. We have the continuous embedding
Hα1 ⊂ Hα2 if α1 > α2.
Let A be the linear unbounded operator in H0 defined as
A : (u1, u2, . . .) 7→ (k21u1, k22u2, . . .), D(A) = H2.
The fractional power operators Ap are well defined for any p ∈ R:
Ap : H2p+β → Hβ, (u1, u2, . . .) 7→ (k2p1 u1, k2p2 u2, . . .)
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in any space (i.e. for any β). For any p < 0, Ap is a trace class operator in Hβ,
since Tr(Ap) =
∑
n k
2p
n = k
2p
0
∑
n λ
2pn is finite if and only if p < 0; therefore,
the operator Ap (p < 0) is compact and Hilbert–Schmidt as a linear operator in
H2p+β .
Moreover, A generates an analytic semigroup of contractions in H0 and for
any p > 0 and t > 0
(3) ‖Ape−νAtx‖H0 ≤
cp,ν
tp
‖x‖H0 ,
with cp,ν = (
p
eν )
p.
Set Bn = (Bn,1, Bn,2), where Bn,1 and Bn,2 are, respectively, the real part
and the imaginary part of the bn given in the previous section. For instance, in
the SABRA model
B1,1(u, v) = ak2[−u2,2v3,1 + u2,1v3,2]
B1,2(u, v) = −ak2u2 · v3
(4)
B2,1(u, v) = ak3[−u3,2v4,1 + u3,1v4,2] + bk2[−u1,2v3,1 + u1,1v3,2]
B2,2(u, v) = −ak3u3 · v4 − bk2u1 · v3
(5)
and for n > 2
Bn,1(u, v) = akn+1[−un+1,2vn+2,1 + un+1,1vn+2,2]
+ bkn[−un−1,2vn+1,1 + un−1,1vn+1,2]
+ akn−1[un−1,2vn−2,1 + un−1,1vn−2,2]
+ bkn−1[un−2,2vn−1,1 + un−2,1vn−1,2],
(6)
Bn,2(u, v) = −akn+1[un+1,1vn+2,1 + un+1,2vn+2,2]
− bkn[un−1,1vn+1,1 + un−1,2vn+1,2]
− akn−1[un−1,1vn−2,1 − un−1,2vn−2,2]
− bkn−1[un−2,1vn−1,1 − un−2,2vn−1,2].
(7)
Define the bilinear operator B : (R2)∞ × (R2)∞ → (R2)∞ as
B(u, v) = (B1(u, v), B2(u, v), . . .).
We have that B is well defined when its domain is H1×H0 orH1×H0 (see [14]),
that is B : H1 × H0 → H0 and B : H1 × H0 → H0 are bounded operators.
We extend the result of [14] to more general spaces; this is very similar to
Proposition 1 of [15].
Lemma 2.1 For any α1, α2, α3 ∈ R
B : Hα1 ×Hα2 → H−α3 with α1 + α2 + α3 = 1
and there exists a constant c (depending on a, b, λ and the αj’s) such that
‖B(u, v)‖H−α3 ≤ c‖u‖Hα1‖v‖Hα2 ∀u ∈ Hα1 , v ∈ Hα2 .
Proof. The proof is similar to that of Proposition 1 in [14]. We write it for
reader’s convenience.
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First,
‖B(u, v)‖H−α3 = sup
‖z‖Hα3≤1
∣∣∣ ∞∑
n=1
Bn(u, v) · zn
∣∣∣.
Now we estimate the trilinear term. Looking at the espression of the Bn’s
we have eight series
∑∞
n=1 to consider. We write the details for the first one,
working on the others in the same way.
∞∑
n=1
|akn+1un+1,2vn+2,1zn,1|
=
∞∑
n=1
ak0λ
n+1|un+1,2vn+2,1zn,1|
= aλ1−α1−2α2
∞∑
n=1
(k0λ
n+1)α1 |un+1,2|(k0λn+2)α2 |vn+2,1|(k0λn)α3 |zn,1|
= aλ1−α1−2α2
∞∑
n=1
kα1n+1|un+1,2| kα2n+2|vn+2,1| kα3n |zn,1|
≤ aλ1−α1−2α2
√√√√ ∞∑
n=1
k2α1n+1|un+1,2|2
√√√√ ∞∑
n=1
k2α2n+2|vn+2,1|2 sup
n
(kα3n |zn,1|)
≤ aλ1−α1−2α2‖u‖Hα1‖v‖Hα2 ‖z‖Hα3 .
(8)
✷
In particular, B is a bounded operator in the following spaces:
(9) B : H−α ×H−α → H−2α−1,
(10) B : H−α ×H0 → H−α−1, B : H0 ×H−α → H−α−1
and
(11) B : H−2−α ×H−2−α → H−5−2α
for α ∈ R.
A remarkable property of the operator B is
(12)
∞∑
n=1
Bn(u, v) · vn = 0
whenever u and v give sense to the l.h.s..
2.2 Gibbs measure of the energy
For any ν > 0, let us define the probability measure µν on (R2)∞ as
µν = ⊗∞n=1µνn,
where µνn is the Gaussian measure on R
2:
µνn(dun) =
ν
2π
e−ν
1
2
(u2n,1+u
2
n,2)dun,1dun,2.
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Heuristically we have
µν(du) =′′
1
Z
e−νE(u)du′′,
where E = 12
∑∞
n=1 |un|2 is the energy and Z is a normalization constant to
make µν to be a probability measure. This is the reason to call µν the Gibbs
measure of the energy with parameter ν.
The support of the measure µν is bigger than the space H0 of finite energy.
Indeed, for any c > 0 we have µν({x ∈ (R2)∞ : supn |xn| < c}) = 0; since the
space H0 is contained in the space of bounded sequences, we have also that
µν(H0) = 0.
Moreover∫
‖u‖2Hαµν(du) =
∞∑
n=1
k2αn
∫∫
R2
(u2n,1 + u
2
n,2)
ν
2π
e−ν
1
2
(u2n,1+u
2
n,2)dun,1dun,2
=
2
ν
∞∑
n=1
k2αn =
2
ν
k2α0
∞∑
n=1
λ2αn.
This is finite if and only if α < 0. Hence,
µν(Hα) = 1 ∀α < 0.
Thus we set
H = ∩α<0Hα.
H is a Fre´chet space (see, e.g., [28]) and
µν(H) = 1.
According to Kakutani’s theorem (see [22]), the measures µν1 and µν2 are
orthogonal (i.e., mutually singular) for ν1 6= ν2 positive.
For p ≥ 1 we denote by Lpµν the space of Borelian functions φ : H→ R such
that
∫ |φ|p dµν <∞. We have Lpµν ⊆ Lqµν for p ≥ q.
Let FC∞b be the space of infinitely differentiable cylindrical functions bounded
and with bounded derivatives, that is
∃k ∈ N : φ = φ(xi1 , xi2 , . . . , xik) ∈ C∞b
(
(R2)k;R
)
.
Analogously let FPol be the space of cylindrical polynomial functions. Either
FC∞b or FPol is a dense subspace of Lpµν for 1 ≤ p <∞.
An important property is the integrability of B with respect to the measure
µν .
Proposition 2.2 ∫
‖B(x, x)‖pH−1−αµν(dx) <∞
for any p ∈ N and α > 0.
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Proof. We write the proof for p = 2 but it is the same for the other values of p,
since µµ is Gaussian and the Bn’s are second order polynomial. The details are
given for the SABRA model, but the result is true for all ”finite” shell models.
We have∫
|Bn,1(x, x)|2µν(dx) =
∫
|akn+1[−xn+1,2xn+2,1 + xn+1,1xn+2,2]
+ bkn[−xn−1,2xn+1,1 + xn−1,1xn+1,2]
+ (a+ b)kn−1[xn−1,2xn−2,1 + xn−1,1xn−2,2]|2µν(dx)
≤ 2
∫
{a2k2n+1[x2n+1,2x2n+2,1 + x2n+1,1x2n+2,2]
+ b2k2n[x
2
n−1,2x
2
n+1,1 + x
2
n−1,1x
2
n+1,2]
+ (a+ b)2k2n−1[x
2
n−1,2x
2
n−2,1 + x
2
n−1,1x
2
n−2,2]}µν(dx)
=
16
ν2
{a2k2n+1 + b2k2n + (a+ b)2k2n−1}
=
16
ν2
k20{a2λ4 + b2λ2 + (a+ b)2}λ2(n−1).
Similarly we estimate
∫ |Bn,2(x, x)|2µν(dx). Therefore∫
‖B(x, x)‖2H−1−αµν(dx) =
∫ ∞∑
n=1
k2(−1−α)n |Bn(x, x)|2µν(dx)
≤ cν,k0,λ(|a|2 + |b|2)
∞∑
n=1
λ−2nα
which is finite if and only if α > 0. ✷
We give a definition.
Definition 2.3 We say that a process v = {vt}t≥0 is a µν-stationary process if
i) v is a stationary process;
ii) the law of v(t) is µν for any t ≥ 0.
Notice that, if v is a µν-stationary process defined on (Ω,F,P), denoting by
E the mathematical expectation we have
E
[∫ T
0
‖B(v(t), v(t))‖pH−1−αdt
]
=
∫ T
0
E[‖B(v(t), v(t))‖pH−1−α ]dt
= T
∫
H
‖B(x, x)‖pH−1−αµν(dx) <∞.
(13)
Therefore, we have the following result.
Proposition 2.4 Let v be a µν-stationary process. Then, for any p ≥ 1, α < 0
we have that B(v, v) ∈ Lp(0, T ;H−1−α) P-a.s..
2.3 The Wiener process
Let (Ω,F,P) be a complete probability space, with expectation denoted by E.
Consider a a sequence {wn,j}n∈N;j=1,2 of independent standard 1-dimensional
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Brownian motions defined for all real t. We say that w is an H0-cylindrical
Wiener process if
w =
(
(w1,1, w1,2), (w2,1, w2,2), (w3,1, w3,2), . . .).
We set Ft = σ{w(s2)− w(s1), s1 ≤ s2 ≤ t}.
The paths of the process w are (P-a.s.) in Cβ([t0, T ];H
−α) for any −∞ <
t0 < T < +∞, 0 ≤ β < 12 and α > 0. In fact, w(t) has values in H−α for any
α > 0 since
E
[
‖w(t)‖2H−α
]
= E
[ ∞∑
n=1
k−2αn |wn(t)|2
]
= 2|t|
∞∑
n=1
k−2αn = 2k
−2α
0 |t|
∞∑
n=1
λ−2αn,
and the latter series converges if and only if α > 0.
Moreover, with similar argument we get from Kolmogorov criterium (see, e.g.,
[17] Theorem 3.3) that
(14) E[‖w‖2Cβ([t0,T ];H−α)] <∞ for any β ∈ [0, 12 ), α > 0.
2.4 The equations
Let us consider the stochastic viscous shell model
(15) du(t) + [νAu(t) +B(u(t), u(t))]dt =
√
2A dw(t).
As we shall see in the next section, the covariance of the Wiener process has
been chosen in such a way that the measure µν is invariant for (15) (in a sense to
be specified later on); with this type of covariance we cannot analyze equation
(15) with classical techniques, as done for instance in [7].
When there is no viscosity and forcing term in (15), we get the deterministic
unforced and inviscid shell model
(16)
du
dt
(t) +B(u(t), u(t)) = 0.
From property (12) we have that the energy E(t) = 12
∑∞
n=1 |un(t)|2 is an
invariant of motion for (16), i.e. for any t
dE
dt
(t) =
∞∑
n=1
u˙n(t) · un(t) = −
∞∑
n=1
Bn(u(t), u(t)) · un(t) = 0,
whenever we consider a dynamics giving sense to the latter quantities.
We are interested also in the linear stochastic equation, i.e. the Ornstein–
Uhlenbeck equation
(17) dz(t) + νAz(t) dt =
√
2A dw(t).
For any time interval [t0, T ], this equation has a unique strong solution
(18) z(t) = e−ν(t−t0)Az(t0) +
∫ t
t0
e−ν(t−s)A
√
2A dw(s).
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This is easy to prove for this linear stochastic equation, which corresponds to
an infinite system of decoupled linear equations (n ∈ N, j = 1, 2)
(19) dzn,j(t) + νk
2
nzn,j(t)dt =
√
2kndwn,j(t).
We have that z(t) takes values in H−α (α > 0) P-a.s. if z(t0) ∈ H−α. Indeed,
if z(t0) is in H
−α then e−ν(t−t0)Az(t0) stays in the same space. And for the
stochastic integral we have
E[‖
∫ t
t0
e−ν(t−s)A
√
2A dw(s)‖2H−α ] = E
∞∑
n=1
2∑
j=1
k−2αn |
∫ t
t0
e−ν(t−s)k
2
n
√
2kndwn,j(s)|2
=
∑
n,j
k−2αn
∫ t
t0
e−2ν(t−s)k
2
n2k2nds
≤ 2
ν
∞∑
n=1
k−2αn =
2
ν
k−2α0
∞∑
n=1
λ−2αn.
Moreover, the paths are a.s. continuous in time. In fact, the continuity of the
trajectories is easily obtained, because A is a diagonal operator commuting with
the covariance operator of the Wiener process w (see [17] Theorem 5.9). Further
(see [17] Remark 5.11) we have
E sup
0≤t≤T
‖z(t)‖pH−α <∞
for any p ≥ 1.
Finally, the stationary solution to (17) can be represented as
(20) ζ(t) =
∫ t
−∞
e−ν(t−s)A
√
2A dw(s),
and the law of ζ(t) is µν for any t.
2.5 Invariance of the measure µν
Let us consider how the measure µν is related to the three equations considered
in the previous section. We present well known properties, which are similar to
those for the 2D Navier-Stokes equation with respect to the Gibbs measure of
the enstrophy (see [1, 2, 3, 4, 5, 6]).
We start with the easy linear stochastic case (17). Denote by zx(t) the unique
strong solution of equation (17) started at time t = 0 from x and evaluated at
time t > 0; this has been given in (18).
We have that the measure µν is the unique invariant measure of equation
(17), in the sense that
(21)
∫
E[φ(zx(t))] µ
ν(dx) =
∫
φ(x) µν(dx) ∀t ≥ 0, φ ∈ L2µν .
Indeed, we define the Markov semigroup {Rt}t≥0 as
(22) (Rtφ)(x) = E[φ(zx(t))].
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Hence the invariance of the measure µν is
(23)
∫
Rtφ(x) µ
ν(dx) =
∫
φ(x) µν(dx) ∀t ≥ 0, φ ∈ L2µν .
Formally, we have Rt = e
−tQ, Q being the Ornstein–Uhlenbeck operator.
The concrete expression of the generator is easily given on particular dense
subspaces of L2µν . For φ ∈ FC∞b we have
(24) Qφ(x) =
∑
n
2∑
j=1
[
k2n
∂2φ
∂x2n,j
(x) − νk2nxn,j
∂φ
∂xn,j
(x)
]
Here for φ : (R2)k → R, φ ∈ FC∞b we set
φ˜(xi1,1, xi1,2, xi2,1, xi2,2, . . . , xik,1, xik ,2) = φ(xi1 , xi2 , . . . , xik)
and
∂φ
∂xn,j
(xi1 , xi2 , . . .) =
∂φ˜
∂xn,j
(xi1,1, xi1,2, xi2,1, xi2,2, . . .).
Hence (23) is equivalent to the infinitesimal invariance
(25)
∫
Qφ dµν = 0 ∀φ ∈ D(Q)
Notice that Q is symmetric when defined on FC∞b :
(26)
∫
Qφ ψ dµν =
∫
φ Qψ dµν ∀φ, ψ ∈ FC∞b ,
by direct computation, using integration by parts. Therefore the semigroup Rt
is symmetric; hence we can define Rt in any space Lpµν (1 ≤ p ≤ ∞); first by
the L1µν − L∞µν duality we define it uniquely in L1µν and then by Riesz-Thorin
theorem in Lpµν for 1 < p <∞. For simplicity, let us work in the Hilbert setting
of L2µν .
In particular, taking ψ = 1 in (26) we get
(27)
∫
Qφ dµν = 0 ∀φ ∈ FC∞b .
This implies (25) if FC∞b is dense in D(Q) with respect to the Q-operator norm,
or equivalently if (Q,FC∞b ) is essentially self-ajoint. The fact that FC
∞
b is a
core for the infinitesimal generator of the semigroup Rt is proved by means of
Theorem X.40 of [29] since the semigroup is given by (22) with (18).
As far as the nonlinear equation (16) is concerned, we have that the measure
µν is infinitesimally invariant, that is
(28)
∫
Lφ dµν = 0 ∀φ ∈ FC∞b ,
where (L, FC∞b ) is the Liouville operator associated to equation (16), that is
Lφ(x) = −
∑
n,j
Bn,j(x, x)
∂φ
∂xn,j
(x).
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It is a linear operator in L2µν with dense domain FC∞b and is skew-symmetric,
i.e.
(29)
∫
Lφ ψ dµν = −
∫
φ Lψ dµν ∀φ, ψ ∈ FC∞b .
Indeed, integrating by parts and noting that each Bn,j does not depend on the
variable xn,j , we have∫
Lφ ψ dµν = −
∫ ∑
n,j
Bn,j(x, x)
∂φ
∂xn,j
(x) ψ(x) µν(dx)
= −ν
∫ ∑
n,j
Bn,j(x, x)xn,j
︸ ︷︷ ︸
= 0 by (12)
φ(x) ψ(x) µν(dx)
+
∫
φ(x)
∑
n,j
Bn,j(x, x)
∂ψ
∂xn,j
(x) µν(dx) = −
∫
φ Lψ dµν .
Taking ψ = 1 in (29), we get (28).
Actually, if φ ∈ FC1b then Lφ ∈ Lqµν for any q ≥ 1, since the Bn,j ’s are
polynomials and µν is a Gaussian measure.
As far as the nonlinear stochastic equation (15) is concerned, its Kolmogorov
operator is given by
Kφ(x) =
∑
n
2∑
j=1
[
k2n
∂2φ
∂x2n,j
(x)−Bn,j(x, x) ∂φ
∂xn,j
(x)− νk2nxn,j
∂φ
∂xn,j
(x)
]
≡ (Q+ L)φ
for φ ∈ FC∞b . Again, given φ ∈ FC2b we have that Kφ ∈ Lqµµ for any q ≥ 1.
Hence we can consider K as a linear operator in Lqµν with dense domain FC∞b .
Since K = Q+L, from (27) and (28) follows that the measure µν is infinites-
imally invariant for K, that is
(30)
∫
Kφ dµν = 0 ∀φ ∈ FC∞b .
3 Stochastic viscous shell models
Let us consider equation (15). We are interested in solutions ux with initial
data x ∈ H. To this end, we consider initial data in H−α for 0 < α < 1. We
assume in the whole section that the parameters ν > 0 and α ∈]0, 1[ are fixed.
The results hold true for arbitrary values of ν and α in the given range.
Here is our main result.
Theorem 3.1 There exists a set H˜ ⊂ H with µν(H˜) = 1 such that for any
x ∈ H˜ ∩ H−α there exists a unique strong solution ux to equation (15) with
u(0) = x and
(31) E‖ux‖pC([0,T ];H−α) <∞
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for any p ≥ 1 and any finite time interval [0, T ].
Moreover, the measure µν is invariant for equation (15) in the sense that
(32)
∫
Eφ(ux(t)) µ
ν(dx) =
∫
φ(x) µν(dx)
for any t ≥ 0 and φ ∈ L1µν (H−α).
We prove this result in two steps, following the lines of [18]. First, we
construct a unique local solution. Then, by means of an approximating problem
we obtain an a priori estimate, which provides the global existence.
Remark 3.2 The solution ux is a strong solution in the probabilistic sense and
is pathwise unique. It allows to construct the Markov semigroup {Pt}t≥0 as
(Ptφ)(x) = E[φ(ux(t))].
We have Pt : Bb(H
−α)→ Bb(H−α) for any t ≥ 0, where Bb(H−α) is the space
of Borel bounded functions φ : H−α → R. Actually, Ptφ(x) is defined only
for µν-a.e. x, but this is enough to give sense to (32). In particular, thanks
to (31) Pt is well defined on polynomial functions with values in Lqµν for any
1 ≤ q <∞; hence Pt can be extended to Lqµν .
3.1 Local existence
Consider equation (15) with initial data u(0) = x ∈ H−α. We prove that
it has a unique local solution, where the time interval on which it is defined
is random. This basically relies on the fact that the equation has a locally
Lipschitz nonlinearity. To this end, let us deal with the solution of equation
(15) in the mild form (see, e.g., [17])
(33)
ux(t) = e
−νtAx−
∫ t
0
e−ν(t−s)AB(ux(s), ux(s)) ds+
∫ t
0
e−ν(t−s)A
√
2A dw(s).
Proposition 3.3 Let 0 < α < 1. For any x ∈ H−α there exists a random time
τ (τ > 0 P-a.s.) and a unique process ux solving equation (15) on the time
interval [0, τ ] with initial value x and such that
ux ∈ C([0, τ ];H−α) P− a.s.
Proof. We use a fixed point theorem to prove that equation (15) has a local
mild solution. Set
z0(t) =
∫ t
0
e−ν(t−s)A
√
2A dw(s).
We know that a.a. the paths of the process z leave in C([0, T ];H).
We proceed pathwise. We define the mapping Ψ as
(Ψu)(t) = e−νtAx−
∫ t
0
e−ν(t−s)AB(u(s), u(s)) ds+ z0(t).
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We have that Ψ : C([0, T ];H−α) → C([0, T ];H−α). Indeed, e−νtAx and z0 are
in C([0, T ];H−α); we only need to deal with the second term in the r.h.s.:
sup
0≤t≤T
‖
∫ t
0
e−ν(t−s)AB(u(s), u(s)) ds‖H−α
≤ sup
0≤t≤T
∫ t
0
‖e−ν(t−s)AB(u(s), u(s))‖H−α ds
= sup
0≤t≤T
∫ t
0
‖A 1+α2 e−ν(t−s)AA−α− 12B(u(s), u(s))‖H0 ds
≤ sup
0≤t≤T
∫ t
0
c‖B(u(s), u(s))‖H−2α−1
(t− s) 1+α2
ds by (3)
≤ c sup
0≤t≤T
∫ t
0
‖u(s)‖2H−α
(t− s) 1+α2
ds by (9)
≤ c‖u‖2C([0,T ];H−α) sup
0≤t≤T
∫ t
0
ds
(t− s) 1+α2
= C0‖u‖2C([0,T ];H−α)T
1−α
2 for α < 1.
We have denoted by C0 the latter constant, whereas in the previous lines we
used the same notation for different constants. From now on we shall label only
constants appearing in important relationships.
Hence, given x and z0 we have
(34) ‖Ψu‖L∞(0,T ;H−α) ≤ ‖x‖H−α + ‖z0‖C([0,T ];H−α) +C0‖u‖2C([0,T ];H−α)T
1−α
2 .
The continuity in time is proved with similar estimates.
From (34) it follows that, if ‖x‖H−α + ‖z0‖C([0,T ];H−α) < R2 and T
1−α
2 <
1
2C0R
, then Ψ maps the ball of radius R of C([0, T ];H−α) into itself:
for R > 2‖x‖H−α + 2‖z0‖C([0,T ];H−α) and(35)
τ < (2C0R)
2
α−1 ,(36)
then ‖Ψu‖C([0,τ ];H−α) < R if ‖u‖C([0,τ ];H−α) < R.(37)
For instance, we can choose
R = 3(‖x‖H−α+‖z0‖C([0,T ];H−α)) τ = [8C0(‖x‖H−α+‖z0‖C([0,T ];H−α))]
2
α−1 .
Since we proceed pathwise, R and τ are random variables, almost surely positive
and finite.
In addition we have that Ψ is a contraction mapping on the ball of radius R
in C([0, τ ];H−α) for R and τ defined above, that is
∀x ∈ H−α, z0 ∈ C([0, T ];H−α) ∃ R > 0, γ < 1, τ > 0 :
‖Ψu1 −Ψu2‖C([0,τ ];H−α) < γ‖u1 − u2‖C([0,τ ];H−α)
∀‖u1‖C([0,τ ];H−α) ≤ R, ‖u2‖C([0,τ ];H−α) ≤ R.
To prove it, we use the bilinearity of the operator B
B(u1, u1)−B(u2, u2) = B(u1, u1 − u2) +B(u1 − u2, u2).
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As done before, we get
‖Ψu1 −Ψu2‖C([0,τ ];H−α) ≤
sup
0≤t≤τ
∫ t
0
‖e−ν(t−s)A[B(u1(s), u1(s)− u2(s)) +B(u1(s)− u2(s), u2(s))]‖H−α ds
≤ C0[‖u1‖C([0,τ ];H−α) + ‖u2‖C([0,τ ];H−α)]‖u1 − u2‖C([0,τ ];H−α)τ
1−α
2 .
The same choice of R and τ as in (35)-(36) provides the result with γ =
2C0Rτ
1−α
2 . ✷
Given x and z0 we have obtained the solution ux on the time interval [0, τ ].
We could proceed beyond time τ ; we construct the solution ux starting at time
τ from ux(τ). Our construction shows that if ‖u(0)‖H−α + ‖z0‖ ≤ R2 then
‖u(τ)‖H−α ≤ R; starting from time τ the amplitude of the next time interval is
smaller than τ and as usual for nonlinear equations we are not granted to cover
the whole time interval [0, T ] by a repeated procedure.
To get a global solution we need an a priori estimate. This will be the
argument of the next two sections; we need to approximate the nonlinear term
B and to use the invariance of the measure µν for the approximate problem.
Then we recover the result for equation (15).
3.2 Finite dimensional approximation of B
For anyM ∈ N, let ΠM be the projection operator inH0 defined as ΠM (u1, u2, . . .) =
(u1, u2, . . . , uM , 0, 0, . . .).
Moreover, for M ≥ 3 let BM be the bilinear operator defined as
BM (u, v) = ΠMB(ΠMu,ΠMv).
BM is a bounded operator from (R2)M × (R2)M to (R2)M . In addition we have
the same result of Lemma 2.1
(38) ‖BM (u, v)‖H−α3 ≤ c‖u‖Hα1‖v‖Hα2 if α1 + α2 + α3 = 1,
where the constant c is independent of M .
We have the relationship corresponding to (12):
(39)
M∑
n=1
BMn (u, v) · vn = 0
The approximation problem associated to (15) is
(40)
{
duM (t) + [νAuM (t) +BM (uM (t), uM (t))]dt = ΠM
√
2A dw(t)
uM (0) = ΠMx
We consider any finite time interval [0, T ] and set µν,M = ⊗Mn=1µνn.
In order to study this problem, we make precise some properties of the
bilinear term BM .
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Lemma 3.4
(41) sup
M
∫
H
‖BM (x, x)‖p
H−1−β
µν(dx) ≤
∫
H
‖B(x, x)‖p
H−1−β
<∞
for any β > 0.
Moreover, for any p ≥ 1
(42) lim
M→∞
‖BM (u, u)−B(u, u)‖Lp(0,T ;H−1−2α) = 0 if u ∈ C([0, T ];H−α).
Proof. (41) is proved as in Proposition 2.2.
We give details for (42) in the case of the SABRA model. First,
BMn,1(x, x)−Bn,1(x, x) =


0 for n ≤M − 2
−akM (xM,1xM+1,2 − xM,2xM+1,1) for n =M − 1
−akM+1(xM+1,1xM+2,2 − xM+1,2xM+2,1)
for n =M
−bkM (xM−1,1xM+1,2 − xM−1,2xM+1,1)
−Bn,1(x, x) for n ≥M + 1
and
BMn,2(x, x)−Bn,2(x, x) =


0 for n ≤M − 2
−akM (−xM,1xM+1,1 − xM,2xM+1,2) for n =M − 1
−akM+1(−xM+1,1xM+2,1 − xM+1,2xM+2,2)
for n =M
−bkM (−xM−1,1xM+1,1 − xM−1,2xM+1,2)
−Bn,2(x, x) for n ≥M + 1
Therefore
‖BM (x, x) −B(x, x)‖H−1−2α ≤ |BMM−1(x, x) −BM−1(x, x)|2k2(−1−2α)M−1
+ |BMM (x, x) −BM (x, x)|2k2(−1−2α)M
+
∞∑
n=M+1
|Bn(x, x)|2k2(−1−2α)n .
Following the proof of Lemma 2.1 we get that for any x ∈ H−α we have
‖BM (x, x) −B(x, x)‖H−1−2α ≤ c‖(ΠM−2 − I)x‖2H−α → 0 as M →∞,
Hence,∫ T
0
‖BM (u(s), u(s))−B(u(s), u(s))‖pH−αds ≤ c
∫ T
0
‖ΠM−2u(s)− u(s)‖2pH−αds.
Moreover,
lim
N→∞
‖ΠNu(s)− u(s)‖2pH−α = 0
for every s if u ∈ C([0, T ];H−α), and∫ T
0
‖ΠNu(s)− u(s)‖2pH−αds ≤
∫ T
0
‖u(s)‖2pH−αds ∀N.
We conclude by dominated convergence. ✷
For equation (40) we have the following standard result.
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Proposition 3.5 For each x ∈ (R2)∞ and M , there exists a unique strong
solution to equation (40), which is a continuous and Markov process.
Moreover, µν,M is the unique invariant measure for equation (40).
Finally, there exists a unique stationary solution, which is a µν,M -stationary
process.
Proof. The existence and uniqueness result is standard; indeed, equation (40)
is an evolution equation in the state space (R2)M . In the finite dimensional case,
the equation with a locally Lipschitz nonlinearity has a unique local solution,
defined on a random time interval [0, τ ] ⊆ [0, T ] (see, e.g., [27]). The global
solution, that is the solution existing on the whole time interval [0, T ], is shown
to exist thanks to an a priori estimate obtained by Itoˆ formula for d‖uM (t)‖2H0 ,
using property (39):
E sup
0≤t≤T
‖uM (t)‖2H0 ≤ ‖ΠMx‖2H0 + t C(M)
where C(M) is a constant quantity depending onM (see, e.g., [1] for the similar
case of the 2D Navier-Stokes equation).
Moreover, for the finite dimensional equation (40) existence and uniqueness
of an invariant measure hold true, since the noise is non-degenerate i.e. it acts
on all the components (see, e.g., [21]). Let us prove that this unique invariant
measure is indeed µν,M . Denote by uMx (t) the unique solution of (40) started at
time 0 from x ∈ (R2)M and evaluated at time t. This uniquely defines a Markov
semigroup {PMt }t≥0:
(PMt φ)(x) = E[φ(u
M
x (t))], φ ∈ Bb((R2)M ).
Actually, the semigroup can be defined as acting in L1µν,M , as we shall see in the
following lines.
We now prove that the measure µν,M is an invariant measure for (40) in the
sense that
(43)
∫
PMt φ dµ
ν,M =
∫
φ dµν,M ∀t ≥ 0, φ ∈ L1µν,M .
The invariance (43) is equivalent to the infinitesimal invariance
(44)
∫
KMφ dµν,M = 0 ∀φ ∈ D(KM ) ⊂ L1µν,M
being KM : D(KM )→ L1µν,M the infinitesimal generator of the semigroup PMt
in L1µν,M .
On the set C∞b ((R
2)M )) of infinitely differentiable functions bounded with
all derivatives bounded, the operator KM has the expression
(45) KMφ(x) =
M∑
n=1
2∑
j=1
[
k2n
∂2φ
∂x2n,j
(x)−BMn,j(x, x)
∂φ
∂xn,j
(x)−νk2nxn,j
∂φ
∂xn,j
(x)
]
.
First, we have that
(46)
∫
KMφ dµν,M = 0 ∀φ ∈ C∞b ((R2)M ).
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Indeed, if φ ∈ C∞b ((R2)M ) then KMφ is µν,M -integrable; morevoer,∫
KMφ dµν,M
=
∫ ∑
n,j
[
k2n
∂2φ
∂x2n,j
(x)−BMn,j(x, x)
∂φ
∂xn,j
(x) − νk2nxn,j
∂φ
∂xn,j
(x)
]
µν,M (dx)
and integrating by parts
= −ν
∫ ∑
n,j
BMn,j(x, x)xn,jφ(x) µ
ν,M (dx) = 0 by (39).
Secondly,
KMφ(x) ≡ QMφ(x) −
M∑
n=1
2∑
j=1
BMn,j(x, x)
∂φ
∂xn,j
(x)
As done in Section 2.5 for the Ornstein–Uhlenbeck operatorQ, we can prove that
C∞b ((R
2)M ) is a domain of essential self-adjointness for QM . Using Theorem
1.2 of [30] we get that C∞b ((R
2)M ) is a core for KM , that is C∞b ((R
2)M ) is dense
in D(KM ) with respect to the graph norm.
From this density result we have that (46) implies (44). ✷
Now, define
(47) vMx = u
M
x + (I −ΠM )zx.
This process is a solution of
(48)
{
dvMx (t) + [νAv
M
x (t) +B
M (vMx (t), v
M
x (t))]dt =
√
2A dw(t)
vMx (0) = x
We have
Proposition 3.6 For each x ∈ H−α and M , there exists a unique strong so-
lution vMx to equation (48), which is a Markov process and for any T > 0 and
finite
vMx ∈ C([0, T ];H−α) P− a.s.
for any finite time interval [0, T ]. Moreover
(49) sup
M
∫
E‖vMx ‖pC([0,T ];H−α)µν(dx) <∞
for any p ≥ 1.
The measure µν is the unique invariant measure for equation (40), that is
(50)
∫
Eφ(vMx (t)) µ
ν(dx) =
∫
φ(x) µν(dx)
for any t ≥ 0 and φ ∈ L1µν .
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Proof. According to Proposition 3.5 and to the results of Section 2.4, we have
that for any x ∈ H−α there exists a unique solution of (48) with paths in
C([0, T ];H−α). This is therefore given by (47). Again we prove the uniqueness
of the invariant measure dealing separately with the dynamics on the first M
modes and on the remaining modes.
The invariance (50) is proved as in the proof of Proposition 3.5, since the
Kolmogorov operator associated to equation (48) is
Q −
M∑
n=1
2∑
j=1
BMn,j
∂
∂xn,j
.
What remains to be proved is (49). Consider the mild form of the solution
to equation (48)
vMx (t) = zx(t)−
∫ t
0
e−ν(t−s)ABM (vMx (s), v
M
x (s)) ds
Then
(51) ‖vMx ‖pC([0,T ];H−α) ≤ 2p−1‖zx‖pC([0,T ];H−α)
+ 2p−1( sup
0≤t≤T
‖
∫ t
0
e−ν(t−s)ABM (vMx (s), v
M
x (s)) ds‖H−α)p.
We estimate the latter term;
‖
∫ t
0
e−ν(t−s)ABM (vMx (s), v
M
x (s)) ds‖H−α
≤ sup
0≤t≤T
∫ t
0
‖e−ν(t−s)ABM (vMx (s), vMx (s))‖H−α ds
= sup
0≤t≤T
∫ t
0
‖A 12 e−ν(t−s)AA− 1+α2 BM (vMx (s), vMx (s))‖H0 ds
≤ c sup
0≤t≤T
∫ t
0
1
(t− s) 12 ‖B
M (vMx (s), v
M
x (s))‖H−1−α ds by (3)
≤ c sup
0≤t≤T
(∫ t
0
ds
(t− s) 34
) 2
3
(∫ t
0
‖BM (vMx (s), vMx (s))‖3H−1−α ds
) 1
3
by Ho¨lder ineq.
= c(4T 1/4)
2
3
(∫ T
0
‖BM (vMx (s), vMx (s))‖3H−1−α ds
) 1
3
.
Now in (51) we take the integral with respect to P and µν . Using the
invariance of the measure µν , we get∫
E‖vMx ‖pC([0,T ];H−α) µν(dx)
≤ c
∫
E‖zx‖pC([0,T ];H−α) µν(dx) + cT
p
6
(
T
∫
‖BM (x, x)‖3pH−1−α µν(dx)
) p
3
.
Finally, the uniform estimate (49) follows from the uniform estimate (41). ✷
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Remark 3.7 From the properties of equations (40) and (17), we also have
that there exists a unique stationary solution of (48), which is a µν-stationary
process.
3.3 Global existence
Let us come back to the local existence result. Consider the solutions vMx as
living in C([0, τ ];H−α). Estimates similar to those of Section 3.1 allow to prove
that the whole sequence vMx converges (pathwise) to ux in the C([0, τ ];H
−α)-
norm.
Proposition 3.8
(52) lim
M→∞
‖ux − vMx ‖C([0,τ ];H−α) = 0 P− a.s.
Proof. We have
ux(t)− vMx (t) =
∫ t
0
e−ν(t−s)A[BM (vMx (s), v
M
x (s))− B(ux(s), ux(s))]ds.
Moreover
BM (vM , vM )−B(u, u) = BM (vM , vM−u)+BM (vM−u, u)+BM(u, u)−B(u, u);
therefore
‖ux − vMx ‖C([0,τ ];H−α)
≤ sup
0≤t≤τ
∫ t
0
‖e−ν(t−s)A[BM (vMx (s), vMx (s)−ux(s))+BM (vMx (s)−ux(s), ux(s))]‖H−αds
+ sup
0≤t≤τ
∫ t
0
‖e−ν(t−s)A[BM (ux(s), ux(s))−B(ux(s), ux(s))]‖H−αds.
We estimate
‖BM (vM , vM−u)‖H−1−2α+‖BM (vM−u, u)‖H−1−2α ≤ c(‖vM‖H−α+‖u‖H−α)‖vM−u‖H−α
as done in (9). Moreover∫ t
0
‖e−ν(t−s)A[BM (ux(s), ux(s))−B(ux(s), ux(s))]‖H−αds
≤
∫ t
0
c
(t− s) 1+α2
‖BM (ux(s), ux(s)) −B(ux(s), ux(s))‖H−1−2αds by (3)
≤
(
c
∫ t
0
ds
(t− s) 1+α1+√α
) 1+√α
2 (∫ t
0
‖BM (ux(s), ux(s))−B(ux(s), ux(s))‖
2
1−
√
α
H−1−2αds
) 1−√α
2
by Ho¨lder inequality.
With usual computations we get
‖ux − vMx ‖C([0,τ ];H−α) ≤ C0τ
1−α
2 (‖vMx ‖C([0,τ ];H−α) + ‖ux‖C([0,τ ];H−α))‖vMx − ux‖C([0,τ ];H−α)
+ C1τ
√
α−α
2 ‖BM (ux, ux)−B(ux, ux)‖
L
2
1−
√
α (0,τ ;H−1−2α)
≤ 2C0Rτ
1−α
2 ‖vM − u‖C([0,τ ];H−α)
+ C1τ
√
α−α
2 ‖BM (ux, ux)−B(ux, ux)‖
L
2
1−
√
α (0,τ ;H−1−2α)
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choosing R and τ as in (35)-(36). Therefore
[1− 2C0Rτ
1−α
2 ]︸ ︷︷ ︸
>0
‖ux−vMx ‖C([0,τ ];H−α) ≤ C1τ
√
α−α
2 ‖BM (ux, ux)−B(ux, ux)‖
L
2
1−
√
α (0,τ ;H−1−2α)︸ ︷︷ ︸
→ 0 by (42)
.
This implies (52). ✷
On the other hand, (49) says that the sequence {vMx }M is bounded in
Lp(Ω ×H−α,P ⊗ µν ;C([0, T ];H−α)). Therefore, by the Banach-Alaoglu theo-
rem there exists a subsequence {vMix }i ⋆-weakly converging in Lp(Ω×H−α,P⊗
µν ;C([0, T ];H−α)) to some vx; moreover, the limit satisfies∫
E‖vx‖pC([0,T ];H−α) µν(dx) <∞.
In particular, for µν -a.e. x
(53) ‖vx‖pC([0,T ];H−α) <∞ P− a.s.
Since we also know that the whole sequence {vMx }M converges pathwise to ux
in C([0, τ ];H−α) we have
ux|[0,τ ] = vx|[0,τ ] P− a.s.
and
‖ux‖C([0,τ ];H−α) ≤ ‖vx‖C([0,T ];H−α) P− a.s.
Now, by means of this bound we get that the path ux exists on the time interval
[0, T ]. Indeed, if we choose τ < (2C0R)
2
α−1 with R > 2‖vx‖C([0,T ];H−α) +
2‖z0‖C([0,T ];H−α), we can repeat the construction of the path ux on the time
interval [τ, 2τ ] and so on until we recover the whole time interval [0, T ]. This
gives (31).
As far as the invariance of the measure µν is concerned, notice that we proved
that
lim
M→∞
‖ux − vMx ‖C([0,T ];H−α) = 0 P− a.s.
Hence, given φ ∈ C(H−α)
lim
M→∞
φ(vMx (t)) = φ(ux(t)) P− a.s.
for any t. From (50) and by the dominated convergence theorem we get that
for any φ ∈ Cb(H−α)∫
Eφ(ux(t)) µ
ν(dx) =
∫
φ(x) µν(dx), ∀t ≥ 0
that is ∫
Ptφ dµ
ν =
∫
φ dµν , ∀t ≥ 0.
Because of (31) we can extend this property to any φ ∈ Lqµν (1 ≤ q < ∞)
and we get the invariance (32).
20
Remark 3.9 We point out that we have not proved that FC∞b is a core for the
infinitesimal generator of the semigroup Pt in L1µν , whereas we proved before (for
any M) that FC∞b is a core for the infinitesimal generator of the semigroup P
M
t
in L1µν . The criterium of [30] used in the previous sections (with the quadratic
term BM ) does not work for the operator K (with the ”full” quadratic term
B). There are few methods to prove this kind of results for infinite-dimensional
non-symmetric operators; also the approximative approach of Eberle (see [19]
Chapter 5) is not helpful. However,thanks to the pathwise uniqueness we have
proved the strong Markov uniqueness of the Kolmogorov operator (K,FC∞b )
in L1µν (with the terminology of [19]). Actually, the result of strong Markov
uniqueness would be true with respect to any invariant measure for equation
(15) whose support is included in H−α for some 0 < α < 1.
We conclude the analysis of the existence and uniqueness result, by noting
that when we consider as initial data a random variable independent of w and
with law µν , we can construct a unique strong solution ust with the same tech-
nique of Theorem 3.1; indeed the initial data ust(0) is such that ‖ust(0)‖2H <∞
a.s.. This solution is the limit of the µν -stationary Galerkin approximations vMst{
dvMst (t) + [νAv
M
st (t) +B
M (vMst (t), v
M
st (t))]dt =
√
2A dw(t), t > 0
vMst (0) has law µ
ν
Therefore we get that also this solution is a µν-stationary process. The only
difference in the proof is that (49) is replaced by
sup
M
E‖vMst ‖pC([0,T ];H−α) <∞
and (50) by
Eφ(vMst (t)) =
∫
φ(x) µν(dx) ∀t ≥ 0.
Hence we have
Proposition 3.10 If u(0) is a random variable with law µν and independent of
w, there exists a unique strong solution to equation (15) with paths in C([0,∞);H)
P-a.s.. This is a µν-stationary process.
This allows to get (32) directly.
4 Inviscid shell models
Consider equation (16). It has been studied considering initial data of finite
energy or even more regular (see [15, 7, 9] and the references therein). However,
we are interested in solutions having µν as invariant measure. This requires to
deal with initial data in the space H but not in the space H0.
Notice that equation (16) is obtained from the viscous stochastic shell model
(15) by neglecting the viscous and the stochastic terms. For this reason, for any
ε > 0 let us consider the equation
(54) duε(t) + [νεAuε(t) +B(uε(t), uε(t))]dt =
√
2εA dw(t), t > 0.
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For ε = 0 this reduces to equation (16).
To analyse equation (54) we can apply the results of the previous section;
they hold true for any ε > 0. The fact that the measure µν is an invariant
measure for any ε > 0 can be easily checked by looking at the expression of the
Kolmogorov operator associated to equation (54): Kε = εQ + L. Therefore,
according to Proposition 3.10 equation (54) has a unique µν -stationary solution
vν,ε; this process is a strong solution and has paths in C([0,∞);H−α) (α > 0)
a.s..
We are going to prove that there exists a subsequence {vν,εn}n converging
in a suitable sense as εn → 0 to a process which solves (16) for t ≥ 0. First, we
have
Proposition 4.1 For any 0 ≤ β˜ < 12 , α˜ > 0 and T > 0, the family {vν,ε}0<ε≤1
is tight in C β˜([0, T ];H−2−α˜).
Proof. We write equation (54) in the integral form:
(55)
vν,ε(t) = vν,ε(0)− νε
∫ t
0
Avν,ε(s) ds−
∫ t
0
B(vν,ε(s), vν,ε(s)) ds+
√
2εAw(t).
vν,ε(t) and vν,ε(0) are random variables with law µν . We estimate the latter
three terms.
First, for µν-stationary processes we have
E
∥∥∥ ∫ ·
0
Avν,ε(s)ds
∥∥∥p
W 1,p(0,T ;H−2−α)
≤ (1 + T p)
∫ T
0
E[‖vν,ε(s)‖pH−α ]ds
= T (1 + T p)
∫
H
‖x‖pH−αµν(dx) =: C˜p
(56)
E
∥∥∥ ∫ ·
0
B(vν,ε(s), vν,ε(s))ds
∥∥∥p
W 1,p(0,T ;H−1−α)
≤ (1 + T p)
∫ T
0
E[‖B(vν,ε(s), vν,ε(s))‖pH−1−α ]ds
= T (1 + T p)
∫
H
‖B(x, x)‖pH−1−αµν(dx)
(57)
Moreover, for any 0 ≤ β < 12 , α > 0
(58) E[‖
√
Aw‖Cβ([0,T ];H−1−α)] ≤ Cβ by (14).
Since ε ≤ 1, we get
sup
0<ε≤1
E
∥∥∥ ∫ ·
0
νεAvν,ε(s)ds
∥∥∥p
W 1,p(0,T ;H−2−α)
≤ νpC˜p
and
sup
0<ε≤1
E[‖
√
2εAw‖Cβ([0,T ];H−1−α)] ≤
√
2Cβ
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Now, we use that W 1,p(0, T ) ⊂ Cβ([0, T ]) if 1 − 1p > β. Then, using the
previous estimates in (55), given any 0 ≤ β < 12 , p > 11−β and α > 0 we have
(59) sup
0<ε≤1
E[‖vν,ε‖p
Cβ([0,T ];H−2−α)
] <∞.
On the other hand, the space Cβ([0, T ];H−1−α) is compactly embedded in
C β˜([0, T ];H−1−α˜) if α˜ > α, β˜ < β; this follows from the compact embedding
H−1−α ⋐ H−1−α˜ and from the Ascoli-Arzela` theorem.
The tightness follows from (59) as usual by means of Chebyshev inequality,
since α and β are arbitrary values with the stated restrictions. ✷
Similarly we work on the time interval [−T, 0] by considering the reversed-
time parabolic nonlinear equation
(60) duε(t) + [−νεAuε(t) +B(uε(t), uε(t))]dt =
√
2εA dw(t), t < 0
It has a unique µν-stationary solution vν,ε; this process is a strong solution and
has paths in C((−∞, 0];H−α) (α > 0) a.s.. Moreover, the family {vν,ε}0<ε≤1 is
tight in C β˜([−T, 0];H−2−α˜) for any 0 ≤ β˜ < 12 , α˜ > 0 and T > 0.
Now, we get the existence result.
Theorem 4.2 For any ν > 0, there exists a µν-stationary process, whose
paths solve (a.s.) equation (16) on the time interval (−∞,∞) and are in
Cγ(R;H−1−α) for any 0 ≤ γ < 1, α > 0.
Proof. Let us fix ν > 0. We first construct the solution for t ≥ 0; then we can
get the result for t < 0 with the same procedure.
By the tightness result and Prohorov theorem, the sequence of the laws of
vν,ε has a subsequence {vν,εn}∞n=1 weakly convergent as n→∞ (with εn → 0) in
Cβ([0, T ];H−2−α) to some limit measure. By a diagonal argument, this holds
for any T and therefore the limit measure mν leaves in Cβ([0,∞);H−2−α).
By Skorohod theorem, there exist a probability space (Ω˜ν , F˜ν , P˜ν), a random
variable v˜ν and a sequence {v˜ν,ε} such that law(v˜ν,ε)=law(vν,ε), law(v˜ν)=mν
and v˜ν,ε converges to v˜ν a.s. in Cβ([0,∞);H−2−α).
We now identify the equation satisfied by v˜ν . We are going to prove that P˜ν-
almost each path solves (16). The linear term and the stochastic term, in which
appear ε and
√
ε respectively, go to zero. The convergence of the nonlinear term
towards B(v˜ν , v˜ν) is proved by means of the bilinearity of B and by (11). We
have ∫ t
0
‖B(v˜ν,ε(s),v˜ν,ε(s))−B(v˜ν(s), v˜ν(s))‖H−5−2αds
≤
∫ t
0
‖B(v˜ν,ε(s), v˜ν,ε(s)− v˜ν(s))‖H−5−2αds
+
∫ t
0
‖B(v˜ν,ε(s)− v˜ν(s), v˜ν(s))‖H−5−2αds
≤ ct‖v˜ν,ε − v˜ν‖C([0,t];H−2−α)‖v˜ν‖C([0,t];H−2−α).
The stationarity is inherited from the approximating sequence:
E˜
νφ(v˜ν,ε(t)) =
∫
φ(x)µν(dx)
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implies
(61) E˜νφ(v˜ν(t)) =
∫
φ(x)µν (dx)
for any t ∈ R and φ ∈ Cb(H−2−α).
Finally, from Proposition 2.4 the right hand side of
dv˜ν
dt
(t) = −B(v˜ν(t), v˜ν(t))
belongs (P˜ν-a.s.) to Lploc(R;H
−1−α) for any p ∈ [1,∞) and α > 0. Hence
v˜ν ∈ W 1,ploc (R;H−1−α); since W 1,ploc ([−T, T ]) ⊂ Cγ([−T, T ]) for γ < 1 − 1p , then
v˜ν ∈ Cγ(R;H−1−α) for γ < 1. ✷
Hence, the paths of the process v˜ν define a dynamics for the inviscid shell
model (16), having µν as invariant measure.
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