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Abstract
Dorff, proved in [2] that the convolution of two harmonic right-half plane mappings is
convex in the direction of real axis provided that the convolution is locally univalent and
sense preserving. Later, it was shown in [3] that the condition of locally univalent and sense
preserving can be dropped in some special cases. In this paper, we generalize the main result
from [3].
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1 Introduction
Let f = u + iv be a continuous complex-valued harmonic mapping in the open unit disk E =
{z : |z| < 1}, where both u and v are real-valued harmonic functions in E. Such a mapping
can be decomposed into two parts and can be expressed as f = h+ g. Here h is known as the
analytic part and g the co-analytic part of f . Lewy’s Theorem implies that a harmonic mapping
f = h + g defined in E, is locally univalent and sense preserving if and only if the Jacobian of
the mapping, defined by Jf = |h′|2−|g′|2, is positive or equivalently, if and only if h′(z) 6= 0 and
the dilatation function ω of f , defined by ω(z) =
g′(z)
h′(z)
, satisfies |ω(z)| < 1 in E. We denote by
SH the class of all harmonic, sense-preserving and univalent mappings f = h+ g, defined in E
which are normalized by the conditions h(0) = 0 and hz(0) = 1. Therefore, a function f = h+ g
in class SH has the representation,
f(z) = z +
∞∑
n=2
anz
n +
∞∑
n=1
bnzn, (1)
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for all z in E. The class of functions of the type (1) with b1 = 0 is denoted by S
0
H which
is a subset of SH . Further let KH(respectively K
0
H) be the subclass of SH(respectively S
0
H)
consisting of functions which map the unit disk E onto convex domains. A domain Ω is said to
be convex in the direction φ, 0 ≤ φ < pi, if every line parallel to the line joining 0 and eiφ has a
connected intersection with Ω. In particular, a domain convex in horizontal direction is denoted
by CHD.
Definition 1.1. Convolution or Hadamard product of two harmonic mappings F (z) = H+G =
z +
∑∞
n=2Anz
n +
∑∞
n=1Bnz
n and f(z) = h+ g = z +
∑∞
n=2 anz
n +
∑∞
n=1 bnz
n in SH is defined
as
(F∗f)(z) = (H∗h)(z) + (G∗g)(z)
= z +
∑∞
n=2 anAnz
n +
∑∞
n=1 bnBnz
n.
Let fa = ha + ga ∈ KH be the mapping in the right half-plane given by ha + ga =
z
1− z with dilatation function ωa(z) =
a− z
1− az (|a| < 1, a ∈ R). Then, by using the shearing
technique (see [1]), we get
ha(z) =
1
1+az − 12z2
(1− z)2 and ga(z) =
a
1+az − 12z2
(1− z)2 . (2)
By setting a = 0, we get f0 = h0 + g0 ∈ K0H , the standard right half-plane mapping, where
h0(z) =
z − 12z2
(1− z)2 and g0(z) =
−12z2
(1− z)2 . (3)
Unlike the case of analytic functions, the convolution of two univalent convex harmonic
functions is not necessarily convex harmonic. It may not even be univalent. So, it is interesting
to explore the convolution properties of mappings in the class KH . In [2] and [3], the authors
obtained several results in this direction. In particular they proved the following:
Theorem A. (See [2]) Let f1 = h1 + g1 , f2 = h2 + g2 ∈ S0H with hi + gi =
z
1− z for i = 1, 2.
If f1 ∗ f2 is locally univalent and sense preserving, then f1 ∗ f2 ∈ S0H and is CHD.
Theorem B. (See [3]) Let f = h+ g ∈ K0H with h+ g =
z
1− z and ω(z) = e
iθzn(n ∈ N and θ ∈
R). If n = 1, 2, then f0 ∗ f ∈ S0H and is CHD, where f0 is given by (3).
In Theorem B, the authors established that the requirement that the convolution should
be locally univalent and sense preserving in Theorem A can be dropped. Recently, Li and
Ponnusamy [5,6] also obtained some results involving convolutions of right half-plane and slanted
right half-plane harmonic mappings. In [6], they proved:
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Theorem C. Let f0 be given by (3). If f = h+ g, is a slanted right half-plane mapping, given
by h+ e−2iαg =
z
1− eiαz (0 ≤ α < 2pi) with ω(z) = e
iθzn(θ ∈ R), then for n = 1, 2, f ∗ f0 ∈ S0H
and is convex in the direction of −α.
In [3] and [6], authors showed that Theorem B and Theorem C do not hold for n ≥ 3.
The aim of the present paper is to investigate the convolution properties of harmonic mappings
fa (a ∈ R, |a| < 1) defined by (2) with right half-plane mappings fn = h+ g where h+ g = z
1− z
and dilatation ω(z) = eiθzn (θ ∈ R , n ∈ N). We establish that fa ∗fn are in SH and are CHD for
all a ∈
[
n−2
n+2 , 1
)
and for all n ∈ N. A condition is also determined under which fa ∗ fb is CHD
and belongs to SH .
2 Main Results
We begin by proving the following lemma.
Lemma 2.1. Let fa = ha + ga be defined by (2) and f = h + g ∈ SH be the right half-plane
mapping, where h + g =
z
1− z with dilatation ω(z) =
g′(z)
h′(z)
(h′(z) 6= 0, z ∈ E). Then ω˜1, the
dilatation of fa ∗ f , is given by
ω˜1 =
[
2ω(a− z)(1 + ω) + zω′(a− 1)(1 − z)
2(1 − az)(1 + ω) + zω′(a− 1)(1 − z)
]
. (4)
Proof. From h+ g =
z
1− z and g
′ = ωh′, we immediately get
h′(z) =
1
(1 + ω(z))(1 − z)2 and h
′′(z) =
2(1 + ω(z))− ω′(z)(1 − z)
(1 + ω(z))2(1− z)3 .
Let
fa ∗ f = ha ∗ h+ ga ∗ g = h1 + g1 , where
h1(z) =
1
2
[
z
1− z +
(1− a)z
(1 + a)(1− z)2
]
∗ h
=
1
2
[
h+
(1− a)
(1 + a)
zh′
]
and
g1(z) =
1
2
[
z
1− z −
(1− a)z
(1 + a)(1− z)2
]
∗ g
=
1
2
[
g − (1− a)
(1 + a)
zg′
]
.
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Now the dilatation ω˜1 of fa ∗ f is given by
ω˜1(z) =
g′1(z)
h′1(z)
=
[
2ag′ − (1− a)zg′′
2h′ + (1− a)zh′′
]
.
=
[
2aωh′ − z(1− a)(ωh′′ + ω′h′)
2h′ + (1− a)zh′′
]
=
[
2ω(a− z)(1 + ω) + zω′(a− 1)(1− z)
2(1 − az)(1 + ω) + zω′(a− 1)(1 − z)
]
.
We shall also need the following forms of Cohn’s rule and Schur-Cohn’s algorithm .
Lemma A. (Cohn’s rule [7, p.375]) Given a polynomial
t(z) = a0 + a1z + a2z
2 + ...+ anz
n
of degree n, let
t∗(z) = znt
(
1
z
)
= an + an−1z + an−2z
2 + ...+ a0z
n.
Denote by r and s the number of zeros of t(z) inside and on the unit circle |z| = 1, respectively.
If |a0| < |an|, then
t1(z) =
ant(z)− a0t∗(z)
z
is of degree n − 1 and has r1 = r − 1 and s1 = s number of zeros inside the unit circle and on
it, respectively.
Lemma B. (Schur-Cohn’s algorithm [7, p.383]) Given a polynomial
r(z) = a0 + a1z + · · ·+ anzn + an+1zn+1
of degree n+ 1, let
Mk = det
Bk T Ak
Ak
T Bk
(k = 1, 2 · · · , n + 1) ,
where Ak and Bk are the triangular matrices
Ak =

a0 a1 · · · ak−1
a0 · · · ak−2
. . .
...
a0
 , Bk =

an+1 an · · · a(n+1)−k+1
an+1 · · · a(n+1)−k+2
. . .
...
an+1
 .
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Then r(z) has all its zeros inside the unit circle |z| = 1 if and only if the determinants
M1,M2 · · · ,Mn+1 are all positive.
We now proceed to state and prove our main result.
Theorem 2.2. Let fa = ha + ga be given by (2). If fn = h+ g is the right half-plane mapping
given by h + g =
z
1− z with ω(z) = e
iθzn (θ ∈ R , n ∈ N), then fa ∗ fn ∈ SH and is CHD for
a ∈ [n−2
n+2 , 1).
Proof. In view of Theorem A, it suffices to show that the dilatation of fa ∗ fn = ω˜1 satisfies
|ω˜1(z)| < 1, for all z ∈ E. Setting ω(z) = eiθzn in (4), we get
ω˜1(z) = −zne2iθ
[
zn+1 − azn + 12 (2 + an− n)e−iθz + 12(n− 2a− an)e−iθ
1
2(n− 2a− an)eiθzn+1 + 12 (2 + an− n)eiθzn − az + 1
]
(5)
= −zne2iθ p(z)
p∗(z)
, where
p(z) = zn+1 − azn + 1
2
(2 + an− n)e−iθz + 1
2
(n− 2a− an)e−iθ (6)
and p∗(z) = zn+1p
(
1
z
)
.
Obviously, if z0 is a zero of p then
1
z0
is a zero of p∗. Hence, if A1, A2 · · ·An+1 are the zeros of
p (not necessarily distinct), then we can write
ω˜1(z) = −zne2iθ (z −A1)
(1−A1z)
(z −A2)
(1−A2z)
· · · (z −An+1)
(1−An+1z)
.
Now for |Ai| ≤ 1, (z −Ai)
(1−Aiz)
maps E = {z : |z| ≤ 1} onto E. So in order to prove our theorem,
we will show that A1, A2, · · · , An+1 lie inside or on the unit circle |z| = 1 for a ∈
(
n−2
n+2 , 1
)
(in
the case a = n−2
n+2 , from (5) we see that |ω˜1(z)| = | − zneiθ| < 1). To do this we will use Lemma
B by considering the following two cases.
Case 1. When n = 1. In this case p(z) = z2 +
[
−a+ 1
2
(1 + a)e−iθ
]
z +
1
2
(1 − 3a)e−iθ and
a ∈ (−13 , 1). Thus, by comparing p(z) and r(z) of Lemma B, we have
M1 = det
a2 a0
a0 a2
 = det
 1 12 (1− 3a)e−iθ
1
2(1− 3a)eiθ 1

=
3
4
(1− a)(1 + 3a) > 0, and
5
M2 = det

a2 0 a0 a1
a1 a2 0 a0
a0 0 a2 a1
a1 a0 0 a2

= det

1 0 12(1− 3a)e−iθ −a+ 12(1 + a)e−iθ
−a+ 12 (1 + a)e−iθ 0 1 12(1− 3a)eiθ
1
2(1− 3a)eiθ 0 1 −a+ 12(1 + a)eiθ
−a+ 12(1 + a)eiθ 12(1− 3a)eiθ 0 1

=
1
2
(1− a)2(1 + 3a)2 cos2 θ
2
> 0, for θ 6= (2m+ 1)pi, m ∈ N.
If θ = (2m + 1)pi, m ∈ N, then p(z) = z2 − 12(1 + 3a)z − 12(1 − 3a). Obviously, z = 1 and
z = −12(1 − 3a) are zeros of p(z) and lie on and inside the unit circle |z| = 1, respectively, for
−13 < a < 1.
Case 2. When n ≥ 2. In this case p(z) = zn+1−azn+ 12 (2 + an− n) e−iθz+ 12 (n− 2a− an) e−iθ.
Again comparing p(z) and r(z), let
Mk = det
Bk T Ak
Ak
T Bk
 (k = 1, 2, 3, · · · , n+ 1),
where Ak and Bk are as defined in Lemma B with an+1 = 1, an = −a, an−1 = 0,· · · , a2 = 0, a1 =
1
2(2 + an− n)e−iθ and a0 = 12 (n− 2a− an)e−iθ. Since an+1 = 1, therefore det(Bk) = 1 and so,Bk T Ak
Ak
T Bk
 I 0
−B−1k Ak T I
 =
Bk T −AkB−1k Ak T Ak
0 Bk

which gives
Mk = det
Bk T Ak
Ak
T Bk
 = det [Bk T −AkB−1k Ak T ] .
Now we consider the following two subcases.
Subcase 1. When k = 1, 2, 3 · · · , n. We will show that in this case,
Mk =
(
1
4
)k
nk−1(n+ 2k)(2 − n+ 2a+ an)k(1− a)k, which is positive for a ∈
(
n−2
n+2 , 1
)
.
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In this case Ak and Bk are the following k × k matrices;
Ak =


a0 a1 a2 · · · an−1
0 a0 a1 · · · an−2
0 0 a0 · · · an−3
...
...
...
. . .
...
0 0 0 · · · a0


=


a0 a1 0 · · · 0
0 a0 a1 · · · 0
0 0 a0 · · · 0
...
...
...
. . .
...
0 0 0 · · · a0


. Bk =


an+1 an an−1 · · · a2
0 an+1 an · · · a3
0 0 an+1 · · · a4
...
...
...
. . .
...
0 0 0 · · · an+1


=


1 −a 0 · · · 0
0 1 −a · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1


.
We can compute
B
T
k −Ak B
−1
k
A
T
k =


1− a0a0 − a1(aa0 + a1) −a0(aa0 + a1)− a1a(aa0 + a1) a[−a0(aa0 + a1)− a1a(aa0 + a1)] · · · −a0ak−2(aa0 + a1)
−a− a1a0 1− a0a0 − a1(aa0 + a1) −a0(aa0 + a1)− a1a(aa0 + a1) · · · −a0ak−3(aa0 + a1)
0 −a− a1a0 1− a0a0 − a1(aa0 + a1) · · · −a0ak−4(aa0 + a1)
...
...
...
. . .
...
0 0 0 · · · 1− a0a0


.
Now
(a) 1− a0a0 − a1(aa0 + a1) = 14n(2− n+ 2a+ an)(1− a)(2− a).
(b)− a0(aa0 + a1)− a1a(aa0 + a1) = −14n(2− n+ 2a+ an)(1− a)3.
(c) a0a
k−m(aa0 + a1) =
1
4a
k−m(n− 2a− an)(2− n+ 2a+ an)(1− a), m = 1, 2, 3, · · · , k.
(d) −a− a1a0 = −14n(2− n+ 2a+ an)(1− a).
(e) 1− a0a0 = 14(n + 2)(2− n+ 2a+ an)(1− a).
Therefore,
Mk =
[(
1
4
)k
nk−1(2− n+ 2a+ an)k(1− a)k
]
det


(2− a) −(1 − a)2 −a(1 − a)2 · · · −ak−2(n− 2a − an)
−1 (2 − a) −(1− a)2 · · · −ak−3(n− 2a − an)
0 −1 (2 − a) · · · −ak−4(n− 2a − an)
...
...
...
. . .
...
0 0 0 · · · (n+ 2)


=
[(
1
4
)k
nk−1(2− n+ 2a+ an)k(1− a)k
]
det


(2− a) −(1− a)2 −a(1 − a)2 · · · −ak−2(n− 2a − an)
0 3−2a
2−a
−
2(1−a)2
2−a
· · · −
2ak−3(n−2a−an)
2−a
0 0 4−3a
3−2a
· · · −
3ak−4(n−2a−an)
3−2a
...
...
...
. . .
...
0 0 0 · · · n+2k
k−(k−1)a


=
(
1
4
)k
nk−1(n+ 2k)(2 − n+ 2a+ an)k(1− a)k.
Subcase 2. When k = n+ 1. In this case,
An+1 =


a0 a1 a2 · · · an
0 a0 a1 · · · an−1
0 0 a0 · · · an−2
...
...
...
. . .
...
0 0 0 · · · a0


=


a0 a1 0 · · · −a
0 a0 a1 · · · 0
0 0 a0 · · · 0
...
...
...
. . .
...
0 0 0 · · · a0


and Bn+1 =


an+1 an an−1 · · · a1
0 an+1 an · · · a2
0 0 an+1 · · · a3
...
...
...
. . .
...
0 0 0 · · · an+1


=


1 −a 0 · · · a1
0 1 −a · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1


.
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We compute that
B
T
n+1 − An+1B
−1
n+1A
T
n+1 =


1− a0a0 − a1(aa0 + a1) + an(aa0 + a1)− a(a0a1 + a) −a0(aa0 + a1)− aa1(aa0 + a1) · · ·
−a− a1a0 + an−1(aa0 + a1) 1− a0a0 − a1(aa0 + a1) · · ·
an−2(aa0 + a1) −a− a1a0 · · ·
...
...
. . .
aa0 + a1 0 · · ·
an−2[−a0(aa0 + a1) − aa1(aa0 + a1)] + a1(a1a0 + a) −a0an−1(aa0 + a1) + a0(a0a1 + a)
an−3[−a0(aa0 + a1)− aa1(aa0 + a1)] −a0an−2(aa0 + a1)
an−4[−a0(aa0 + a1)− aa1(aa0 + a1)] −a0an−3(aa0 + a1)
...
...
−a− a1a0 1− a0a0


Let Ej be the j
th column of B
T
n+1 − An+1B−1n+1A
T
n+1, where j = 1, 2, . . . , n + 1. Note that for
Em(m = 2, 3, · · · , n−1), the column entries are identical to those of B Tk −AkB−1k A
T
k in Subcase
1. However, the entries for E1, En, and En+1 are different. We split E1, En and En+1 in the
following way:
E1 = F1 +G1 +H1, En = Fn +Gn, En+1 = Fn+1 +Gn+1, where
F T1 = [1− a0a0 − a1(aa0 + a1),−a− a1a0, 0, · · · , 0]
GT1 = [a
n(aa0 + a1), a
n−1(aa0 + a1), a
n−2(aa0 + a1), · · · , (aa0 + a1)]
HT1 = [−a(a0a1 + a), 0, 0, · · · , 0]
F Tn = [−an−2a0(aa0+a1)−an−1a1(aa0+a1),−an−3a0(aa0+a1)−an−2a1(aa0+a1), · · ·−(a+a0a1)]
GTn = [−a1(a1a0 + a), 0, 0, · · · , 0]
F Tn+1 = [−a0an−1(aa0 + a1),−a0an−2(aa0 + a1), · · · , 1− a0a0]
GTn+1 = [a0(a0a1 + a), 0, 0, · · · , 0].
Now det[B
T
n+1 −An+1B−1n+1A
T
n+1]=det[E1E2 · · ·EnEn+1]
= det[F1E2 · · ·FnFn+1] + det[G1E2 · · ·FnFn+1] + det[H1E2 · · ·FnFn+1]
+ det[F1E2 · · ·FnGn+1] + det[G1E2 · · ·FnGn+1] + det[H1E2 · · ·FnGn+1]
+ det[F1E2 · · ·GnFn+1] + det[G1E2 · · ·GnFn+1] + det[H1E2 · · ·GnFn+1]
+ det[F1E2 · · ·GnGn+1] + det[G1E2 · · ·GnGn+1] + det[H1E2 · · ·GnGn+1].
We will compute each of these determinants. From Subcase 1,
det[F1E2 · · ·FnFn+1] =
(
1
4
)n+1
nn(3n+ 2)(2 − n+ 2a+ an)n+1(1− a)n+1. (7)
Also, det[F1E2 · · ·FnGn+1] = (−1)n[a0(a0a1 + a)][(−1)n((a+ a1a0)n)]
=
(
1
4
)n+1
nn(2− n+ 2a+ an)n+1(1− a)n+1
[
1
2
eiθn(n− 2a− an)
]
, (8)
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and det[H1E2 · · ·FnFn+1] = −a(a0a1 + a)det
[
B
T
n −AnB−1n A Tn
]
= −
(
1
4
)n+1
ann(2− n+ 2a+ an)n+1(1− a)n+1(3n). (9)
Next det[G1E2 · · ·FnFn+1]
=
(
1
4
)n+1
nn−1(2− n+ 2a + an)n+1(1 − a)n+12e−iθdet


an −(1− a)2 −a(1 − a)2 · · · −an−1(n− 2a− an)
an−1 (2 − a) −(1− a)2 · · · −an−2(n− 2a− an)
an−2 −1 (2− a) · · · an−3(n− 2a − an)
...
...
...
. . .
...
1 0 0 · · · (n+ 2)


=
(
1
4
)n+1
nn−1(2 − n+ 2a + an)n+1(1− a)n+12e−iθdet


an −(1 − a)2 −a(1 − a)2 · · · −an−1(n− 2a− an)
0 1
a
0 · · · 0
0 1−2a
a2
1
a
· · · 0
...
...
...
. . .
...
0 (1−a)
2
an
(1−a)2
an−1
· · · n
a


=
(
1
4
)n+1
nn(2− n+ 2a+ an)n+1(1− a)n+12e−iθ. (10)
Also, det[G1E2 · · ·FnGn+1]
= (−1)n
(
1
4
)
n+1
nn(2− n+ 2a+ an)n+1(1− a)n+1(n− 2a− an)det


an−1 (2 − a) −(1− a)2 · · · −an−3(1− a)2
an−2 −1 (2− a) · · · −an−4(1− a)2
an−3 0 −1 · · · −an−5(1− a)2
...
...
...
. . .
...
1 0 0 · · · −1


.
Now
det


an−1 (2 − a) −(1 − a)2 · · · −an−3(1 − a)2
an−2 −1 (2− a) · · · −an−4(1 − a)2
an−3 0 −1 · · · −an−5(1 − a)2
...
...
...
. . .
...
1 0 0 · · · −1


=
an−1det


−1 (2− a) −(1− a)2 · · · −an−4(1− a)2
0 −1 (2− a) · · · −an−5(1− a)2
0 0 −1 · · · −an−6(1− a)2
...
...
...
. . .
...
0 0 0 · · · −1


−an−2det


(2 − a) −(1− a)2 −a(1− a)2 · · · −an−3(1− a)2
0 −1 (2− a) · · · −an−5(1− a)2
0 0 −1 · · · −an−6(1− a)2
...
...
...
. . .
...
0 0 0 · · · −1


+
an−3det


(2− a) −(1− a)2 −a(1 − a)2 · · · −an−3(1 − a)2
−1 (2 − a) −(1− a)2 · · · −an−4(1 − a)2
0 −1 (2 − a) · · · −an−6(1 − a)2
...
...
...
. . .
...
0 0 0 · · · −1


−an−4det


(2− a) −(1− a)2 −a(1 − a)2 · · · −an−3(1 − a)2
−1 (2 − a) −(1− a)2 · · · −an−4(1 − a)2
0 −1 (2− a) · · · −an−5(1 − a)2
...
...
...
. . .
...
0 0 0 · · · −1


+· · ·
9
= an−1(−1)n−1 + an−2(−1)n−1(2− a) + an−3(−1)n−1(3− 2a) + an−4(−1)n−1(4− 3a) · · ·+
a(−1)n−1[(n − 1)− (n− 2)a] + (−1)n−1[n− (n− 1)a]
= (−1)n−1n. Therefore,
det[G1E2 · · ·FnGn+1] = −
(
1
4
)n+1
nn(2− n+ 2a+ an)n+1(1− a)n+1(n− 2a− an)n. (11)
In addition
det[F1E2 · · ·GnFn+1]
= det


1− a0a0 − a1(aa0 + a1) −a0(aa0 + a1)− a1a(aa0 + a1) · · · a1(a1a0 + a) −a0an−1(aa0 + a1)
−a− a1a0 1− a0a0 − a1(aa0 + a1) · · · 0 −a0an−2(aa0 + a1)
0 −a− a1a0 · · · 0 −a0an−3(aa0 + a1)
...
...
...
. . .
...
0 0 0 · · · 1− a0a0


=
(
1
4
)n+1
nn(2− n+ 2a+ an)n+1(1− a)n+1
[
eiθ
2
(n+ 2)(2 − n+ an)
]
. (12)
Also, det[G1E2 · · ·GnFn+1]
= det


an(aa0 + a1) −a0(aa0 + a1)− a1a(aa0 + a1) · · · a1(a1a0 + a) −a0an−1(aa0 + a1)
an−1(aa0 + a1) 1− a0a0 − a1(aa0 + a1) · · · 0 −a0an−2(aa0 + a1)
an−2(aa0 + a1) −a− a1a0 · · · 0 −a0an−3(aa0 + a1)
.
..
.
..
.
..
. . .
.
..
(aa0 + a1) 0 0 · · · 1− a0a0


=
(
1
4
)n+1
nn−1(2−n+2a+an)n+1(1−a)n+12e−iθ(−1)n+1a1det


an−1 (2− a) −(1− a)2 · · · −an−2(n− 2a − an)
an−2 −1 (2− a) · · · −an−3(n− 2a − an)
an−3 0 −1 · · · −an−4(n− 2a − an)
...
...
...
. . .
...
1 0 0 · · · n+ 2


.
Now
det


an−1 (2 − a) −(1 − a)2 · · · −an−2(n− 2a− an)
an−2 −1 (2− a) · · · −an−3(n− 2a− an)
an−3 0 −1 · · · −an−4(n− 2a− an)
...
...
...
. . .
...
1 0 0 · · · n+ 2


=
an−1det


−1 (2− a) −(1− a)2 · · · −an−3(n− 2a − an)
0 −1 (2− a) · · · −an−4(n− 2a − an)
0 0 −1 · · · −an−5(n− 2a − an)
..
.
..
.
..
.
. . .
..
.
0 0 0 · · · n+ 2


−an−2det


(2− a) −(1− a)2 −a(1 − a)2 · · · −an−2(n− 2a − an)
0 −1 (2− a) · · · −an−4(n− 2a − an)
0 0 −1 · · · −an−5(n− 2a − an)
..
.
..
.
..
.
. . .
..
.
0 0 0 · · · n+ 2


+
a
n−3
det


(2 − a) −(1 − a)2 −a(1− a)2 · · · −an−2(n− 2a − an)
−1 (2− a) −(1− a)2 · · · −an−3(n− 2a − an)
0 0 −1 · · · −an−5(n− 2a − an)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · n + 2


+· · · (−1)
n+1
det


(2− a) −(1 − a)2 −a(1− a)2 · · · −an−2(n − 2a − an)
−1 (2 − a) −(1− a)2 · · · −an−3(n − 2a − an)
0 −1 (2− a) · · · −an−4(n − 2a − an)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · −(n− 2a − an)


10
=an−1(−1)n−2(n+2)+an−2(−1)n−2(n+2)(2−a)+an−3(−1)n−2(n+2)(3−2a)+· · ·+(−1)n−2(n−
1)[n − (n+ 2)a]
=(−1)n−2n(n− 1). Hence,
det[G1E2 · · ·GnFn+1] = −
(
1
4
)n+1
nn(2− n+ 2a+ an)n+1(1− a)n+1(2 + an− n)(n− 1). (13)
Finally,
det[F1E2 · · ·GnGn+1] = det[H1E2 · · ·GnFn+1] = det[H1E2 · · ·GnGn+1] =
det[G1E2 · · ·GnGn+1] = det[H1E2 · · ·FnGn+1] = 0 (14)
Using equations (7)-(14), we get
Mn+1 = det[B
T
n+1 −An+1B−1n+1A
T
n+1] =
(
1
4
)n+1
nn(1− a)n+1(2− n+ 2a+ an)n+1 [(3n+ 2) +
eiθ
2 n(n− 2a− an)− 3an+2e−iθ −n(n− 2a− an)+ e
iθ
2 (n+2)(2 + an−n)− (n− 1)(2+ an−n)]
= (14 )
n+1nn(1− a)n+1(2− n+ 2a+ an)n+1(4 + 4 cos θ).
Therefore Mn+1 > 0, if θ 6= (2m+ 1)pi,m ∈ N.
When θ = (2m + 1)pi,m ∈ N, then p(z) = zn+1 − azn + 12(n − 2 − an)z − 12(n − 2a − an). As
z = 1 is a zero of p(z), therefore we can write
p(z) = (z − 1)[zn + (1− a)zn−1 + (1− a)zn−2 + · · ·+ (1− a)z + 1
2
(n− 2a− an)]
= (z − 1)q(z).
It suffices to show that zeros of q(z) lie inside |z| = 1. Since |12(n − 2a − an)| < 1 whenever
a ∈
(
n−2
n+2 , 1
)
, by applying Lemma A on q(z) (by comparing it with t(z)), we get
q1(z) =
anq(z) − a0q∗(z)
z
= (1− a)[1 − (12(n− 2a− an))]
{
(1 + n2 )z
n−1 + zn−2 + · · ·+ z + 1} .
By Lemma A, the number of zeros of q1(z) inside the unit circle is one less then the number of
zeros of q(z) inside the unit circle. Let p1(z) = (1+
n
2 )z
n−1+zn−2+ · · ·+z+1. Again 1 < |1+ n2 |,
therefore
q2(z) =
an−1p1(z)− a0p∗1(z)
z
= n2 [(2 +
n
2 )z
n−2 + zn−3 + · · ·+ z + 1].
Again the number of zeros of q2(z) inside the unit circle is two less than the number of zeros of
q(z) inside the unit circle. Continuing in this manner we derive that
11
qk(z) =
[
(k − 2) + n
2
] {
(k +
n
2
)zn−k + zn−(k+1) + · · · + zn−(n−1) + 1
}
, k = 2, 3, · · · , n− 1.
In particular for k = n− 1
qn−1(z) =
(
(n − 3) + n
2
)
{((n − 1) + n
2
)z + 1},
which has (n − 1) less number of zeros inside the unit circle than the number of zeros of q(z)
inside the unit circle. But the zero of qn−1 is − 2
3n− 2 which lies inside the unit circle |z| = 1
for n ≥ 2. Consequently all zeros of q(z) lie inside |z| = 1 and the proof of our theorem is now
complete.
Remark 2.3. If we set a = 0, then n is restricted to n = 1 or n = 2 and we get the same result
as Theorem B stated in Section 1.
Next we give an example showing that for a given value of n, if we go beyond the range of
real number a as specified in Theorem 2.2, then convolution no longer remains locally univalent
and sense preserving. If we take n = 1, then the range of real constant a comes out to be [−13 , 1).
Example 2.4. If we take n = 1, a = −0.34 < −1
3
and θ = pi, in (5) we get
ω˜1(z) = −z
[
z2 + 0.01z − 1.01
1 + 0.01z − 1.01z2
]
= −zR(z).
We prove that there exists some point z0 in E such that |ω˜1(z0)| > 1. Assume that this is
not true. It is easy to see that for each α, |R(eiα)| = 1 and R(z)(R(1
z
)) = 1. So the function
R(z) preserves the symmetry about the unit circle and maps the closed disk |z| ≤ 1 onto itself.
Therefore, R(z) can be written as a Blaschke product of order two. However, the product of the
moduli of zeros of R in the unit disk is 1.01, which is a contradiction.
The image of E under fa ∗ f1 for a = −0.34 is shown (using the applet Complex Tool (see
[4])) in Figure 1. Figure 2 ia a zoomed version of Figure 1 showing that the images of two outer
most concentric circles in E are intersecting and so fa ∗ f1 is not univalent.
In the next result we find the condition under which the convolution, fa ∗ fb ∈ SH and is
CHD.
Theorem 2.5. If fb = h+g ∈ KH is given by h+g = z
1− z with dilatation ω(z) =
b− z
1− bz (|b| <
1, b ∈ R), then fa ∗ fb ∈ SH and is CHD for b ≥ −1 + 3a
3 + a
, where fa is as in Theorem 2.2.
12
Figure 1
Figure 2
Proof. If ω˜1(z) is the dilatation of fa ∗ fb, then in view of Theorem A it is sufficient to prove
that |ω˜1(z)| < 1, for all z ∈ E. Substituting ω(z) = b− z
1− bz in (4), we get
ω˜1(z) =
2
(
b−z
1−bz
)
(a− z)
(
1 + b−z1−bz
)
+ b
2z−z
(1−bz)2
(a− 1)(1 − z)
2(1− az)
(
1 + b−z1−bz
)
+ b
2z−z
(1−bz)2
(a− 1)(1 − z)

=
z2 + 12(ab− 3a− 3b+ 1)z + ab
abz2 + 12(ab− 3a− 3b+ 1)z + 1
=
m(z)
m∗(z)
where m(z) = z2 +
1
2
(ab− 3a− 3b+ 1)z + ab
= a2z
2 + a1z + a0 and
m∗(z) = z2m
(
1
z
)
.
As before, if z0 is a zero of m then
1
z0
is a zero of m∗, and we can write
ω˜1(z) =
(z +A)(z +B)
(1 +Az)(1 +Bz)
.
It suffices to show that either both the zeros −A ,−B lie inside unit circle |z| = 1 or one of the
zeros lies inside |z| = 1 and other lies on it . As |a0| = |ab| < 1 = |a2|, using Lemma A on m,
we have
m1(z) =
a2m(z)− a0m∗(z)
z
= (1− ab)[(1 + ab)z + 12(−3a− 3b+ 1 + ab)].
But z0 =
3
2
(
a+ b
1 + ab
)
− 1
2
is the zero of m1 which lies in or on the unit circle |z| = 1 if
13
b ≥ −(1 + 3a)
(3 + a)
. So, either both zeros of m lie inside |z| = 1 or at least one zero lies in and other
lies on |z| = 1 . Hence |ω˜1(z)| < 1.
Corollary 2.6. The convolution fa ∗ fa ∈ SH and CHD for a ∈ [−3 + 2
√
2, 1).
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