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A TOPOLOGICAL SEPARATION CONDITION FOR FRACTAL ATTRACTORS
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Abstract. We consider finite systems of contractive homeomorphisms of a complete metric
space, which are non-redundant on every level. In general this separation condition is weaker
than the strong open set condition and is not equivalent to the weak separation property. We
prove that this separation condition is equivalent to the strong Markov property (see definition
below). We also show that the set of N -tuples of contractive homeomorphisms, which are non-
redundant on every level, is a Gδ set in the topology of pointwise convergence of every component
mapping with an additional requirement that the supremum of contraction coefficients of map-
pings be strictly less than one. We give several sufficient conditions for this separation property.
For every fixed N -tuple of d× d invertible contraction matrices from a certain class, we obtain
density results for N -tuples of fixed points which define N -tuples of mappings non-redundant
on every level.
Key words: separation condition, Hausdorff dimension, similarity dimension, open set con-
dition, Markov partition property, self-similar sets
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1. Notation and definitions.
Let X be a complete metric space and d be the distance in X. Recall that a mapping
w : X → X is called a contracting mapping (or a contraction) if
σ = σ(w) = sup
x 6=y∈X
d(w(x), w(y))
d(x, y)
< 1.
The number σ(w) will be referred to as the contraction coefficient of the mapping w.
Let N ∈ N, w1, . . . , wN : X → X be contracting homeomorphisms of X onto itself and
A = A(w1, . . . , wN ) ⊂ X be the unique non-empty compact set such that
A =
N⋃
i=1
wi(A).
The set A is known as the invariant set or the attractor of the system {w1, . . . , wN}. This way
to define the attractor first appears in the paper by Hutchinson [5]. Denote Σ = {1, . . . , N} and
for every vector i = {i1, . . . , in} ∈ Σn, let
wi = wi1,...,in = wi1 . . . win = wi1 ◦ . . . ◦ win .
Denote byM(X) the space of all contracting homeomorphisms w : X → X of the space X onto
itself.
Definition 1. For every n ∈ N, denote by Vn the set of all ordered N -tuples (w1, . . . , wN ) ∈
(M(X))N such that for every i ∈ Σn, there holds
wi(A) *
⋃
j∈Σn, j 6=i
wj(A).
1This author was partially supported by NSF grant DMS-0500641.
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2We say that a system (w1, . . . , wN ) ∈ (M(X))N satisfies the open set condition (OSC), if
there is a non-empty open set O ⊂ X such that
1. wi(O) ∩ wj(O) = ∅, i 6= j;
2. wi(O) ⊂ O, i = 1, . . . , N .
We say that the system (w1, . . . , wN ) satisfies the strong open set condition (SOSC) if it
satisfies the OSC with O ∩A 6= ∅.
A mapping w : X → X is called a contracting similitude if there is a number σ ∈ (0, 1) such
that
d(w(x), w(y)) = σd(x, y), x, y ∈ X.
The attractor of a finite system of contracting similitudes in X is known as self-similar set.
When X = Rd, d ∈ N, and w1, . . . , wN : Rd → Rd are contracting similitudes, the SOSC and
the OSC are equivalent (cf. the result of Schief [8]). In general, the OSC does not imply the
SOSC (cf. e.g. [8]). The above definition of self-similarity is different from the definition given
for example in the book by Mattila [7], where additional restrictions on the size of the overlaps
are required.
We say that a collection (w1, . . . , wN ) ∈ (M(X))N satisfies the Markov partition property
(MPP) if there exists a subset V ⊂ A open relatively to A such that
1. V = A;
2. wi(V ) ∩ wj(V ) = ∅, i 6= j.
Definition 2. We say that a system of mappings (w1, . . . , wN ) ∈ (M(X))N satisfies the strong
Markov property (SMP) if for every n ∈ N, there is an open set On ⊂ X such that
1. On ∩A = A;
2. wi(On) ∩ wj(On) = ∅, for every i 6= j ∈ Σn.
It is not difficult to see that SMP implies MPP if we let V = O1 ∩A, and that SOSC implies
the SMP if we set On = O for every n ∈ N (see Proposition 1). The SMP does not in general
imply the SOSC (see Remark 2 below). Hence, MPP is also a weaker property than SOSC. We
also remark here that SMP does not follow from the weak separation property of Lau and Ngai
(see Example 2 on p. 76 in [6]).
Denote by Σ∞ the set of all infinite sequences (i1, i2, . . .), where ij ∈ Σ, j = 1, 2, . . .. A
sequence (i1, i2, . . .) ∈ Σ∞ is called an address of a point x ∈ A, if
x ∈
∞⋂
n=1
wi1,...,in(A).
This is equivalent to the fact that for some point a ∈ X,
x = lim
n→∞
wi1,...,in(a).
It is not difficult to see that every point x ∈ A has at least one address and every sequence from
Σ∞ is an address of some point from A. The set
T =
⋃
i6=j
wi(A) ∩ wj(A)
is non-empty if and only if there are points in A, which have more than one address.
An interesting question is how generic are any of the above separation conditions in M(X).
One of the results we present below is to show that the SMP condition is a countable intersection
of open sets, i.e. a Gδ set. This result should be contrasted with that of Falconer [3] where
he considered attractors associated with affine maps and obtained a formula for the Hausdorf
dimension that was generic in the sense of Lebesgue measure (see also results by Mattila [7,
Theorem 9.13] and Solomyak [9]).
In Section 2 we show that SMP holds if and only if (w1, . . . , wN ) is non-redundant on every
level, i.e. (w1, . . . , wN ) ∈ ∩∞n=1Vn. Furthermore we show that the set of all systems of mappings
3that satisfy SMP is a Gδ set in a suitable topology. The proofs of these results are presented
in Sections 3 and 4. In Section 5 we find certain sufficient conditions for the SMP. In Section
6, we discuss the relation between the SMP for a self-similar set in Rd and the equality of its
similarity and Hausdorff dimension. Section 7 deals with density results for the SMP in the case
of self-affine sets in Rd.
2. Main results
Theorem 1. Let X be a complete metric space. The system (w1, . . . , wN ) of contracting home-
omorphisms of X onto X satisfies the SMP if and only if
(w1, . . . , wN ) ∈
∞⋂
n=1
Vn.
Definition 3. We will call a sequence {wm}m∈N from M(X) strongly pointwise convergent to
a mapping w ∈M(X) and write wm s.p.→w, m→∞, if
1. lim
m→∞
wm(x) = w(x) for every x ∈ X;
2. sup
m∈N
σ(wm) < 1.
If {wm}m∈N ⊂M(X) is a sequence of similitudes and w ∈M(X) is a similitude, then strong
pointwise convergence is equivalent to the “usual” pointwise convergence.
We introduce a topology BN on the space (M(X))N by defining a subset C ⊂ (M(X))N
to be closed if for every sequence {(wm1 , . . . , wmN )}m∈N ⊂ C, such that {wmi } s.p.→wi ∈ M(X),
i = 1, . . . , N , we have (w1, . . . , wN ) ∈ C. We agree here that ∅ is closed. It is not difficult to
see, for example, that the space (M(X))N with the topology BN is a Hausdorff space.
Theorem 2. Let N ∈ N and X be a complete metric space. The set of systems of mappings
(w1, . . . , wN ) ∈ (M(X))N , which satisfy the SMP is a G-delta set in the topology BN .
For a d× k matrix B, let
(1) ‖B‖ = max
x∈Rk\{0}
|Bx|
|x|
be its norm. We say that B is a contraction matrix if ‖B‖ < 1.
Let X = Rd and B1, . . . , BN be invertible d × d contraction matrices. Denote by
Ed(B1, . . . , BN ) the set of all ordered N -tuples (α1, . . . ,αN ) of points from Rd such that the
system of mappings wi : Rd → Rd,
wi(x) = Bi(x−αi) + αi, i = 1, . . . , N,
satisfies the SMP. We will sometimes consider the set Ed(B1, . . . , BN ) as a subset of RdN .
Corollary 1. For any collection B1, . . . , BN of invertible d × d contraction matrices, the set
Ed(B1, . . . , BN ) is a G-delta subset of RdN (in the topology induced by the Euclidean distance).
3. Proof of Theorem 1
We will start the proof with the following statement.
Lemma 1. Let X be a complete metric space and (w1, . . . , wN ) ∈ (M(X))N . If (w1, . . . , wN ) ∈
∩∞n=1Vn, then there is an open set O ⊂ X such that O ∩A = A and wi(O) ∩ wj(O) = ∅, i 6= j.
In particular, the system (w1, . . . , wN ) will satisfy the MPP.
Proof. In order to prove Lemma 1 denote
Ki(A) = wi(A) \
N⋃
j=1
j 6=i
wj(A), i = 1, . . . , N.
4Let also
Zi = w
−1
i (Ki(A)) and V =
N⋂
i=1
Zi.
For example, if w1(x) = x/2 and w2(x) = x/2 + 1/2, then A = [0, 1], Z1 = [0, 1), Z2 = (0, 1],
and hence, V = (0, 1).
It is not difficult to see that Zi ⊂ A, i = 1, . . . , N . We show that Zi = A, i = 1, . . . , N .
Let x ∈ A and let U ⊂ X be any open set containing x. Denote by B(a, ρ) the open ball
in X centered at point a of radius ρ > 0. Since wi(U) is also open, there is  > 0 such that
B(wi(x), ) ⊂ wi(U). Let ri = σ(wi) ∈ (0, 1) be the contraction coefficient of wi, i = 1, . . . , N ,
and define
rmax = max
i=1,...,N
ri.
Choose a number m ∈ N so that (rmax)m · diamA < . There exist indices i1, . . . , im ∈ Σ such
that x ∈ wi1,...,im(A). Then wi(x) ∈ wi,i1,...,im(A) and
diam wi,i1,...,im(A) ≤ ri · ri1 · . . . · rim · diamA ≤ (rmax)m+1 · diamA < .
Hence,
(2) wi,i1,...,im(A) ⊂ B(wi(x), ) ⊂ wi(U).
Since (w1, . . . , wN ) ∈ Vm+1, we have
wi,i1,...,im(A) *
⋃
j1,...,jm+1∈Σ
j1 6=i
wj1,...,jm+1(A) =
N⋃
j=1
j 6=i
wj(A).
Hence, there is z ∈ A such that wi,i1,...,im(z) does not belong to ∪j:j 6=i wj(A). Let t = wi1,...,im(z).
Since wi(t) does not belong to any wj(A) with j 6= i, we must have wi(t) ∈ wi(A), that is,
wi(t) ∈ Ki(A). Hence, t ∈ Zi. On the other hand, since wi(t) ∈ wi,i1,...,im(A), in view of (2), we
have wi(t) ∈ wi(U), that is t ∈ U , which implies that Zi = A, i = 1, . . . , N .
We next show that V = A. Indeed, since each Zi is open relative to A, there are open sets
Wi ⊂ X such that Zi = Wi ∩ A, i = 1, . . . , N . Let y be any element in A and U be any open
neighborhood of y. Since Z1 = A, there is z1 ∈ Z1 ∩ U = A ∩W1 ∩ U . Since Z2 = A, there is
z2 ∈ Z2 in the open neighborhood W1 ∩ U of the point z1 ∈ A, that is z2 ∈ A ∩ U ∩W1 ∩W2.
Then by induction, there will be an element zN ∈ A ∩ U ∩W1 ∩ . . . ∩WN = V ∩ U , and the
required relation follows.
Note that for every i 6= j, there holds
wi(V ) ∩ wj(V ) ⊂ wi(Zi) ∩ wj(Zj) = Ki(A) ∩Kj(A) ⊂
⊂ (wi(A) \ wj(A)) ∩ wj(A) = ∅.
Taking also into account the fact that V is relatively open with respect to A as an intersection
of a finite collection of subsets of A, which are open relative to A, we conclude that the system
(w1, . . . , wN ) possesses the MPP.
For every x ∈ V , denote
ρ(x) = min
i=1,...,N
dist

wi(x), N⋃
j=1
j 6=i
wj(A)

.
In view of the relations
wi(V ) ⊂ wi(Zi) = Ki(A), i = 1, . . . , N,
5point wi(x), x ∈ V , does not belong to the closed set
⋃
j:j 6=i
wj(A). Hence, ρ(x) > 0, x ∈ V , and
the set
O =
⋃
x∈V
B (x, ρ(x)/2)
is open. Since V = A and V ⊂ O∩A ⊂ A, we have O ∩A = A. To show that wi(O)∩wj(O) = ∅,
i 6= j, assume to the contrary that there exist indices i 6= j such that wi(O) ∩ wj(O) contains
some element y. Then y = wi(p) = wj(q) for some p, q ∈ O. There are points c, b ∈ V such that
d(c, p) < ρ(c)/2 and d(b, q) < ρ(b)/2. Note that
(3) d(y,wi(c)) = d(wi(p), wi(c)) ≤ ri · d(p, c) < ri · ρ(c)/2
and
(4) d(y,wj(b)) = d(wj(q), wj(b)) ≤ rj · d(q, b) < rj · ρ(b)/2.
There also hold the following relations
(5) ρ(c) ≤ dist

wi(c), N⋃
k=1
k 6=i
wk(A)

 ≤ dist(wi(c), wj(A)) ≤ d(wi(c), wj(b))
and
(6) ρ(b) ≤ dist

wj(b), N⋃
k=1
k 6=j
wk(A)

 ≤ dist(wj(b), wi(A)) ≤ d(wj(b), wi(c)).
Then, in view of relations (3)–(6), we obtain
ρ(c) + ρ(b) ≤ 2d(wi(c), wj(b)) ≤ 2(d(wi(c), y) + d(y,wj(b))) <
< ri · ρ(c) + rj · ρ(b) < ρ(c) + ρ(b),
which is impossible. Hence, wi(O) and wj(O) are disjoint, which completes the proof of
Lemma 1. 
To prove sufficiency in Theorem 1, assume that
(w1, . . . , wN ) ∈
∞⋂
n=1
Vn ⊂ (M(X))N .
Then for every m ∈ N and n ∈ N, we have (w1, . . . , wN ) ∈ Vnm ⊂ (M(X))N , which implies
that the system {wi}i∈Σm belongs to the set Vn ⊂ (M(X))Nm . Hence, {wi}i∈Σm ∈ ∩∞n=1Vn ⊂
(M(X))Nm . By Lemma 1, there is an open set Om ⊂ X such that Om ∩A = A and wi(Om) ∩
wj(Om) = ∅ for every i 6= j ∈ Σm, m ∈ N. Hence, the system (w1, . . . , wN ) satisfies the SMP.
The proof of the necessity in Theorem 1 is preceded by the following proposition.
Lemma 2. Let mappings w1, . . . , wN ∈M(X) be such that there is a non-empty open set O ⊂ X
with the property
wi(O) ∩ wj(O) = ∅, i 6= j.
Then for every i = 1, . . . , N ,
wi(O) ∩
⋃
j:j 6=i
wj(O) = ∅.
Proof. Assume the contrary. Then for some j0 6= i, there x ∈ wi(O) ∩ wj0(O). Let z ∈ O
be such that x = wj0(z). There is a sequence {zm}m∈N ⊂ O such that z = lim
m→∞
zm and hence,
x = lim
m→∞
wj0(zm). Since wi(O) is an open neighborhood of x, we have wj0(zm) ∈ wi(O) for
6every m sufficiently large, and hence, wi(O) ∩ wj0(O) 6= ∅, which contradicts the assumption,
thus Lemma 2 is proved. 
Completion of the proof of Theorem 1. Assume that system (w1, . . . , wN ) ∈ (M(X))N
satisfies the SMP. Let k ∈ N be arbitrary. Then there is an open set Ok ⊂ X such that
Ok ∩A = A and wi(Ok) ∩ wj(Ok) = ∅ for every i 6= j ∈ Σk. We show that for every i ∈ Σk,
(7) wi(A) = wi(Ok) ∩A.
Taking into account Lemma 2 and the fact that A = Ok ∩A ⊂ Ok, we obtain
wi(Ok) ∩A = (wi(Ok) ∩ wi(A)) ∪

wi(Ok) ∩ ⋃
j∈Σk, j 6=i
wj(A)

 ⊂
⊂ wi(Ok ∩A) ∪

wi(Ok) ∩ ⋃
j∈Σk, j 6=i
wj(Ok)

 = wi(Ok ∩A).
Then
wi(Ok) ∩A ⊂ wi(Ok ∩A) = wi(Ok ∩A) = wi(A).
On the other hand,
wi(A) = wi(Ok ∩A) = wi(Ok ∩A) = wi(Ok) ∩ wi(A) ⊂ wi(Ok) ∩A,
and (7) follows.
Assume that (w1, . . . , wN ) does not belong to ∩∞n=1Vn. Then there is n ∈ N and in ∈ Σn such
that
win(A) ⊂
⋃
j∈Σn, j 6=in
wj(A).
Then, taking into account (7) we obtain
win(On) ∩A ⊂ win(On) ∩A = win(A) ⊂
⋃
j∈Σn, j 6=in
wj(A) =
=
⋃
j∈Σn, j 6=in
wj(On) ∩A ⊂
⋃
j∈Σn, j 6=in
wj(On).
Since win(On) ∩A = win(A) 6= ∅, there is a point x ∈ win(On) ∩ A ⊂ win(On). Then x ∈⋃
j∈Σn, j 6=in
wj(On), Hence,
win(On) ∩
⋃
j∈Σn, j 6=in
wj(On) 6= ∅,
which contradicts to Lemma 2. Theorem 1 is proved. 
4. Proof of Theorem 2.
The proof of some statements in this section is standard, but we include it for the convenience
of the reader.
Lemma 3. If a sequence {wm}m∈N ⊂ M(X) converges strongly pointwise to a mapping w ∈
M(X), then the sequence of fixed points of mappings wm converges to the fixed point of w.
Proof. Let xm ∈ X be the fixed point of wm, m ∈ N, and x ∈ X be the fixed point of w.
Denote also
σ = sup
m∈N
σ(wm).
Then
d(xm, x) ≤ d(xm, wm(x)) + d(wm(x), x) =
= d(wm(xm), wm(x)) + d(wm(x), w(x)) ≤ σd(xm, x) + d(wm(x), w(x)).
7Hence,
d(xm, x) ≤ 1
1− σd(w
m(x), w(x)),
and we have
lim
m→∞
d(xm, x) = 0.
Lemma 3 is proved. 
Lemma 4. Let A be the attractor of a system of mappings w1, . . . , wN ∈M(X) with contraction
coefficients not exceeding a given number σ ∈ (0, 1). Let also B[a, r] be a closed ball containing
the fixed point of every mapping w1, . . . , wN . Then A ⊂ B[a,R], where R = 1+σ1−σ r.
Proof. Assume the contrary. Denote by y1, . . . , yN the fixed points of mappings w1, . . . , wN
respectively. Let z be a point in A furthest from a. Then we must have d(z, a) > R. Let
1 ≤ i ≤ N be such index that z = wi(z1) for some z1 ∈ A. Then
d(z1, a) ≥ d(z1, yi)− d(yi, a) ≥ 1
σ
d(wi(z1), wi(yi))− r =
=
1
σ
d(z, yi)− r ≥ 1
σ
d(z, a) − 1
σ
d(yi, a)− r ≥ 1
σ
d(z, a) − r
σ
− r.
Hence,
d(z1, a)
d(z, a)
≥ 1
σ
− (1 + σ)r
σd(z, a)
>
1
σ
− (1 + σ)r
σR
= 1,
which contradicts to the fact that z is a point in A furthest from a. 
Lemma 5. Let {wm1 }m∈N, . . . , {wmn }m∈N be sequences of mappings from M(X) such that
wmi
s.p.→ wi ∈M(X), i = 1, . . . , n. Then wm1 ◦ . . . ◦ wmn s.p.→ w1 ◦ . . . ◦ wn, m→∞.
Proof. We will use induction. For n = 1, the assertion of the lemma is trivial. Assume that
the assertion is true for a given value of n ≥ 1 and show that it holds for any n + 1 sequences
satisfying the assumptions of the lemma. For every x ∈ X, we will have
d(wm1 w
m
2 . . . w
m
n+1(x), w1w2 . . . wn+1(x)) ≤ d(wm1 (wm2 . . . wmn+1(x)), wm1 (w2 . . . wn+1(x)))
+ d(wm1 (w2 . . . wn+1(x)), w1(w2 . . . wn+1(x)))
≤ d(wm2 . . . wmn+1(x), w2 . . . wn+1(x))
+ d(wm1 (w2 . . . wn+1(x)), w1(w2 . . . wn+1(x))).
By the assumption of the induction, both distances in the last line vanish as m → ∞ and we
have
lim
m→∞
wm1 w
m
2 . . . w
m
n+1(x) = w1w2 . . . wn+1(x), x ∈ X.
Since
σ = max
i=1,...,n+1
sup
m∈N
σ(wmi ) < 1,
we have
σ(wm1 w
m
2 . . . w
m
n+1) ≤ σn+1 < 1, m ∈ N,
which implies strong pointwise convergence. Lemma 5 is proved. 
Given a system W = (w1, . . . , wN ) ∈ (M(X))N and an address i ∈ Σ∞, let Πi(W ) be the
point in the attractor of W with address i.
Lemma 6. Let Wm = (w
m
1 , . . . , w
m
N ), m ∈ N, be a sequence from (M(X))N such that for every
i = 1, . . . , N , the sequence {wmi }m∈N converges strongly pointwise to some mapping wi ∈M(X).
Then for every address i ∈ Σ∞,
lim
m→∞
Πi(Wm) = Πi(W ),
where W = (w1, . . . , wN ).
8Proof. Given an arbitrary address i = (i1, i2, . . .) ∈ Σ∞, denote by xi1...in the fixed point of
the mapping wi1...in . Let also
δ = max
i=1,...,N
sup
m∈N
σ(wmi ).
Let B(a, r) be a ball containing the attractor A of the system W and R = 1+δ1−δ r.
Choose an arbitrary  > 0 and let n ∈ N be large enough so that
(8) d(Πi(W ), xi1...in) <  and Rδ
n < .
Denote by xmα1...αn the fixed point of the mapping w
m
α1
◦. . .◦wmαn , α1, . . . , αn ∈ Σ. By Lemma 5, we
have wmα1 ◦ . . . ◦wmαn s.p.→ wα1...αn , m→∞. Then by Lemma 3, we have limm→∞x
m
α1...αn
= xα1...αn ,
for every α1, . . . , αn ∈ Σ. Since xα1...αn ∈ A ⊂ B(a, r), there is a number mn ∈ N such that for
every m > mn and α1, . . . , αn ∈ Σ, we have xmα1...αn ∈ B(a, r). For every m > mn, we obtain
d(Πi(W ),Πi(Wm)) ≤ d(Πi(W ), xi1...in) + d(wi1...in(xi1...in), wmi1 . . . wmin(xi1...in))
+ d(wmi1 . . . w
m
in
(xi1...in),Πi(Wm))
≤ + d(wi1...in(xi1...in), wmi1 . . . wmin(xi1...in))
+ d(wmi1 . . . w
m
in
(xi1...in), w
m
i1
. . . wmin(zi,m)),
where zi,m is some point in the attractor Am of the system Wm. Taking into account Lemma 5,
we will have
d(Πi(W ),Πi(Wm)) ≤ + o(1) + δnd(xi1...in , zi,m).
For every i = 1, . . . , N , the fixed point xmi of w
m
i is also the fixed point of the n-th power of w
m
i ,
and as it was noted above, xmi ∈ B(a, r), m > mn. By Lemma 4, we have zi,m ∈ Am ⊂ B[a,R].
Since xi1...in ∈ A ⊂ B(a, r) ⊂ B[a,R], in view of (8), we obtain
d(Πi(W ),Πi(Wm)) ≤ + o(1) + 2Rδn ≤ 3+ o(1).
Hence,
lim sup
m→∞
d(Πi(W ),Πi(Wm)) ≤ 3.
In view of arbitrariness of , we have
lim
m→∞
d(Πi(W ),Πi(Wm)) = 0,
and the assertion of Lemma 6 follows. 
Let
F =
⋃
n∈N
Σn.
Lemma 7. Let N,n ∈ N. If a sequence {(wm1 , . . . , wmN )}m∈N ⊂ (M(X))N \ Vn converges
strongly pointwise in every component to a system W = (w1, . . . , wN ) ∈ (M(X))N , then we
have W ∈ (M(X))N \ Vn.
From Lemma 7 we obtain the following statement, which in view of Theorem 1, implies the
assertion of Theorem 2.
Corollary 2. For every positive integers n and N , the set Vn is open in the topology BN , and
hence, ∩∞n=1Vn is a G-delta set.
Proof of Lemma 7. Let Wm = (w
m
1 , . . . , w
m
N ) ∈ (M(X))N \ Vn be a sequence, where
every component is convergent strongly pointwise to the corresponding component of the system
W = (w1, . . . , wN ) ∈ (M(X))N . Denote wmk = wmk1 ◦ . . . ◦ wmkp , k = (k1, . . . , kp) ∈ F . For every
m ∈ N, there is a vector im ∈ Σn such that
wmim(Am) ⊂
⋃
k∈Σn, k 6=im
wmk (Am),
9where Am is the attractor of the system Wm. There is an index i ∈ Σn and infinite subsequence
N ⊂ N such that
(9) wmi (Am) ⊂
⋃
k∈Σn, k 6=i
wmk (Am), m ∈ N .
Let A be the attractor of the system W and x ∈ wi(A) be an arbitrary point. Then x = Πiβ(W )
for some β ∈ Σ∞. In view of (9), for every m ∈ N , there holds
Πiβ(Wm) ∈ wmi (Am) ∩ wmjm(Am)
for some jm ∈ Σn distinct from i. There are index j ∈ Σn, j 6= i, and infinite subsequence
N ′ ⊂ N such that
Πiβ(Wm) ∈ wmi (Am) ∩ wmj (Am), m ∈ N ′.
Hence, there is a sequence γm = (γ
m
1 , γ
m
2 , . . .) ∈ Σ∞ such that
(10) Πiβ(Wm) = Πjγm(Wm), m ∈ N ′.
One can find an infinite subsequence N1 ⊂ N ′ and an index γ1 ∈ Σ such that γm1 = γ1,
m ∈ N1. One can find an infinite subsequence N2 ⊂ N1 and an index γ2 ∈ Σ such that
γm1 = γ1 and γ
m
2 = γ2, m ∈ N2. Continuing this process indefinitely, we obtain an address
γ = (γ1, γ2, . . .) ∈ Σ∞ and a sequence of embedded infinite sets N1 ⊃ N2 ⊃ . . . ⊃ Nk ⊃ . . . such
that γmk = γk, m ∈ Nk, k ∈ N.
Let as above, B(a, r) be an open ball containing A. Since A contains the fixed points of
mappings w1, . . . , wN , by Lemma 3, there is m0 ∈ N such that for every m ∈ N, m > m0, the
fixed points of mappings wm1 , . . . , w
m
N will be in B(a, r). Then, by Lemma 4, Am ⊂ B[a,R],
where R = 1+δ1−δ r and δ = maxi=1,N
sup
m∈N
σ(wmi ) ∈ (0, 1). For every k ∈ N and m ∈ Nk, m > m0, there
are points b and c in Am such that
d(Πjγm(Wm),Πjγ(Wm)) = d(w
m
j w
m
γm
1
...γm
k
(b), wmj w
m
γ1...γk
(c))
= d(wmj w
m
γ1...γk
(b), wmj w
m
γ1...γk
(c)) ≤ σ(wmj ) · σ(wmγ1) · . . . · σ(wmγk)d(b, c)
≤ δn+kdiamAm ≤ 2Rδn+k.
By Lemma 6 and relation (10), for every m ∈ Nk, m > m0, we obtain
d(x,Πjγ(W )) ≤ d(Πiβ(W ),Πiβ(Wm)) + d(Πjγm(Wm),Πjγ(Wm))
+ d(Πjγ(Wm),Πjγ(W )) ≤ 2Rδn+k + o(1).
Hence, letting m→∞ along the sequence Nk, we will have
d(x,Πjγ(W )) ≤ 2Rδn+k, k ∈ N.
Letting now k →∞ we get that d(x,Πjγ(W )) = 0, which implies that
x = Πjγ(W ) ∈ wj(A) ⊂
⋃
k∈Σn, k 6=i
wk(A),
where vector j was chosen to be distinct from i. Since x ∈ wi(A) was chosen arbitrarily, we
obtain that
wi(A) ⊂
⋃
k∈Σn, k 6=i
wk(A),
and hence, W ∈ (M(X))N \Vn. Lemma 7 is proved, which completes the proof of Theorem 2.
Proof of Corollary 1. Let Un, n ∈ N, be the set of ordered N -tuples (α1, . . . ,αN ) ∈ (Rd)N
such that the system of mappings
(11) wi(x) = Bi(x−αi) +αi, i = 1, . . . , N,
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belongs to Vn. By Theorem 1, we have
Ed(B1, . . . , BN ) =
∞⋂
n=1
Un.
It remains to show that for every n ∈ N, the set Un is open. Assume the contrary and let
α = (α1, . . . ,αN ) ∈ Un be not an interior point of Un. Then there is a sequence {βm}∞m=1 ⊂
(Rd)N \ Un such that α = lim
m→∞
βm. Let βm = (β
m
1 , . . . ,β
m
N ), m ∈ N, where βmi ∈ Rd,
i = 1, . . . , N . Then for every m ∈ N, the system of contracting mappings
wmi (x) = Bi(x− βmi ) + βmi , i = 1, . . . , N,
does not belong to Vn. Since for every i = 1, . . . , N and x ∈ Rd,
lim
m→∞
wmi (x) = wi(x),
where wi is defined as in (11), and
max
i=1,...,N
‖Bi‖ < 1,
we have a strong pointwise convergence of the sequence {wmi }∞m=1 to wi, i = 1, . . . , N . By
Lemma 7, we have that (w1, . . . , wN ) does not belong to Vn, i.e. α /∈ Un. This contradiction
shows that Un is an open set for every n and the assertion of Corollary 1 follows. 
5. Sufficient conditions for the SMP
Proposition 1. Let X be a complete metric space and (w1, . . . , wN ) be a collection of contracting
homeomorphisms of X onto X. If (w1, . . . , wN ) satisfies the SOSC, then
(w1, . . . , wN ) ∈
∞⋂
n=1
Vn,
or, equivalently, (w1, . . . , wN ) satisfies the SMP.
The converse is not true (see Remark 2 below).
Proof. Let O ⊂ X be the open set from the definition of the SOSC. Show that A ∩O = A.
Indeed, if x ∈ A and  > 0 are arbitrary, for some m ∈ N sufficiently large and i ∈ Σm we have
x ∈ wi(A) ⊂ B(x, ). Since wi(O ∩A) 6= ∅, wi(O ∩A) ⊂ B(x, ), and
wi(O ∩A) = wi(O) ∩ wi(A) ⊂ O ∩A,
we have (O ∩ A) ∩ B(x, ) 6= ∅. Hence, A ⊂ O ∩A. Since the opposite inclusion is trivial, we
have O ∩A = A.
If for every n ∈ N, we let On = O, then condition 1 in the definition of the SMP holds. For
every i 6= j ∈ Σn, if 1 ≤ k ≤ n is the smallest index such that ik 6= jk, then
wi(On) ∩ wj(On) = wi(O) ∩ wj(O) ⊂ wi1...ik−1(wik(O)) ∩ wi1...ik−1(wjk(O))
= wi1...ik−1(wik(O) ∩ wjk(O)) = ∅.
Thus, the system (w1, . . . , wN ) satisfies the SMP and, by Theorem 1, we have (w1, . . . , wN ) ∈
∩∞n=1Vn. Proposition 1 is proved. 
Recall that
T =
⋃
i6=j
wi(A) ∩ wj(A)
and denote
D = D(w1, . . . , wN ) = A \
⋃
i∈F
w−1i (T ).
The following result holds.
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Proposition 2. Let X be a complete metric space and w1, . . . , wN be contracting homeomor-
phisms of the space X onto X. If D = D(w1, . . . , wN ) 6= ∅, then
1. wi(D) ⊂ D, i = 1, . . . , N ;
2. wi(D) ∩wj(D) = ∅, i 6= j;
3. D = A;
4. (w1, . . . , wN ) ∈
∞⋂
n=1
Vn.
Proof. To prove the first statement assume the contrary, i.e. for some 1 ≤ k ≤ N , there is
y ∈ wk(D) \ D. Then there is a point x ∈ D such that y = wk(x). On the other hand, since y is
not in D, there is a vector p = (p1, . . . , ps) ∈ F such that wp(y) ∈ T . Hence, wp1,...,ps,k(x) ∈ T ,
which contradicts to the fact that x ∈ D.
To prove the second statement, assume again the contrary, i.e. for some indexes 1 ≤ i 6= j ≤
N , there is a point x ∈ wi(D) ∩wj(D). Then x = wi(t), t ∈ D. Since
wi(t) ∈ wi(D) ∩ wj(D) ⊂ wi(A) ∩wj(A) ⊂ T ,
we have a contradiction with the fact that t ∈ D.
To show the third statement, choose any point z ∈ A and a ball B(z, ),  > 0. Denote
rmax = max
i=1,...,N
σ(wi). Letm ∈ N be such number that rmmax ·diamA <  and i = (i1, . . . , im) ∈ Σm
be such that z ∈ wi(A). Let point q ∈ A be such that z = wi(q) and x be some point in D.
Then, by the first statement, wi(x) ∈ D. Since
d(z,wi(x)) = d(wi(q), wi(x)) ≤ σ(wi1) · . . . · σ(wim) · d(q, x) ≤ rmmax · diamA < ,
we have D ∩ B(z, ) 6= ∅ for every z ∈ A and  > 0. Taking into account that D ⊂ A, we have
D = A.
Statement 4 is also proved by contradiction. Assume that D 6= ∅, but (w1, . . . , wN ) does not
belong to Vn for some n ∈ N. Then there is a vector i = (i1, . . . , in) ∈ Σn such that
wi(A) ⊂
⋃
j∈Σn
j6=i
wj(A).
Let x be any point in D. There is a vector k ∈ Σn, k = (k1, . . . , kn) 6= i, such that wi(x) ∈
wi(A)∩wk(A). If i1 6= k1, then wi(x) ∈ wi1(A)∩wk1(A) ⊂ T , which contradicts to the fact that
x ∈ D.
If i1 = k1, let 1 ≤ s < n be an index that i1 = k1, ..., is = ks, but is+1 6= ks+1. Then
wi(x) ∈ wi1,...,is
(
wis+1,...,in(A)
) ∩wi1,...,is (wks+1,...,kn(A))
= wi1,...,is
(
wis+1,...,in(A) ∩ wks+1,...,kn(A)
)
⊂ wi1,...,is
(
wis+1(A) ∩ wks+1(A)
) ⊂ wi1,...,is (T ) .
Hence, wis+1,...,in(x) ∈ T , which again implies that x does not belong to D. Thus, our assumption
is wrong and the fourth statement holds. Proposition 2 is proved. 
The following statement shows the relation between the cardinality of the overlaps of sets
wi(A) and the SMP.
Proposition 3. Let w1, . . . , wN ∈M(X) be such that the corresponding attractor A is uncount-
able and every set wi(A) ∩ wj(A), i 6= j, is at most countable. Then the system (w1, . . . , wN )
satisfies the SMP.
Proof. By assumption, the set T is at most countable. Then the set ∪i∈Fw−1i (T ) is also
at most countable. Since A is uncountable, we have D(w1, . . . , wN ) 6= ∅. By Proposition 2, we
have (w1, . . . , wN ) ∈ ∩∞n=1Vn, which in view of Theorem 1, implies the SMP. Proposition 3 is
proved. 
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Proposition 4. Let X be a complete metric space and w1, . . . , wN : X → X be contracting
homeomorphisms of X onto X. Assume that every point in the attractor A of this system has
a finite number of addresses. Then
(w1, . . . , wN ) ∈
∞⋂
n=1
Vn,
or equivalently, the system (w1, . . . , wN ) satisfies the SMP.
Proof. Assume the contrary, i.e. there exist n ∈ N and i ∈ Σn such that
(12) wi(A) ⊂
⋃
j∈Σn, j 6=i
wj(A).
Denote by x the fixed point of wi. In view of (12), x ∈ wj(A) for some j ∈ Σn, j 6= i. Let p ∈ A be
such point that x = wj(p). Then for every m ∈ N, we have x = (wi)m(x) = (wi)mwj(p). Hence,
for every m ∈ N, the point x will have an address starting with m vectors i followed by vector
j different from i, thus having infinitely many addresses, which contradicts our assumption.
Proposition 4 is proved. 
We say that two vectors i, j ∈ F are incomparable if neither i is an initial word of j nor j is
an initial word of i. Denote
E = {w−1j wi : i, j ∈ F , i, j incomparable}.
Denote by I the identity mapping from X to X. In the case when X = Rd and wi’s are
contractive similitudes, the results of papers by Hutchinson [5], Bandt and Graf [1], and Schief
[8] imply that SOSC is equivalent to the condition that I /∈ E in the topology of pointwise
convergence of similitudes. The weak separation property (WSP) introduced by Lau and Ngai
in [6] was shown to be equivalent to the condition that I /∈ E \ {I} for a wide class of self-similar
sets (cf. the work by Zerner [10]). We see that SOSC does not allow I ∈ E . The WSP allows
I to be in E as an isolated point. The following proposition shows the relation between the
condition that I /∈ E and the SMP.
Proposition 5. Let X be a complete metric space and let the system (w1, . . . , wN ) ∈ (M(X))N
satisfy the SMP. Then I /∈ E. The converse is not true.
Remark 1. This proposition together with above mentioned results implies that for a wide class
of systems of contracting similitudes in Rd, SMP together with WSP is equivalent to SOSC.
Proof. Assume that I ∈ E . Then I = w−1
j
wi for some incomparable i, j ∈ F . Hence, wj = wi.
Without loss of generality we can assume that vector-index i is of the same or of a shorter length
than j. Since i is not a prefix of j, we have
wi(A) = wj(A) ⊂
⋃
k6=i
|k|=|i|
wk(A),
which implies that the SMP does not hold. Hence, SMP implies that I /∈ E .
The following counterexample shows that the converse is not true. Let w1(x) = x/2, w2(x) =
(x + 1)/2, and w3(x) = (x + a)/2, where a is an irrational number from (0, 1). It is not
difficult to see that interval [0, 1] is the attractor of the system (w1, w2, w3). Since w3([0, 1]) ⊂
w1([0, 1])∪w2([0, 1]), the system (w1, w2, w3) does not satisfy the SMP. If we assumed that I ∈ E ,
there would be incomparable indexes i = (i1, . . . , in), j = (j1, . . . , jm) ∈ F such that wi = wj.
Hence,
wi(x) =
1
2n
x+
n∑
k=1
ik=2
1
2k
+
n∑
k=1
ik=3
1
2k
a = wj(x) =
1
2m
x+
m∑
k=1
jk=2
1
2k
+
m∑
k=1
jk=3
1
2k
a.
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Then n = m and
a

 ∑
k : jk=3
1
2k
−
∑
k : ik=3
1
2k

 = ∑
k : ik=2
1
2k
−
∑
k : jk=2
1
2k
.
Since a is irrational, we must have ∑
k : jk=3
1
2k
=
∑
k : ik=3
1
2k
.
Hence, {k : ik = 3} = {k : jk = 3}. But then∑
k : ik=2
1
2k
=
∑
k : jk=2
1
2k
.
Hence, {k : ik = 2} = {k : jk = 2}. This implies that {k : ik = 1} = {k : jk = 1} and i = j,
which contradicts to the incomparability of i and j. This contradiction shows that for the system
(w1, w2, w3) we have I /∈ E but SMP does not hold. 
6. Some results for self-similar sets in Rd.
An address (i1, i2, . . .) ∈ Σ∞ is called universal, if for any vector j = (j1, . . . , js) ∈ F , there
is k ≥ 0 such that ik+1 = j1, ..., ik+s = js. An address (i1, i2, . . .) ∈ Σ∞ is called recurrent, if
for every n ∈ N, there is k ∈ N such that ik+1 = i1, ..., ik+n = in. In other words, a universal
address is an address, which contains every finite sequence of numbers from Σ, and a recurrent
address is an address where any finite prefix occurs further in that address.
Recall that a mapping w : Rd → Rd, d ∈ N, is a contracting similitude, if there is a number
r ∈ (0, 1) such that d(w(x), w(y)) = r · d(x, y), x, y ∈ Rd. Here d will denote the Euclidian
distance in Rd. The attractor of a system of finite contracting similitudes is called a self-similar
set.
We will need the following result.
Theorem 3. (Bandt and Rao [2]). Let w1, . . . , wN : Rd → Rd, d ∈ N, be a system of contracting
similitudes and A be the attractor of this system. If one point a ∈ ws1(A) with a recurrent address
(s1, s2, . . .) belongs to the set wt1(A) with t1 6= s1, then the OSC cannot hold.
We obtain the following statement in the case of self-similar attractors in Rd.
Proposition 6. Let X = Rd, d ∈ N, and mappings w1, . . . , wN be contracting similitudes in
Rd. If D(w1, . . . , wN ) = ∅, then the system (w1, . . . , wN ) does not satisfy the OSC.
Proof. Let x ∈ A be a point with a universal address j = (j1, j2, . . .) ∈ Σ∞. Since D = ∅, we
have
x ∈ A ⊂
⋃
i∈F
w−1i (T ).
Hence, there exists a vector i = (i1, . . . , ik) ∈ F such that wi(x) ∈ T . This imlies that there is an
index l ∈ Σ, l 6= i1, such that wi(x) ∈ wi1(A) ∩ wl(A). The address ij = (i1, . . . , ik, j1, j2, . . .) ∈
Σ∞ is also universal. Since
wi(x) = wi
(
lim
n→∞
wj1,...,jn(0)
)
= lim
n→∞
wi1,...,ik,j1,...,jn(0),
sequence ij is an address of the point wi(x). Since every universal address is also a recurrent
address, by Theorem 3, the OSC does not hold for the system (w1, . . . , wN ). 
Let W = (w1, . . . , wN ), where w1, . . . , wN : Rd → Rd, d ∈ N, are similitudes with similarity
coefficients r1, . . . , rN ∈ (0, 1) respectively. Denote by α = α(W ) the unique positive number
such that
rα1 + . . .+ r
α
N = 1.
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This number is known as the similarity dimension of the attractor A associated with the system
W . Denote by dimA the Hausdorff dimension of the set A and by Hλ, λ > 0, the λ-dimensional
Hausdorff measure in Rd. The standard covering argument shows that
(13) dimA(W ) ≤ α(W ).
Proposition 7. Let W = (w1, . . . , wN ) be a system of contracting similitudes in Rd, d ∈ N,
and dimA(W ) = α(W ). Then A satisfies the SMP.
Remark 2. The results by Hutchinson [5, Theorem 1, Section 5.3] combined with the results
by Schief [8, Theorem 2.1] imply that for the attractor A(W ) of a finite system W of contracting
similitudes in Rd, we have Hα(W )(A(W )) > 0 if and only if W satisfies the OSC. Proposition
7 implies that any finite system of contracting similitudes W such that dimA(W ) = α(W ) and
Hα(W )(A(W )) = 0 (existence of such systems is proved by Solomyak [9]), will still belong to
∩∞n=1Vn and in view of Theorem 1, will have the SMP. But such system will not satisfy the OSC.
This disproves the conjecture about the equivalence of these two properties. Since SMP implies
MPP as asserted by Lemma 1, we conclude that MPP is also weaker than OSC.
Proof of Proposition 7. Assume the contrary. Then in view of Theorem 1, there is n ∈ N
such that (w1, . . . , wN ) does not belong to Vn. Then there is a vector i ∈ Σn such that
wi(A) ⊂
⋃
j∈Σn, j 6=i
wj(A).
Hence,
A =
⋃
j∈Σn
wj(A) =
⋃
j∈Σn, j 6=i
wj(A)
and A will be also the attractor for the system of mappings S = {wj}j∈Σn, j 6=i. In this case the
similarity dimension of A associated with system S satisfies∑
j∈Σn, j 6=i
r
α(S)
j = 1,
where rj is the contraction coefficient of the mapping wj, j ∈ Σn. Since∑
j∈Σn
r
α(W )
j = 1,
we have α(S) < α(W ). Then, by (13), we obtain dimA ≤ α(S) < α(W ), which contradicts to
the assumptions of the proposition. Proposition 7 is proved. 
7. Density of the SMP on certain classes of self-similar sets
Let B1, . . . , BN be invertible d × d contraction matrices, d ∈ N. Recall that Ed(B1, . . . , BN )
is the set of ordered point collections (α1, . . . ,αN ) ∈
(
Rd
)N
such that the system of mappings
ui(x) = Bi(x−αi) + αi, i = 1, . . . , N,
has the SMP. We will consider the set Ed(B1, . . . , BN ) as a subset of RdN .
Remark 3. When matrices B1, . . . , BN are orthogonal and
1) ‖B1‖ < 12 , ..., ‖BN‖ < 12 ,
2)
N∑
i=1
‖Bi‖d < 1,
the set Ed(B1, . . . , BN ) is a subset of RdN of full measure. This follows from results of Fal-
coner [3, Theorem 5.3], Solomyak [9, Proposition 3.1]), and Proposition 7. (Recent results of
Falconer and Miao [4] imply an upper estimate for the Hausdorff dimension of the complement
of Ed(B1, . . . , BN ).) Hence, Ed(B1, . . . , BN ) will be dense in RdN . In this paper we can show
that Ed(B1, . . . , BN ) is dense when assumption 1) is replaced with certain other assumptions.
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Theorem 4. Let B1, . . . , BN be invertible d × d contraction matrices such that
N∑
i=1
‖Bi‖ < 1.
Then the set Ed(B1, . . . , BN ) is a dense Gδ-subset of RdN .
When d = 1 the density result of Theorem 4 immediately follows from the result of Mattila
[7, Theorem 9.13]. He also mentions without proof that his result can be extended to certain
cases of contractive multidimensional similitudes.
Theorem 5. Let Bi = σiUi, where σi ∈ (0, 1), Ui is a 2× 2 rotation matrix, i = 1, . . . , N , and∑N
i=1 σ
2
i < 1. Then the set E2(B1, . . . , BN ) is either empty or is a dense Gδ-subset of R
2N .
Remark 4. The set E2(B1, . . . , BN ) can be empty under assumptions of Theorem 5 as the
following example shows. Let σ1, σ2 > 0 be such that σ1 + σ2 > 1 and σ
2
1 + σ
2
2 < 1, and
B1 = σ1I2, B2 = σ2I2 (here and below Id denotes the d × d identity matrix). For any ordered
pair (α1,α2) of points in R2, the attractor A of the system of mappings
wi(x) = Bi(x−αi) + αi = σix+ (1− σi)αi, i = 1, 2,
is the closed segment with endpoints α1 and α2. The set w1(A)∩w2(A) is a segment of positive
length. For n ∈ N sufficiently large and some index i ∈ Σn, there holds wi(A) ⊂ w1(A)∩w2(A).
If i starts with 1, we have
wi(A) ⊂ w2(A) =
⋃
j∈Σn−1
w2wj(A) ⊂
⋃
j∈Σn
j6=i
wj(A).
If i starts with 2 we use analogous argument. Thus, the system (w1, w2) does not posses the
SMP for any collection of fixed points (α1,α2) and hence, E2(B1, B2) = ∅.
The proof of Theorems 4 and 5 will follow from the statement presented below. For an ordered
collection of points β = (β1, . . . ,βN ) ∈ (Rd)N , denote by Πk(β) the element with the address
k ∈ Σ∞ in the attractor of the system of mappings
ui(x) = Bi(x− βi) + βi, i = 1, . . . , N.
Proposition 8. Let 1 ≤ k ≤ d be integers and B1, . . . , BN be invertible d×d contraction matrices
such that
N∑
i=1
‖Bi‖k < 1. Assume that there is an ordered collection γ1 =
(
γ11, . . . ,γ
1
N
) ∈ (Rd)N
such that the system W = (w1, . . . , wN ), where
wi(x) = Bi(x− γ1i ) + γ1i , i = 1, . . . , N,
has the SMP. In the case k ≥ 2 assume also that there are collections γj =
(
γ
j
1, . . . , γ
j
N
)
∈
(Rd)N , j = 2, . . . , k, such that for every pair of addresses i 6= j ∈ Σ∞ such that Πi(γ1) 6= Πj(γ1),
the system of vectors {Πi(γi)−Πj(γi) : i = 1, . . . , k} is linearly independent.
Then the set Ed(B1, . . . , BN ) is a dense Gδ-subset of RdN .
Proof. Let α = (α1, . . . ,αN ) ∈ (Rd)N be arbitrary. For every t = (t1, . . . , tk) ∈ Rk, denote
by Wt = (w
t
1, . . . , w
t
N ) the system of mappings
wti (x) = Bi(x−αi − t1γ1i − . . . − tkγki ) + αi + t1γ1i + . . . + tkγki , i = 1, . . . , N.
Let At = A(Wt) be the attractor of the system Wt and A = A(W ) be the attractor of the
system W . Denote
P (α) = {t ∈ Rk :Wt has no SMP}
and for an index i = (i1, . . . , in) ∈ Σn, let
wti = w
t
i1
◦ . . . ◦ wtin .
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Then
P (α) =
∞⋃
n=1
⋃
i∈Σn

t ∈ Rk : wti (At) ⊂
⋃
j∈Σn, j 6=i
wtj (At)

.
Denote by Πk, k ∈ Σ∞, the element x in A with address k. Let also Πtk, k ∈ Σ∞, be the element
in At with address k. For every n ∈ N and i ∈ Σn, let k(i) ∈ Σ∞ be such sequence that
Πik(i) /∈
⋃
j∈Σn
j6=i
wj(A)
(such k(i) exists since W satisfies the SMP). For every i 6= j ∈ Σn, let
Qi,j = {t ∈ Rk : Πtik(i) ∈ wtj (At)}.
Then
P (α) ⊂
∞⋃
n=1
⋃
i∈Σn
⋃
j∈Σn
j6=i
Qi,j.
We now fix a number n ∈ N and indices i 6= j ∈ Σn. For every m ∈ N and k ∈ Σm, denote
Qki,j = {t ∈ Rk : Πtik(i) ∈ wtjk(At)} = {t ∈ Rk : Πtik(i) = Πtjkp for some p ∈ Σ∞}.
Then
Qi,j =
⋃
k∈Σm
Qki,j.
It is a straightforward argument to verify that for every address q = (q1, q2, . . .) ∈ Σ∞, we have
Πtq =
∞∑
i=1
Bq1 · . . . ·Bqi−1(Id −Bqi)(αqi + t1γ1qi + . . . + tkγkqi)
=
∞∑
i=1
Bq1 · . . . ·Bqi−1(Id −Bqi)αqi + t1
∞∑
i=1
Bq1 · . . . · Bqi−1(Id −Bqi)γ1qi
+ . . .+ tk
∞∑
i=1
Bq1 · . . . ·Bqi−1(Id −Bqi)γkqi = Πq(α) + t1Πq(γ1) + . . .+ tkΠq(γk).
Then
Qki,j =
{
t ∈ Rk : Πik(i)(α) +
k∑
i=1
tiΠik(i)(γi) = Πjkp(α) +
k∑
i=1
tiΠjkp(γi) for some p ∈ Σ∞
}
=
{
t ∈ Rk :
k∑
i=1
ti(Πik(i)(γi)−Πjkp(γi)) = Πjkp(α)−Πik(i)(α) for some p ∈ Σ∞
}
.
Given an address q ∈ Σ∞, let
B(q) =
[
Πik(i)(γ1)−Πjq(γ1), . . . ,Πik(i)(γk)−Πjq(γk)
]
be the d× k matrix with columns Πik(i)(γi) − Πjq(γi), i = 1, . . . , k. Let also b(q) = Πjq(α) −
Πik(i)(α), σ = maxi=1,...,N ‖Bi‖,
a = max{diam A(α),diamA(γ1), . . . ,diamA(γk)},
where A(c), c = (c1, . . . , cN ), denotes the attractor of the system ui(x) = Bi(x − ci) + ci,
i = 1, . . . , N , and for an index j = (j1, . . . , jn) ∈ Σn, denote σj = ‖Bj1‖ · . . . · ‖Bjn‖. Then
Qki,j = {t ∈ Rk : B(kp) · t = b(kp) for some p ∈ Σ∞}.
We will need the following auxiliary statement.
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Lemma 8. Let 1 ≤ k ≤ d be integers, C be a set of d×k matrices of rank k, which has diameter
δ with respect to the matrix norm (1), and P be a set of vectors from Rd, which has diameter
 with respect to the Euclidean distance. Assume that there exists a finite and positive number
M > 0 such that for every matrix B ∈ C,∥∥∥(BTB)−1∥∥∥ ≤M.
Denote also by L and K positive numbers such that ‖B‖ ≤ L for every matrix B ∈ C, and
|b| ≤ K for every vector b ∈ P. Let Q be the set of all vectors t ∈ Rk, which are solutions to
the equation
Bt = b
for some matrix B ∈ C and vector b ∈ P. Then
(14) diam Q ≤ ML+ δMK + 2δM2L2K.
Proof. Let t1 and t2 be arbitrary points from Q. There exist matrices B1, B2 ∈ C and vectors
b1,b2 ∈ P such that
(15) Biti = bi, i = 1, 2.
Since matrices B1 and B2 have rank k, each equation (15) has a unique solution ti =(
BTi Bi
)−1
BTi bi, i = 1, 2. Then
|t1 − t2| =
∣∣∣(BT1 B1)−1BT1 b1 − (BT2 B2)−1BT2 b2∣∣∣
≤
∣∣∣(BT1 B1)−1BT1 b1 − (BT2 B2)−1BT1 b1∣∣∣+ ∣∣∣(BT2 B2)−1BT1 b1 − (BT2 B2)−1BT2 b1∣∣∣
+
∣∣∣(BT2 B2)−1BT2 b1 − (BT2 B2)−1BT2 b2∣∣∣
≤ ‖ (BT1 B1)−1 − (BT2 B2)−1 ‖ · ‖BT1 ‖ · |b1|
+ ‖ (BT2 B2)−1 ‖ · ‖BT1 −BT2 ‖ · |b1|+ ‖ (BT2 B2)−1 ‖ · ‖BT2 ‖ · |b1 − b2| .
Due to equality ‖BT ‖ = ‖B‖ and definition of numbers M,L and K, we have
|t1 − t2| ≤ LK · ‖
(
BT1 B1
)−1 − (BT2 B2)−1 ‖+ δMK + ML.
Using the following estimate
‖ (BT1 B1)−1 − (BT2 B2)−1 ‖ = ‖ (BT2 B2)−1BT2 B2 (BT1 B1)−1 − (BT2 B2)−1BT1 B1 (BT1 B1)−1 ‖
= ‖ (BT2 B2)−1 (BT2 B2 −BT1 B1) (BT1 B1)−1 ‖ ≤M2‖BT2 B2 −BT1 B1‖
≤M2 (‖BT2 B2 −BT2 B1‖+ ‖BT2 B1 −BT1 B1‖)
≤M2 (‖BT2 ‖ · ‖B2 −B1‖+ ‖BT2 −BT1 ‖ · ‖B1‖) ≤ 2δM2L,(16)
for every t1, t2 ∈ Q, we obtain
|t1 − t2| ≤ 2δM2L2K + δMK + ML,
and estimate (14) follows. Lemma 8 is proved. 
Completion of the proof of Proposition 8. We apply Lemma 8 with C = {B(kp) : p ∈
Σ∞} and P = {b(kp) : p ∈ Σ∞}. For a matrix B = [b1, . . . ,bk], denote
‖B‖2,∞ = max
i=1,...,k
|bi|.
It is not difficult to see that for any d× k matrix B,
(17) ‖B‖2,∞ ≤ ‖B‖ ≤
√
k‖B‖2,∞.
18
Let
Mi,j = sup
q∈Σ∞
‖(B(q)TB(q))−1‖.
Denote Y = {B(q) : q ∈ Σ∞}. By assumption, the columns of matrix B(q) are linearly
independent for every q ∈ Σ∞. In view of the fact that detBTB 6= 0, B ∈ Y, and continuity of
detBTB and of the algebraic complement to every element of BTB, we have that ‖(BTB)−1‖
is also continuous with respect to matrix B ∈ Y. Since Y is compact with respect to the matrix
norm (1), we obtain that Mi,j is finite.
It is not difficult to see that diam C ≤ a√kσjσk and diam P ≤ aσjσk. Denote
Li,j = sup
q∈Σ∞
‖B(q)‖,
and let
Ki,j = sup
q∈Σ∞
|b(q)|.
Then by Lemma 8,
diam Qki,j ≤ σjkaMi,jLi,j + σjk
√
kaMi,jKi,j + 2σjk
√
kaM2i,jL
2
i,jKi,j =: σjσkUi,j.
Denote by λ such number that
N∑
i=1
‖Bi‖λ = 1.
Then
Hλ(Qi,j) ≤ lim sup
m→∞
∑
k∈Σm
(
diam Qki,j
)λ ≤ lim
m→∞
∑
k∈Σm
σλj σ
λ
kU
λ
i,j = σ
λ
j U
λ
i,j <∞.
Since P (α) is covered by a countable collection of sets of Hausdorff dimension at most λ, we
have dimP (α) ≤ λ < k. Hence, the complement of P (α) is dense in Rk and we can find vector
t = (t1, . . . , tk) ∈ Rk such that point αi+
k∑
j=1
tjγ
j
i will be arbitrarily close to αi, i = 1, . . . , N , and
the systemWt will have the SMP. This implies that Ed(B1, . . . , BN ) is dense in RdN . Corollary 1
implies that Ed(B1, . . . , BN ) is a Gδ-set. Proposition 8 is proved. 
Proof of Theorem 4. Let u ∈ Rd be a unit vector. Since∑Ni=1 ‖Bi‖ < 1, there are numbers
c1, . . . , cN ∈ (−1, 1) such that balls B[ciu, ‖Bi‖], i = 1, . . . , N , are pairwise disjoint and are
contained in B[0, 1]. Let γ1i = ci(Id −Bi)−1u, and
wi(x) = Bix+ ciu = Bi(x− γ1i ) + γ1i , i = 1, . . . , N,
and A = A(w1, . . . , wN ) be the attractor of the system (w1, . . . , wN ). It is not difficult to see
that
wi(B[0, 1]) ⊂ B[ciu, ‖Bi‖] ⊂ B[0, 1], i = 1, . . . , N.
This implies that A ⊂ B[0, 1]. Indeed, for every element x ∈ A, there is a sequence (i1, i2, . . .) ∈
Σ∞ such that x = lim
n→∞
wi1...in(0). Since wi1...in(0) ∈ B[0, 1] for every n ∈ N, we have x ∈ B[0, 1].
Then we also have
wi(A) ∩ wj(A) ⊂ wi(B[0, 1]) ∩wj(B[0, 1]) ⊂ B[ciu, ‖Bi‖] ∩B[cju, ‖Bj‖] = ∅, i 6= j,
which implies wi(A)∩wj(A) = ∅, i, j ∈ Σn, i 6= j, n ∈ N. Hence, system of mappings (w1, . . . , wN )
has the SMP and we have γ1 = (γ
1
1, . . . ,γ
1
N ) ∈ Ed(B1, . . . , BN ). Since k = 1, the other
assumption of Proposition 8 does not apply and the density of Ed(B1, . . . , BN ) as well as the
fact that it is a Gδ-set follows. Theorem 4 is proved. 
Proof of Theorem 5. Assume that E2(B1, . . . , BN ) 6= ∅ and let γ1 = (γ11, . . . ,γ1N ) ∈ (R2)N
be such collection of points that the system of mappings
wi(x) = Bi(x− γ1i ) + γ1i , i = 1, . . . , N,
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satisfies the SMP. Denote
V =
(
0 − 1
1 0
)
(V is a rotation matrix) and let γ2 =
(
V γ11, . . . , V γ
1
N
)
. Note that for any non-zero vector
x = (x1, x2) ∈ R2, we have
det [x, V x] =
((
x1 − x2
x2 x1
))
= x21 + x
2
2 6= 0.
Since rotation matrices commute, for every address q = (q1, q2, . . .)Σ
∞, we obtain,
Πq(γ2) =
∞∑
i=1
Bq1 · . . . · Bqi−1(I2 −Bqi)V γ1i =
∞∑
i=1
Bq1 · . . . · Bqi−1(V −BqiV )γ1i
=
∞∑
i=1
Bq1 · . . . · Bqi−1(V − V Bqi)γ1i = V
∞∑
i=1
Bq1 · . . . · Bqi−1(I2 −Bqi)γ1i = VΠq(γ1).
Then for every pair of addresses i 6= j ∈ Σ∞ such that Πi(γ1) 6= Πj(γ1), we have
det [Πi(γ1)−Πj(γ1),Πi(γ2)−Πj(γ2)]
= det [Πi(γ1)−Πj(γ1), V (Πi(γ1)−Πj(γ1))] 6= 0.
Then vectors Πi(γi)−Πj(γi), i = 1, 2, are linearly independent and by Proposition 8 we obtain
that E2(B1, . . . , BN ) is a dense Gδ-subset of R2N . 
References
[1] C. Bandt, S. Graf, Self-similar sets VII. A characterization of self-similar fractals with positive Hausdorff
measure, Proceedings of the AMS 114 (1992), no. 4, 995–1001.
[2] C. Bandt, H. Rao, Topology and separation of self-similar fractals on the plane, Nonlinearity 20 (2007),
1463–1474.
[3] K.J. Falconer, The Hausdorff dimension of self-affine fractals, Math. Proc. Camb. Phil. Soc. 103 (1988),
399–350.
[4] K.J. Falconer, Jun Miao, Exceptional sets for self-affine fractals, Math. Proc. Cambridge Philos. Soc. 145
(2008), no. 3, 669–684.
[5] J.E. Hutchinson, Fractals and self-similarity, Indiana Univ. Math. J. 30 (1981), 713–747.
[6] K.S. Lau, S.M. Ngai, Multifractal measures and a weak separation condition, Adv. Math. 141 (1999), no. 1,
45–96.
[7] P. Mattila, Geometry of sets and measures in Euclidean spaces. Fractals and rectifiability, Cambridge Uni-
versity Press, 1995.
[8] A. Schief, Separation properties for self-similar sets, Proceedings of the AMS, 122 (1994), no. 1, 111–115.
[9] B. Solomyak, Measure and dimension for some fractal families, Math. Proc. Cambridge Philos. Soc. 124
(1998), no. 3, 531–546.
[10] M.P.W. Zerner, Weak separation properties for self-similar sets, Proc. Amer. Math. Soc. 124 (1996), no. 11,
3529–3539.
