Abstract-In this paper, we consider the following problem: what passivity properties can be inferred for a system by studying only an approximate mathematical model for it. Our results show that an excess of passivity (whether in the form of input strictly passive, output strictly passive or very strictly passive) in the approximate model guarantees a certain passivity index for the system, provided that the norm of the error between the approximate and the true models is sufficiently small in a suitably defined sense. Further, we consider (Q, S, R)-dissipative systems and show that (Q, S, R)-dissipativity has a similar robustness property, even though the supply rates for the system and its approximation may be different. These results may be particularly useful if either the approximate model is much easier to analyze, or if the precise system model is unknown. We illustrate the results by considering particular approximation methods, e.g., model reduction, discretization, quantization, and linearization around an equilibrium point.
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I. INTRODUCTION

T
OOLS that can guarantee system-level properties, such as stability, from the properties of individual components and their interactions are important to develop a systematic design theory for large-scale systems. The classical notions of passivity, and more generally dissipativity, are relevant in this respect. Informally, these concepts characterize the energy consumption of a dynamical system and have a long history of use in both analysis and synthesis. A useful property of passivity is that it is a compositional property for parallel and feedback interconnections. Moreover, under quite general assumptions, passivity implies stability [1] - [4] . Passivity and dissipativity theory has been used as a powerful analysis and design tool in many applications, such as large space structures [5] , chemical processes [3] , multi-agent systems [6] , haptic teleoperation systems [7] , and cyber-physical systems [8] , [9] .
In this paper, we are particularly interested in the passivity of a system as inferred from studying an approximate model of its dynamical behavior. In a large scale system, precise knowledge of the mathematical model will be difficult to obtain. Moreover, even if such a model were obtainable, the classical tradeoff between model accuracy and tractability [10] , [11] may lead to a simpler model being preferred for analysis. A variety of approximation methods can be used for analysis, simulation or control design [12] . While it is known that under some conditions, some of these methods such as linearization [1] , [13] and model reduction [14] , [15] can be performed so as to preserve passivity, the question of whether passivity of a system can be guaranteed if a system with a model close (in a suitably defined sense) to it is passive still remains open.
To quantify the excess and shortage of passivity properties of a system, we use the notion of passivity levels (or indices). Informally speaking, positive passivity levels indicate that a system is passive and negative passivity levels indicate that the system is non-passive. Moreover, the magnitudes of the passivity levels imply "how far" a system is away from being passive. The connections between the passivity levels and conic systems have been studied in [16] and [17] . Passivity levels have been used in e.g., [3] , [18] to render a non-passive system passive through feedback and feedforward. Further, the use of passivity levels generalizes the passivity theorem for feedback interconnected systems. If the plant has negative passivity levels, then the controller can be designed to have sufficiently large positive passivity levels in order to guarantee passivity and stability of the feedback interconnection, see e.g., [7] , [19] . As a result, it is of great interest to have knowledge of the passivity levels.
The main contribution of this paper is the relationship between passivity levels of two mathematical models, one of which could represent accurately a physical system and the other could represent an approximation. It should be noted that, in general, the approximate model is different from the "real" plant (or controller). The present paper provides a solid foundation for obtaining the passivity levels for the "real" plant (or controller) from studying the approximate model. The approximate model is assumed to have an excess of passivity, defined through the concept of passivity levels [3] . Informally stated, our main result is of the form that if the error between the system and its approximation is small in a suitably defined sense, the passivity levels for the true system can be guaranteed. We then illustrate our results through approximate models obtained using particular approximation methods, such as model reduction of a higher-order system to obtain a lower-order model [12] , [14] , sampled-data systems [20] , [21] , quantization [22] , [23] and linearization of a nonlinear system around an equilibrium point [1] , [19] . Since there is a rich theory of using passivity levels (or indices) to design control laws [3] , [4] , [24] , our results imply that it is possible to use the (hopefully more tractable) approximate model for control design. It may be noted that our results may be conservative if a specific approximation method is used, since they bound passivity for any model that has a bounded difference from the given system without considering any particular characterization.
The closest results to ours in the literature seem to be the line of work that obtains particular approximation methods such as model order reduction that preserve passivity [12] , [14] , [15] . As opposed to these works, we focus on the variation in the passivity levels caused by an arbitrary method used for approximation. Our objective is not to provide new approximation techniques, but to provide a framework for obtaining passivity levels when particular approximation methods are considered. Another related line of work uses the integral quadratic constraint (IQC) framework for stability analysis of a feedback interconnection of a known system and a perturbation [25] - [28] . We focus on passivity rather than stability directly due to the fact that beyond guaranteeing stability, passivity also provides useful properties such as compositionality [3] , [29] . Further, our results also provide synthesis tools to design controllers so that the system can be rendered passive (and hence stable) [4] .
Some preliminary results of this paper have appeared in [30] and [31] . In [30] , we focused on model reduction and considered the specific method of positive real truncated balanced realization (PR-TBR) for model reduction. In this paper, we have extended the results to more general approximation methods that include as special cases model reduction (not necessarily PR-TBR), discretization, quantization and linearization around an equilibrium point. Further, we have provided new examples to illustrate the results. While both this paper and [31] consider sector bounded quantizers, the main results and the approaches are different. In [31] , we focused only on quantization and introduced an input-output transformation matrix to passivate the system after quantization. However, in this paper, we derive sufficient conditions for guaranteeing passivity levels for the system after more general approximation methods, including but not restricted to quantization. Further, this paper does not consider passivation techniques at all.
The rest of the paper is organized as follows. Section II provides background material on passivity and (Q, S, R)-dissipativity. Section III presents the problem statement. The main results are given in Section IV. In particular, given a system of interest, we relate the passivity level of the system to that of its approximate model, when the model is input strictly passive (Section IV-A), output strictly passive (Section IV-B), very strictly passive (Section IV-C) and (Q, S, R)-dissipative (Section IV-D). We then apply these results to particular approximation methods in Section V. Specifically, model reduction of a higher-order system is considered in Section V-A, discretization is considered in Section V-B, quantization is considered in Section V-C and linearization of a nonlinear system about an equilibrium point is considered in Section V-D. Numerical examples are provided in Section VI. Concluding remarks are given in Section VII.
Notation: The Euclidean space of dimension m is denoted by R m . Denote the truncation of a signal u(t) up to time 
We use the notations u(t) and u for a signal interchangeably. The H ∞ norm of a transfer function G(s) is denoted by G H ∞ . For a matrix A ∈ R n×n , the minimum eigenvalue of A is denoted by λ(A) and the maximum eigenvalue by λ(A). A ≥ 0 denotes that A is positive semi-definite and A > 0 implies that A is positive definite. The n-dimensional identity matrix is denoted by I n×n or simply I by omitting the dimensions if clear from the context. The notation max{a, b} denotes the larger value of a, b ∈ R and min{a, b} denotes the smaller value of a, b ∈ R. The absolute value of a real number a ∈ R is denoted by |a| and the 2-norm of a vector x ∈ R m is denoted by x .
II. PRELIMINARIES
A. Definitions
Definition 1 ([1], [32]):
Consider a system Σ with input u and output y where u(t) ∈ U ⊂ R m and y(t) ∈ Y ⊂ R m . It is said to be
• input feedforward passive (IFP), if there exist constants ν and β ≤ 0 such that
we call such a ν an IFP level, denoted as IFP (ν). If ν > 0, then system Σ is said to be input strictly passive (ISP).
• output feedback passive (OFP), if there exist constants ρ and β ≤ 0 such that
we call such a ρ an OFP level, denoted as OFP (ρ). If ρ > 0, then system Σ is said to be output strictly passive (OSP).
there exist constants ρ and ν so that
we call such ρ and ν passivity levels, denoted as IF-OFP (ρ, ν). If both ρ > 0 and ν > 0, then system Σ is said to be very strictly passive (VSP). 1 Note that VSP is sometimes also referred to as input-output strict passivity (see e.g., [33] , [34] ). Given ρ > 0, ν > 0 such that (4) is satisfied, we say that the system is VSP for (ρ, ν). The concept of VSP may seem restrictive at first glance; however, a system which is ISP and L 2 stable is always VSP, see e.g., [1] , [17] , [33] .
• finite-gain L 2 stable 2 (FGS), if there exist constants κ > 0 and β ≤ 0 such that
•
and S and a constant β ≤ 0, such that r(u, y)
The function r(u, y) is called the supply rate for Σ.
In all cases, we require that the inequality holds ∀ u(t) ∈ U ⊂ R m , ∀ T ≥ 0 and the corresponding y(t). Remark 1: We make the following comments. 1) In Definition 1, L 2 stability and (Q, S, R)-dissipativity are defined for square systems, i.e., u, y ∈ R m . We note that L 2 stability and (Q, S, R)-dissipativity can be defined for non-square systems, see e.g., [19] , [35] .
2) It should be noted that a system with IFP (ν) where ν > 0 and OFP(ρ) where ρ > 0 may not necessarily imply that the system is VSP for (ρ, ν). In fact, it can be shown that a necessary condition for a system to be VSP for (ρ, ν) is given by ρν ≤ 1/4 (see e.g., [36] ). As a result, for VSP, it may not make sense to define the largest ρ > 0 and the largest ν > 0 (simultaneously) such that (4) holds ∀u ∈ U ⊂ R m and ∀ T ≥ 0.
From (2), it can be seen that ν is a measure of the level of passivity for a system. Specifically, if a system Σ is ISP for ν > 0, it is also ISP for ν − , where 0 ≤ < ν. Informally, a positive value of ν can be interpreted as an "excess" of passivity, while a negative value implies a "shortage" of passivity. A similar interpretation for ρ can be obtained for an OSP system [3] , and for a VSP system [36] .
Notice that Definition 1 is an input-output definition. Similar definitions when a state space model is available are also possible, see e.g., [1] , [4] , [32] . Specifically, given a systeṁ
where x ∈ R n is the system state, u ∈ R m is the control input, and y ∈ R m is the system output. We can define the concepts such as passivity possibly through the use of a storage function. While we do not use the state space based definition in this paper, we point out that this representation allows the consideration of local version of these properties. For instance, if we assume that the functions f and h are real analytic about (x = 0, u = 0) and the pair (x = 0, u = 0) is an equilibrium point for system (7), then we can define local passivity or dissipativity in a neighborhood of (x = 0, u = 0) ∈ X × U as in [37] and [38] .
Definition 2 ([37], [38] ): If any of the properties for system (7) as defined above in Definition 1 hold in a neighborhood of (x = 0, u= 0)∈X ×U, it is called a local property of system (7). 2 An equivalent definition for finite-gain L 2 stability of Σ is that there exist constants κ 1 > 0 and β 1 
and corresponding y(t) (see e.g., [1] , [19] , [33] ). 
B. Feedback Interconnection
Consider the feedback configuration as shown in Fig. 1 . The passivity theorem states that if both systems H and G are passive, then the feedback interconnected system Σ is also passive. Under mild assumptions, stability of the closed-loop system Σ is also guaranteed. The use of passivity levels generalizes the passivity theorem for feedback interconnected systems in the sense that one of the systems can be allowed to have negative passivity levels while the other system has positive passivity levels. The results for feedback interconnection using passivity levels are summarized in the following two theorems. For more detailed discussion on guaranteeing passivity and stability of feedback interconnected systems using passivity levels, we refer the reader to [4] . Consider the feedback interconnection of two systems H and G in Fig. 1 In Theorem 1, the passivity of both systems G and H is required to guarantee that the system Σ is passive. However, it is not necessary for both systems G and H to be passive to guarantee the finite-gain stability (FGS) of system Σ. For instance, if ν 1 < 0 and ρ 1 < 0 (i.e., system H is not passive), then we require that the system G has passivity levels ν 2 > −ρ 1 > 0 and ρ 2 > −ν 1 > 0 in order to guarantee the FGS of the closed-loop system Σ.
Remark 2: It should be noted that in Theorem 1, if system H is locally IF-OFP(ρ 1 , ν 1 ) and system G is locally IF-OFP(ρ 2 , ν 2 ), then the closed-loop system is locally finite-gain stable if ν 1 + ρ 2 > 0 and ν 2 + ρ 1 > 0, see e.g., [39] .
If r 2 = 0, the feedback system is given by the mapping r 1 → y 1 . In this case, we have the following less conservative result.
Theorem 2 (Theorem 8 in [18] ): Consider the feedback interconnection of two systems H and G in Fig. 1 . Assume that r 2 = 0.
1) If system H has OFP(ρ) and system G has IFP (ν) where
ρ + ν > 0, then the system r 1 → y 1 has OFP(ρ + ν). Further, the system r 1 → y 1 is finite-gain stable (FGS) with gain κ ≤ 1/(ρ + ν). 2) If system H has IFP ( ν > 0) and system G has OFP(ρ)
where ν + ρ > 0, then the system r 1 → y 1 has IFP (ρν/(ρ + ν)). 
C. Linear Systems
For linear systems, passivity and dissipativity theory is well established, see e.g., [35] , [33] , [40] and the recent survey [17] . Given an LTI system with transfer function G(s), let its minimal state-space realization be given bẏ
where {A, B} is controllable and {A, C} is observable. If the initial condition is assumed to be zero, the behavior of system (8) 
is determined by the corresponding transfer function G(s).
The following result is useful to test whether system (8) is
Lemma 1 (Lemma 2 in [17] and [41, pp. 140-141]): System (8) is (Q, S, R)-dissipative if there exists a P = P
T > 0 such that
where Q, S, R are given by Thus, the linear matrix inequality (9) can be used to find the passivity levels for the linear system (8).
III. PROBLEM STATEMENT
Consider two system models Σ 1 and Σ 2 as shown in Fig. 2 . One can view Σ 1 as the system we are interested in and Σ 2 as an approximation of Σ 1 . A commonly used measure for judging how well Σ 2 approximates Σ 1 is to compare the outputs for the same excitation function u ∈ U ⊂ R m [12] . We denote the difference in the outputs by Δy.
3 Note that, in general, Δy will depend on the exact function u. The error may be due to modeling, linearization, model reduction, or a host of other reasons. For a good approximation, a reasonable requirement is that the worst case Δy over all control inputs u ∈ U ⊂ R m be 'small' in terms of a suitably defined norm. More formally, 3 In this paper, we focus on system models with additive uncertainty, where y 2 = y 1 + Δy. Similar arguments can be developed for system models with multiplicative uncertainty, where y 2 = y 1 (1 + Δy), see e.g., [3] . with every approximate model, we associate two nonnegative constants γ > 0 and ≥ 0 (if they exist) such that
The values of γ and reflect how good the approximation is.
Remark 4: Consider the case when U = R m . Let Σ 1 and Σ 2 be stable linear systems with zero initial conditions. Further, let Σ 1 (resp. Σ 2 ) be characterized by the transfer function G 1 (resp. G 2 ) and define (10) is satisfied with = 0. In this case, γ is an upper bound on the H ∞ norm of the difference between the transfer functions G 1 and G 2 .
Remark 5: It should be noted that the assumption (10) does not require both the systems Σ 1 and Σ 2 to be stable. However, the "error" between the two systems is required to be stable. As an example, for model reduction for linear systems, it has been shown in [42] norm of the error ΔG H ∞ even if both the higher-order system G 1 and reduced-order system G 2 are unstable. A numerical example is given by considering
and its 1st-order approximation (denoted by G 2 ) given by
The "error" system ΔG = G 1 − G 2 is given by
which is stable and has H ∞ norm γ = 0.01.
We are now ready to state the problem of interest. Assume that Σ 2 has an excess of passivity. What passivity property for Σ 1 can be inferred from that of Σ 2 ? For the case when Σ 2 does not have an excess of passivity but is (Q 2 , S 2 , R 2 )-dissipative, we may pose the same problem in terms of obtaining conditions under which Σ 1 is (Q 1 , S 1 , R 1 )-dissipative as well. The problem is formulated as follows.
Problem 1: Consider two system models Σ 1 and Σ 2 as shown in Fig. 2 . Suppose that an approximate model Σ 2 1) has IFP (ν) where ν > 0; or 2) has OFP(ρ) where ρ > 0; or 3) is VSP for (ρ, ν) where ρ > 0 and ν > 0; or
What passivity or (Q, S, R)-dissipativity properties can be derived if the models Σ 1 and Σ 2 satisfy the relation (10)? Our aim is to characterize the passivity levels or the supply rate of the system Σ 1 by analyzing the (hopefully more tractable) approximate model Σ 2 . The obtained passivity levels can be further used to analyze passivity and stability of feedback interconnections. As an example, suppose that Σ 2 is a mathematic model for the physical system Σ 1 . Assume that the passivity levels for the model Σ 2 are given by ρ 2 and ν 2 . The answer from Problem 1 provides the passivity levels for the system Σ 1 which are denoted by ρ 1 and ν 1 . Then, based on Theorem 1, any controller with passivity levels ρ c and ν c where ρ c > −ν 1 and ν c > −ρ 1 can guarantee the finite-gain stability of the closed-loop system.
IV. MAIN RESULTS
We present the results for the cases when the approximate model is ISP, OSP, VSP and (Q, S, R)-dissipative. It can be verified that the results are symmetric in Σ 1 and Σ 2 . In other words, it does not matter whether we view Σ 1 as an approximation of Σ 2 or Σ 2 as an approximation of Σ 1 . In practice, however, a simpler model is usually used as an approximation of a complex system. The proofs for the theorems are presented in the Appendix. The proofs for the corollaries are omitted for space constraints. Complete proofs can be found in [36] .
A. Input Strictly Passive Systems
We have the following result that guarantees an ISP level of Σ 1 given the error constraint γ and the input feedforward passivity index (IFP) for the approximate model Σ 2 .
Theorem 3: Consider Σ 1 and Σ 2 in Fig. 2 . Suppose (10) is satisfied for some γ > 0 and ≥ 0. If Σ 2 has IFP (ν) where
If we are interested merely in determining whether Σ 1 is passive (rather than characterizing the ISP level of Σ 1 ), we can allow γ to be equal to ν.
Corollary 1: Consider Σ 1 and Σ 2 in Fig. 2 . Suppose (10) is satisfied for some γ > 0 and ≥ 0. If Σ 2 has IFP (ν) where ν > 0 and γ ≤ ν, then Σ 1 is passive.
One interpretation of these results is that the IFP (ν) of Σ 2 provides an upper bound on the error γ caused by the approximation of Σ 1 into Σ 2 . Further, the difference of these two values, ν − γ, provides a lower bound on the IFP of Σ 1 . It is apparent that there exists a trade-off between how good the approximation is (corresponding to the value of γ) and how passive we can guarantee Σ 1 to be (corresponding to the value of ν − γ).
B. Output Strictly Passive Systems
When the approximate model Σ 2 is OSP, we assume along the lines of [3] that the inverse 4 of Σ 2 is L 2 stable. Assumption 1: Consider Σ 2 with input u and output y 2 , where u(t) ∈U ⊂ R m and y 2 (t) ∈Y ⊂ R m . Assume the inverse of Σ 2 is L 2 stable, i.e., there exist η > 0 and b ≥ 0, such that
The output feedback passivity index (OFP) of an LTI system G(s) is defined only if its inverse is causal and stable, i.e., if G(s) is minimum phase and proper [3, pp. 24-32] . If the system is not minimum phase, then no feedback gain can guarantee that the closed loop system remains passive, i.e., the system cannot be output feedback passive [3, pp. 47-56] . Since in this paper, we are interested in generalizing this idea to possibly nonlinear systems, we impose a similar condition through Assumption 1.
For linear systems, using Assumption 1, the OFP level for G(s) can be shown to be equivalent to the IFP level of the inverse of G(s), see e.g., [3] , [45] . For general nonlinear systems, a sufficient condition for (11) to hold is that Σ 2 has IFP ( ν), where ν > 0. This can be seen from the following arguments. The following relation holds ∀ u ∈ U ⊂ R m and ∀ T ≥ 0:
Therefore, condition (11) is satisfied with
Using Assumption 1, we can characterize an OSP level for Σ 1 from the output feedback passivity index (OFP) of Σ 2 .
Theorem 4: Consider Σ 1 and Σ 2 in Fig. 2 . Suppose Assumption 1 is satisfied for Σ 2 and (10) holds for some γ > 0. If Σ 2 has OFP(ρ) where ρ > 0 and γ < ρ, then Σ 1 is OSP for
If we are interested merely in passivity of Σ 1 , we have the following result.
Corollary 2: Consider Σ 1 and Σ 2 in Fig. 2 . Suppose Assumption 1 is satisfied for Σ 2 and (10) holds for some γ > 0. If Σ 2 has OFP(ρ) where ρ > 0 and γη 2 ≤ ρ, then Σ 1 is passive.
C. Very Strictly Passive Systems
The following result presents the two passivity levels of a system Σ 1 from those of its approximation Σ 2 .
Theorem 5: Consider Σ 1 and Σ 2 in Fig. 2 . Suppose (10) holds for some γ > 0. Suppose Σ 2 is VSP for (ρ, ν) where ρ > 0 and ν > 0 and γ < min{ρ, ν}. Then, Σ 1 is VSP for
The result about passivity of Σ 1 follows. Corollary 3: Consider Σ 1 and Σ 2 in Fig. 2 . Suppose (10) holds for some γ > 0. If Σ 2 is VSP for (ρ, ν) where ρ > 0 and ν > 0 and ρν
To ensure passivity of Σ 1 (instead of positive passivity levels), γ may be larger than the passivity levels ρ and ν of Σ 2 because for passivity, the only requirement is that γ ≤ ρν 2 + ν.
D. Extension to (Q, S, R)-dissipative Systems
In this section, we extend the results to (Q, S, R)-dissipative systems that the system may be not passive. The following result presents a supply rate of a system Σ 1 from that of its approximation Σ 2 .
Theorem 6: Consider Σ 1 and Σ 2 in Fig. 2 . Suppose (10) holds for some γ > 0. Let
It should be noted that Theorem 6 holds when systems Σ 1 and Σ 2 represent non-square systems. If this is the case, then the matrices S i will be non-square.
With this theorem, the following result is immediate. Proposition 1: Consider Σ 1 and Σ 2 in Fig. 2 . Suppose (10) holds for some γ > 0 and Σ 2 is (Q 2 , S 2 , R 2 )-dissipative. Suppose there exists a ξ > 0 such that (15) and (16) hold. Then,
Proof: We first prove the first item. Because Q
We now prove the second item. Equation (17) is immediate from (15) .
2 ≤ 0 and from (16), we obtain relation (18) .
In the second case in Proposition 1, system Σ 2 has a shortage of passivity when ρ 2 < 0. Further, (17) and (18) imply that the difference ν 2 − ν 1 gives an upper bound on the "error" γ and the parameter ξ > 0 provides us freedom to trade off the differences between ρ 2 − ρ 1 and ν 2 − ν 1 . {As a special case, we let ξ = γ and ν 2 < 0. Then, a pair of passivity levels for system Σ 1 are given by
Thus, this result can be used to find the negative passivity levels of system Σ 1 when Σ 2 has negative passivity levels.
5 Similar arguments can be developed when S 1 = S 2 does not hold. However, the analysis is more involved.
Remark 8:
Although the above development has assumed Σ 1 and Σ 2 to be continuous-time, similar arguments hold for discrete-time systems as well. The definitions of passivity and dissipativity in discrete-time domain can be found in e.g., [17] , [45] , [46] . The inner product of truncated signals u T (k) and
. With these changes, we can develop results in discrete-time domain analogous to the ones above.
Remark 9: So far, we have shown that passivity and dissipativity properties of a system can be inferred from its approximation, either in continuous-time or discrete-time domain. We can also consider the case when Σ 1 and Σ 2 are hybrid dynamical systems, i.e., those described by an interaction between continuous and discrete dynamics, such as switched systems [47] - [51] . Note that Definition 1 applies to switched systems as well (see also [52] - [55] ). Thus, we can use our results to investigate passivity/dissipativity properties for a switched system from those of its simplified model.
V. PARTICULAR APPROXIMATION METHODS
We shall now apply the results developed in Section IV to the case when the approximate model is produced using some particular approximation methods, e.g., model reduction, discretization, quantization and linearization. It should be noted that these methods are just particular examples. Our results can be applied to approximations caused by other factors, such as time delay, parameter uncertainties and saturation, that we do not consider.
A. Model Reduction
Model reduction is an effective approximation technique when dealing with large-scale systems [15] , [56] . It can be used to analyze transient stability and to design lower-order controllers, for both linear systems (see e.g., [12] , [14] ) and nonlinear systems (see e.g., [56] , [57] ). We will concentrate on the method of truncated balancing realization (TBR) for model reduction (see e.g., [14] , [15] ). Given a passive system, TBR does not guarantee passivity of the reduced model except for some special cases, see e.g., [14] , [15] .
For the LTI system (8), define its observability gramian by W o and the controllability gramian by W c , where
The square roots of eigenvalues of the product W c W o are called Hankel singular values and can be used to establish upper bounds on the error between the transfer functions of the full-order system (denoted by G 1 ) and its reduced-order approximation (denoted by G 2 ). If we denote σ i as the ith Hankel singular value (where σ 1 ≥ σ 2 ≥ . . . σ n ≥ 0, and n is the order of G 1 ), then we have
where 0 ≤ n r < n is the order of the reduced-order approximation G 2 , see e.g., [12] . Obviously, the closer n r is to n, the smaller the error is. Using Theorem 3, Theorem 5 and equation (19), we can obtain the following result.
Corollary 4: Consider a stable LTI system G 1 with order n. Let G 2 be a reduced order model of G 1 with order n r (0 ≤ n r < n) obtained using TBR. Define γ
In the above result, G 1 and G 2 can exchange places. Given a high-order system G 1 , we can estimate the passivity levels for any reduced-order model G 2 from the properties of G 1 . This result is especially useful when we consider G 1 as a high-order controller (with passivity levels ρ 1 and ν 1 ) that is designed for a physical system (with passivity levels ρ p and ν p ). The controller designed for the physical system is of high order when the controller is designed e.g., to minimize an LQG performance or to satisfy an H ∞ criterion. To reduce the implementation cost of such a high-order controller, we can use a reduced-order controller G 2 instead. Our results can be used to determine the order of G 2 so that stability of the closed-loop system can still be guaranteed according to Theorems 1 and 2. As an example, we assume that ρ 1 > 0 and ν 1 > 0. Then γ in (10) needs to satisfy
where γ is determined by the order of G 2 when G 1 is given as shown in Corollary 4.
Remark 10: Given a high-order linear system G 1 , PR-TBR can be used to guarantee passivity of its reduced-order approximation G 2 (see e.g., [15] , [30] ). If we use this method for model reduction, Corollary 4 provides a tool to trade off the error due to this approximation as a function of the variation in the passivity levels for the full-order system G 1 and the reduced-order system G 2 . For more details, we refer the reader to [30] , [36] .
Remark 11: Transfer functions are considered in Corollary 4. It is expected that tighter results may be possible when extra information concerning state-space is provided. For example, consider an LTI system given by (8) , where
An LTI system of the form (8) where (20) holds is called a relaxation system [15] , [35] . Given a relaxation system G 1 and its reduced-order approximation G 2 through TBR, we can show that G 2 is of relaxation type as well [15] . Further, the IFP for both systems are the same, regardless of the order for the reduced order system G 2 [or equivalently, the value of γ in equation (10)]. By comparison with Corollary 4, we can conclude that γ < ν is only a sufficient condition and ν − γ is merely a coarse estimate of the IFP of G 1 .
B. Sampled-Data Systems
Sampled-data systems are common in control because continuous physical systems are typically controlled by digital devices, see e.g., [20] , [21] . Consider a continuous-time system Σ 1 with input u(t) and output y(t) and a sampled-data system Σ 2 with input u d (k) and output y d (k), see Fig. 3 . For standard discretization with an ideal sampler and a zero-order hold (ZOH) device, the control inputs for Σ 1 and Σ 2 are related as u(t) = u d (k) for kh ≤ t < (k + 1)h, where h represents the sampling period and the outputs of the two systems are related as y d (k) = y(kh) for all k ≥ 0. It is well known that passivity is not preserved under standard discretization (see e.g., [31] , [58] , [59] ). Passivity degradation under standard discretization has been studied in [58] with the following assumption that we also make. 
Finding the constant α in (21) is an interesting problem. Examples on how to find α for linear systems can be found in [58] . To illustrate how to find α for nonlinear systems, we consider an example, in which the system Σ 1 is given by the following nonlinear equations (with mapping u → y)
Then, α is given by the L 2 gain for the system with mapping u →ẏ, i.e., the systeṁ
Consider a Lyapunov function
Thus, system u →ẏ has L 2 gain given by 1/2 (see e.g., [19] ). Therefore, Assumption 2 is satisfied for the system (22) with α = 1/2. Next, we investigate how the framework of Section IV can be applied in this case. We first present a condition that characterizes the approximation induced by sampling.
Proposition 2: Consider Σ 1 and Σ 2 in Fig. 3 where u ∈ U ⊂ R m . Suppose system Σ 1 satisfies Assumption 2. Define Δy = y − y d , then (10) holds for γ = αh and = 0, where h is the sampling period.
Proof: We have the following relation for all kh ≤ t < (k + 1)h and all k ≥ 0:
and thus the following relation holds:
Using Cauchy-Schwarz inequality, we have ⎛
By assumption (21) and setting T = Kh, we obtain
Together with (23) and (24), we can derive that
Thus, we obtain the following relation from (25):
Therefore, (10) is satisfied for γ = αh and = 0. This completes the proof.
The following result is immediate from Theorem 3, Theorem 5 and equation (26) .
Corollary 5: Consider a continuous-time system Σ 1 and its sampled-data system Σ 2 obtained from standard discretization with sampling period given by h, as shown in Fig. 3 , where u ∈ U ⊂ R m . Suppose that Assumption 2 is satisfied. 1) Once again, we note that, Σ 1 and Σ 2 can exchange places in the above result. Therefore, if the continuous-time system Σ 1 has IFP (ν), then the sampled-data system Σ 2 has IFP no less than ν − αh. 2) If Σ 1 has IFP (ν), from αh ≤ ν, we obtain that ν/α provides an upper bound for the sampling period h for preserving passivity. When α is large (the system may be oscillatory [58] ), we need a small sampling period h to ensure passivity.
1) If
3) The first part of Corollary 5 were also derived in [58] . The second part of Corollary 5 is different from the results in [58] . If the continuous-time system Σ 1 is VSP for (ρ, ν), then one sufficient condition derived in [58] to guarantee the discrete-time system Σ 2 being passive is given by
Thus, the upper bound on the discretization time interval h will be larger using the results in the present paper where we only require that αh ≤ ρν 2 + ν.
C. Quantization of Stable Systems
Control using quantized feedback is an important research problem. The effects of quantization have to be considered for instance, when the control law has to be implemented through a communication channel, see e.g., [22] , [23] , [60] . The quantizer we consider in this paper (see also [31] , [60] ) is based on the sector bound method and given as
where Q(u) is the output of the quantizer with input u and 0 ≤ a ≤ b < ∞. This kind of quantizer characterizes several practical quantizers, such as the uniform quantizer [31] and logarithmic quantizer [23] , [60] . It has been shown in [31] that the parameters a, b of the quantizer play an important role in preserving OSP of a system after quantization. Consider system Σ 1 with input u and output y 1 , as shown in Fig. 4 . For simplicity, we assume zero initial conditions and that system Σ 1 is finite-gain L 2 stable with gain κ. Next, we shall Fig. 4 . Quantized-input, Quantized-output system: Σ 1 is finite-gain stable with gain κ and the quantizer Q i satisfies (27) 
The control input u and the outputs y 1 , y 2 are of the same dimensions.
investigate the passivity properties of the system Σ 2 (i.e., the system of Σ 1 after quantization). We have the following result.
Proposition 3: Consider the two systems in Fig. 4 , where (10) is satisfied for γ
Remark 13: By setting a 1 = b 1 = 1, we have Q 1 (u) = u, corresponding to the case only when the output of Σ 1 is quantized. Likewise, by setting a 2 = b 2 = 1, we have Q 2 (u) = u, corresponding to the case only when the input of Σ 1 is quantized. We do not consider the trivial case when a i = b i = 1 for i = 1, 2 (i.e., if no quantizers are used).
Proof: Denote the input to quantizer Q 2 as y, then we have y 2 = Q 2 (y) and a 2 y
Since Σ 1 is finite-gain stable with gain κ, from the CauchySchwarz inequality, we can derive that
From the above relations, we can derive that
Therefore, (10) holds for γ Δ = κ(1 + b 1 b 2 ) and = 0. This completes the proof.
We can derive a tighter bound for the error γ in (10) when the system Σ 1 is linear. For notational convenience, denote H as the linear operator which maps the input u of the system Σ 1 to the output y 1 Δ = H[u] of system Σ 1 . Proposition 4: Consider the two systems in Fig. 4 , where system Σ 1 is a linear operator. Assume that the system Σ 1 is L 2 stable with gain κ > 0. The quantizer Q i satisfies
) and = 0.
Proof: Denote the input to quantizer Q 2 as y, then we have y = H[Q 1 (u)] and y 2 = Q 2 (y). Thus, we have the following relations:
Since H is a linear operator, we have
Then, from (28), we can obtain that
Because the system Σ 1 has finite gain κ, we have
Then, based on the fact that (29), we obtain that
Therefore, (10) is satisfied with γ = κ 2(δ 2 1 + δ 2 2 b 2 1 ) and = 0.
Remark 14: Consider the case when system Σ 1 is linear. If the quantizers Q i satisfy that a i → 1, b i → 1 (i.e., when the quantized value Q i (u) of u is close enough to the real value of u), then, we have δ i
Therefore, the error between system Σ 1 and system Σ 2 is sufficiently small.
The following result is immediate from Proposition 1 and Theorem 3.
Corollary 6: Consider the two systems in Fig. 4 , where
It has been shown that passivity may not be preserved after quantization, see e.g., [31] . However, a passivity level of system Σ 2 is desired in many cases, especially when system Σ 2 as a subsystem to be interconnected with another system through feedback configurations as in Theorem 2. Corollary 6 presents a lower bound for the passivity index of the system after quantization.
D. Linearization of Nonlinear Systems
The results so far hold for the case when u ∈ U ⊂ R m and u ∈ U = R m . We now consider a case when u ∈ U ⊂ R m and the state x ∈ X ⊂ R n . In this case, we need to make the additional assumption that the state x remains in the set X after application of the input u ∈ U. This is a standard assumption in many different streams, e.g., [1] , [39] , [37] , [61] , [62] . Specifically, we consider linearization of a nonlinear system around an equilibrium point. The result shows that if the linearized system is passive, then "local" passivity for the nonlinear system can be guaranteed in a neighborhood of the equilibrium point under which linearization is done.
Consider the following nonlinear system Σ 1 (with initial state x 1 (t 0 ) = 0 for simplicity):
where x 1 ∈ X ⊂ R n and u ∈ U ⊂ R m , f , g, ζ and J are smooth mappings of appropriate dimensions and f (0) = 0, ζ(0) = 0 without loss of generality. We assume that the pair (x 1 = 0, u = 0) is an equilibrium point for the nonlinear system (31). Define
With (32), the linearized system Σ 2 about the equilibrium point (x 1 = 0, u = 0) is given bẏ
The linearized model Σ 2 is accurate up to the first order and is called first-order approximation of Σ 1 [10] , [11] . Proposition 5: Consider a nonlinear system Σ 1 given by (31) , where f , g, ζ and J are real analytic at x 1 = 0. Let Σ 2 be the linearization of Σ 1 given by (33) with (32) . Assume that A is a Hurwitz matrix. Define Δy Δ = y 2 − y 1 . Then, in a neighborhood of the equilibrium point (x 1 = 0, u = 0) ∈ X × U, there exist a constant γ > 0, such that
Proof: First, consider the following system with input u and output y = x 1 :ẋ
It can be seen that x 1 satisfies (31). Since the matrix A is Hurwitz, the linearization of system (35) has finite L 2 gain (see e.g., Corollary 5.2 in [19, pp. 201-205] ). Then, in some neighborhood of (x 1 = 0, u = 0), the nonlinear system (35) also has finite L 2 gain (see e.g., Corollary 8.3.4 in [1, pp. 211-215]). Therefore, there exists d> 0 such that for any u ∈L 2e , we can find a sufficiently small neighborhood of (x 1 = 0, u= 0) such that
Next, Taylor series expansions for f , g, ζ and J about x 1 = 0 can be obtained as
where
and J(x), respectively. According to Taylor's Theorem (see e.g., [63] ), there exist constants l i > 0 (i = 1, 2, 3, 4) and r > 0, such that the following relations hold when x 1 ≤ r:
Define e Δ = x 2 − x 1 . Together with (31)-(33), we can obtain the following "error" system with input v and output Δy:
We will show that system (38) is finite-gain L 2 stable according to Theorem 5.1 in [19, pp. 201-205] .
• Since A is Hurwitz, then there exists P > 0 such that (see e.g., Theorem 8.2 in [64, pp. 66-70])
Therefore, e = 0 is an exponentially stable equilibrium point of system (38).
• When x 1 ≤ r, the function F (e, v) satisfies
• Similarly, when x 1 ≤ r, he function H(e, v) satisfies
Therefore, there exists r v > 0 such that for each v T ∈ L 2e with v ≤ r v , the output Δy satisfies
where k > 0 is given by
Together with (36) , we obtain that in some neighborhood of (x 1 = 0, u = 0), the following relation holds:
This completes the proof. We consider the case when Σ 2 is VSP. If Σ 2 is observable, then VSP implies it is also asymptotically stable, see e.g., [3] , [19] . Using Theorem 5, Corollary 3 and equation (34), we obtain the following result.
Corollary 7: Consider Σ 1 and Σ 2 in Fig. 2 , where Σ 1 is given by (31) and Σ 2 is linearization of Σ 1 given by (33) with (32) . Suppose the linearized model Σ 2 is observable and VSP for (ρ, ν) where ρ > 0 and ν > 0. Then, in a neighborhood of the equilibrium point (0, 0), there exist a constant γ > 0 such that (34) holds. Further, we have the following results:
Remark 15:
1) The value of γ is determined by the radius of the ball around x 1 = 0 that is under consideration. As x 1 (t) → 0, γ → 0 and the difference between passivity levels of the two systems ((ρ, ν) for Σ 2 and (ρ − γ, ν − γ) for Σ 1 within the neighborhood of (x 1 = 0, u = 0)) tends to zero as well. 2) It is worthwhile to mention that the results hold true for more general nonlinear models (which are not affine in control) and in discrete-time setting as well. More developments of the relations of passivity and dissipativity properties between a nonlinear system and its linearized model can be found in [38] .
VI. NUMERICAL EXAMPLES
In this section, we provide a few numerical examples to illustrate the theoretical results developed in this paper. In general, Σ 1 represents the system we are interested in and Σ 2 is an approximation of Σ 1 . We assume zero initial conditions for simplicity so that β = 0 in Definition 1. Note that the examples for approximation of high-order linear systems by using model reduction method can be found in [30] and [36] .
Example 1: Consider the following nonlinear system represented by the state model: The system model (40) has been used in [19, pp. 233-237] to represent an RLC network with nonlinear resistors. With a storage function given by V (x) = (1/2)(x
2 ), we can obtain
Thus, the nonlinear system (40) is passive, i.e., the passivity levels for system (40) satisfy ρ 2 = 0 and ν 2 = 0. Consider the discrete-time model of the continuous-time system (40) by using standard discretization as shown in Fig. 5 . Then according to Proposition 2, (10) is satisfied with γ = αh, where h is the sampling period and α is defined in (21) . We can apply Proposition 1 to estimate the supply rate of the sampleddata system with inputū(k) and outputȳ(k). For instance, take ρ 1 = 0, then (17) is satisfied with any ξ > 0. We take ξ = γ, then from (18), we obtain that ν 1 ≤ −2γ < 0. Thus, the sampled-data systemū →ȳ has passivity level ν 1 = −2γ.
To verify this, we implement the system model in MATLAB/ Simulink with sampling period h = 0.1. One can verify that the assumption (21) is satisfied with α = 2.5 for this example. As shown in the top plot of Fig. 6 , at some time constants k, the value ofū(k)ȳ(k) < 0, where the control input is given bȳ u(k) = (1/3) cos(2k + (π/6)) + (1/2). This implies that the discrete-time model is not passive. Further, with a feedforward controller given by a constant gain 2γ (see e.g., [3, pp. 24-29] ), the sampled-data system can become passive, as shown in the bottom plot of Fig. 6 . It should be noted that one can verify the results by considering other control inputsū(k). Finally, if we consider a feedback interconnection as in Theorem 2, where the sampled-data system represents the controller G in the feedback loop, then the closed-loop system is guaranteed to be OSP if the plant H has an OFP level ρ > 2γ.
Example 2: Consider the following discrete-time system:
where the system matrices {A, B, C, D} are given by
(41) It can be verified by solving the LMI in Lemma 1 that system (41) is OSP with passivity level ρ 2 = 0.49. Further, Assumption 1 is satisfied with η = 0.5.
Consider the system (41) after quantization with inputū(k) andȳ(k), as shown in Fig. 7 . The logarithmic quantizer Q is defined as follows (see e.g., [23] , [60] ):
where μ > 0 is a scaling parameter, 0 < < 1 implies the quantization density and δ = (1 − )/(1 + ). Note that a small implies coarse quantization and a large implies dense quantization.
The system after quantizationū(k) →ȳ(k) may not be OSP with the same passivity level ρ 2 = 0.49 as the system (41) . According to Corollary 6, assumption (10) is satisfied with γ = κδ 2(2 + δ 2 + 2δ), where κ = 2 is the H ∞ norm of the system (41). If = 0.8, then condition (10) is satisfied. Then, according to Theorem 4, the system after quantizationū(k) → y(k) is OSP with passivity level ρ 2 − γ = 0.15.
To verify this, we implement the system model in MATLAB/ Simulink with the quantizer parameters μ = 1 and = 0.8. As shown in the top plot of Fig. 8 , at some time constants k, the value ofū
where the control input is given byū(k) = sin(0.2k − (π/3)). This implies that the system after quantizationū(k) →ȳ(k) does not have the OFP level ρ 2 . As shown in the bottom plot of Fig. 8 , for all k ≥ 0, we haveū
This implies that the system after quantizationū(k) →ȳ(k) have an OFP level ρ 2 − γ. It should be noted that one can verify the results by considering other control inputsū(k). Further, if we consider a feedback interconnection as in Theorem 2, where the system after quantization represents the plant H, then the closed-loop system is guaranteed to be finite-gain stable if the controller G has an IFP level ν > γ − ρ 2 . Example 3: Consider the following nonlinear systeṁ
The linearized model of the nonlinear system (42) around the origin is given by (8) with
By solving the LMI (9) in Lemma 1, we can obtain that P = 1 1/2 1/2 1 > 0 is a solution such that the linearized model is VSP with passivity levels ρ 2 = 0.1 and ν 2 = 0.4. If we apply V (x) = x T P x as a locally defined storage function for the nonlinear system, then we obtaiṅ
To guarantee local passivity of the nonlinear system (42), we consider (x, u) ∈ X × U, where the set X is defined as
and the set U is defined as
We have the following inequality holds for (x, u) ∈ X × U: To obtain the local passivity levels for the nonlinear system (42), we consider X and U defined above. It can be verified that (10) is satisfied with γ = 0.094. Further, with ρ 2 = 0.1 and ν 2 = 0.4, the following inequality holds:
Then according to Corollary 7, the nonlinear system (42) is locally VSP with passivity levels ρ 1 and ν 1 , where ρ 1 = ρ 2 − γ = 0.006 and ν 1 = ν 2 − γ = 0.306.
To verify this, we implement the system model in MATLAB. As shown in the top plot of Fig. 9 , the states satisfy |x 1 (t)| ≤ 1/16 and |x 2 (t)| ≤ 1/16 with the control input u(t) = 0.1 exp(−0.8t). As shown in bottom plot of Fig. 9 ,
This implies that ρ 1 and ν 1 are valid local passivity levels for the nonlinear system (42) . It should be noted that one can verify the results by considering other control inputs u(t). Further, if we consider a feedback interconnection as in Theorem 1, where the nonlinear system (42) represents the plant H and the control objective is to minimize an LQG performance. In order to use the LQG techniques for linear systems, we can design an LQG controller G with passivity levels ρ c and ν c for the linearized model of system (42) . Within a neighborhood around the origin, the closed-loop system is guaranteed to be stable if ρ c + ν 1 > 0 and ν c + ρ 1 > 0.
VII. CONCLUSION
In this paper, we established conditions under which the passivity properties of a system can be obtained by analyzing its approximation. The approximate model is assumed to be input/output/very strictly passive and the general result states that if the error between the system and its approximation is small, the original system has a guaranteed passivity level as well. The analysis is extended to the case when the approximation is (Q, S, R)-dissipative (not necessarily passive). The passivity levels obtained for the system can further be used to analyze the passivity and stability of feedback interconnections when the system is in the loop. The results may be interpreted as robustness properties of passivity with respect to model uncertainties. To illustrate the results, we study particular approximation methods such as reduced-order approximation, discretization, quantization and linearization around an equilibrium point.
APPENDIX
Proof of Theorem 3: Consider systems Σ 1 and Σ 2 with an arbitrary input u, so that the corresponding outputs are y 1 and y 2 , where y 2 = y 1 + Δy. First we note that for any γ > 0, |u T Δy| ≤ (1/2γ)Δy T Δy + (γ/2)u T u, thus, we have the following relation:
(43) Thus, from assumption (10), we obtain
Now for the system Σ 2 , we have Thus, we have β ≤ (1/2ρ) u, u T − (ρ/2) y 2 , y 2 T . We can further obtain
From Cauchy-Schwarz inequality, (10) , (45) Note that u and T are arbitrary. Therefore, for γ < ρ, Σ 1 is OSP forρ = ρ − γ.
Proof of Theorem 5: Since Σ 2 is VSP for (ρ, ν), then Σ 2 is ISP for ν > 0 and OSP for ρ > 0. Thus
Together with (10), (44) , and (46), if we define a 
We have the following relation for any ξ > 0 from (10): Note that Q 1 y 2 , Δy T = y 2 , Q 1 Δy T because Q 1 is symmetric. When Q 1 − Q 2 ≥ 0 and R 1 − R 2 > 0, together with (48) and (49), we obtain
Defining β Again, from (16), we obtain r 1 ≥ β 1 − λ(−Q 1 ). Thus, there always exits aβ ≤ 0 such that r 1 ≥β for both cases. Therefore Σ 1 is (Q 1 , S 1 , R 1 )-dissipative.
