We show that, given a Banach space and a generator of an exponentially stable C 0 -semigroup, a weakly admissible operator g(A) can be defined for any g bounded, analytic function on the left half-plane. This yields an (unbounded) functional calculus. The construction uses a Toeplitz operator and is motivated by system theory. In separable Hilbert spaces, we even get admissibility. Furthermore, it is investigated when a bounded calculus can be guaranteed. For this we introduce the new notion of exact observability by direction. Finally, it is shown that the calculus coincides with one for half-plane-operators. This is an extension of the paper 1 .
Introduction
In operator theory we encounter the task of 'evaluating' a (scalar-valued) function f where the argument is the operator A. Simple examples are polynomials, such as the square A 2 , or rational functions, such as, (α I −A) −1 with α ∈ C. Functional calculus is the field that covers the assignment f → f (A) for given classes of operators and functions. Beginning with the calculus for self-adjoint operators by von Neumann, [12] , many classes of operators and functions have been investigated. In general, a functional calculus should extend a homomorphism which maps from an algebra of functions to the linear space of operators. Furthermore, it should be consistent with the 'classical' definitions of rational
where the last sum is an orthogonal decomposition in H 2 and H 2 ⊥ , we conclude that M g (e at ) = g(a)e at .
(1.1)
In system theoretical words, 'exponential input yields exponential output'. Obviously, g → g(a) is a homomorphism. Our idea is to replace the exponential by the semigroup e At = T (t). In fact, we show that the formally defined function
can be seen as the output of the linear systeṁ x(t) = Ax(t), x(0) = x 0 y(t) = Cx(t)
for some (unbounded) operator C. Thus, formally y(t) = CT (t)x 0 . This means that C takes the role of g(a) in (1.1). Hence, the task is to find C given the output mapping x 0 → y(t). By G. Weiss, [13] , this can be done uniquely, incorporating the notion of admissibility, see Lemma 1.2. The work for separable Hilbert spaces by Zwart, [15] , serves as the main motivation. The aim of this paper is to give a general approach for reflexive Banach spaces. The lack of the Hilbert space structure leads to a weak formulation which will be introduced in Section 2. In general, this yields a calculus of weakly admissible operators. Then, we turn to the task of giving sufficient conditions on A that guarantee bounded g(A) for all g ∈ H ∞ − , Section 3. In Subsection 3.2 a connection to the results for the 'strong' calculus from [15] is established and we see that the weak approach extends the separable Hilbert space case. Section 4 is intended to round up the paper by investigating the relation to the calculus for half-plane operators and to give some additional properties.
The natural H ∞ -calculus
Not only in the view of system theory, the class of bounded analytic functions has attracted much interest in functional calculus in the last decades. Early work was done by McIntosh, [9] , or can be found for instance in [2] . The D R A F T considered operators are sectorial and the main idea is to extend the RieszDunford -calculus. We refer to the book by Haase, [5] , for an extensive overview. For the generator A of an exponentially stable semigroups, −A is sectorial of angle π/2, hence, there exists a natural (sectorial) calculus (for A) for bounded, analytic functions on a larger sector (containing the left half plane). However, since the spectrum of A lies in a half-plane bounded away from the imaginary axis, the appropriate notion is the one of a half-plane operator which has been studied in [1] , [6] and [10] . In this context, there exists a half-plane-calculus on H ∞ − for A being the generator of an exponentially stable semigroup. A brief introduction will be given in Section 4.1. In general, it is not clear whether an H ∞ -calculus is unique. At least if it is bounded and shares some continuity property, this can be guaranteed, see page 116 in [5] .
Setting
In the following paragraph, we state the setting and recall some notions we are going to use. Let (X, . ) be a Banach space and denote its dual by X ′ . For x ∈ X, y ∈ X ′ , let y, x = x, y X,X ′ = y(x). If X 2 is also a Banach space, the Banach algebra of bounded operators from X to X 2 is denoted by B(X, X 2 ) (or B(X) if X = X 2 ). Let T (.) be an exponentially stable C 0 -semigroup with growth bound ω. A denotes the generator of T (.). The Banach space D(A) equipped with the graph norm of A will be referred to by (X 1 , . 1 ). For an extensive introduction to semigroups we refer to the book of Engel and Nagel, [3] . By L we denote the Laplace transform and by H ∞ − we refer to the Banach algebra of bounded holomorphic (complex-valued-)functions on the left half-plane 
, Π = Π C and so on. Similarly, elements of H ∞ − can be identified with essentially bounded functions on iR. In the following let σ τ :
• for all τ ≥ 0 and
All well posed output mappings that we are going to use correspond to the semigroup T (.). In system theory this notion is often named well-posed infinitetime output mapping. Next, we state a result of G. Weiss, [13] , which is fundamental for the construction of our functional calculus.
Lemma 1.2 (Weiss). Let Y be a Hilbert space. For the output mapping
In order to use the previous lemma, we will define an output mapping via a Toeplitz operator. Therefore, we need the following notions and results which were obtained by Zwart in [15] . 
where L −1 denotes the inverse Laplace transform and Π H is the orthogonal projection mentioned in the beginning. 
iii.
where (Bf )(t) = B(f (t)) for all t ≥ 0.
Proof. See [15] .
D R A F T 2 H ∞ − -calculus on Banach spaces
In the following let X be a Banach space. Furthermore, let T (.) be an exponentially stable C 0 -semigroup on X and let g be a function in H ∞ − .
General weak approach
is called a weakly admissible output mapping for T (.) if it is bounded, i.e., ∃b > 0 such that
and if it has the following property
An example for B is given by B(x, y) = y, T (.)x X ′ ,X for x ∈ X, y ∈ X ′ with Z = X ′ . This fulfills the assumptions of Definition 2.1 because T (.) is exponentially stable. 
is an output mapping for T (.) and there exists a unique operator 
for all x ∈ X. Now that we know that D B g,y is an output mapping, Lemma 1.2 yields the first assertion. Taking the Laplace transform of (2.3), which exists for
, and, using that the integrals exist in 
ii. If Z = X ′ and B(x, y) = y, T (.)x for x ∈ X, y ∈ X ′ , then, for a sequence y n ∈ X ′ , n ∈ N,
that is, for fixed x ∈ X, the mapping y → D B g,y x is weak * -continuous.
Proof. The first assertion follows immediately from the definition of D B g,y , part i. of Lemma 1.4, and the boundedness of B. To see ii., assume that y n ∈ X ′ converges to y in the weak * -topology. Therefore, for fixed x ∈ X,
Since weak * -convergence implies that y n is bounded (by uniform boundedness principle), there exists a constantM > 0 such that
where ω < 0 is the growth bound of the semigroup. Hence, dominated convergence yields that y n − y,
Using the lemma above, we can deduce properties of the mapping y → L 
ii. For fixed 
iii. If Z = X ′ and B(x, y) = y, T (.)x for x ∈ X, y ∈ X ′ , then for every
Proof. For i., fix an s with ℜ(s) > 0. Note that by Cauchy-Schwarz and (2.6)
for some constant b s > 0. By Lemma 2.3, the left hand side equals |L B g,y x 1 | and we obtain (2.7) because (s I −A) ∈ B(X 1 , X). Having i., for ii. it remains to show the linearity of L g,. x 1 for fixed x 1 ∈ D(A). By the linearity of B(x 0 , .) and M g it is clear that D g,. x 0 is linear, for fixed x 0 ∈ X. Hence, using (2.5) again for some fixed s ∈ C + , we have for y, z ∈ Z and λ ∈ C
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In iii. we have to show that the f x1 ∈ Z ′ = X ′′ from ii. can be identified with an element in X. For that, it suffices to prove that L g,. x 1 : X ′ → C is weak * -continuous (see for instance [14, Theorem IV.8.1.]). So, let y n ∈ X ′ converge to y ∈ X ′ in the weak * -topology. From (2.5) we have that for
, where we used Cauchy-Schwarz. By Lemma 2.4.ii. we know that the term on the right hand side goes to zero as n → ∞. Hence, L g,. x 1 is weak * -continuous.
Having in mind ii. (or iii.) of the previous lemma, we consider the map
It is linear since L B g,y x 1 is linear in x 1 and by (2.7) it is bounded, i.e., g
). Now, we are able to state the main result of the general weak approach. 
Theorem 2.6. Let A be the generator of an exponentially stable
for all y ∈ Z and x 1 ∈ D(A).
ii. If Z = X ′ and B(x, y) = y, T (.)x for x ∈ X, y ∈ X ′ , then the operator
iii. There exists a constant α > 0 such that for all
then g B (A) commutes with the semigroup, i.e.,
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Proof. The first assertion follows by (2.3) and the considerations above, see Lemma 2.5.ii. and (2.10), from which we have that
Part ii. follows as in i. but using 2.5.iii. instead of 2.5.ii. Inequality (2.13) is a consequence of (2.4). In fact, for ℜ(s) > 0 we have by Cauchy-Schwarz
where in the last step we used the boundedness of the output mapping, (2.6). To see (2.15), we use (2.5) and (2.8)
By exploiting the additional assumption on B, (2.14), we deduce further
Together with (2.16), this gives the assertion. Theorem 2.6 and estimate (2.6) motivate the introduction of the following notion. 
Remark 2.8.
• From this definition we get immediately that if 
• From Theorem 2.6 and (2.6), it follows that g B (A) is weakly admissible.
Remark 2.9. The notion of weak admissibility and its connection to (strong) admissibility has been investigated for instance by Weiss who conjectured that the terms are equivalent. However, even for Hilbert spaces counterexamples were found, see [16] , [8] .
The calculus
In the following we will set Z = X ′ . For the rest of the paper, g(A) will denote g B (A) for the weakly admissible mapping B(x, y) = y, T (.)x X ′ ,X . Consequently, we will write D g,y and L g,y when this specific B is meant. We are going to need the following lemmata several times.
Lemma 2.10. The operator g(A) is a bounded operator from X 1 to X which commutes with the semigroup, i.e.,
Proof. The first assertions follow all directly from Theorem 2.6. To see (2.18) consider the Laplace transform of equation (2.17).
Lemma 2.11. Let C ∈ B(X 1 , Y ) be weakly admissible. Then Cg(A) is weakly admissible (in the sense that it can be extended uniquely to a weakly admissible operator from X 1 to Y ) and
Proof. Let x ∈ D(A 2 ) and y ∈ Y ′ . Then Ax ∈ D(A). Using (2.18) and that
The equality holds for all t ≥ 0 point-wise since both the right and the left hand-side are continuous functions for x ∈ D(A 2 ).
As pointed out in Remark 2.8, g C (A) will not commute with the semigroup in general. However, if C ∈ B(X 1 , X) commutes with T (.), then
for all t ≥ 0 and x ∈ X. Hence, by Theorem 2.6.iv., we conclude that
is even bounded in the norm of X. However, still it will be defined only on D(A) by the construction. Then, we would like to identify it with its bounded extension to X. Moreover, although g(A) will not be bounded in X in general, it can be extended to a closed operator. For that, we introduce the following extension.
Lemma 2.12. Let C be an operator in B(X 1 , X) which commutes with some (any) resolvent R(µ, A) = (µ I −A) −1 . Then, the operator Hence, we have proved that C Λ commutes with the resolvent. Next, we show that it is a closed operator. Let {x n } be a sequence in D(C Λ ) such that x n → x and C Λ x n → z for n → ∞. By (2.23) and since R(µ, A)x n ∈ D(A),
for all n ∈ N. Since CR(µ, A) ∈ B(X), we deduce for the limit n → ∞
Multiply by µ and let µ → ∞. By (2.22) the limit exists and
If C is bounded in X, then there exists a unique extension C ∈ B(X), C ⊂ C. By (2.22), it follows that C Λ = C.
In the following let g Λ (A) denote the Lambda extension of g(A). We make the convention that for (unbounded) operators F, G the domain of
If g 2 (A) is bounded, then equality holds in ii) and iii).
Proof. Obviously, for g ≡ 1 ∈ H ∞ − , D g,y f = f and thus, g(A) = I. Since the Toeplitz operator M g is linear in symbol g, it follows that
exists. Hence, x lies in the domain of (g 1 + g 2 ) Λ (A). If g 2 (A) is bounded, then D(g 2,Λ (A)) = X. Thus, the existence of (2.25) implies that x ∈ D(g 1,Λ (A)). In order to show iii), we verify (
first. According to Lemma 2.11, it suffices to prove g
where we used (2.11) several times as well as the fact that
, the equality holds point-wise for t ≥ 0. Thus, Since g 1 (A)R(λ, A) ∈ B(X) and since R(λ, A) commutes with g 2 (A) on D(A), (2.18), we obtain that
. Thus, by (2.26),
Using the resolvent identity, this can be written as
By (2.13), we have that (g 1 g 2 )(A)R(µ, A)x → 0 as µ → ∞. Therefore,
Together, this yields the limit in (2.27),
This also shows the inclusion '⊆' in (2.24) since x ∈ D(g 2,Λ (A)) by assumption. To show the other inclusion, we observe that for x ∈ X and µ ∈ ρ(A)
where we used (2.26) and that R(λ, A)R(µ, A)x, R(µ, A)x lie in D(A 2 ) and D(A), respectively. This gives that g 2 (A)R(µ, A)x ∈ D(g 1,Λ (A)) and This shows that x ∈ D g 1,Λ (A)g 2,Λ (A) . For bounded g 2 (A), (2.24) directly shows the equality.
Next, we see that our weak calculus coincides with the 'usual' definition of g(A) in case of g being rational.
Lemma 2.14. If g is the Fourier transform of a function
for all x ∈ D(A). Hence, g(A) is bounded and can be extended continuously to an operator in B(X).
Proof. Let y ∈ X ′ , x ∈ X and s > 0. By equation (2.4) of Lemma 2.3 and (2.8) we know that y, g(A)(s I −A)
We are going to use the following general consequence of the Fourier transform. For f ∈ L 2 (0, ∞) it follows by the Convolution Theorem that
where f ext is the extension of f to the real line, by f ext (t) = 0 for t < 0. Since h * f ext ∈ L 2 (R) by Young's inequality, (2.30) yields
where we used Fubini's Theorem and the fact that
since the integral exists strongly. Because (s I −A) −1 maps X onto D(A), this completes the proof.
Remark 2.15 (to Lemma 2.14).
1. The proof shows that the Lemma is still valid if we assume more generally that g is the Fourier-Laplace transform of a Borel measure on (−∞, 0] with bounded variation, i.e.,
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Then the operator g(A) reads
which is the well-known Phillips-calculus.
2. Also, more generally, g can be assumed to be the Fourier transform of an h ∈ L p (R) with support in (−∞, 0] and 1 ≤ p ≤ 2. Since T (.) is exponentially stable, f = y, T (.)x ∈ L q (R) for all q ≥ 1. Thus, h * f ext is still in L 2 (0, ∞) by Young's inequality (for which you choose q such that
). The rest of the proof stays the same. We collect some basic results of our calculus.
Theorem 2.16. The functional calculus has the following properties:
is an algebra homomorphism. 
ii) If P ∈ B(X) commutes with

iv) For g t (s) = e
ts we have g t,Λ (A) = T (t) for all t ≥ 0.
Since the latter is a bounded operator defined on X, also
The rest is clear from Theorem 2.13. ii) Using the Laplace transform, it is easy to see that (2.32) implies that P commutes with T (t) for any t ≥ 0. In fact, (2.32) implies
For s ∈ ρ(A) this yields
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This is nothing else than
Since P is bounded,
therefore, by (2.33), we deduce
since the Laplace transform is injective. Let y ∈ X ′ and x ∈ D(A). Similar as in the proof of Theorem 2.6, we deduce
By the already shown commutativity on D(A), the right hand side equals
Clearly, P R(λ, A) = R(λ, A)P , thus
Since the limit exists, P x ∈ D(g Λ (A)) and
iii) This is an application of Lemma 2.14. In fact, observe that
Therefore,
iv) Clearly, the function g t is in H ∞ − . Let us recall the following property of the
Fourier/Laplace transform. For f ∈ L 2 (0, ∞) we define f ext to be the extension of f by 0 to the whole real axis. Now we have that
Set f = y, T (.)x 1 for x 1 ∈ D(A) and y ∈ X ′ . By definition of D g,y and Theorem 2.6, we have
for all x ∈ D(A) and y ∈ X ′ . Therefore, g t (A) = T (t)| D(A) and the assertion follows.
We conclude this section by proving that the main identity of the construction, (2.12), can be extended for the Lambda extension. 
Furthermore, x n ∈ D(A) and g(A)x n → g Λ (A)x as n → ∞ by the definition of the Lambda extension. Now, the assertion follows from (2.12) and since T (t) commutes with g Λ (A) by Theorem 2.16.ii.
3 Sufficient conditions for a bounded calculus
Exact Observability by Direction
In order to give a sufficient condition for a bounded functional calculus, we introduce a refined notion of observability. 
where m, K are the constants from (3.1).
Proof. Let x ∈ D(A 2 ). Then, there exists a y x ∈ X ′ with norm 1 such that
where we used that g(A) commutes with the semigroup. By the proof of Lemma 2.11, eq. (2.20) (there, we do not need weak admissibility of C) we obtain
This, we can estimate by the norm of the Toeplitz operator, Lemma 1.4.i., and by using the assumption. Hence,
Altogether, we have for
which proves the assertion, since D(A 2 ) is dense.
Exact Observability vs. Exact Observability by Direction
In this section we are going to investigate the relation between our 'weak' calculus and the 'strong' approach for separable Hilbert spaces done in [15] . For this, X will be a separable Hilbert space for the rest of the section. To be consistent with our notation of the duality brackets, the inner product of X is linear in the second component. The strong calculus is constructed by choosing the output mapping
is now defined via the Laplace transform on L 2 ((0, ∞), X) and the projection Π X . Then, g s (A) ∈ B(X 1 , X) is the admissible operator from Lemma 1.2 such that
To provide a sufficient condition that g s (A) is bounded the following notion is used in [15] . 
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for all x ∈ D(A).
Remark 3.4.
1. Since we have that for y Y = 1 and x ∈ D(A)
holds. This gives a correspondence between exact observability (3.5), and exact observability by direction (3.1), as indicated in the following scheme
2. We remark that, provided ∃m > 0,
is not exactly observable by direction iff there exists a sequence
for all y ∈ Y with y Y = 1. We will use this characterization later.
3. Exact observability can be defined for general Banach spaces X, Y since the definition does not need the Hilbert space structure.
The following result is the Hilbert space counterpart of Theorem 3.2 for the strong calculus, see [15] .
Theorem 3.5. If there exists an operator
Moreover, the notions of weak and strong calculus coincide (for a separable Hilbert space X). To prove this, we make use of the following elementary result.
Proof. The first assertion holds because Lf and L −1 g exist strongly and by the continuity of the inner product. To see the second assertion, we use that
From the first part of this lemma we have that y, h 1 ∈ H 2 and y, h 2 ∈ H 2 ⊥ which yields
Proof. It suffices to show that y, g(A)T (t)x = y, g s (A)T (t)x (3.6) for t > 0, y ∈ X ′ and x ∈ D(A). By Theorem 2.6 and its counterpart for the strong calculus (see (3.4)), we have that
where
. By the definition of M g and Lemma 3.6 we see that
where this last M g is an element in B(L 2 (0, ∞)). Hence, the equality in (3.6) holds for almost every t > 0. Since both functions are continuous in t, it holds even point-wise and in particular for t = 0.
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Remark 3.8. A consequence of Theorem 3.7 is that the weak calculus of Section 2 is automatically admissible in the separable Hilbert space case.
Proposition 3.9. For finite dimensional Y and weakly admissible C ∈ B(X 1 , Y ), exact observability and exact observability by direction of (C, A) are equivalent.
Proof. Since for finite dimensional Y the notions of admissibility and weak admissibility coincide, in the view of Remark 3.4 it remains to show that (3.5) implies (3.1). Assume that (C, A) is not exactly observable by direction. Hence, there exists a sequence x n in D(A) with x n = 1 such that
for all n ∈ N. Let {φ k : k = 1, .., N } and {φ
Integrating and using (3.7) this yields
for n → ∞. This contradicts the exact observability of (C, A).
Finally, we give an example that, even given admissibility, in general exact observability does not imply observability by direction, Example 3.10. We consider a Hilbert space X with orthonormal basis {φ n } n∈N and a set {λ n , n ∈ N} ⊂ R − . Define an exponentially stable semigroup T by
It can be shown that the generator of T is given by
As the observer C, we take the square root of (−A), which is given by 
Consider now a sequence λ n which satisfies (3.8) . A possible choice is λ n = −2 n (see [4] page 278). Since f n is a Riesz sequence, there exist constants m, M > 0 such that
for all finite sequences of complex numbers (c 1 , ..., c N ). Let us apply these results to our situation. Define
Then, x N = 1 and for all y ∈ X with y 2 = ∞ n=1 |y n | 2 = 1 there holds
where we used (3.9). Hence, (C, A) is not exactly observable by direction (see Remark 3.4). However, by
we see that (C, A) is exactly observable and, therefore, by Theorem 3.5, we obtain a bounded functional calculus.
Remark 3.11. Let us consider the situation of Example 3.10, but with λ n = λ 0 < 0 for all n. Then, for x ∈ D(A)
If we choose y x = x x , we get
hence, (C, A) is exact observable by direction. We remark that, independent of the choice of the sequence {λ n }, the solution to the Lyapunov equation
4 Further results
Relation to the natural H ∞ -calculus
After developing our calculus and giving sufficient conditions when it is bounded, we want to make some remarks about its consequences. As stated in the beginning, the uniqueness of a functional calculus is not clear at all, see [5, Sections 2.8, 5.3 and 5.7.] In our case, the 'straight-forward' question is to understand the relation with the natural (sectorial/halfplane) calculus, see Section 1.1. Since A generates an exponentially stable semigroup, A is a (strong) half-plane operator of type ω < 0, which means that
In [1, 6, 10] it is shown that for such operators a natural calculus can be defined in a similar manner as for sectorial operators. In the spirit of the a general meromorphic calculus defined in [5] , one constructs a primary calculus, which consists of a homomorphism mapping a subalgebra of functions to B(X), first. Then, this is extended algebraically to H 
is a homomorphism (the integration goes from −i∞ − ǫ to i∞ − ǫ and does not depend on ǫ).
yields e HP (A) = R(1, A), which is injective, one defines
(this is independent of the regularizer e) and, furthermore we have a similar result as for the sectorial calculus (see [5, Lemma 3.3 .1]).
Proof. Using Cauchy's formula we get for
where we used Fubini's theorem, which can be applied because
where the integrability of |g| follows since g ∈ H ∞ −,1 . Next, we prove that f Λ (. − ǫ)(A + ǫ I)(A) equals indeed f Λ (A), as one would expect. 
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Proof. The proof relies on the fact that the projection Π is translation-invariant. In fact, for h ∈ L 2 (R),
Using this and
= e ǫt M f y, T (.)x (t).
By (2.12) and letting t → 0 + this yields the assertion.
The following elementary result will be needed in the proof of the upcoming theorem. Proof. Define A n = n(T (1/n) − I) ∈ B(X) for n ∈ N. Then, z n = A n R(λ, A)x → AR(λ, A)x, as n → ∞.
Since B is closed and commutes with some resolvent, by taking the Laplace transform, it follows that T (t)By = BT (t)y for y ∈ D(A) and t ≥ 0. Thus, since z n ∈ D(A) and BR(λ, A)x ∈ D(A),
Bz n = A n BR(λ, A)x → ABR(λ, A)x, as n → ∞.
By closedness of B, AR(λ, A)x ∈ D(B) and BAR(λ, A)x = ABR(λ, A). From AR(λ, A)x = λR(λ, A)x−x and because R(λ, A)x ∈ D(B), the assertion follows. Now, we are able to compare our weakly admissible calculus with the calculus for half-plane operators. ′ andT (t) = e ǫ ′ t T (t), which is exponentially bounded. Since f (z − ǫ ′ ) = L(h)(z) for z ∈ C − andh is in L 1 (R − ), we can apply Lemma 2.14 toT , By Theorem 4.7 and Remark 4.8 we observe that the calculus is built of approximations by simple operators. Thus, it often suffices to restrict on functions in R ∞ (for v ≤ 0, these are Laplace transforms of L 1 functions), to show a property of the calculus. Although the calculi are the same, the construction of our weakly admissible calculus and the natural (half-plane) calculus is quite different. We want to emphasize that a meromorphic calculus, [5, Chapter 1] is defined in a purely algebraic way. Namely, when extending the primary calculus to more general functions by using regularizer. However, in our construction a crucial step was to take the Lambda extension of f (A). Finally, let us mention the following representation of the Toeplitz operator M g ,
which has been used a couple of times in this work. This shows the relation to Fourier multipliers, which occurred already in the study of the H ∞ − calculus, e.g. in [7] 
