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Abstract
We consider the manifold-valued, stochastic extension of the Schro¨dinger
equation introduced by Hughston [8] in a manifestly covariant, differential-
geometric framework, and examine the resulting quantum evolution
on some specific examples of Ka¨hler manifolds with many symme-
tries. We find conditions on the curvature for the evolution to be a
‘collapse process’ in the sense of Brody and Hughston [2] or, more
generally, a ‘reduction process’, and give examples that satisfy these
conditions. For some of these examples, we show that the Lu¨ders pro-
jection postulate admits a consistent interpretation and remains valid
in the nonlinear regime.
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1 Introduction
In reference [8], in the context of a geometrical description of quantum me-
chanics, the first author investigated a generalisation of the Schro¨dinger equa-
tion called the stochastic Schro¨dinger evolution. This evolution is governed
by a stochastic differential equation (SDE) for a random process with values
in the state-manifold CPn, the space of one-dimensional subspaces of the
usual linear space of states Cn+1. The evolution requires for its definition
various specific differential-geometric features of the state-manifold including
its standard Ka¨hler metric, the Fubini-Study metric.
In reference [2] Brody and Hughston generalised this extended quan-
tum dynamics by defining the stochastic Schro¨dinger evolution (hereafter
the SSE) in the case where the state space of the quantum system is given
by a general Ka¨hler manifold M. In this theory observables are defined by
holomorphic Killing vectors onM, that is to say vector fields that preserve
the complex structure J as well as the metric g. Such a Killing vector de-
termines a Hamiltonian function, up to an additive constant. One of these
Hamiltonian functions is then taken to be the HamiltonianH that determines
the SSE.
The SSE is an SDE on M with the property that its drift reduces the
dispersion V of H and its volatility is in the direction of the gradient vector
field ∇aH . In particular, the stochastic Schro¨dinger evolution is defined in
such a way that the random process for H is a martingale. Then it turns out
that V is a supermartingale, or equivalently that the evolution reduces the
expectation of V , if a certain holomorphic sectional curvature KH is positive.
If KH > 0, then the expectation of V is reduced to zero asymptotically in
the limit of large time, and Brody and Hughston [2] call the corresponding
evolution on the state manifold M a ‘collapse process’ for the observable
H . If F is another observable, in the sense of being the Hamiltonian for
another holomorphic Killing vector, which has zero Poisson bracket with
H then the evolution reduces the expectation of the dispersion V F of F if
a certain holomorphic bisectional curvature is positive (these terms will be
defined below). Refining the terminology of [2], we shall call this a ‘reduction
process’ for F which will be called a ‘collapse process’ if the expectation of
V F is reduced to zero asymptotically in time.
The Fubini-Study metric on CPn has positive holomorphic bisectional
curvature. It follows that the SSE on CPn is a collapse process for any
choice of holomorphic Killing vector, with Hamiltonian H say, and that this
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is simultaneously a reduction process for any other observable commuting
with H . It is natural to consider other Ka¨hler manifolds, beginning with
low dimensional or otherwise familiar cases, to seek further examples of state
manifolds admitting collapse and reduction processes, and that is the purpose
of this article. We also consider the Lu¨ders postulate, described in the next
paragraph, which is known to be a theorem for the SSE in CPn (see [1]), to
see if it can be interpreted in these examples, and, if so, if it still holds.
The Lu¨ders postulate in standard quantum mechanics covers the situation
when a wave function is a linear combination of eigenstates of a Hamiltonian,
at least one of which corresponds to a degenerate eigenvalue. Suppose for
simplicity that we have a finite-dimensional state space and an initial wave-
function ψ(0) = a1ψ1 + a2ψ2, where ψ1 lies in a one-dimensional eigenspace,
U say, which therefore defines a point of the state-manifold CPn, while ψ2
lies in a two-dimensional subspace, W say,which therefore defines a complex
projective line in the state manifold. The Lu¨ders postulate ([10]) is that the
measurement process collapses ψ to ψ1 with probability |a1|2 or to ψ2 with
probability |a2|2 despite the fact that states orthogonal to ψ2 have the same
energy as it. Thus one could write ψ2 = (ψ3 + ψ4)/
√
2 say where ψ3 and ψ4
were orthogonal vectors in W . Now ψ3 appears in the orthogonal expansion
of ψ(0) but there is zero probability of collapse to it. In the SSE on CPn, the
evolution is confined to the projective line through ψ(0) and ψ1 and so can
only terminate at one of ψ1 and ψ2; thus the Lu¨ders postulate is a theorem
in this case. If this is to be true in other state-manifolds, then we shall need
to identify some geometrical objects equivalent to these various structures,
in particular the submanifold to which the evolution is confined.
The plan of the article is as follows. In Section 2, we shall review the rel-
evant background material on stochastic reduction on Ka¨hler manifolds that
appeared in [8] and [2]. In Section 3, we consider one-dimensional Ka¨hler
manifolds, that is to say, manifolds of two real dimensions. Here the require-
ment that the SSE determines a collapse process is strong enough to restrict
the geometry quite severely: the metric is determined by a single function
of one variable satisfying a convexity condition. In Section 4, we consider
the two-dimensional case. Here there is room for several observables, in that
one can have several commuting Killing vectors. A particularly interesting
case is that of metrics with U(2) symmetry transitive on hypersurfaces, or of
LRS Bianchi-type IX in the language of general relativity. This case includes
some familiar Ka¨hler metrics, for example the Eguchi-Hansen metric [3] and
some metrics of Hitchin [6]. In Section 5, we generalise some of the examples
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of Section 4 to find Ka¨hler metrics with U(N) symmetry admitting collapse
processes with many observables.
2 Stochastic reduction on Ka¨hler manifolds
In this section, we shall review the ideas of references [2] and [8]. As we have
said, the stochastic Schro¨dinger evolution (or SSE) defined in these references
is an SDE for a random process with values in a Ka¨hler manifold M. The
idea that the state space of quantum theory can be generalised to a Ka¨hler
manifold with symmetries was introduced by Kibble [9], and has since been
developed further by a number of authors (see, e.g., the references cited in
[2] and [7]). Suppose that the manifold M has metric g, complex structure
J and Ka¨hler form ω. The evolution requires for its definition a holomorphic
Killing vector T . The Killing property of T is
LTg = 0
and the holomorphic property is
LTω = 0. (1)
It follows from (2) that
iTω = dH (2)
for some function H , which is by definition the Hamiltonian function asso-
ciated with the Killing vector T . In the quantum mechanical interpretation,
H is an observable and its dispersion V is defined as
V = gab∇aH∇bH. (3)
In the case of the Fubini-Study manifold it can be shown that V is the
familiar squared uncertainty of H in the state corresponding to the given
point of M. The SSE of [2] and [8] is given by
dxat = (2ω
ab∇bH − 1
4
σ2∇aV )dt+ σ∇aHdWt, (4)
where xat represents a random variable labelled by t and taking values in
M, dxat is a covariant Ito differential and σ is a constant. The SDE (4) is
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defined with reference to a fixed probability space and filtration, with respect
to which Wt is a standard Brownian motion. We note in particular that (4)
is covariant; in fact, the indices are abstract [8], and it reduces to the usual
Schro¨dinger equation when σ vanishes. If σ does not vanish then the SDE
(4) has the property that it reduces the expected value of the dispersion V ,
as we shall see. The argument is as follows. First, an application of Ito’s
lemma shows that the random process Ht = H(xt) is a martingale:
dHt = σVtdWt.
where Vt = V (xt). From (4), Hughston and Brody [2] derive an equation for
Vt given by
dVt = −σ2KHV 2t dt+ σ∇aH∇aV dWt, (5)
where KH is a particular holomorphic sectional curvature, namely
KH =
1
V 2
RapcqJ
p
bJ
q
d∇aH∇bH∇cH∇dH. (6)
Now if KH is strictly positive , then the SSE (4) leads via (5) to a super-
martingale condition on Vt, so that the expectation of Vt decreases. In this
case it can be shown that the evolution reduces the expectation of Vt to zero
(in the limit as t→∞) and halts at a critical point of H or equivalently at
a fixed point of T . Following Brody and Hughston [2] we shall therefore call
this a collapse process.
Next suppose that F denotes another observable. Suppose, in other
words, that there is another holomorphic Killing vector X with Hamilto-
nian function F . We say that F and H commute iff their Poisson bracket
vanishes, that is to say if and only if
ωab∇aF∇bH = 0,
from which it follows that the corresponding Killing vectors X and T com-
mute ([2]). In this case, one can ask whether a collapse process for H nec-
essarily also reduces or even collapses F . In particular, suppose we now
write
V F = gab∇aF∇bF
for the dispersion of F , and V H for the dispersion of H given in (3). Then
for the process V F one finds the SDE
dV Ft = −σ2KFHV Ft V Ht dt+ σ∇aH∇aV FdWt, (7)
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where KFH is the biholomorphic sectional curvature given by
KFH =
1
V FV H
RapcqJ
p
bJ
q
d∇aH∇bH∇cF∇dF. (8)
If this biholomorphic sectional curvature is positive then the SSE, via (7),
necessarily reduces the expectation of the dispersion of F . We shall call
this a reduction process for F . If we have a collapse process for H that is
simultaneously a reduction process for F but is also such that the expectation
of V F tends to zero asymptotically, we shall call this a collapse process for
the observable F . In the terminology of random processes, we have assumed
that V H is a supermartingale, and we have deduced that it is then necessarily
a potential ([1], [11]). To have simultaneously a reduction process for F , V F
must be a supermartingale, while to have a collapse process for F , V F must
also be a potential.
A process that simultaneously collapses H and F must terminate at a
point that is a critical point of both H and F . A process that collapses H
but merely reduces F must terminate at a degenerate critical point of H . It
is possible, even in the case of CP2 with the Fubini-Study metric, to have
a process that collapses H and reduces but does not collapse F . To see
this one can take an observable H with a one-dimensional eigenspace, which
defines a point, say U1, in CP
2, and a two-dimensional eigenspace, which
comes from a degenerate eigenvalue and defines a complex projective line,
say W , in CP2. Now suppose F is an observable that commutes with H
but has nondegenerate eigenvalues. Recall that an eigenvector of F thought
of as a GL(3,C) matrix that corresponds to a nondegenerate eigenvalue is
necessarily an eigenvector of H (since F and H commute by assumption).
Thus the eigenspaces of F will define points U2 and U3 on W , together with
U1. Now the SSE will evolve an initial state that is not on either of the
complex projective lines joining U1 to U2 and U1 to U3 either to U1 or to a
point in W that does not correspond to an eigenvector of F and so is not a
critical point of F . This is a collapse of H and a reduction but not a collapse
of F . We shall see in Case 1 of Section 4 that this phenomenon can continue
to occur in the new examples of state-manifolds explored below.
In the following sections, we shall be interested in Ka¨hler manifolds of low
dimension with enough holomorphic Killing vectors to give interesting sets
of observables, and with conditions of positivity on the curvature sufficient
to lead to collapse and reduction processes.
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3 Reduction processes on one-dimensional state
manifolds
Any Riemannian manifold of two real dimensions defines a Ka¨hler manifold
of one complex dimension. Here there is only one independent component of
curvature, namely the Gauss curvature. To have a collapse process this must
be positive. It is a theorem of Cohn-Vossen (for references see [5]) that a
complete Riemann surface with positive Gauss curvature is diffeomorphic to
a sphere or a plane. If we assume, as seems reasonable, that a state manifold
must be complete, then the state manifold for a collapse process is necessarily
one of these two.
To define the SSE we need a holomorphic Killing vector, which in the
case of a one-dimensional state manifold is any Killing vector. This could
have open or closed trajectories on the plane but on the sphere must have
closed trajectories. In either case the metric can be written in the form
ds2 = dθ2 + (S(θ))2dφ2 (9)
in terms of a function S(θ), where the Killing vector is T = ∂/∂φ. For this
metric we calculate the Gauss curvature and obtain
K = − 1
S
d2S
dθ2
. (10)
For a collapse process this needs to be positive, and it then follows that S
must have a zero. For completeness of the state manifold at a zero of S the
trajectories must be closed which makes φ periodic, and for definiteness we
assume the period to be 2π. Also for completeness we need to avoid having a
conical singularity at any zero of S, which requires dS/dθ = ±1 there. This
is because, for an infinitesimal circle around the zero, we want the ratio of
circumference to radius in the limit of vanishing radius to be 2π. For a metric
on the plane, S has a single zero; while for a metric on the sphere, S has two
zeroes. For definiteness, we suppose that the necessary zero of S is at θ = 0.
The Ka¨hler form associated with the metric (9) is given by
ω = S(θ) dθ ∧ φ.
Then as a consequence of (2) the Hamiltonian H(θ) satisfies
dH
dθ
= −S. (11)
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It then follows from (3) that the dispersion V , is given by
V = S2. (12)
The zero or zeroes of S are fixed points of the Killing vector T and critical
points of the Hamiltonian H . The SSE will evolve towards such a zero.
Looking ahead to Section 5, we introduce a holomorphic coordinate tied
to the symmetry and taking the form z = reiφ. The Ka¨hler metric (9)
necessarily has a Ka¨hler potential Σ(u) where u = r2. In terms of Σ the
metric can be written
ds2 = 2Σ,zz¯dzdz¯,
and thus
ds2 = 2(Σ˙ + uΣ¨)(dr2 + r2dφ2),
where the dot denotes d/du. Comparing (3) with (9) and (12) we can make
the identification
V = 2u(Σ˙ + uΣ¨). (13)
Then as a consequence of (11) and (12) we deduce that H = −uΣ˙ and
V = −2uH˙.
The zero of S at θ = 0 we can suppose to correspond to a zero of V at
r = 0. It is convenient to introduce a new radial coordinate χ = log r so that
the metric takes the form
ds2 = V (dχ2 + dφ2).
With these coordinates, the SSE (4) becomes
dχt = −1
2
σ2
d log V
dχ
dt+ σdWt, dφ = 2dt. (14)
Note that the evolution for φ is deterministic: this will be important later,
in Section 5. In terms of the holomorphic coordinate z, we find
dz = z[2i+
1
2
σ2(1− d log V
dχ
)]dt+ zσdWt. (15)
This is an equation that will be generalised in Section 5. Finally the Gauss
curvature (10) is given by
K = − 1
2V
d2 log V
dχ2
. (16)
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Comparing (14) and (16) we see that if the curvature K is positive then the
drift in the SSE for χ is monotonic and increasing in χ.
By assumption there is a fixed point at r = 0 or χ = −∞. Here S = 0
and dS/dθ = 1, and one can calculate the limit of the drift in χ in (14) as
−σ2. The drift is therefore towards the fixed point. Now consider increasing
χ. If dS/dθ ever has a zero then the positivity of K forces S to have another
zero and completeness then requires dS/dθ = −1 at this zero. It easy to see
that this zero occurs at χ =∞. The manifold is now necessarily the sphere,
and the limit of the drift near this fixed point is σ2, so again it is towards
the fixed point. The drift changes sign at the maximum of V . If dS/dθ never
has a zero then the drift never changes sign and for all χ is towards the fixed
point at χ = −∞.
By calculating specific examples of surfaces of revolution in Euclidean
three-space one finds that for large positive χ on an asymptotically hyperbolic
surface the drift tends to −kσ2 where k is a positive constant less than
unity, while for an asymptotically parabolic surface the drift tends to zero as
O(χ−1).
In the case when the manifold is a sphere, it is possible to calculate
the probabilities π+ and π−, that the evolution terminates at χ = ∞ or at
χ = −∞ respectively, in terms of the initial value of χ. This is done by
solving the backward Fokker-Planck equation associated with the SDE (14)
with the relevant boundary conditions ([4]). The result for π+ is
π+ =
H(χ)−H(−∞)
H(∞)−H(−∞)
with π− = 1− π+.
For the asymptotically hyperbolic or parabolic (or even cylindrical) ex-
amples, the same calculation gives π− = 1, as expected . In other words,
the reduction proceeds towards the single ‘eigenstate’, ultimately resulting
in collapse.
4 Reduction processes on two-dimensional state
manifolds
In two dimensions there are many more curvature components, and as a
consequence the restriction that just one holomorphic sectional curvature
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should be positive is not a strong one. Simple examples of Ka¨hler manifolds
with this property can be constructed by taking products of a Riemann
surface with an example from the previous section. More interesting examples
arise if we assume that there are more observables and look for processes that
collapse or reduce several of these observables at once. With this possibility
in view, we consider metrics with a U(2) action transitive on three-surfaces,
equivalently stated as an action with three-dimensional principal orbits. That
is to say, we have holomorphic Killing vectors T and Xi, for i = 1, 2, 3, with
the commutators
[Xi, Xj] = −ǫ kij Xk; [Xi, T ] = 0. (17)
We shall thus be led to examine explicit examples of nonlinear state mani-
folds with observables H and Si associated with the symmetries T and Xi
respectively, which we can think of as energy and spin respectively. We
shall consider the evolution defined by T and seek manifolds that give rise
to collapse processes for the energy. It will turn out that some of these
simultaneously reduce the spin.
We begin by introducing a set of Euler angles (θ, φ, ψ), in terms of which
we shall take the Killing vectors to be given by the following expressions:
X1 + iX2 = e
iφ(i
∂
∂θ
− cot θ ∂
∂φ
+ csc θ
∂
∂ψ
), (18)
X3 =
∂
∂φ
,
T =
∂
∂ψ
.
We shall work with the usual basis of invariant one-forms σi, which are given
in these coordinates by
σ1 + iσ2 = e
iψ(dθ − i sin θdφ), (19)
σ3 = dψ + cos θdψ,
so that dσ1 = σ2 ∧ σ3, dσ2 = σ3 ∧ σ1 and dσ3 = σ1 ∧ σ2. The most general
metric with the desired symmetry is now
ds2 = dt2 + a2(t)( σ 21 + σ
2
2 ) + c
2(t)σ 23 . (20)
The metric depends on a pair of functions a(t) and c(t), where t, which we
can think of as either a ‘time’ or a ‘radial’ coordinate, labels the surfaces
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of homogeneity. The generic surface of homogeneity, or equivalently the
principal orbit of the symmetry group U(2), can be a three-sphere or a Lens
space L(3, n) which is a quotient of the three-sphere by a cyclic group of order
n, and the orbits degenerate at zeroes of a and/or c. Given the topology of
the principal orbit, the topology of the underlying manifoldM is determined
by the nature of the degenerate orbits and the (one-dimensional) manifold
say T which t ranges over. Clearly this must be one of four possibilities: a
circle, an interval, the whole line or a half-line. The first two give compact
state-manifolds and the last two give noncompact state-manifolds.
It will be convenient to work with a particular orthonormal frame for this
metric, namely
θ0 = dt, θ1 = aσ1, θ
2 = aσ2, θ
3 = cσ3. (21)
In terms of this frame we define the complex structure J by
Jθ0 = θ3, Jθ1 = θ2.
The corresponding two-form is then given by
ω = cdt ∧ σ3 + a2σ1 ∧ σ2. (22)
It can be checked that the complex structure is automatically integrable and
preserved by the Killing vectors, so that these are all holomorphic. The
Ka¨hler condition is that the form ω given by (22) should be closed. This
requires that
d(a2)
dt
= c. (23)
Equation (23) immediately shows that T cannot be a circle: if a were periodic
in t then c would have zeroes at which the metric would degenerate. On the
other hand, since c2 = g(T, T ), we need at least one zero in c or there are no
fixed points of the evolution. This shows that T must be either an interval,
in which case there will be two critical values of H , or a half-line, when there
will be just one.
We next find Hamiltonian functions for the four Killing vectors. Let us
denote these Hamiltonian functions as H for T and Si for Xi. Then from
(18), (19) and (22) these are easily found as
H = −a2,
S1 + iS2 = −a2 sin θeiφ,
S3 = −a2 cos θ.
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As a consequence, we note that
H2 = S 21 + S
2
2 + S
2
3 .
With ω as in (22) it is a simple matter to check that the Poisson brackets
ω(T,Xi) all vanish, so that the observables Si commute with the Hamilto-
nian H . The Si have the usual SU(2) commutators with each other, i.e.
ω(S1, S2) = S3, ω(S2, S3) = S1 and ω(S3, S1) = S2.
It is convenient to introduce a new radial coordinate R = 2a, which is
allowed because a˙ 6= 0 in the interior of the coordinate range (otherwise c
would have a zero, which can only happen at the end of the range). Then
c = 1
2
RR˙ and the metric (20) can be written in the form
ds2 =
1
F
dR2 +
1
4
R2(σ 21 + σ
2
2 ) +
1
4
R2Fσ 23 , (24)
where F (R) = R˙2. Written like this, the metric depends on one function F of
R. There are various possibilities for the topology of the underlying manifold,
determined by the range of R for which F is positive and the behaviour of F
near its zeroes. There is some standard terminology too: see, for example,
reference [14]. If R = 0 is in the allowed range then for completeness of
the metric we need F = 1 there: this is the condition that the coordinate
singularity, which is like the singularity at the origin of polar coordinates,
can be removed and the manifold can be completed by inserting a point. A
coordinate singularity of this kind is called a ‘nut’ in the literature.
For completeness at a zero of F , say at R = R0 6= 0, we need
R0F
′(R0) = ±2n (25)
for a positive integer n, where the principal orbit is L(3, n), so n = 1 if the
principal orbit is a three-sphere. In this case the coordinate singularity can
be removed and the manifold completed by inserting a two-sphere. A coor-
dinate singularity of this kind is called a ‘bolt’ in the literature. If there are
two bolts then for completeness they must have the same n with one plus
and one minus in (25). If there is a nut and a bolt then the principal orbits
are three-spheres and n = 1 at the bolt. There cannot be two nuts because
between them a˙ would have a zero whence so would c by (23) and there would
be a bolt before the second nut. We shall see below how the possibilities are
constrained further by conditions of positivity on the curvature.
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We can calculate the dispersions V and Vi associated with the observables
H and Si respectively by use of (18) and (24). These turn out to be
V =
1
4
R2F,
V1 =
1
4
R2(sin2 θ + F cos2 θ),
V2 =
1
4
R2(cos2 φ+ sin2 φ(cos2 θ + F sin2 θ)),
V3 =
1
4
R2(sin2 φ+ cos2 φ(cos2 θ + F sin2 θ)). (26)
The fixed points of the Killing vectors, which are the zeroes of the respective
dispersions, can be read off from (26). All four Killing vectors vanish at the
nut, if there is one. Thus a nut is an isolated fixed point of T , and therefore
a non-degenerate critical point of H , as well as an isolated fixed point of
each Xi. The observables H and Si all vanish there. If there is a bolt, then
T vanishes at all points of it while each Xi vanishes at a pair of antipodal
points, and for varying i the pairs are symmetrically arranged. Thus a bolt
is a whole two-sphere, in fact a CP1, of fixed points of T that are degen-
erate critical points of H , and each Si has two critical values on the bolt.
The Hamiltonian takes the value H0 = −R20/4 on a bolt at R = R0 and the
critical values of the Si are ±H0.
We next need to calculate the Riemann tensor for the metric (24). This
is readily done in the orthonormal basis of (21), with the following result:
R0101 = R0202 = − 1
2R
F ′,
R0123 = R0231 = −1
2
R0312 =
1
2R
F ′,
R0303 = −1
2
(F ′′ +
3
R
F ′),
R1212 =
4
R2
(1− F ), (27)
where the prime denotes d/dR. Once we have the Riemann tensor, we can
calculate the biholomorphic sectional curvatures. Suppose that U andW are
13
arbitrary unit vectors, so that
U = Ae0 +Be1 + Ce2 +De3,
W = αe0 + βe1 + γe2 + δe3,
where A2 + B2 + C2 +D2 = α2 + β2 + γ2 + δ2 = 1 and the ei are the basis
of vector fields dual to the θi. Then
JU = −De0 − Ce1 +Be2 + Ae3,
JW = −δe0 − γe1 + βe2 + αe3,
and the corresponding biholomorphic sectional curvature can be written
R(U, JU,W, JW ) = R0303(α
2 + δ2)(A2 +D2)
+R0312((αB + βA− γD − δC)2
+(αC + βD + γA + δB)2)
+R1212(β
2 + γ2)(B2 + C2). (28)
For the Killing vector T = ce0 that determines the evolution, the relevant
holomorphic sectional curvature KH from (6) and above is R0303. The con-
dition for a collapse process for H is therefore
R0303 = − 1
2R3
(R3F ′)′ > 0. (29)
If we want the condition for this process to reduce, say, S3 as well, we first
need X3 in the basis (ei). This is
X3 = a sin θ(sinψe1 − cosψe2) + c cos θe3.
Now for the biholomorphic sectional curvature, as defined by analogy with
(8) we find
KHS3 =
1
∆
(R0303F cos
2 θ +R0312 sin
2 θ),
where ∆ = F cos2 θ + sin2 θ.
We shall have a reduction process for S3 as well as for H if this is positive
too, which requires
R0312 = − 1
2R
F ′ > 0 (30)
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in addition to (29). We would obtain the same condition by considering S1
or S2 instead of S3, so that (29) and (30) taken together are necessary and
sufficient for the evolution defined by T to collapse H and simultaneously
reduce any one of the Si.
We obtain a range of examples by considering various cases, which we
now proceed to summarise.
Case 1: one nut and one bolt
Suppose that F is positive at R = 0, has a zero at R = R0 > 0, and is positive
in between, so that the state manifold M is compact. For completeness we
need a nut at R = 0, so that F (0) = 1, F ′(0) = 0, and the principal orbit
is a three-sphere, and a bolt at R = R0, so that R0F
′(R0) = −2. We can
now identify M as topologically (and therefore in fact biholomorphically)
equivalent to CP2.
For a collapse process for H we need (29), but since F ′(0) = 0 this will
ensure that F ′(R) < 0, from which (30) will necessarily follow: by insisting
on a collapse process for H we automatically obtain a reduction process for
S3. Finally, F is decreasing with F (0) = 1 so that F < 1 and by (27) this
ensures that R1212 > 0. Putting this together with (28) we now have enough
to make every biholomorphic sectional curvature positive. It is a theorem
of Siu and Yau ([15], see also [12]) that a compact Ka¨hler manifold with
positive biholomorphic sectional curvatures is necessarily CPn.
The reduction process for S3 will not necessarily be a collapse process as
we shall see from a discussion of the Lu¨ders postulate in Section 5. However,
since every biholomorphic sectional curvature is positive given (29), we could
instead use S3 as Hamiltonian. This new SSE would give a collapse process
for S3 which would also necessarily reduce H . Now the critical points of S3
are nondegenerate and therefore are also critical points of H , as we can see
in any case from (26). Thus the reduction process for H is in fact a collapse
process for H and this process simultaneously collapses S3 and H .
This example, with a metric on CP2 that is different from the Fubini-
Study metric, is very similar to the example with a degenerate H discussed
in the Section 1, and can be seen as a natural generalisation of this example.
15
Case 2: two bolts
The other compact case arises if F has zeroes at two nonvanishing values of
R and is positive in between. Call these R0 and R1 with R0 ≤ R1. Then we
have two bolts and we require that
R0F
′(R0) = −R1F ′(R1) = 2n (31)
for some positive integer n, so that the principal orbit is L(3, n). Looking
at (27) we see that R0312 must change sign, so that by (30) we cannot have
a reduction process for S3 even though, by (29), we can arrange to have a
collapse process for H . Note also that the critical points of H lie on two
distinct complex projective lines, the two bolts. This could not happen in
CP2 where two complex projective lines necessarily meet.
There are some specific examples of this case due to Hitchin [6]. In our
notation they are defined by
F (R) =
(R2 − 1)(sn+ 1−R2)
sR2
,
where s is a positive real constant and n is a positive integer greater than
1. There are bolts at the two positive zeroes of F and (31) is satisfied with
the same n at both. The state manifoldM is a rational surface, specifically
the projective space P(O(n) +O(0)) of the vector bundle O(n) +O(0) over
CP1.
From (29) we find R0303 = 4/s which is positive, so that we do have a
collapse process for H , but as was already noted, this process does not si-
multaneously reduce any of the Si. The interest of this example for Hitchin
was that for small enough s, in fact for s < 1/n2, the holomorphic sectional
curvatures are all positive (although the biholomorphic sectional curvatures
are not, as can be seen from the theorem of Siu and Yau [15] already cited).
Putting these two cases together, we can assert that for a compact M
with the symmetry assumed here, if the stochastic Schro¨dinger evolution
collapses H and reduces S3 then the manifold must be CP
2 with a metric of
positive biholomorphic sectional curvature.
Case 3: semi-infinite with a nut
The simplest noncompact case has a nut at R = 0, for which therefore
F (0) = 1, F ′(0) = 0, and F is everywhere positive. If we have a collapse
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process for H then, by (29), we must have (R3F ′)′ > 0. With the boundary
conditions from the nut this forces F ′ < 0 and so 0 < F < 1 for all positive
R. The state manifold in this case is C2.
Now from (27) and (28) all biholomorphic sectional curvatures are posi-
tive. In particular the collapse process for H is simultaneously a reduction
process for all the Si. Further, this reduction process is also a collapse pro-
cess because the nut is a nondegenerate critical point for all the observables.
However this case is less interesting because the endpoint of the stochastic
evolution is the origin, where all the observables are zero.
A simple example of this case is given by
F =
1 + λR2
1 +R2
,
where λ is a real constant with 0 ≤ λ ≤ 1. The corresponding metric is the
flat metric on C2 for λ = 1, is asymptotic to a deformed (‘Berger’) three-
sphere at infinity if 0 < λ < 1 and is ALF (or asymptotically locally flat) in
the language of [14] if λ = 0.
Case 4: semi-infinite with a bolt
The final case has a bolt at say R = R0 so that F (R0) = 0, R0F
′(R0) = 2n,
with F > 0 for R > R0. We can arrange to satisfy (29) so that we have a
collapse process for H , but we cannot satisfy (30) and simultaneously obtain
a reduction process for Si. A familiar example of this case is the Eguchi-
Hanson metric ([3], [14]) which has F = 1 − a4/R4. This has a bolt with
n = 2 at R = a and is asymptotically locally Euclidean in the standard
terminology (see, for example, [14]).
In summary, we have constructed a variety of two-dimensional quantum
state manifolds admitting collapse processes for energy, and some of these
simultaneously reduce the spin. The most interesting case is the first, which
corresponds to a metric on CP2 with positive biholomorphic sectional cur-
vatures but which is different from the Fubini-Study metric. In the next
section, we consider a generalisation to metrics with N complex dimensions
and U(N)-symmetry.
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5 Ka¨hler metrics with U(N) symmetry
We want to generalise the calculations of the last section to the consideration
of Ka¨hler metrics with U(N) -symmetry transitive on hypersurfaces. To do
this we mimic the calculation leading to (3). Suppose we have complex
coordinates za, a = 1, . . . , N , where these are coordinate indices (not abstract
indices), and a Ka¨hler potential Σ(u) where
u = r2 = δab¯z
az¯b =
N∑
a=1
|za|2. (32)
The metric in these coordinates is ds2 = 2gab¯dz
adz¯b with gab¯ = ∂
2Σ/∂za∂z¯b
so that
gab¯ = Σ˙δab¯ + Σ¨za¯z¯b, (33)
where as before the dot means d/du, and we have introduced the notation
za¯ = δba¯z
b, z¯b = δba¯z¯a.
The metric (33) is positive definite provided the following conditions hold:
Σ˙ > 0, Σ˙ + uΣ¨ > 0.
The metric degenerates where either of these quantities vanishes; but, as
we shall see, these degeneracies may correspond to removable coordinate
singularities. The inverse metric is easily found to be given by
gab¯ =
1
Σ˙
(δab¯ −Qzaz¯b), (34)
where Q = Σ¨/(Σ˙ + uΣ¨). In these coordinates we can find the following
holomorphic Killing vectors:
T = i(za
∂
∂za
− z¯b ∂
∂z¯b
), (35)
X = i(zaH ca
∂
∂zc
− z¯bH d¯b¯
∂
∂z¯d
),
where H ba = δ
ba¯Haa¯ and H
d¯
b¯
= δbd¯Hbb¯ for an arbitrary trace-free Hermitian
matrix Haa¯. It is easy to see that these are holomorphic and they are Killing
vectors since they preserve the function u of (32). The Killing vectors of
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the form X generate the Lie algebra of SU(N) as Haa¯ runs over trace-free
Hermitian matrices. The Hamiltonians for these Killing vectors turn out to
be
H = −uΣ˙, (36)
and
S = −Hab¯zaz¯bΣ˙. (37)
We note that, interestingly, (36) is formally just as in the one-dimensional
case. With the aid of (34) the dispersion V of H is found to be
V = 2gab¯∂aH∂b¯H = −2uH˙,
which is also formally the same as in the one-dimensional case (13). The
critical points of H are at the zeroes of V , that is to say at u = 0 or at
Σ˙ + uΣ¨ = 0, and the second of these is where the metric degenerates.
The dispersion V S of S can be written in either of the following forms:
V S = 2gab¯H
b¯
c¯ z¯
cHadz
d (38)
or
V S = 2(Σ˙H b¯c¯Hb¯dz¯
czd + Σ¨(Hab¯z
az¯b)2). (39)
From (38) one can see that the fixed points of X , which are the critical points
of S and the zeroes of V S, necessarily occur either at u = 0, where every za
is zero, or on the surface where the metric degenerates. The latter critical
points, by (39), occur for za satisfying
(δab¯z
az¯b)(H e¯c¯ He¯dz
dz¯c) = (Hab¯z
az¯b)2,
which holds when za is (proportional to) an eigenvector of H ba . We can as-
sume that the eigenvalues of H ba are distinct (since we can choose a basis of
trace-free Hermitian matrices all elements of which have distinct eigenvalues)
and then the critical points of S will be nondegenerate.
We want to write down the SSE (4) in these coordinates. For this we
note with the aid of (34) that
∇aH = za
and
∇aV = −2uV˙
V
za.
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Now (4) becomes just
dza = za[2i+
σ2
2
(1− 2uV˙
V
)]dt+ zaσdWt, (40)
which should be compared with equation (15). Recall that the indices in (40)
are coordinate indices. To give something like (3), we introduce a form of
polar coordinates
za = rζa (41)
where δab¯ζ
aζ¯b = 1. The metric then becomes
ds2 = 2gab¯dz
adz¯b (42)
= 2(Σ˙ + uΣ¨)dr2 + 2uΣ˙δab¯dζ
adζ¯b +
1
4
u2Σ¨Θ2,
where Θ is defined by
Θ = 2iδab¯ζ
adζ¯b. (43)
Equation (42) is the counterpart of (3). If we use the polar decomposition
(41) in (40) we find
dζa = 2iζadt, (44)
which is again deterministic, just as the equation for φ in (14) was. This is
the significant result for the Lu¨ders postulate discussed in the Introduction.
Suppose the SSE starts from an initial point with coordinates za0 . By a linear
change of coordinates, which is a symmetry, we can arrange that za0 = 0 for
a = 2, . . . , N, and then the evolution (44) will ensure that the state remains
on this one-dimensional complex submanifold.
The other part of (40) is conveniently written in terms of χ = 1
2
log u and
then another application of Ito’s lemma leads to
dχt = −1
2
σ2
d logV
dχ
dt+ σdWt, (45)
which is precisely the same as in the one-dimensional case (14).
To make the metric (42) more like (24) in appearance, we introduce the
radial coordinate R by R2 = 2uΣ˙ to find
ds2 =
1
F
dR2 +
1
4
R2gFS +
1
4
R2FΘ2, (46)
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where
F =
Σ˙ + uΣ¨
Σ˙
, gFS = δab¯dζ
adζ¯b − 1
4
Θ2.
Here gFS is the standard Fubini-Study metric on CP
N−1, with constant
holomorphic sectional curvature equal to one, and Θ from (43) is real because
of the normalisation of ζa. By transforming the metric to look like (24), we
make it easier to discuss the underlying topology. As before, the range of the
‘time’-coordinate is an interval for a compact state-manifold or a half-line for
a noncompact state-manifold.
The next step is to find the connection and curvature, and for this we
may use formulae from Kodaira and Morrow [13]:
Γabc = g
aa¯∂bgca¯, R
a
bc¯d = ∂c¯Γ
a
bd.
These can be found explicitly in terms of Σ. For our purposes we need KH
as in (6) with the Killing vector T of (36). This turns out to be
KH = − 1
2V
d2 log V
dχ2
, (47)
which is the same expression as (16). The positivity of H˙ is needed for
the metric (24) to be positive definite so again the positivity of KH forces
the drift in (45) to be monotonic. If we use the metric form (46) then the
conditions of positivity turn out to be precisely what they were in Section
4. Thus positivity of KH is again (29) and for positivity of the holomorphic
bisectional curvatures KHS we need as well (30). Finally, all holomorphic
bisectional curvatures are positive if as well R1212 as given in (27) is positive.
Following through the analysis of nuts and bolts, we have the four cases
as before:
Case 1: one nut and one bolt is a metric on CPN with positive holo-
morphic bisectional curvature, so that the SSE gives a collapse process for
the Hamiltonian that is simultaneously a reduction process for any one of
the SU(N) observables. The Hamiltonian has two critical values: one (non-
degenerate) occurs at a single point (the nut), and one (degenerate) on a
CPN−1 (the bolt). Any one of the SU(N) variables has N nondegenerate
critical points on the bolt and one at the nut. The SSE confines the evo-
lution to a submanifold that is actually a complex projective line through
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the nut and the initial state. Thus the Lu¨ders postulate holds here. This
analysis includes the case N = 2 which we did not do separately in Section 4.
Case 2: two bolts is a metric on the projective space P(O(n)+O(0)) of the
vector bundleO(n)+O(0) overCPN−1. The Hamiltonian has two degenerate
critical values, at the two bolts respectively, and the Lu¨ders postulate still
holds but we do not have a reduction process for the SU(N)−observables.
In particular, we observe that, as in Section 4, a compact state-manifold
with the symmetry considered here gives a collapse process for H and si-
multaneously a reduction process for any one of the spins S if and only if it
is biholomorphic to CPN with a metric of positive holomorphic bisectional
curvature.
Case 3: semi-infinite with a nut and Case 4: semi-infinite with a
bolt have a single critical value for the Hamiltonian, respectively nonde-
generate and degenerate, and Case 3 has positive bisectional holomorphic
curvature while Case 4 does not. The SSE confines the evolution to a lin-
ear submanifold, but we cannot speak of the Lu¨ders postulate in these cases
since there is only one eigenvalue.
Acknowledgements
The authors would like to express their gratitude to D.C. Brody and N.J.
Hitchin for stimulating discussions. N.J. Hitchin, in particular, provided
a useful introduction to the literature on Ka¨hler manifolds with positive
curvature of various kinds. LPH acknowledges the hospitality and support
of the Institute for Advanced Study, Princeton, where part of this work was
carried out.
References
[1] S.L. Adler, D.C. Brody, T.A. Brun and L.P. Hughston 2001 Martingale
models for quantum state reduction, J. Phys. A34, 8795-8820
[2] D.C. Brody and L.P. Hughston 2002 Stochastic reduction in nonlinear
quantum mechanics, Proc. Roy. Soc. Lond. A458, 1117-1120
22
[3] T. Eguchi and A.J. Hanson 1978 Asymptotically flat self-dual solutions
to Euclidean quantum gravity, Phys. Lett. 74B, 249-251
[4] C.W. Gardiner 1985 Handbook of stochastic methods, Springer-Verlag
[5] D. Gromoll and W. Meyer 1969 On complete manifolds of positive cur-
vature, Ann. of Math 90 75-90
[6] N.J. Hitchin 1975 On the curvature of rational surfaces, Proc. Symp.
Pure Maths 27, 65-80
[7] L.P. Hughston 1995 Geometric aspects of quantum mechanics, in
Twistor Theory ed. S. Huggett, Marcel Dekker,
[8] L.P. Hughston 1996 Geometry of stochastic state vector reduction, Proc.
Roy. Soc. Lond. A452, 953-979
[9] T.W.B. Kibble 1979 Geometrization of quantum mechanics, Commun.
Math. Phys. 65, 189-201
[10] G. Lu¨ders 1951 U¨ber die Zustandsa¨nderung durch den Messprozess,
Ann. Physik 8, 322-328
[11] P.A. Meyer 1966 Probability and Potentials, Blaisdell Publishing Com-
pany
[12] S. Mori 1979 Projective manifolds with ample tangent bundles, Ann. of
Math. 110, 593-606
[13] J. Morrow and K. Kodaira 1971 Complex Manifolds, Holt, Rinehart and
Winston
[14] M.J. Perry 1982 Gravitational instantons, in Seminar on Differential
Geometry Ann. of Math. Stud. 102, ed. S.T. Yau, Princeton University
Press
[15] Y.T. Siu and S.T. Yau 1980 Compact manifolds of positive bisectional
curvature, Invent. Math. 59, 189-204
23
