Further, adaptation of polynomial coefficients alone is shown to be better than adapting both polynomial coefficients and precision matrices when fewer than four adaptation tokens are used, while the reverse is found with a greater number of adaptation tokens.
I. INTRODUCTION

T
HE maximum a posteriori (MAP) estimates of the hidden Markov model (HMM) parameters, based on the Bayesian learning paradigm, have been widely used in speaker adaptation applications, where a newly enrolled speaker typically provides only a very small amount of speech data for use in updating the HMM parameters specific for the speaker (cf., [11] and [16] ). The MAP estimation framework provides a natural way of incorporating prior information of the model parameters in the model training process. Use of the prior information is particularly important for dealing with the difficulties arising from sparse training data, out of which the classical maximum likelihood (ML) approach usually gives poor estimates of model parameters. This MAP approach has been shown to be reasonably effective for speaker adaptation in a number of speech recognition tasks where the time-invariant (conditioned on the HMM state) Gaussian densities are adapted to sparse training data uttered by new speakers (cf. [12] and [17] ).
The formulation of the (polynomial) trended HMM, also called the parametric nonstationary-state HMM or parametric trajectory model, has been proposed as a more accurate model for the description of the speech trajectories than the conventional, stationary-state HMM, 1 and has been successfully used in some speech recognition tasks (e.g., [2] , [6] , [7] , [14] , [15] , [18] ). The parameters of the trended HMM, especially those governing the state-dependent time-varying Gaussian means (such as the polynomial coefficients), used in the past were originally trained by the Baum-Welch algorithm based on the observation-ML criterion [6] , or by a modified Viterbi algorithm based on the joint-state ML criterion [7] . In our previous study, we also extended the ML-based training algorithms to the minimum classification error (MCE) one for discriminatively estimating the state-dependent polynomial coefficients in the trended HMM [2] . For either of these criteria, ML or MCE, the amount of speech data required for estimating model parameters is usually large, and this is more so for the trended HMM than for the conventional HMM due to the additional polynomial coefficients to be trained. Therefore, for speaker adaptation applications where the amount of speech data for the new speaker is limited, new, robust training methods need to be devised for the trended HMM.
In this study, we have developed the MAP approach, which has been used in the past for speaker adaptation mainly based on the conventional HMM as the speech model, to estimating the parameters governing the time-varying polynomial Gaussian mean functions in the trended HMM. The motivation for use of the trended HMM for speaker adaptation is essentially the same as that for speech modeling as detailed in our previous studies; that is, more accurate models (regardless of amply or sparse training data) for the dynamic patterns of speech associated with distinct speech classes should lead to greater discriminability, at least theoretically, among these classes. However, in speech adaptation applications where the sparse training data problem usually presents practicaldifficulties with regard to parameter-estimation reliability, the theoretical advantage of using a more accurate speech model will be undermined if the estimation reliability cannot be assured. This calls for a greater demand on developing robust parameter-estimation and adaptation techniques (aiming at the sparse data problem) for the trended HMM than for the conventional HMM, since in general the former contains a greater number of model parameters (when using the same number of HMM states). An additional motivation, originally 1 Where the stochastic process associated with each state does not exhibit a time-varying trend characterizing the local dynamics in speech patterning.
pointed out by Kannan and Ostendorf [15] , for developing adaptation techniques for the trended HMM is that they enable adaptation of the entire trajectory (represented by a polynomial) using all adaptation data within each state jointly. In contrast, the adaptation for the conventional HMM usually takes the effects frame by frame.
The focus of this study is to extend the MAP approach from the conventional HMM to the trended HMM so as to enable reliable parameter estimation of the trend functions and hence to maintain the theoretical advantage of the trended HMM under the condition of sparse adaptation data. In particular, we report the analytical results we have derived for the MAP estimates of the time-varying mean and precision parameters assuming uncorrelatedness among the polynomial coefficients in the trended HMM. According to these results, the MAP estimate for the polynomial coefficients can be reorganized and then interpreted as a weighted average of the estimate that the classical ML method (linear regression) would give and an estimate based on prior information. This has additionally confirmed the correctness of the analytical results. Based on such analytical results, a MAP adaptive training procedure for the trended HMM has been developed, as detailed in Section II.
The experimental evaluation of the MAP approach to trended-HMM based speaker adaptation is reported in detail in Section III using the TI46 speech corpora. The experiments demonstrate consistent superiority of the MAP-trained, trended HMM, with use of either the linear or the quadratic polynomial trend function, over the conventional HMM. Further, the unadapted, speaker-independent models are always outperformed by the models adapted under supervision by the MAP procedure (both conventional and trended HMMs) with as few as one single adaptation token. Further, adaptation of polynomial coefficients alone is shown to be better than adapting both polynomial coefficients and precision matrices when fewer than four adaptation tokens are used, while the reverse is found with a greater number of adaptation tokens. Finally, in Section IV, we summarize and conclude this paper.
II. MAP ESTIMATES FOR THE TRENDED HMM
To simplify the presentation of our approach, the data features are assumed to be scalar-valued observation data sequence of length . Consider the trended HMM [7] given by (1) where is the scalar residual white Gaussian noise sequence;
(superscript Tr denotes transposition) is a vector of state-dependent polynomial regression coefficients (i.e., is the polynomial order); and is the vector of exogenous explanatory variables with representing the sojourn time in state . The MAP formulation requires a joint prior distribution for both and (which are treated as random variables in the Bayesian analysis [11] , [9] ).
Suppose the prior information about conditioned on the value for is represented by a Gaussian random variable
. Its probability density function is then given by (2) Thus, prior to the observation of data samples, the best guess to the value of is represented by the vector , and the confidence in this guess is summarized by the matrix ; a lower degree of the confidence is represented by a larger (diagonal) element of . Knowledge about the exogenous variable is presumed to have no effects on the prior distribution; hence, (2) also describes the density . Following [16] , it is convenient to describe the prior distribution not in terms of the variance but rather in terms of the reciprocal of the variance, , which is known as the precision. The prior distribution for precision can be conveniently provided by the gamma distribution [12] (3) where and are parameters that describe the prior information. Thus, , the joint prior density for and , is given by the product of (2) and (3), or a normalgamma distribution. The choice of such a prior density is made because the normal-gamma density is the conjugate density of the normal distribution, a fact that is essential for the analytical derivation of the MAP estimates.
Denote by all the random parameters of the trended HMM: . According to the expectation-maximization (EM) algorithm applied to the random-parameter case [5] , the MAP estimates for the model parameters can be obtained according to (4) where the first term, the conditional expectation (E step in the EM algorithm) involving the log-likelihood function for the observation data, was derived previously in [6] and is rewritten as (5) In making the Viterbi approximation to the total log-likelihood function, the quantity in (5) is either to be one, if the model generates in state at time , or to be zero otherwise.
Maximization of (4) (which gives the MAP estimates) is accomplished by the M step of the EM algorithm. To proceed, we first remove all the optimization-independent terms and factors in the argument of (4). This gives an equivalent objective function of (6) where is called precision [10] . The reestimation formulas for the polynomial coefficients are obtained by solving which, after use of (6), becomes After rearranging the known terms on one side and the unknown terms on the other side, the above equation can be rewritten as (7) Similarly, the reestimation formulas for the variances are obtained by solving which, after use of (6) again, becomes Again, after rearranging the known and unknown terms, the above equation can be rewritten as shown in (8) at the bottom of the page. In (8), we denote the numerator and the denominator (8) of the precision estimate by and , respectively, and denote the variance estimate by . We summarize the final results obtained for the MAP estimates of and their prior parameters as follows:
(12)
Note that the MAP estimates of the (hyper-)parameters, , and , for the prior distributions given by (9)- (12) are actually obtained only in some intermediate stages of the M-step in the EM algorithm. The objective of the M-step is to estimate the actual parameters (i.e., not hyperparameters) of the trended HMM-and . In the implementation of the MAP-based speaker-adaptive speech recognition system, (9)- (14) are programmed as such, which constitutes a full iteration of the MAP adaptive training procedure.
The difference between the ML estimation procedure and the MAP estimation procedure lies in the assumption made by the MAP procedure of a nonflat prior distribution of the parameters to be estimated. By using a flat or diffuse prior information 2 , represented as and , the MAP estimates for and becomes
The formulas for and would become identical to the ML estimates derived in [6] for the total likelihood function case ( values are between zero and one) and in [7] for the dominant-path likelihood function case ( values are either one or zero). The reduction of the MAP estimates to the ML estimates with flat priors serves to provide a "sanity check" for the correctness of the analytical results we have derived for the MAP estimates. If there are no samples available (i.e., the terms involving are set to zero) for adaptation then (7) and (8) would become (17) (18) 2 As a degenerated case of the MAP procedure.
which are simply from the prior information. Hence, the MAP estimates can be interpreted as a weighted average of the corresponding prior information and of the sample data. According to the reestimation formulas summarized in (9)-(13), the weights are computed iteratively based on a combination of the prior speaker-independent model's parameters and of the new-speaker's observation data in a nonlinear fashion.
It is also interesting and reassuring to note that the MAP estimation formulas for the trended HMM naturally revert to the familiar MAP estimation formulas for the conventional HMM [10] when we set . This can be seen by noting when .
III. SPEAKER ADAPTATION EXPERIMENTS
A. Task and Speech Corpus
The task of speaker adaptation experiments conducted to evaluate the MAP adaptation approach described in Section II is recognition of 26 letters (words) in the English alphabet contained in the TI46 isolated-word corpus. The corpus contains speech materials from a total of 16 speakers, eight males and eight females. The speaker-independent (SI) training set in the experiments reported in this section consists of 26 spoken tokens for each word from each of six male and six female speakers. For the remaining four speakers (two males and two females), up to ten tokens of each word are used as the adaptation training data, and the remaining 16 tokens are used as the speaker-dependent test data.
B. Preprocessor and Baseline Systems
The same preprocessor in all types of the speech recognizers used in the experiments computes a vector of 26 elements consisting of 13 Mel-frequency cepstral coefficients (MFCCs) and 13 delta MFCCs for every 10-ms frame of speech. In computing the MFCCs, 25 Mel-spaced, triangular bandpass filters are simulated; that is, the filters are spaced linearly from 0 to 1 kHz and exponentially from 1 kHz to 8.86 kHz, with the adjacent filters overlapped in the frequency range by 50%. Log FFT power spectral points are combined using a weighted sum to simulate the output of the triangular filter. The MFCCs are then computed according to where is the log-power-spectral output of the th mel-filter [4] . The delta MFCCs are constructed by taking the difference between two frames forward and two frames backward from the current frame of the MFCCs. This temporal dynamic window length of 50 ms is found in our recognizers to be optimal in capturing the slope of the spectral envelope, i.e., the transitional information, and is hence used in the experiments [1] . The augmented vectors consisting of the MFCCs and the delta MFCCs are provided as the data or observation input to speech recognizers (both trended and conventional HMMs) for every frame of the speech material.
Each word (English letter) is represented by a single left-toright, three-state HMM (no skips), an identical structure for the trended and the conventional HMMs. The covariance matrices in all the states of all the models are assumed to be diagonal, and are separate from each other (i.e., not tied). All transition probabilities are uniformly set to 0.5 (all transitions from a state are considered equally likely) and are not learned during the training process. 3 Two types of baseline systems are used, for comparison purposes, to evaluate the effectiveness of the MAP adaptation approach. The first type is based on the speaker-dependent (SD) models, trained from the adaptation data (one to ten tokens for each word with a fixed speaker) using five iterations of the modified Viterbi algorithm [7] with a unimodal Gaussian for each state in the HMMs. The same training method and program (cf. [7] ) is used for the trended HMM and for the conventional HMM except for the latter the polynomial order is simply set to zero. The second type of baseline is based on the speaker-independent (SI) models, also with a unimodal Gaussian distribution 4 for each state in the HMM's (both trended and conventional). The parameters (polynomial coefficients in the trended HMM and Gaussian mean vector in the conventional HMM) of the unimodal Gaussian distribution are determined by combining the corresponding parameters of the mixture components, which are trained by the usual ML method using an ample amount of SI training data, as follows. The polynomial coefficients (or Gaussian mean vector) in each HMM state are taken to be a weighted average of the ML-trained polynomial coefficients (or Gaussian mean vectors) in the corresponding state. 5 The combination formula is where number 6 of mixture components used in each HMM state in the ML-trained SI models; ML-trained mixture weight parameters; polynomial coefficients (in state and mixture ) in the trended function. The variance of the unimodal Gaussian distribution is also determined by a weighted average of the ML-trained variances in the multiple mixture distribution using the SI training data according to where is the variance of the th mixture component in state . 3 No differences in performance were found when the transition probabilities are trained in earlier pilot experiments. 4 Throughout the experiments, we use only a unimodal Gaussian in the HMM state since our MAP adaptation training has been devised for this case only. The trended HMM with multiple mixtures are more complicated to implement and requires a greater amount of training data (cf. [8] ), and this is more so with the corresponding MAP adaptation. However, use of identical unimodal Gaussian HMMs in all experiments, as is carried out in the current study, are sufficient for demonstrating the comparative performances between the trended HMM and the conventional HMM in MAP speaker adaptation. 5 This procedure was originally used in [16] , which we adopted here. In principle, it is possible to train a unimodal Gaussian model to achieve the same purpose.
6 M = 5 is used in all the experiments.
C. Initialization and Update of Prior Parameters
The initial prior-density parameters for the unimodal Gaussian HMM's are determined from the parameters of the regular trended or conventional HMMs (with multiple mixtures) that are trained by the ML method based on a large amount of SI training data. These initial parameters are computed according to (19) (20) (21) (22) where is the th element of the diagonal correlation matrix . After the initialization, the prior parameters are then updated over iterations of the batch MAP algorithm according to (9)- (12) . In the batch mode of MAP estimation, the prior parameters are updated only after processing all tokens for each iteration, in contrast with sequential adaptation where the prior parameters are adjusted at the end of processing each token. We will not address the sequential adaptation procedure in this study. In all of our experiments reported below, a total of five batch adaptation iterations are performed.
D. Performance Evaluation
Speech recognition rates (correct percentage) on the task described in Section III-A, averaged over two males and two females, are summarized in Tables I-III using the conventional  HMMs (flat-trended with ), the linearly trended HMM's, and the quadratic trended HMM's, respectively. Four experimental setups have been used: 1) speaker-independent (SI) as baseline type one; 2) speaker-dependent (SD) as baseline type two; 3) speaker-adaptation with only polynomial coefficients in the trend functions adapted (SA1); 4) speaker-adaptation with both the polynomial coefficients and precision matrices adapted (SA2).
The percent-correct results in Tables I-III are shown as a function of the number of word tokens used in training (for the SD results) or in adaptation (for the SA1 and SA2 results) from a new speaker. In the SI baseline experiments, quadratically-trend HMM outperforms both the flat-trended and linearly-trend HMM's by about 23% and 6%, respectively, which is in general consistent with our earlier findings [7] . Comparing the results of Tables II and -III with those in Table I , the greater effectiveness of the MAP training for the trended HMMs than for the conventional HMM's is demonstrated. For example, in the SA1 experiments, the error rate reduction of 26.8% is obtained when moving from (83.77%) model to (88.11%) model with three adaptation tokens. The best recognition rate of 92.1% is achieved when both linear polynomial coefficients and precision matrices are adapted using all ten tokens of adaptation data. We also observe that the quadratically trended HMMs somewhat outperform the constant and linearly trended HMMs when fewer than four adaptation tokens are used. For example, with three adaptation tokens, the quadratically trended HMMs give an error rate reduction of 7% when compared with the linearly trended HMMs and an error rate reduction of 32% compared with the conventional HMMs. This at first glance may seem unexpected because the quadratically trended HMMs have more parameters than other types of HMM's and hence would be less effective with a smaller amount of training/adaptation data. But use of prior information from the SI models counters such an expectation, as is shown in the results. This suggests the effectiveness of the MAP adaptation algorithm on the quadratically trended HMMs for sparse adaptation data. Examination of the results in Tables I-III also shows that the recognition rate drops gradually with a decreasing number of adaptation tokens for both SA1 and SA2 experiments, with a somewhat faster drop for SA2 than for SA1. In contrast, for the SD baseline experiments, the recognition rate drops rapidly when the training tokens reduce from ten to one; the drop is faster for the trended HMMs (with a greater number of model parameters) than for the conventional HMMs. It is further observed from the results in Tables I-III that the MAP estimates (both SA1 and SA2 adaptation experiments) approach the ML estimates (SD baseline experiments) in performance when the number of training token increases from one to ten. This is reassuring because under the asymptotic condition, the posterior density would be dominated by the sample data likelihood function in theory, which can be confirmed by an examination of the MAP estimates given by (13)- (14) based on (9)- (12) when . One key concern for the benefit of the trended HMM's over the conventional HMM in terms of the adaptation effectiveness is the greater number of model parameters of the former for a fixed number of HMM states. To address this concern, we provide experimental results comparing the trended and conventional HMMs under the condition of approximately equalized number of model parameters. Table IV shows the MAP speaker adaptation results for conventional HMMs with the number of HMM states for each alphabet (English letter) from three (as shown in Table I ) to four, five, and six, with the proportionally increased number of model parameters. In this way, the model with six states (last three columns in Table IV) will have roughly the same number of model parameters as those of the linearly-trended HMM (Table II) . However, comparisons of the performance figures between Tables II and IV clearly indicate the consistently greater adaptation effectiveness of the trended HMM. 7 This suggests some inherent superiority of using trended HMMs in speaker adaptation: the superiority does not come from the additional parameters they use. Rather, these additional parameters define a structure in the model expressed as the polynomial trajectory associated with each HMM state. During adaptation, each state-bound polynomial trajectory is adapted based on joint and optimal use of all adaptation frames automatically assigned to the state.
IV. SUMMARY AND CONCLUSIONS
In this study, a MAP-based Bayesian adaptation technique is developed, implemented, and evaluated for optimally estimating the polynomial-coefficient parameters that govern time-varying Gaussian mean functions in the trended HMM developed previously in [6] , [7] . Under the assumption that the polynomial coefficients associated with different polynomial orders are uncorrelated with each other, we have derived analytical M-step results by using the EM algorithm for the MAP estimates of the trended HMM parameters. These parameters include the polynomial coefficients and the precision associated with each state in the trended HMM. Optimal estimates for the hyperparameters which characterize the prior distributions of the polynomial coefficients and the precisions are also obtained as by-product of the M-step derivation. The analytical results we have obtained as a computational algorithm are easy to implement and have been used successfully to construct a speaker adaptive speech recognition system. This algorithmic development constitutes the main original, theoretical contribution of the work presented in this paper.
The work reported in this paper is a significant extension of our earlier preliminary work reported in [3] . The extension lies in the following aspects. 1) We have provided new experimental results comparing trended and conventional HMMs under the condition of equalized number of model parameters; This demonstrated the inherent superiority of using trended HMMs in speaker adaptation which the earlier preliminary work has not been able to demonstrate.
2) Further experimental results are provided using higherorder polynomials in the trended functions while the earlier work was limited to the first-order. 3) Comprehensive and rigorous derivation of the MAP algorithm is provided, including estimation of the polynomial-coefficient prior's hyper-parameters.
We also noted that several types of speech models beyond the conventional HMM have been reported in the literature, either for use in speaker adaptation [15] , or simply for use as an alternative model to the conventional HMM for speech recognition [13] . The method presented in this paper is different from all the ones in the earlier publications, with the differences summarized here. Although the parameters in the model of [13] were also formulated as random variables, no attempt was made to update these parameters based on combined prior information and limited, new "adaptation" data (which was the focus of both this paper and the work described in [15] ). The use of random model parameters in [13] is solely for the purpose of separating segmental-level and frame-level speech variabilities. The key differences between the MAP method described in this paper and that in [15] are as follows. First, the underlying speech models are different. The trended HMM in this paper does not contain a segment-level warping function, and hence has a substantial advantage in computation efficiency. 8 Second, the assumptions made on the random model parameters are different. In [15] , the updated (adaptable) polynomial coefficients were assumed to be a random shift from the speaker-independent models' polynomial coefficients, and the prior distribution was then imposed on this "shift" parameter. The MAP algorithm was derived for this "shift" parameter only, and everything else was unaffected by the MAP algorithm. In contrast, the method described in this paper is much more general. We assume directly that all polynomial coefficients follow a prior Gaussian distribution, with both of its hyperparameters, means and covariance matrix, subject to iterative updates. In addition, we model the covariance in the trended HMM as a random variable amenable to adaptation also, 9 while no such variance adaptation is attempted in [15] . Third, the estimation methods for the prior are different. In [15] , the only hyperparameter is the covariance matrix of the "shift" parameter. It was estimated from speaker-independent speech data, making no use of the adaptation data. In contrast, our method of prior estimation naturally embeds itself in the MAP procedure, combining the adaptation data and the information from the speaker-independent speech data in a theoretically optimal manner. (The latter information is used to initialize the hyperparameters.) Fourth, the model presented in this paper assumes that the polynomial coefficients in the trended functions are uncorrelated among themselves, while the model in [15] allows for the modeling of full correlation among these polynomial coefficients. Finally, although completely different evaluation tasks were used, our method appears to show more significant and more consistent benefits of MAP adaptation.
The experimental contribution of this study is its demonstration of the effectiveness of the MAP-based speaker adaptation technique developed for the trended HMM. This has confirmed our original motivation for the use of the trended HMM in speaker adaptation applications, where the sparse data problem would tend to discourage the use of the trended HMM since it normally demands more training data than the conventional HMM. The evaluation work has been carried out on the TI46 corpora with which we have designed a well-controlled set of experiments. The main results of these evaluation experiments can be summaried as follows. First, compared with speaker-independent models, the MAP adaptive training procedure, with any order of the trended HMM implemented (zero, one, and two), achieves consistently better performance with as small as a single token in the adaptation data. Second, both the linearly (order one) and quadratically (order two) trended HMM always outperforms the conventional HMM (order zero), with only one exception where one training token is used in the speaker-dependent mode. When ten training tokens are used to obtain the MAP estimates for both the linear polynomial coefficients and the precisions, the recognizer achieves the best recognition rate of 92.1% (averaged over four speakers) with use of the linearly trended HMM. Third, adaptation of polynomial coefficients is shown to be better than adapting both polynomial coefficients and precision matrices when fewer than four adaptation tokens are used, while the opposite is true with use of more adaptation tokens. Finally, we found that the quadratically trended HMM slightly outperforms the conventional HMM and the linearly trended HMM with a small number of adaptation tokens. This demonstrates that use of prior information from the SI models based on the MAP adaptation algorithm effectively counters the otherwise negative side of the higher-order trended HMM due to its greater demands for the amount of training data.
The positive results in terms of the recognizer performance evaluation which we have obtained and reported in this paper suggest that the time-varying mean parameters in the trended HMM represent essential characteristics of a particular speaker. We have shown that these parameters can be effectively estimated with a very small amount of training data using the MAP adaptation procedure developed in this work. Although some larger speech recognition tasks (than the task designed using the TI46 corpora) are needed to confirm the results reported in this paper, we have provided preliminary evidence for the desirable properties of the trended HMMs. On one hand, they can more accurately capture the dynamic properties of the true speech pattern than the conventional HMM; on the other hand, the higher demand for the amount of training data can be effectively offset by the MAP adaptive estimation procedure developed in this study.
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