Abstract-We present a novel nonasymptotic or finite blocklength achievability bounds for three side-information problems in network information theory. These include: 1) the Wyner-Ahlswede-Körner (WAK) problem of almost-lossless source coding with rate-limited side-information; 2) the Wyner-Ziv (WZ) problem of lossy source coding with sideinformation at the decoder; and 3) the Gel'fand-Pinsker (GP) problem of channel coding with noncausal state information available at the encoder. The bounds are proved using ideas from channel simulation and channel resolvability. Our bounds for all three problems improve on all previous nonasymptotic bounds on the error probability of the WAK, WZ, and GP problems-in particular those derived by Verdú. Using our novel nonasymptotic bounds, we recover the general formulas for the optimal rates of these side-information problems. Finally, we also present achievable second-order coding rates by applying the multidimensional Berry-Esséen theorem to our new nonasymptotic bounds. Numerical results show that the second-order coding rates obtained using our nonasymptotic achievability bounds are superior to those obtained using existing finite blocklength bounds.
problems whose asymptotic rate characterizations are well known. These include
• The Wyner-Ahlswede-Körner (WAK) problem of almost-lossless source coding with rate-limited (aka coded) side-information [2] , [3] , • The Wyner-Ziv (WZ) problem of lossy source coding with side-information at the decoder [4] , and • The Gel'fand-Pinsker (GP) problem of channel coding with noncausal state information at the encoder [5] . These problems fall under the class of coding problems with side-information. That is, a subset of terminals has access to either a correlated source or the state of the channel. In most cases, this knowledge helps to strictly improve the rates of compression or transmission over the case where there is no side-information.
While the study of asymptotic characterizations of network information theory problems has been of key interest and importance for the past 50 years, it is important to analyze non-asymptotic (or finite blocklength) limits of various network information theory problems. This is because there may be hard constraints on decoding complexity or delay in modern, heavily-networked systems. The paper derives new non-asymptotic bounds on the error probability for the WAK and GP problems as well as the probability of excess distortion for the WZ problem. Our bounds improve on all existing finite blocklength bounds for these problems such as those in [6] . In addition, we use these bounds to recover known general formulas [7] [8] [9] [10] and we also derive achievable second-order coding rates [11] , [12] for these side-information problems.
Traditionally, achievability proofs of the direct pats of these coding problems are common and involve a covering step, a packing step and the use of the Markov lemma [2] (also known as conditional typicality lemma in El Gamal and Kim [1] ). As such to prove tighter bounds, it is necessary to develop new proof techniques in place of these lemmas [1] and their non-asymptotic versions [6] , [7] . These new techniques are based on the notion of channel resolvability [7] , [13] , [14] and channel simulation [15] [16] [17] . We use the former in the helper's code construction.
To illustrate our idea at a high level, let us use the WAK problem as a canonical example of all three problems of interest. Recall that in the classical WAK problem, there is an independent and identically distributed (i.i.d.) joint source P n XY (x n , y n ) = n i=1 P XY (x i , y i ). The main source X n ∼ P n X is to be reconstructed almost losslessly from rate-limited versions of both X n and Y n , where Y n is a correlated random variable regarded as side-information. See Fig. 1 . The upper row is a virtual scheme in which the uniform random number L is sent over channel P Y |U . The lower row is the corresponding actual scheme in which messageL is stochastically generated via P L|Ỹ .
The compression rates of X n and Y n are denoted as R 1 and R 2 respectively. The optimal rate region is the set of rate pairs (R 1 , R 2 ) for which there exists a reliable code, that is one whose error probability can be made arbitrarily small with increasing blocklengths. WAK [2] , [3] showed that the optimal rate region is
for some P U |Y . For the direct part, the helper encoder compresses the side-information and transmits a description represented by U n . By the covering lemma [1] , this results in the rate constraint R 2 ≥ I (U ; Y ). The main encoder then uses binning [18] as in the achievability proof of the Slepian-Wolf theorem [19] to help the decoder recover X given the description U . This results in the rate constraint
The main idea in our proof of the new non-asymptotic upper bound on the error probability of the WAK problem is as follows: In the channel resolvability problem, for given channel P Y |U and input distribution P U , the goal is to approximate the output distribution P Y (induced by (P Y |U , P U )) by the output distribution PỸ of codewords for a codebook 1 C = {u 1 , . . . , u |L| } and the uniform random number L ∈ L. Asymptotically, the approximation can be done successfully if the rate R 2 of the random number L satisfies R 2 ≥ I (U ; Y ). In our helper's coding scheme (see Fig. 2 ), we use channel resolvability as a virtual scheme that is applied to the reverse test channel P Y |U of a given test channel and the marginal P U of the auxiliary random variable as the input distribution. Then, we flip the roles of the input and the output, i.e., we construct the conditional distribution P L|Ỹ from the joint distribution P LỸ . In the actual coding scheme, the message on L is stochastically generated from helper's source Y via P L|Ỹ , which is known as the likelihood encoder [17] . Since the successful approximation in the channel resolvability guarantees PỸ P Y , the joint distributions in the virtual scheme and the actual scheme are also close, i.e., PL XY = P Y P L|Ỹ P X |Y PỸ P L|Ỹ P X |Y = P LXỸ .
The decoder reproduces X via a Slepian-Wolf decoder by using uL as the side-information. Because of (2) , the analysis of error probability can be done as if the decoder's observation is u L and the underlying distribution is the virtual one P LXỸ . Moreover, by taking the average over the randomly generated codebook C, since the codeword u L is distributed according to P U , (X , u L ) behaves like (X, U ). Thus, the analysis of error probability can be done in the same manner as the Slepian-Wolf coding with full side-information U . The above argument enables us to circumvent the need to use the so-called piggyback coding lemma (PBL) and the Markov lemma [2] which result in much poorer estimates on the error probability.
A. Main Contributions
We now describe the three main contributions in this paper. Our first main contribution in this paper is to show improved bounds on the probabilities of error for WAK, WZ and GP coding. We briefly describe the form of the bound for WAK coding here. The primary part of the new upper bound on the error probability P e ( ) for WAK coding depends on two positive constants γ b and γ c and is essentially given by P e ( ) Pr(E c ∪ E b )
where the covering error is
and the binning error is
The notation is not meant to be precise and, in fact, we are dropping several residual terms that do not contribute to the second-order coding rates in the n-fold i.i.d. setting if γ b and γ c are chosen appropriately. This result is stated precisely in Theorem 5. From (3), we deduce that in the n-fold i.i.d. setting, if we choose γ c and γ b to be fixed numbers that are strictly larger than the mutual information I (U ; Y ) and the conditional entropy H (X|U ) respectively, we are guaranteed that the error probability P e ( ) decays to zero. This follows from Khintchine's law of large numbers [7, Ch. 1] . Thus, we recover the direct part of WAK's result. In fact, we can take this one step further (Theorem 12) to obtain an achievable general formula (in the sense of Verdú-Han [7] , [20] ) for the WAK problem with general source [7, Ch. 1] . This was previously done by Miyake-Kanaya [8] but their derivation is based on a different non-asymptotic formula more akin to Wyner's PBL. Also, since we have the freedom to design γ c and γ b as sequences instead of fixed positive numbers, if we let them be O(
)-larger than I (U ; Y ) and H (X|U ), then
the error probability is smaller than a prescribed constant depending on the implied constants in the O( · )-notations. This follows from the multivariate Berry-Esséen theorem [21] . This bound is useful because it is a union of two events and E c and E b are both information spectrum [7] events which are easy to analyze. Secondly, the preceding discussion shows that the bound in (3) also yields an achievable second-order coding rate [11] , [12] . However, unlike in the point-to-point setting [11] , [12] , [22] , the achievable second-order coding rate is expressed in terms of a so-called dispersion matrix [23] . We can easily show that if R WAK (n, ε) is the set of all rate pairs (R 1 , R 2 ) for which there exists a length-n WAK code with error probability not exceeding ε > 0 (i.e., the (n, ε)-optimal rate region), then for any P U |Y , the set
is an inner bound to R WAK (n, ε). In (6) , S (V, ε) ⊂ R 2 denotes the analogue of the Q −1 function [23] and it depends on the covariance matrix of the so-called information-entropy density vector
The precise statement for the second-order coding rate for the WAK problem is given in Theorem 15. We see from (6) that for a fixed test channel P U |Y , the redundancy at blocklength n in order to achieve an error probability ε > 0 is governed by the term
S (V,ε)
√ n . The pre-factor of this term S (V, ε), is likened to the dispersion [22] , [24] [25] [26] , and depends not only the variances of the information and entropy densities but also their correlations.
Thirdly, we note that the same flavour of non-asymptotic bounds and second-order coding rates hold verbatim for the WZ and GP problems. In addition, since the canonical ratedistortion problem [27] is a special case of the WZ problem, we show that our non-asymptotic achievability bound for the WZ problem, when suitably specialized, yields the correct dispersion for lossy source coding [25] , [26] . We do so using two methods: (i) the method of types [28] and (ii) results involving the D-tilted information [26] . Finally, we not only improve on the existing bounds for the GP problem [6] , [10] , but we also consider an almost sure cost constraint on the channel input.
B. Related Work
Wyner [2] and Ahlswede-Körner [3] were the first to consider and solve (in the first-order sense) the problem of almost-lossless source coding with coded side information. Weak converses were proved in [2] and [3] and a strong converse was proved in [29] using the "blowing-up lemma". An information spectrum characterization was provided by Miyake and Kanaya [8] and Kuzuoka [30] leveraged on the non-asymptotic bound which can be extracted from [8] to derive the redundancy for the WAK problem. Verdú [6] strengthened the non-asymptotic bound and showed that the error probability for the WAK problem is essentially bounded as P e ( ) Pr(E c ) + Pr(E b ), (8) which is the result upon using the union bound on our bound in (3) . The notation means that the residual terms do not affect the second-order coding rates.
Wyner and Ziv [4] derived the rate-distortion function for lossy source coding with decoder side-information. However, they do not consider the probability of excess distortion. Rather, the quantity of interest is the expected distortion. The generalization of the WZ problem for general correlated sources was considered by Iwata and Muramatsu [9] who showed that the general WZ function can be written as a difference of a limit superior in probability and a limit inferior in probability, reflecting the covering and packing components in the classical achievability proof.
The problem of channel coding with noncausal random state information was solved by Gel'fand and Pinsker [5] . A general formula for the GP problem (with general channel and general state) was provided by Tan [10] . Tyagi and Narayan [31] proved the strong converse for this problem and used it to derive a sphere-packing bound. For both the WZ and GP problems, Verdú [6] used generalizations of the packing and covering lemmas in [1] to derive non-asymptotic bounds on the probability of excess distortion (for WZ) and the average error probability (for GP). However, they yield worse secondorder rates because the main part of the bound is a sum of two or three probabilities as in (8) , rather than the probability of the union as in (3) .
In our work, we derive tight non-asymptotic bounds by using ideas from channel resolvability [7, Ch. 6] , [13] and channel simulation [15] 2 to replace the covering part and Markov lemma. It was shown by Han and Verdú [13] that this problem is closely connected to channel coding and channel identification. Hayashi also studied the channel resolvability problem [14] and derived a non-asymptotic formula. We leverage on a key lemma in Hayashi [14] (and also Cuff [17] ) to derive our bounds.
In [15] , Bennett et al. proposed a problem to simulate a channel by the aid of common randomness. An application of the channel simulation to simulate the test channel in the ratedistortion problem was first investigated by Winter [16] , and then extensively studied mainly in the field of the quantum information. Cuff investigated the trade-off between the rates of the message and common randomness for the channel simulation [17] (see also [33] ). For a thorough list of literatures related to the channel simulation, see [17] , [33] . In these works, channel resolvability is used as a building block for channel simulation. In particular, a code construction and analysis techniques that do not rely on the typicality argument were developed in [17] . The idea to use channel simulation instead of the Markov lemma is motivated by aforementioned papers, and our code construction and analysis are based on the ones in [17] . However, we stress that the derivations of our non-asymptotic bounds are not straightforward applications of channel simulation and channel resolvability. Indeed, our code construction is tailored to derive the bound as in (3), and we also introduce bounding techniques that have not appeared previously to the best of our knowledge.
Recently, Yassaee-Aref-Gohari (YAG) [34] proposed an alternative approach for channel simulation, in which they exploited the (multi-terminal version of) intrinsic randomness [7, Ch. 2] instead of channel resolvability. This approach is coined output statistics of random binning (OSRB). Although their approach is also used to replace the Markov lemma [2] , it was not a priori yet clear when [34] was published whether our bounds can be also derived from the OSRB approach [34] . One of difficulties to apply the OSRB approach for nonasymptotic analysis is that the amount of common randomness that can be used in the channel simulation is limited by the randomness of sources involved in a coding problem, which is not the case with the approach using the channel resolvability. It was shown more recently by YAG [35] that a modification of the OSRB framework can, in fact, be used to obtain achievable dispersions of Marton's region for the broadcast channel [36] and the wiretap channel [37] . In fact, in another concurrent work by YAG [38] , the authors derived very similar secondorder results to the ones presented here. They derive bounds on the probability of error for Gel'fand-Pinsker, HeegardBerger and multiple description coding [1] among others. The main idea in their proofs is to use the stochastic likelihood coder (SLC) and exploit the convexity of (x 1 , x 2 ) → 1/(x 1 x 2 ) (for x 1 , x 2 > 0) to lower bound the probability of correct detection. Although the results in this paper and those in [38] partly overlap, the approaches to derive the results are different. To the best of our knowledge, this paper is the first to demonstrate usefulness of the channel simulation in non-asymptotic analysis of network information theory problems, which we believe to be interesting in its own right.
Our main motivation in this work is to derive tight non-asymptotic bounds on the error probabilities. We are also interested in second-order coding rates. The study of the asymptotic expansion of the logarithm of the maximum number codewords that are achievable for n uses a channel with maximum error probability no larger than ε was first done by Strassen [39] . This was re-popularized in recent times by Kontoyiannis [40] , Baron-Khojastepour-Baraniuk [41] , Hayashi [11] , [12] , and Polyanskiy-Poor-Verdú [22] among others. Second-order analysis for network information theory problems were considered in Tan and Kosut [23] as well as other authors [42] [43] [44] [45] . However, this is the first work that considers second-order rates for problems with side-information.
C. Paper Organization
In Section II, we state our notation and formally define the three coding problems with side-information. We then review existing first-order asymptotic results in Section III. In Section IV, we state our new non-asymptotic bounds for the three problems. We then use these bounds to re-derive (direct parts of) known general formulas [8] [9] [10] in Section V.
Following that, we present achievable second-order coding rates for these coding problems. We will see that just as in the Slepian-Wolf setting [23] , [44] , the dispersion is in fact a matrix. In Section VII, we show via numerical examples that our non-asymptotic bounds lead to larger (n, ε)-rate regions compared with [6] . Concluding remarks and directions for future work are provided Section VIII. This paper only contains achievability bounds. In the conclusion, we also discuss the difficulties associated with obtaining non-asymptotic converse bounds. To ensure that the main ideas are seamlessly communicated in the main text, we relegate all proofs to the appendices.
II. PRELIMINARIES
In this section, we introduce our notation and recall the WAK, WZ and GP problems.
A. Notations
Random variables (e.g., X) and their realizations (e.g., x) are in capital and lower case respectively. All random variables take values in some alphabets which are denoted in calligraphic font (e.g., X ). The cardinality of X , if finite, is denoted as |X |. Let the random vector X n := (X 1 , . . . , X n ) and similarly for a realization x n = (x 1 , . . . , x n ). The set of all distributions supported on alphabet X is denoted as P(X ). The set of all channels with the input alphabet X and the output alphabet Y is denoted by P(Y|X ). We will at times use the method of types [28] . The joint distribution induced by a marginal distribution P ∈ P(X ) and a channel V ∈ P(Y|X ) is denoted interchangeably as P × V or PV . This should be clear from the context. For a sequence x n = (x 1 , . . . , x n ) ∈ X n in which |X | is finite, its type or empirical distribution is the probability mass function P(x) = 1 n n i=1 1{x = x i } where the indicator function 1{x ∈ A} = 1 if x ∈ A and 0 otherwise. The set of types with denominator n supported on alphabet X is denoted as P n (X ). The type class of P is denoted as T P := {x n ∈ X n : x n has type P}. For a sequence x n ∈ T P , the set of sequences y n ∈ Y n such that (x n , y n ) has joint type
be the family of stochastic matrices V : X → Y for which the V -shell of a sequence of type P ∈ P n (X ) is not empty. Information-theoretic quantities are denoted in the usual way. For example, I (X; Y ) and I (P, V ) denote the mutual information where the latter expression makes clear that the joint distribution of (X, Y ) is PV . All logarithms are with respect to base 2 so information quantities are measured in bits.
The multivariate normal distribution with mean μ and covariance matrix is denoted as N (μ, ). The complementary Gaussian cumulative distribution function
e −u 2 /2 du and its inverse is denoted as Q −1 (ε) := min{t ∈ R : Q(t) ≤ ε}. Finally, |z| + := max{z, 0}.
B. The Wyner-Ahlswede-Körner (WAK) Problem
In this section, we recall the WAK problem of lossless source coding with coded side-information [2] , [3] . Let us consider a correlated source (X, Y ) taking values in X × Y and having joint distribution P XY . Throughout, X, a discrete random variable, is the main source while Y is the helper or side-information. The WAK problem involves reconstructing X losslessly given rate-limited (or coded) versions of both X and Y . See Fig. 1 = ( f, g, ψ) is a triple of mappings that includes two encoders f : X → M and g : Y → L and a decoder ψ : M × L → X . The error probability of the WAK code is defined as
In the following, we may call f as the main encoder and g the helper.
In Section VI, we consider n-fold i.i.d. extensions of X and Y , denoted as X n and Y n . In this case, we use the subscript n to specify the blocklength, i.e., the code is n = ( f n , g n , ψ n ) and the compression index sets are
In this case, we can define the pair of rates of the code n as
Definition 2: The (n, ε)-optimal rate region for the WAK problem R WAK (n, ε) is defined as the set of all pairs of rates (R 1 , R 2 ) for which there exists a blocklength-n WAK code n with rates at most (R 1 , R 2 ) and with error probability not exceeding ε. In other words,
We also define the asymptotic rate regions
where cl denotes set closure in R 2 .
In the following, we will provide an inner bound to R WAK (n, ε) that improves on inner bounds that can be derived from previously obtained non-asymptotic bounds on P e ( n ) [6] , [30] .
C. The Wyner-Ziv (WZ) Problem
In this section, we recall the WZ problem of lossy source coding with full side-information at the decoder [4] . Here, as in the WAK problem, we have a correlated source (X, Y ) taking values in X × Y and having joint distribution P XY . Again, X is the main source and Y is the helper or side-information. Neither X nor Y has to be a discrete random variable. Unlike the WAK problem, it is not required to reconstruct X exactly, rather a distortion D between X and its reproduction X is allowed. LetX be the reproduction alphabet and let d : X ×X → [0, ∞) be a bounded distortion measure such that for every x ∈ X there exists ax ∈X such that d(x,x) = 0 and max x,x d(x,x) = D max < ∞. See Fig. 3 . 
(15) We will again consider n-fold extensions of X and Y , denoted as X n and Y n in Section VI. The code is indexed by the blocklength as n = ( f n , ψ n ). Furthermore, the compression index set is denoted as M n = f n (X n ). The rate of the code n is defined as
The distortion between two length-n sequences x n ∈ X n and x n ∈X n is defined as
Definition 4:
+ is the set of all rate-distortion pairs (R, D) for which there exists a blocklength-n WZ code n at distortion level D with rate at most R and probability of excess distortion not exceeding ε. In other words,
We also define the asymptotic rate-distortion regions Fig. 4 . Illustration of the GP problem. The channel input X must satisfy (25) .
We also define the asymptotic rate-distortion functions
Note that the use of the limit (as opposed to the limit superior or limit inferior) in (23) is justified because R WZ (ε, D) is, from its definition, monotonically non-increasing in ε.
In the sequel, we will provide an inner bound to R WZ (n, ε) and thus an upper bound on R WZ (n, ε, D) by appealing to a new non-asymptotic upper bound on the probability of excess distortion P e ( n ; D). In addition, note that if Y = ∅, i.e., side-information is not available, this reduces to the point-to-point rate-distortion (lossy source coding) problem.
Conventionally [1] , [4] , the WZ problem is stated not with the probability of excess distortion criterion but with the average fidelity criterion. That is, the requirement that P e ( n ; D) → 0 (implicit in (23) ) is replaced by
D. The Gel'fand-Pinsker (GP) Problem
In the previous two subsections, we dealt exclusively with source coding problems, either lossless (WAK) or lossy (WZ). In this section, we review the setup of the GP problem [5] which involves channel coding with noncausal state information at the encoder. It is the dual to the WZ problem [46] . In this problem, there is a state-dependent channel W : X ×S → Y and a random variable representing the state S with distribution P S taking values in some set S. A message M chosen uniformly at random from M is to be sent and the encoder has information about which message is to be sent as well as the channel state information S, which is known noncausally. (Noncausality only applies when the blocklength is larger than 1.) It is assumed that the message and the state are independent. Let g : X → [0, ∞) be some cost function. The encoder f encodes the message and state into a codeword (channel input) X = f (M, S) that satisfies the cost constraint
for some ≥ 0 with high probability. See precise definition/requirement in (26) The following proposition, which will be proved in Appendix A, guarantees that we can always convert a code in the sense of Definition 5 into a code in the sense of an almost sure cost constraint. 
Proposition 1 (Expurgated Code): Let the set of admissible inputs in X be
> ∪ m =m , we see that the constraint in (25) is equivalent to g(X) ≤ almost surely (implied by (28) ). For the purposes of deriving channel simulation-based bounds in Section IV-C, it is easier to work with the error criterion in (26) so we adopt Definition 5.
In order to obtain achievable second-order coding rates for the GP problem, we consider n-fold i.i.d. extensions of the channel and state. Hence, for every (s n , x n , y n ), we have W n (y n |x n , s n ) = n i=1 W (y i |x i , s i ) and the state S n evolves in a stationary, memoryless fashion according to P S . For blocklength n, the code and message set are denoted as n = ( f n , ψ n ) and M n respectively. The cost function is denoted as g n : X n → [0, ∞) and is defined as the average of the per-letter costs, i.e.,
For example, in the Gaussian GP problem (which is also known as dirty paper coding [47] ), g(x) = x 2 . This corresponds to a power constraint and is the upper bound on the permissible power. The rate of the code is the normalized logarithm of the number of messages, i.e.,
Definition 6:
+ is the set of all rate-cost pairs (R, ) for which there exists a blocklength-n GP code n with cost not exceeding , with rate at least R and probability of error not exceeding ε. In other words,
We also define the asymptotic capacity-cost regions
The (n, ε)-capacity-cost function C GP (n, ε, ) is defined as
We also define the asymptotic capacity-cost functions
If the cost constraint (25) is absent (i.e., every codeword in X n is admissible), we will write C GP (n, ε) instead of C GP (n, ε, ∞), P e ( n ) instead of P e ( n ; ∞) and so on. Once again, the limit in (39) exists because the function C GP (ε, ) is monotonically non-decreasing in ε. In the sequel, we will provide a lower bound on C GP (n, ε, ) by appealing to a new non-asymptotic upper bound on the average probability of error P e ( n ; ).
III. REVIEW OF EXISTING FIRST-ORDER RESULTS

A. First-Order Result for the WAK Problem
Let P(P XY ) be the set of all joint distributions
Markov chain in that order and 3 |U| ≤ |Y| + 1. Define
Wyner [2] and Ahlswede-Körner [3] proved the following: Theorem 2 (Wyner [2] , Ahlswede-Körner [3] ): For every 0 < ε < 1, we have
where R WAK (ε) and R WAK are defined in (13) and (14) respectively. To prove the direct part, Wyner used the PBL and the Markov lemma [2] while Ahlswede-Körner [3] used a maximal code construction. Only weak converses were provided in [2] and [3] . Ahlswede-Gács-Körner [29] proved the strong converse using entropy and image-size characterizations [28, Ch. 15] , which are based on the so-called blowing-up lemma [28, Ch. 5] . See [28, Th. 16.4] .
B. First-Order Result for the WZ Problem
Let P D (P XY ) be the set of all pairs (P U XY , g) where
Markov chain in that order, |U| ≤ |X | + 1 and the distortion constraint is satisfied, i.e.,
In Section VI-B, we allow g to be stochastic (i.e., represented by a conditional probability mass function PX |U Y ) but we still retain the use of the notation P D (P XY ). Define the function 
where R WZ (D) is defined in (23) . The direct part of the proof of the theorem in the original Wyner-Ziv paper [4] is based on the average fidelity criterion in (24) . It relies on the compress-bin idea. That is, binning is used to reduce the rate of the description of the main source to the receiver. The encoder transmits the bin index and the decoder searches within that bin for the transmitted codeword. The reproduction function g is then used to reproduce the source to within a distortion D. To prove Theorem 3 for the probability of excess distortion criterion, we may use the new non-asymptotic bound in Section IV-B or the weaker non-asymptotic bounds in [6] or [9] .
C. First-Order Result for the GP Problem
We conclude this section by stating the capacity of the GP problem [5] . Recall that in the GP problem, we have a channel W : X × S → Y and a state distribution P S ∈ P(S). Assume for simplicity that all alphabets are finite sets. Let P (W, P S ) be the collection of all joint distributions
and 4 |U| ≤ min{|X S|, |S| + |Y|}. Define the quantity
where I (U ; Y ) and I (U ; S) are computed with respect to the joint distribution P U X SY . If there is no cost constraint (45), we simply write C * GP instead of C * GP (∞). Then, we have the following asymptotic characterization.
Theorem 4 (Gel'fand-Pinsker [5] ): If the alphabets S, X and Y are discrete, for every 0 < ε < 1, we have
where C GP (ε) and C GP are defined in (38) and (39) respectively. The direct part was proved using a covering-packing argument as well as the conditional typicality lemma (using the notion of strong typicality). Essentially, each message m ∈ M is uniquely associated to a subcodebook of size L. To send message m, the encoder looks in the m-th subcodebook for a codeword that is jointly typical with the noncausal state. The decoder then searches for the unique subcodebook which contains at least one codeword that is jointly typical with the channel output. The weak converse in the original Gel'fand-Pinsker paper was proved using the Csiszár-sum-identity. See [1, Th. 7.3] . In fact the weak converse shows that encoding function P X |U S can be restricted to the set of deterministic functions. Tyagi and Narayan proved a strong converse [31] using entropy and image-size characterizations via judicious choices of auxiliary channels. Their proof only applies to discrete memoryless channels with discrete state distribution without cost constraints.
IV. MAIN RESULTS: NOVEL NON-ASYMPTOTIC ACHIEVABILITY BOUNDS
In this section, we describe our results concerning novel non-asymptotic achievability bounds for the WAK, WZ and GP problems. We show using ideas from channel resolvability [7, Ch. 6] , [13] , [14] and channel simulation [15] [16] [17] that the bounds obtained by Verdú in [6] can be refined so as to obtain better second-order coding rates. The definition of and techniques involving channel resolvability and channel simulation are reviewed in Appendices B and C respectively. These are concepts that form crucial components of the proofs of the ChannelSimulation-type (CS-type) bounds in the sequel.
The following quantity, introduced in [17] , will be used extensively in this section so we provide its definition here. For a joint distribution P U Y ∈ P(U × Y) and a positive constant γ c , define
4 Because of cost constraint, the second entry of the cardinality bound is increased by one compared to the case without cost constraint [1, Th. 7.3].
By applying the Jensen inequality, we find that (γ c , P U Y ) has the property that
A. Novel Non-Asymptotic Achievability Bound for the WAK Problem
Fix an auxiliary alphabet U and a joint distribution P U XY ∈ P(P XY ). See definition of P(P XY ) prior to (40) . For arbitrary non-negative constants γ b and γ c , define two sets
These sets are similar to the typical sets used extensively in network information theory [1] but note that these sets only involve the entropy and information densities. Consequently, the probabilities of these sets (events) are entropy and information spectrum quantities [7] . The subscripts b and c refer respectively to binning and covering. Similar subscripts and will be used in the sequel for the other side-information problems to demonstrate the similarities between the proof techniques all of which leverage on ideas from channel resolvability [7, Ch. 6] , [14] and channel simulation [15] [16] [17] .
Theorem 5 (CS-Type Bound for WAK Coding): For arbitrary
with error probability satisfying
See Appendix D for the proof of Theorem 5. Observe that the primary novelty of the bound in (52) lies in the fact that both error events
(γ c ) c } lie under the same probability and so can be bounded together (as a vector) in second-order coding analysis. The sum of the information spectrum terms (first two terms) in Verdú's bound in [6, Th. 1] is the result upon invoking the union bound on the first term in (52) . We illustrate the differences in the resulting second-order coding rates numerically in Section VII. The bound in (52) is rather unwieldy. We can simplify it without losing too much. Indeed, using the definition of T WAK b (γ b ), we observe that the second term in (52) can be bounded as 1 |M|
Together with (49) 
If (X n , Y n ) is drawn from the product distribution P n XY , then by designing γ b and γ c appropriately, we see that the dominating term in (57) 
See Appendix E for the proof of Theorem 7. By letting J = |L| in (58), we recover (52) up to an additional residual term, which is unimportant in second-order analysis. A close inspection of the proof reveals that the additional term is due to additional random bin coding at the helper, which is not needed if J = |L|.
Remark 1: For the special case such that test channel P U |Y is noiseless, we can show that there exists a WAK code satisfying
for any γ b , γ s ≥ 0, where
We can prove the bound (59) by using the standard Slepian-Wolf type bin coding for both the main encoder and the helper [23] , [44] . As it will turn out later in Section VI-A, this simple bound gives tighter second-order achievability in some cases.
B. Novel Non-Asymptotic Achievability Bound for the WZ Problem
We now turn our attention to the WZ problem where we derive a similar bound as in Theorem 5. This improves on Verdú's bound in Theorem [6, Th. 2] . It again uses the same CS idea for the covering part.
Define the three sets for fixed (P U XY , g) ∈ P D (P XY ) and non-negative constants γ p and γ c :
These sets have intuitive explanations: T WZ c (γ c ) c represents the covering error that U is unable to describe X to the desired level indicated by γ c ; T WZ p (γ p ) c represents the packing error in which the decoder is unable to decode the correct codeword U given Y using a threshold test based on the information density statistic and γ p ; T WZ d (D) c represents the distortion error in which the the reproductionX not within a distortion of D of the source X.
In the following, we allow the reproduction function g : U × Y →X to be stochastic; i.e., we consider a reproduction channel PX |U Y : U × Y →X . When we consider a stochastic function instead of a deterministic one, we will use the set (66) and Remark 2 below. In this subsection, a pair (P U |X , PX |U Y ) of a test channel P U |X : X → U and a reproduction channel PX |U Y : U × Y →X is fixed. Note that the joint distribution P U XYX of U, X, Y,X is also fixed as
Theorem 8 (CS-Type Bound for WZ Coding): For arbitrary constants γ p , γ c ≥ 0 and positive integer L, there exists a WZ code with probability of excess distortion satisfying
where (γ c , P U X ) is defined in (48) .
Remark 2: If PX |U Y is deterministic and represented by
g : U × Y →X then the event {(x,x) ∈ T WZ d,st (D) c } can be replaced by {(u, x, y) ∈ T WZ d (D) c }. In fact,
by an application of the functional representation lemma [1, Appendix A], the assumption that the reproduction channel PX |U Y is deterministic can be made without any loss of generality.
The proof of Theorem 10 is provided in Appendix F. As with Theorem 5, the main novelty of our bound lies in the fact that the three error events lie under the same probability, making it amendable to treat all three error events jointly.
The residual terms in (66) (namely, the second, third and fourth terms) are relatively small with a proper choice of constants γ p , γ c and L ∈ N as we shall see in the sequel. We can again relax the somewhat cumbersome second and third terms in (66) 
To obtain achievable second-order coding rates for the WZ problem, we evaluate the bound in (67) for appropriate choices of γ p , γ c ≥ 0 and L ∈ N in Section VI-B. Since the lossy source coding problem is a special case of WZ coding, we use a specialization of the bound in (67) to derive an achievable dispersion (or second-order coding rate) of lossy source coding [25] , [26] , which turns out to be tight.
C. Novel Non-Asymptotic Achievability Bound for the GP Problem
This section presents with a novel non-asymptotic achievability bound for the GP problem, which is the dual of the WZ problem [46] . Our bound improves on Verdú's non-asymptotic bound for GP coding [6, Th. 3] and uses the same Channel-Simulation idea for the covering part.
To state the bound, we define the sets
These are analogous to the typical sets used extensively in network information theory [1] but they only involve the information densities. The first set in (68) represents packing event while the second in (69) represents covering event.
Also recall the definition of the set T GP g ( ) in (27) which represents satisfaction of the cost constraints.
In the following, the distribution P U S XY ∈ P(U × S × X × Y) satisfying (i) the S-marginal of P U S XY is P S , (ii) P Y |X S = W and (iii) U −(X, S)−Y forms a Markov chain is fixed. Note the encoding function P X |U S is allowed to be stochastic but just as in Remark 2, there is no loss in assuming P X |U S is deterministic by the functional representation lemma. We prefer to use P X |U S for convenience. 
where (γ c , P U S ) is defined in (48) . Because the technique to prove Theorem 10 is similar to that for Theorems 5 and 8, we only sketch the code construction in Appendix G. In the second-order asymptotics sense, Theorem 10 improves on [6, Th. 3] because the error events are under the same error probability. Notice that unlike the existing asymptotic and non-asymptotic results for GP coding [6] , [10] , [49] , the channel input x satisfies the cost constraint (25) or its almost sure equivalent (cf. Proposition 1). Direct application of (49) 
To obtain achievable second-order coding rates for the GP problem, we evaluate the bound in (71) for appropriate choices of γ p , γ c and L ∈ N in Section VI-C.
V. GENERAL FORMULAS
In this section, we use the simplified CS-type bounds in Corollaries 6, 9 and 11 to derive achievable general formulas for the optimal rate region of the WAK problem, the ratedistortion function of the WZ problem and the capacity of the GP problem. This allows us to recover known results in [8] [9] [10] . By general formula, we mean that we consider sequences of these problems and do not place any underlying structure such as stationarity, memorylessness and ergodicity on the source and channel [7] , [20] . To state our results, let us first recall the following probabilistic limit operations. Their properties are similar to the limit superior and limit inferior for numerical sequences in mathematical analysis and are summarized in [7] .
Definition 7: Let U := {U n } ∞ n=1 be a sequence of real-valued random variables. The limit superior in probability of U is defined as
The limit inferior in probability of U is defined as
We also recall the following definitions from Han [7] . These definitions play a prominent role in the rest of this section.
Definition 8: Given a pair of stochastic processes
, the spectral sup-mutual information rate is defined as
The spectral inf-mutual information rate I (X; Y) is defined as in (72) with p-lim inf in place of p-lim sup . The spectral sup-and inf-conditional mutual information rates are defined similarly.
The spectral sup-conditional entropy rates is defined as
The spectral inf-conditional entropy rates is defined as in (75) with p-lim inf in place of p-lim sup .
A. General Formula for the WAK Problem
In this section, we consider sequences of the WAK problem indexed by the blocklength n where the sequence of source distributions {P X n Y n } ∞ n=1 is general, i.e., we do not place any assumptions on the structure of the source such as stationarity, memorylessness and ergodicity. We aim to characterize an inner bound to the optimal rate region defined in (14) . We show that our inner bound coincides with that derived by Miyake and Kanaya [8] but is derived based on the upper bound on the error probability provided in our CS-type bound in Corollary 6. The choice of the parameters γ b , γ c and δ plays a crucial role and guides our choice of these parameters for second-order coding analysis in the following section.
Let P({P X n Y n } ∞ n=1 ) be the set of all sequences of distribu- 
We remark that by using techniques from [32] , Miyake and Kanaya [8] showed that (77) is in fact an equality, i.e.,R * WAK is also an outer bound to R WAK . In addition, when the source distributions {P X n Y n } ∞ n=1 are stationary and memoryless (and the alphabets X and Y are discrete and finite),R * WAK reduces to the single-letter region R * WAK defined in (40) . This follows easily from the law of large numbers. The proof of Theorem 12 follows directly from the finite blocklength bound in Corollary 6. In fact, the weaker bounds in [6] and [30] suffice for this purpose.
Proof:
Consider (57) and let us fix a process
Then for blocklength n, the probability on the RHS of (57) can be written as
By the definition of the spectral sup-entropy rate and the spectral sup-mutual information rate, the probabilities of both events in (82) tend to zero. Further,
Hence, P e ( n ) → 0. Since η > 0 is arbitrary, from (78) and (79) we deduce that any pair of rates
B. General Formula for the WZ Problem
In a similar way, we can recover the general formula for WZ coding derived by Iwata and Muramatsu [9] . Note however, that we directly work with the probability of excess distortion, which is related to but different from the maximum-distortion criterion employed in [9] . Once again, we assume that the source is {P X n Y n } ∞ n=1 is general in the sense explained in Section V-A.
Let
Define the rate-distortion function
where the infimum is over all
). Theorem 13 (Upper Bound to the Rate-Distortion Function for WZ [9] ): We have
Iwata and Muramatsu [9] showed in fact that (86) is an equality by proving a converse along the lines of [32] . It can be shown that the general rate-distortion function defined in (85) reduces to the one derived by Wyner and Ziv [4] in the case where the alphabets are finite and the source is stationary and memoryless. Also Iwata and Muramatsu [9] showed that deterministic reproduction functions g n : U n × Y n →X n suffice and we do not need the more general stochastic reproduction functions PX n |U n Y n .
Proof: Let η > 0. We start from the bound on the probability of excess distortion in (67), where we first consider D + η instead of D. Let us fix the sequence of distribution and the sequence of functions
Then, the probability in (67) for blocklength n can be written as
By the definition of the spectral sup-and inf-mutual information rates and the distortion condition in (84), we observe that the probability in (91) tends to zero as n grows. By a similar calculation as in (83), the other terms in (67) also tend to zero. Hence, the probability of excess distortion P e ( n ; D +η) → 0 as n grows. This holds for every η > 0. By (87), the any rate below I (U; X) − I (U; Y) + 4η is achievable. In order to complete the proof, we choose a positive sequence satisfying η 1 > η 2 > · · · > 0 and η k → 0 as k → ∞. Then, by using the diagonal line argument [7, Th. 1.8.2], we complete the proof of (86).
C. General Formula for the GP Problem
We conclude this section by showing that the nonasymptotic bound on the average probability of error derived in Corollary 11 can be adapted to recover the general formula for the GP problem derived in Tan [10] . Here, both the state distribution {P S n ∈ P(S n )} ∞ n=1 and the channel {W n :
are general. In particular, the only requirement on the stochastic mapping W n is that for every (x n , s n ) ∈ X n × S n ,
Let P ({W n , P S n } ∞ n=1 ) be the family of joint distributions P U n S n X n Y n such that for every n ≥ 1, U n − (X n , S n ) − Y n forms a Markov chain, the S n -marginal of P U n S n X n Y n is P S n , the channel law P Y n |X n ,S n = W n and
Define the quantitŷ
where the supremum is over all joint distributions
). Theorem 14 (Lower Bound to the GP Capacity [10] ) : We have
(95) Tan [10] also showed that the inequality in (95) is, in fact, tight. However, unlike in the general WZ scenario, the encoding function P X n |U n S n cannot be assumed to be deterministic in general. When the channel and state are discrete, stationary and memoryless, Tan [10] showed that the general formula in (94) reduces to the conventional one derived by Gel'fand-Pinsker [5] in (46) . The proof of Theorem 14 parallels that for Theorem 13 and thus, we omit it.
VI. ACHIEVABLE SECOND-ORDER CODING RATES
In this section, we demonstrate achievable second-order coding rates [11] , [12] , [22] , [39] , [40] for the three sideinformation problems of interest. Essentially, we are interested in characterizing the (n, ε)-optimal rate region for the WAK problem, the (n, ε)-Wyner-Ziv rate-distortion function and the (n, ε)-capacity of GP problem up to the second-order term. We do this by applying the multidimensional Berry-Esséen theorem [21] , [50] to the finite blocklength CS-type bounds in Corollaries 6, 9 and 11. Throughout, we will not concern ourselves with optimizing the third-order terms.
The following important definition will be used throughout this section.
Definition 9: Let k be a positive integer. Let V ∈ R k×k be a positive-semidefinite matrix that is not the all-zeros matrix but is allowed to be rank-deficient. Let the Gaussian random vector Z ∼ N (0, V). Define the set
This set was introduced in [23] and is, roughly speaking, the multidimensional analogue of the Q −1 function. Indeed, for k = 1 and any standard deviation σ > 0,
Also, 1 k and 0 k×k denote the length-k all-ones column vector and the k × k all-zeros matrix respectively.
A. Achievable Second-Order Coding Rates for the WAK Problem
In this section, we derive an inner bound to R WAK (n, ε) in (12) by the use of Gaussian approximations. Instead of simply applying the Berry-Esséen theorem to the information spectrum term within the simplified CS-type bound in (57), we enlarge our inner bound by using a "time-sharing" variable T , which is independent of (X, Y ). This technique was also used for the multiple access channel (MAC) by Huang and Moulin [42] . Note that in the finite blocklength setting, the region R WAK (n, ε) does not have to be convex unlike in the asymptotic case; cf. (40) . For fixed finite sets U and T , letP(P XY ) be the set of all
forms a Markov chain and T is independent of (X, Y ).
Definition 10: The entropy-information density vector for the WAK problem for P U T XY ∈P(P XY ) is defined as
Note that the mean of the entropy-information density vector in (98) is the vector of the entropy and mutual information, i.e.,
J(P
The mutual information
Definition 11: The entropy-information dispersion matrix for the WAK problem for a fixed P U T XY ∈P(P XY ) is defined as
We abbreviate the deterministic quantities J(P U T XY ) ∈ R 2 + and V(P U T XY ) 0 as J and V respectively when the distribution P U T XY ∈P(P XY ) is obvious from the context.
Definition 12:
If V(P U T XY ) = 0 2×2 , define R in (n, ε; P U T XY ) to be the set of rate pairs (R 1 , R 2 ) such that
(103) From the simplified CS-type bound for the WAK problem in Corollary 6, we can derive the following:
Theorem 15 (Inner Bound to (n, ε)-Optimal Rate Region): For every 0 < ε < 1 and all n sufficiently large, the (n, ε)-optimal rate region R WAK (n, ε) satisfies
Furthermore, the union over P U T XY can be restricted to those distributions for which the supports U and T of auxiliary random variables U and T satisfy that |U| ≤ |Y| + 4 and |T | ≤ 5 respectively.
From the modified CS-type bound for the WAK problem in Theorem 7, we can derive the following:
Theorem 16 (Modified Inner Bound to (n, ε)-Optimal Rate Region): For every 0 < ε < 1 and all n sufficiently large, the (n, ε)-optimal rate region R WAK (n, ε) satisfies
where R in (n, ε; P U T XY ) is the set defined by replacing (102) with By setting T = Y = U = ∅ and R 2 = 0 in Theorem 16, 5 we obtain a result first discovered by Strassen [39] .
Corollary 17 (Achievable Second-Order Coding Rate for Lossless Source Coding): Define the second-order coding rate for lossless source coding to be
where R X (n, ε) is the minimal rate of almost-lossless compression of source P X at blocklength n with error probability not exceeding ε. Then,
It is well-known that the result in Corollary 17 is tight, i.e., Var(log P X (X))Q −1 (ε) is indeed the second-order coding rate for lossless source coding [11] , [39] , [40] .
We refer to the reader to Appendix I for the proof of Theorem 15 (Appendix J for the proof of Theorem 16). The proof is based on the CS-type bound in (57) and the non-i.i.d. version of the multidimesional Berry-Esséen theorem by Göetze [21] . The proof of the cardinality bounds is provided in Appendix M. The interpretation of this result is clear: From (102) which is the non-degenerate case, we see that the second-order coding rate region for a fixed P U T XY is represented by the set S (V(P U T XY ), ε)/ √ n. Thus, the (n, ε)-optimal rate region converges to the asymptotic WAK region at a rate of O(1/ √ n) which can be predicted by the central limit theorem. More importantly, because our finite blocklength bound in (57) treats both the covering and binning error events jointly, this results in the coupling of the second-order rates through the set S (V(P U T XY ), ε) and hence, the dispersion matrix V(P U T XY ). This shows that the correlation between the entropy and information densities matters in the determination of the second-order coding rate.
More specifically, Theorems 15 and 16 are proved by taking P U n |Y n (u n |y n ) to be equal to P n U |T Y (u n |t n , y n ) for some fixed (time-sharing) sequence t n ∈ T n and some joint distribution P U T XY ∈P(P XY ). If T = ∅, this is essentially using i.i.d. codes. Theorems 15 and 16 also show that |T | can be upper bounded by 5. An alternative to this proof strategy is to use conditionally constant composition codes as was done in Kelly-Wagner [51] to prove their error exponent result. The advantage of this strategy is that it may yield better dispersion matrices because the unconditional dispersion matrix always dominates the conditional dispersion matrix [22, Lemma 62] (in the partial order induced by semi-definiteness). For using 5 In fact, to be precise, we cannot derive Corollary 17 from Theorem 15 because there is the residual term 2 log n n and we cannot set R 2 = 0. However, we can use Corollary 6 with U = ∅ to obtain Corollary 17 easily.
conditionally constant composition codes, we fix a conditional type V Q Y ∈ V n (U; Q Y ) for every marginal type Q Y ∈ P n (Y). Then, codewords are generated uniformly at random from T V Q Y (y n ) if y n ∈ T Q Y . However, it does not appear that this strategy yields improved second-order coding rates compared to using i.i.d. codes as given in Theorems 15 and 16.
We emphasize here that the restriction of the sizes of the alphabets U and T only allows us to only preserve the second-order region defined by the vector J(P U T XY ) and the matrix V(P U T XY ) over all P U T XY ∈P(P XY ). An optimized third-order term in (102) might be dependent on higherorder statistics of the entropy-information density vector j(U, X, Y |T ) and the quantities that define this third-order term are not preserved by the bounds |U| ≤ |Y| + 4 and |T | ≤ 5. This remark is also applicable to the second-order rate regions for WZ and GP in Subsections VI-B and VI-C. However, we note that for lossless source coding [39] or channel coding [22] , [52] , under some regularity conditions, the third-order term is neither dependent on higher-order statistics nor on the alphabet sizes.
To compare our Theorems 15 and 16 to that of Verdú [6] , for a fixed P U XY ∈ P(P XY ), define R V in (n, ε; P U XY ) to be the set of rate pairs that satisfy
for some λ ∈ [0, 1] where the marginal entropy and information dispersions are defined as
respectively. Note that if T = ∅, then V H (X|U ) and V I (U ; Y ) are the diagonal elements of the matrix V(P U T XY ) in (100). It can easily be seen that Verdú's bound on the error probability of the WAK problem (8) yields the following inner bound on R WAK (n, ε).
This "splitting" technique of ε into λε and (1 − λ)ε in (109) and (110) was used by MolavianJazi and Laneman [43] in their work on finite blocklength analysis for the MAC.
In Section VII, we numerically compare the inner bounds for the WAK problem provided in (104), (105) and (113).
Remark 4: From the non-asymptotic bound in Remark 1, we can also show that
whereR in (n, ε) is the set of rate pairs (R 1 , R 2 ) such that
for the covariance matrix
B. Achievable Second-Order Coding Rates for the WZ Problem
In this section, we leverage on the simplified CS-type bound in Corollary 9 to derive an achievable second-order coding rate for the WZ problem. We do so by first finding an inner bound to the (n, ε)-Wyner-Ziv rate-distortion region R WZ (n, ε) defined in (18) . Subsequently we find an upper bound to the (n, ε)-Wyner-Ziv rate-distortion function R WZ (n, ε) defined in (21) . We also show that the (direct part of the) dispersion of lossy source coding found by Ingber-Kochman [25] and Kostina-Verdú [26] can be recovered from the CS-type bound in Corollary 9. This is not unexpected because the lossy source coding (rate-distortion) problem is a special case of the Wyner-Ziv problem where the side-information is absent.
We will again employ the "time-sharing" strategy used in Section VI-A and show that the cardinality of the timesharing alphabet T can be bounded. Note again that in the finite-blocklength setting R WZ (n, ε) does not have to be convex, unlike in the asymptotic setting. For fixed finite sets U and T , letP(P XY ) be the collection of all joint distributions
P U T XYX (u, t, x, y,x) = P XY (x, y)P T (t)P U |Y T (u|y, t) ×PX |U Y T (x|u, y, t).
Further, a pair of P U T XY ∈P(P XY ) and PX |U Y T induces a random variable
where (X t ,X t ) for any t ∈ T has distribution P XX |T =t . In other words, for fixed t ∈ T ,
x|u, y, t). (119)
Definition 13: For a pair (P U T XY , PX |U Y T ) of P U T XY ∈ P(P XY ) and PX |U Y T , the information-density-distortion vector for the WZ problem is defined as
, the expectation of information-density-distortion vector is given by
J(P U T XY , PX |U Y T ) := E[j(U, X, Y,X |T )]
(121)
Observe that the sum of the first two components of (122) resembles the Wyner-Ziv rate-distortion function defined in (43) . As such when stating an achievable (n, ε)-Wyner-Ziv rate-distortion region, we project the first two terms onto an affine subspace representing their sum. See (125) and (126) below.
Definition 14: The information-distortion dipersion matrix for the WZ problem for a pair of P U T XY ∈P(P XY ) and PX |U Y T is defined as
V(P U T XY , PX |U Y T ) := E T Cov(j(U, X, Y,X |T )) . (123)
Definition 15: Let M ∈ R 2×3 be the matrix
ε; P U T XY , PX |U Y T ) to be the set of all rate-distortion pairs (R, D)
satisfying
where J :
= J(P U T XY , PX |U Y T ) and V := V(P U T XY , PX |U Y T ). Else if V(P U T XY , PX |U
Y T ) = 0 3×3 , define R in (n,
ε; P U T XY , PX |U Y T ) to be the set of all rate-distortion pairs (R, D) satisfying
In (125), the matrix M serves project the three-dimensional set J + S (V, ε)/ √ n ⊂ R 3 onto two dimensions by linearly combining the first two mutual information terms to give 
ε). (127)
Furthermore, the union over a pair of P U T XY and PX |U Y T can be restricted to those distributions for which the supports U and T of auxiliary random variables U and T satisfy that
|U| ≤ |X | + 8 and |T | ≤ 9 respectively. 
Remark 5: The assumption that the reproduction channel PX |U T X is stochastic is used to establish bounds on the cardinalities of the auxiliary random variables U and T (see Remark 10). This is because even though the functional representation lemma [1, Appendix A] ensures that the first two entries of j(u, x, y,x|t) in
Theorems 18 and 19 are very similar in spirit to the result on the achievable second-order coding rate for the WAK problem. The marginal contributions from the distortion error event, the packing error event, the covering error event as well as their correlations are all involved in the dispersion matrix V
(P U T XY , PX |U Y T ).
It is worth mentioning why for the inner bound to the second-order region in Theorem 18, we should, in general, employ stochastic reproduction functions PX |U Y T instead of a deterministic ones g : U × Y →X . The reasons are twofold: First, this is to facilitate the bounding of the cardinalities of the auxiliary alphabets U and T in Theorem 18. This is done using variants of the support lemma [1, Appendix A]. See Lemma 37 and 38 in Appendix M. The preservation of the expected distortion Ed(X,X ) requires that PX |U Y T is stochastic. See Theorem 35 in Appendix M. Second, and more importantly, it is not a priori clear without a converse (outer) bound on R WZ (n, ε) that the second-order inner bound we have in (127) cannot be enlarged via the use of a stochastic reproduction function PX |U Y T . The same observation holds verbatim for the GP problem where we use P X |U S instead of a deterministic encoding function from U × S to X .
At this juncture, it is natural to wonder whether we are able to recover the dispersion for lossy source coding [25] , [26] as a special case of Theorem 19 (like Corollary 17 is a special case of Theorem 16). This does not seem straightforward because of the distortion error event in (67). However, we can start from the CS-type bound in (67), set Y = ∅, U =X and use the method of types [28] or the notion of the D-tilted information [26] to obtain the specialization for the direct part. Before stating the result, we define a few quantities. Let the rate-distortion function of the source X ∼ Q ∈ P(X ) be denoted as
where
where the expectation is with respect to the unconditional distribution ofX * , the output distribution that optimizes the rate-distortion function in (129) and
Theorem 20 (Achievable Second-Order Coding Rate for Lossy Source Coding): Define the second-order coding rate for lossy source coding to be
where R X (n, ε; D) is the minimal rate of compression of source X ∼ P X up to distortion D at blocklength n and probability of excess distortion not exceeding ε. We have
Two proofs of Theorem 20 are provided in Appendix L, one based on the method of types and the other based on the
D-tilted information in (130). For the former proof based on the method of types, we need to assume that Q → R(Q, D)
is differentiable in a small neighborhood of P X and P X is supported on a finite set. For the second proof, X can be an abstract alphabet. Note that
We remark that for discrete memoryless sources, the D-tilted information j (x, D) coincides with the derivative of the rate-distortion function with respect to the source [25] 
C. Achievable Second-Order Coding Rates for the GP Problem
We conclude this section by stating and achievable secondorder coding rate for the GP problem by presenting a lower bound to the (n, ε, )-capacity C GP (n, ε, ) defined in (37) . As in the previous two subsections, we start with definitions. For two finite sets U and T , defineP(W, P S ) to be the collection of all P U T S XY ∈ P(U ×T ×S×X ×Y) such that the
S-marginal of P U T S XY is P S , P Y |X S = W , U − (X, S, T ) − Y forms a Markov chain and T is independent of S. Note that P U T S XY does not necessarily have to satisfy the cost constraint in (45).
In addition, to facilitate the time-sharing for the cost function, we define
where X t for any t ∈ T has distribution P X |T =t .
Definition 16: The information-density-cost vector for the GP problem for P U T S XY ∈P(W, P S ) is defined as j(U, S, X, Y |T
], the expectation of this vector with respect to P U T S XY is the vector of mutual informations and the negative cost, i.e.,
J(P U T S XY
Definition 17: The information-dispersion matrix for the GP problem for P U T S XY ∈P(W, P S ) is defined as
(138) Definition 18: Let M be the matrix defined in (124). If V(P U T S XY ) = 0 3×3 , define the set R in (n, ε; P U T S XY ) to be the set of all rate-cost pairs (R, ) satisfying
= J(P U T S XY ) and V := V(P U T S XY ). Else if
V(P U T XY , g) = 0 3×3 , define R in (n,
ε; P U T S XY ) to be the set of all rate-cost pairs (R, ) satisfying
By leveraging on our finite blocklength CS-type bound for the GP problem in (71), we obtain the following:
Theorem 21 (Inner Bound to the (n, ε)-GP Capacity-Cost Region): For every 0 < ε < 1 and all n sufficiently large, the (n, ε)-GP capacity-cost region C GP (n, ε) satisfies P U T S XY ∈P(W,P S )
R in (n, ε; P U T S XY ) ⊂ C GP (n, ε).
(141)
Furthermore, the union over P U T S XY can be restricted to those distributions for which the supports U and T of auxiliary random variables U and T satisfy that |U| ≤ |S||X | + 6 and |T | ≤ 9 respectively.
The assumption that the encoding function P X |U S is stochastic appears to be necessary for establishing bounds on |U| and |T |. See Remark 5. By projecting onto the first dimension (the rate) for a fixed cost ≥ 0, we obtain:
Theorem 22 (Lower Bound to the (n, ε)-GP Capacity): For every 0 < ε < 1 and all n sufficiently large, the (n, ε)-GP capacity-cost function C GP (n, ε, ) satisfies
The proof of Theorem 21 parallels that for the WZ case in Theorem 18 so it is omitted for brevity. The matrix M serves to project the first two components of each element in the set J + S (V, ε)/ √ n onto one dimension. Indeed, for a fixed P U T S XY ∈P(W, P S ), the first two components read I (U ; Y |T ) − I (U ; S|T ) which, if T = ∅ and the random variables (U, S, X, Y ) are capacity-achieving, reduces to the GP formula in (46) . Hence, the set MS (V, ε)/ √ n ⊂ R quantifies all possible backoffs from the asymptotic GP capacity-cost region C GP (defined in (36)) at blocklength n and average error probability ε based on our CS-type finite blocklength bound for the GP problem in (71). The bound in (142) is clearly much tighter than the one provided in [10] which is based on the use of Wyner's PBL and Markov lemma.
Now by setting S = T = ∅, U = X and = ∞ in Theorem 22, we recover the direct part of the second-order coding rate for channel coding without cost constraints [12] , [22] , [39] .
Corollary 23 (Achievable Second-Order Coding Rate for Channel Coding): Fix a non-exotic [22] discrete memoryless channel W : X → Y with channel capacity C(W ) = max P X I (X; Y ). Define the second-order coding rate for channel coding to be
where C W (n, ) is the maximal rate of transmission over the channel W at blocklength n and average error probability ε. Then,
where (X * , Y * ) ∼ P X * × W and the minimization is over all capacity-achieving input distributions. The bound in (144) is has long been known to be an equality [39] . Note that the unconditional dispersion in (144) Var log
coincides with the conditional dispersion [22] since it is being evaluated at a capacityachieving input distribution. As such, the converse can be proved using the meta-converse in [22] or an modification of the Verdú-Han converse [7, Lemma 3.2.2] with an judiciously chosen output distribution as was done in [12] . In fact, we can also derive a generalization of Corollary 23 with cost constraints incorporated [12, Th. 3] using similar techniques as in the proof of Theorem 20. Namely, we use a uniform distribution over a particular type class (constant composition codes) as the input distribution. The type is chosen to be close to the optimal input distribution (assuming it is unique).
VII. NUMERICAL EXAMPLES
A. Numerical Example for WAK Problem
In this section, we use an example to illustrate the inner bound on (n, ε)-optimal rate region for the WAK problem obtained in Theorem 15. We neglect the small O log n n term.
The source is taken to be a discrete symmetric binary source DSBS(α), i.e.,
In this case, the optimal rate region reduces to
where h(·) is the binary entropy function and β * α := β(1 − α) + (1 − β)α is the binary convolution. The above region is attained by setting the backward test channel from U to Y to be a BSC with some crossover probability β. All the elements in the entropy-information dispersion matrix V(β) can be evaluated in closed form in terms of β. Define
In Fig. 5 , we plot the secondorder regioñ
The first-order region R * WAK and the second-order region with simple time-sharing (|T | = 2) are also shown for comparison. More precisely, the simple time-sharing is between β = 0 and β = 1/2. As expected, as the block length increases, the (n, ε)-optimal rate region tends to the first-order one. Interestingly, at small block length, time-sharing makes the second-order (n, ε)-optimal rate region in (147) larger compared to that without time-sharing. Especially, the simple time-sharing is better thanR in (n, ε) for n = 500 because the rank of the entropy-information dispersion matrix λV(0) + (1 − λ)V(1/2) for 0 < λ ≤ 1 is one. 6 We also consider the regionR V in (n, ε) which is the analogue ofR in (n, ε) but derived from Verdú's bound in (8) . In Fig. 6 , we compare the second-order coefficients, namely that derived from our bound S (V(β), ε) and
Note that the difference between the two regions is quite small even for ε = 0.5. This is because, for this example, the covariance of the entropy-and information-density (off-diagonal in the dispersion matrix) is negative so the difference between Pr(Z 1 ≥ z 1 or Z 2 ≥ z 2 ) and Pr(Z 1 ≥ z 1 ) + Pr(Z 2 ≥ z 2 ) is small. In this case, the 2-dimensional Gaussian Z ∼ N (0, V(β)) has a negative covariance and hence the probability mass in the first and third quadrants are small. Hence, the union bound is not very loose in this case.
Next, we consider the binary joint source given by P X |Y (1|0) = P X |Y (0|1) = α and P Y (0) = p ≤ 1 2 , which is a generalization of (145). This example was investigated in [53] , and the optimal rate region reduces to
The above region is attained by setting the backward test channel from U to Y to be BSC with some crossover probability 0 ≤ β ≤ p. All the elements in the entropy-information dispersion matrix V(β) can be evaluated in closed form in terms of β. Define J(β) := [h(β * α), h( p)−h(β)] T . In Fig. 7 , we plot the second-order regioñ
For comparison, we also plot the second-order region derived from Remark 4. Around the corner point defined by the T , we find that the bound from Remark 4 is tighter than that given by (150).
entropies [H (X|Y ), H (Y )] T = [h(β), h( p)]
B. Numerical Example for GP Problem
In this section, we use an example to illustrate the inner bound on (n, ε)-optimal rate for the GP problem obtained in Theorem 21. We do not consider cost constraints here, i.e., = ∞. We also neglect the small O log n n term. We consider the memory with stuck-at faults example [54] (see also [1, Example 7.3] ). The state S = 0 correspond to a faculty memory cell that output 0 independent of the input value, the state S = 1 corresponds to a faculty memory cell that outputs 1 independent of the input value, and the state S = 2 corresponds to a binary symmetric channel with crossover probability α. The probabilities of these states are p 2 , p 2 , and 1 − p respectively. It is known [54] that the capacity is
The above capacity is attained by setting U = {0, 1} and
, and X = U . All the elements in the information dispersion matrix V can be evaluated in closed form. In Fig. 8 , we plot the second-order capacitỹ
For comparison, let us consider the case in which the decoder, instead of the encoder, can access the state S. In this case, we can regard X as the channel input and (S, Y ) as the channel output. It is known [54] that the capacity C(W ) of this channel is the same as (151). The dispersion V can be evaluated in closed form by appealing to the law of total variance [55] . In Fig. 8 , we also plot the second order capacitỹ
From the figure, we can find that the lower bound R GP (n, ε; p, α) on the GP (n, ε)-optimal rate is smaller than the (n, ε)-optimal rate with decoder side-information though the first order rates coincide.
VIII. CONCLUSION AND FURTHER WORK
A. Summary
In this paper, we proved new non-asymptotic bounds on the error probability for side-information coding problems, including the WAK, WZ and GP problems. These bounds then yield known general formulas as simple corollaries. In addition, we used these bounds to provide achievable second-order coding rates for these three side-information problems. We argued that when evaluated using i.i.d. test channels, the second-order rates evaluated using our nonasymptotic bounds are the best known in the literature including [6] .
B. Further Work on Non-Asymptotic and Second-Order Achievability Bounds
Other challenging problems involving the derivation of non-asymptotic achievability bounds for multi-terminal problems include the Heegard-Berger [1, Sec. 11.4] problem, multiple description coding [1, Ch. 13], Marton's inner bound for the broadcast channel [1, Th. 8.3] , and hypothesis testing with multi-terminal data compression [56] . Achievable second-order coding rate regions for some of these problems have been derived independently and concurrently by Yassaee-Aref-Gohari [35] , [38] using a completely different technique as discussed in the Introduction but it may be interesting to verify if the technique contained in this paper can be adapted to the above-mentioned coding problems.
C. Further Work on Non-Asymptotic and Second-Order Converse Bounds
A natural question that arises from this work is whether one can derive non-asymptotic converse bounds that, when suitably specialized, coincide with the secondorder achievability bounds in Section VI. Apart from the Slepian-Wolf problem [23] , [44] and the Gaussian MAC with degraded message sets [57] , this has not been done for other problems in network information theory. Because second-order converse bounds imply the strong converse, it appears that first establishing a strong converse provides intuition for establishing non-asymptotic converse bounds that are tight in the second-order sense after asymptotic evaluation.
To the best of the authors' knowledge, there are only three approaches that may be used to obtain second-order converses for network problems whose first-order (capacity region) characterization involve auxiliary random variables. The first is the information spectrum method. For example [58, Lemma 2] provides a non-asymptotic converse bound for the asymmetric broadcast channel. However, the evaluation is not efficiently computable for large (or even moderate) n as one has to perform an exhaustive search over the space of all n-letter auxiliary random variables (or equivalently n-letter joint distributions). The second is the entropy and image size characterization technique [29] based on the blowing-up lemma [28, Ch. 5] . This has been used to prove the strong converse for the WAK problem [29] and the GP problem [31] . However, the use of the blowing-up approach to obtain second-order converse bounds is not straightforward. The third method involves a non-standard change-of-measure argument and was used in the work of Kelly and Wagner [51, Th. 2] to prove an upper bound on the error exponent for WAK coding. Again, it does not appear, at first glance, that this argument is amenable to second-order analysis.
APPENDIX A PROOF OF PROPOSITION 1 (EXPURGATED CODE)
Proof: Let x 0 ∈ X be a prescribed constant satisfying g(x 0 ) ≤ , and let P * X be the distribution such that
Then, it is obvious thatP X T GP g ( ) = 1. We also havẽ
as desired.
APPENDIX B CHANNEL RESOLVABILITY
In this appendix, we review notations and known results for channel resolvability [7, Ch. 6] , [13] , [14] , [17] .
As a start, we first review the properties of the variational distance. Let P (U) be the set of all sub-normalized nonnegative functions (not necessarily probability distribution unless otherwise stated) on a finite set U. Note that if P ∈ P (U) is normalized then P ∈ P(U), i.e., P is a distribution on U. For P, Q ∈ P (U), we define the variational distance (divided by 2) as
For two sets U and Z, let P (Z|U) be the set of all subnormalized non-negative functions indexed by u ∈ U. When W ∈ P (Z|U) is normalized, it is a channel. In this section, we denote the joint distribution induced by P ∈ P(U) and W ∈ P (Z|U) as PW ∈ P (U ×Z). The following properties are useful in the proof of theorems. Since the proofs are almost the same as well known properties of the variational distance for normalized distributions, we omit the proofs.
Lemma 24: The variational distance satisfies the following properties.
1) The monotonicity with respect to marginalization:
Then,
2) The data-processing inequality: For P, Q ∈ P (U) and W ∈ P (Z|U),
In particular, when W ∈ P(Z|U), the equality holds in (164). 3) For a distribution P ∈ P(U), a sub-normalized measure Q ∈ P (U), and any subset ⊂ U,
(165) Remark 6: Combining (163) for V = W and (164), we have
Although the above inequality is usually referred as the data-processing inequality, we will use (164) in the proofs of non-asymptotic bounds. Next, we introduce the concept of smoothing of a distribution [59] . For a distribution P ∈ P(U) and a subset T ⊂ U, a smoothed sub-normalized functionP of P is derived bȳ
Note that the distance between the original distribution and a smoothed one is
Similarly, for a channel W : U → Z and a subset T ⊂ U × Z, a smoothed oneW ∈ P (Z|U) is derived bȳ
and it satisfies
where PW ∈ P(U × Z) is the joint distribution induced by P and W . Now, we consider the problem of channel resolvability. Let a channel P Z |U : U → Z and an input distribution P U be given. We would like to approximate the output distribution
by using P Z |U and as small an amount of randomness as possible. This is done by means of a designing a deterministic map from a finite set I to a codebook C = {u i } i∈I ⊂ U. For a given resolvability code C, let
be the simulated output distribution. The approximation error is evaluated by the distance d(PZ , P Z ). We consider using the random coding technique as follows. We randomly and independently generate codewords u 1 , u 2 , . . . , u |I| according to P U . To derive an upper bound on the averaged approximation error E C d(PZ , P Z ) , it is convenient to consider a smoothing operation defined as follows. For the set
Moreover, for fixed resolvability code C = {u 1 , . . . , u |I| }, let
Then, we have the following lemma known as soft covering, which is an improvement of [14, Lemma 2] . Lemma 25 [17, Corollary 7.2] : For any γ c ≥ 0, we have 
APPENDIX C SIMULATION OF TEST CHANNEL
In this appendix, we develop two lemmas which form crucial components of the proof of all CS-type bounds. To do this, we consider the problem related to channel simulation [15] [16] [17] , [60] , [61] . Roughly speaking, the problem is described as follows. For a given message set L and a code C = {u 1 , . . . , u |L| }, our goal is to construct a stochastic map ϕ : Z → L such that the joint distribution PL Z of (ϕ(Z ), Z ) is indistinguishable from P LZ , where P LZ is the joint distribution such that u L is sent over the channel P Z |U for the uniform random number L on L. This is done by the argument of the likelihood encoder [17] (see also [62] ). However, we need to modify the argument in [17] since our goal is, in fact, to approximate a smoothed version of P LZ . We will use notations introduced in Appendix B.
Remark 8: In the earlier version of this paper [63] , we were considering exactly the problem of channel simulation, where we simulate the joint distribution P U Z by the aid of the common randomness. However, simulating the marginal P U is unnecessary to derive bounds on WAK, WZ, and GP problems. Thus, we consider approximation of P LZ in this paper, which enables us to remove a residual term in [63] that stems from the use of the common randomness.
To construct a stochastic map from Z to L, we first consider the channel resolvability code as follows. Let us generate a codebook C = {u 1 , . . . , u |L| }, where each codeword u l is randomly and independently generated from P U , which is the marginal of P U Z . Let L be the uniform random numbers on L. Moreover, letP Z |U be a smoothed version of P Z |U defined in (174). Then, C, L, andP Z |U induce the sub-normalized measureP
MarginalPZ is also induced as
Now, we define a stochastic map
LetL be the output of the stochastic map ϕ C for the input Z . Then, the joint distribution ofL and Z is given by
We also introduce a smoothed version of PL Z as follows:
whereP Z is the marginal ofP U Z := P UPZ |U ; i.e.P Z (z) := u P U (u)P Z |U (z|u). Now, we prove two lemmas which can be used to evaluate the performance of the approximation ofP LZ . 7 WhenPZ (z) = 0, we define ϕ C (l|z) arbitrarily.
Lemma 26: We have
(182) Proof: By the triangular inequality, we have
Further, we can bound the first term of the right hand side of the above inequality as
where (185) follows the data-processing inequality (164), (186) follows from the monotonicity property in (163), and (187) follows from (170).
Lemma 27:
We have
Proof: By noting that the definition of ϕ C in (179) implies
Then, by taking the expectation with respect to the codebook C and by invoking Lemma 25, we have the desired bound.
APPENDIX D PROOF OF THE FIRST NON-ASYMPTOTIC BOUND FOR WAK IN THEOREM 5
A. Code Construction
We construct a WAK code by using the stochastic map introduced in Appendix C. Let Z = Y and Z = Y , that is, let P U Z = P U Y , where P U Y is the marginal of the given distribution P U XY ∈ P(P XY ). Also letZ =Ỹ per (172). It should be noted here that, in this case, (51) . Now, let us consider the stochastic map ϕ C constructed from the smoothed measureP LỸ (cf. (179)).
By using ϕ C , we construct a WAK code as follows. The main encoder uses a random bin coding f : X → M. The helper uses the stochastic map ϕ C : Y → L. That is, when the side information is y ∈ Y, the helper generates l ∈ L according to ϕ C ( · |y) and sends l to the decoder. For given m ∈ M and l ∈ L, the decoder outputs the uniquex ∈ X such that f (x) = m and
If no such uniquex exists, or if there is more than one suchx, then a decoding error is declared.
B. Analysis of Error Probability
LetL be the random index chosen by the helper via the stochastic map ϕ C ( · |Y ). Note that the joint distribution of L and Y is given as follows; cf. (180)
and then, the joint distribution ofL, Y and X is given as
The smoothed versionsPL Y andPL XY are given by substituting P Y in (192) withP Y ; cf. (181). If the decoding error occurs, at least one of the following events occurs:
Hence, the error probability averaged over random coding f and the random codebook C can be bounded as
Then, for fixed f and C, we have
where (197) follows from (165) forP L XỸ =P LỸ P X |Y in the role of Q, and (199) follows from the data-processing inequality (164). By taking average over C, the first term in (201) is given by
the third term in (201) is given by
and the fourth term in (201) is upper bounded as
where we used Lemma 26 and Lemma 27. Furthermore, by taking average over f and C, the second term in (201) is upper bounded as
where we used the fact 
Consequently, there exists at least one code ( f, C) such that P e ( ) is smaller than the right-hand-side of the inequality above. This completes the proof of Theorem 5.
APPENDIX E PROOF OF THE SECOND NON-ASYMPTOTIC BOUND FOR WAK IN THEOREM 7
To prove Theorem 7, we modify the proof of Theorem 5 as follows. Since the analysis of error can be done in a similar manner as Appendix D, we only show the code construction.
First, we use J = {1, . . . , J } instead of L in the construction of ϕ C , where J is the given integer. Then, the helper and the decoder are modified as follows. The helper first uses the stochastic map ϕ C : Y → J . That is, it generates j ∈ J according to ϕ C ( · |y) when the side information is y ∈ Y. Then, the helper sends j by using random bin coding κ : J → L. This means that to every j ∈ J , it independently and uniformly assigns a random index l ∈ L. For given m ∈ M and l ∈ L, the decoder outputs the uniquex ∈ X such that f (x) = m and
for some j ∈ J satisfying κ( j ) = l. If no such uniquex exists, or if there is more than one suchx, then a decoding error is declared.
APPENDIX F PROOF OF THE NON-ASYMPTOTIC BOUND FOR WZ IN THEOREM 8
A. Code Construction
Similar to WAK coding in the previous two sections, we use the stochastic map introduced in Appendix C. Also, the proof is rather similar to the WAK one so we just highlight the key steps, pointing the reader to various points of Appendix D for the details of the calculations.
In WZ coding, let Z = X and P U Z = P U X . Also letZ =X per (172). Note that T c (γ c ) defined in (173) is equivalent to T WZ c (γ c ) defined in (62) . Now, let us consider the stochastic map ϕ C defined in (179).
By using ϕ C , we construct a WZ code as follows. The encoder first uses the stochastic map ϕ C : X → L. That is, it generates l ∈ L according to ϕ C ( · |x) when the source output is x ∈ X . Then, the encoder sends l by using random bin coding κ : L → M. This means that to every l ∈ L, it independently and uniformly assigns a random index m ∈ M. For given m ∈ M, y ∈ Y, the decoder finds the unique index l ∈ L such that κ(l) = m and 
B. Analysis of Probability of Excess Distortion
LetL be the random index chosen by the encoder via the stochastic map ϕ C ( · |X). Note that the joint distribution of L, X is given as follows; cf. (180)
Next, the joint distribution ofL, X, Y,X is given as
The smoothed versionsPL X andPL XYX are given by substituting P X in (216) withP X ; cf. (181).
If the distortion exceeds D, at least one of the following events occurs:
Hence, the probability of excess distortion averaged over the random coding κ and the random codebook C can be bounded as
At first, we evaluate the first term in (222). For fixed C,
where (223) follows from (165), (224) follows from the same reasoning that led to (199) and (225) from the same reasoning that led to (201).
By the same reasoning that led to (203) for the WAK problem, the expectation of the first term in (225) can be expressed as
227) By the same reasoning that led to (205) for the WAK problem, the expectation of the second term in (225) can be evaluated as
Similarly to (206) for the WAK problem, the expectation of the third term in (225) can be bounded as
Now we bound the final term in (222) using steps similar to the ones leading to (211) for the WAK problem. We have
By uniting (222), (225), (227), (228), (229) and (234), we obtain the final bound
This implies there is a deterministic code whose probability of excess distortion is no greater than the right-hand-side of (235). This completes the proof of Theorem 8.
APPENDIX G PROOF OF THE NON-ASYMPTOTIC BOUND FOR GP IN THEOREM 10
Since the analysis of error probability can be done in an almost similar manner as those of WAK and WZ, we only show the code construction for GP.
A. Code Construction
As in WAK, we use the stochastic map introduced in Appendix C. In GP coding, let Z = S and P U Z = P U S . Note that that, T c (γ c ) defined in (173) is equivalent to T GP c (γ c ) defined in (69) in this case.
For GP coding, we construct |M| stochastic maps. Each stochastic map corresponds to a message in M. For each message m ∈ M, generate a codebook
By using {ϕ C (m) } m∈M , we construct a GP code as follows. Given the message m ∈ M and the channel state s ∈ S, the encoder first generates l ∈ L according to ϕ C (m) ( · |s). Then, the encoder generates x ∈ X according to P X |U S ( · |u
and inputs x into the channel. If the randomly generated x results in g(x) > (i.e., the channel input does not satisfy the cost constraint), declare an cost-constraint violation error. 8 Given the channel output y ∈ Y, the decoder finds the unique indexm ∈ M such that
for some l ∈ L. If there is no unique indexm ∈ M or more than one, declare a decoding error. This is a Feinstein-like decoder [7] for average probability of error. If no such uniquê m exists, or if there exists more than one suchm, then a decoding error is declared.
APPENDIX H PRELIMINARIES FOR PROOFS OF THE SECOND-ORDER CODING RATE
In this appendix, we provide some technical results that will be used in Appendices I and K. More specifically, we will use the following multidimensional Berry-Esséen theorem and its corollary.
Theorem 28 (Göetze [21] ): Let U 1 , . . . , U n be independent random vectors in R k with zero mean. Let
. Let the standard Gaussian random vector Z ∼ N (0, I) . Then, for all n ∈ N, we have
where C k is the family of all convex, Borel measurable subsets of R k , and where C k is a constant that depends on the dimension k. It should be noted that Theorem 28 can be applied for random vectors that are independent but not necessarily identical.
We will frequently encounter random vectors with non-identity covariance matrices. Thus, we slightly modify Theorem 28 in a similar manner as [23, Corollary 7] as follows.
Corollary 29: Let U 1 , . . . , U n be independent random vectors in R k with zero mean. Let Proof: It suffices to show the inclusion R in (n, ε;
We first consider the case such that
We fix a time-sharing sequence t n ∈ T n with type P t n ∈ P n (T ) such that
for every t ∈ T [42] . Then, we consider the test channel given by P U n |Y n (u n |y n ) = P n U |T Y (u n |t n , y n ), and we use Corollary 6 for P U n X n Y n = P n XY P U n |Y n by setting γ b = log |M n | − log n, γ c = log |L n | − log n, and δ = 1 n . Then, there exists a WAK code n such that
By using Corollary 29 to the first term of (242), we have
for sufficiently large n, where (244) follows from the Taylor's approximation, and (245) follows from (239). Next, we consider the case with V is singular but not 0. In this case, we cannot apply Corollary 29 because λ min (V) = 0. Since rank(V) = 1, we can write V = vv T by using the vector v.
Then we can write A i = vB i by using the scalar independent random variables {B i } n i=1 . Thus, by using the ordinary Berry-Esséen theorem [64, Ch. 16] for {B i } n i=1 , we can derive (245).
Finally, we consider the case where V = 0. In this case, by settingz = 0 in (242), we can find that the right hand side converges to 1.
For the bounds on the cardinalities of auxiliary random variables, see Appendix M.
APPENDIX J ACHIEVABILITY PROOF OF THE SECOND-ORDER CODING RATE FOR WAK IN THEOREM 16
Proof: We only provide a sketch of the proof because most of the steps are the same as Appendix I. The only modification is that we use Theorem 7 instead of Corollary 6 by setting
APPENDIX K ACHIEVABILITY PROOF OF THE SECOND-ORDER CODING RATE FOR WZ IN THEOREM 18
Proof: It suffices to show the inclusion
We assume that V = V(P U T XY , PX |U Y T ) 0, since the case where V is singular can be handled in a similar manner as Appendix I (see also [23 
for some positive integer L n . We fix a sequence t n ∈ T n satisfying (240) for every t ∈ T . Then, we consider the test channel given by P U n |X n (u n |x n ) = P n U |T X (u n |t n , x n ) and the reproduction channel given by PX n |U n Y n (x n |u n , y n ) = P n X |U Y T (x n |u n , y n , t n ). Then, Corollary 9 for P U n X n Y nX n = P n XY P U n |X n PX n |U n Y n with γ p = log L n |M n | + log n, γ c = log L n − log n, and δ = 1 n shows that there exists a WZ code such that
Now the rest of the proof proceeds by using the multidimensional Berry-Esséen theorem as in (243) We slightly modify a special case of Corollary 9 as follows, which will be used in both Appendices L-A and L-B.
Corollary 30: For arbitrary distribution QX ∈ P(X ), and for arbitrary constants γ c , ν ≥ 0 and δ,δ > 0, there exists a lossy source code with probability of excess distortion satisfying
Proof: As a special case of Corollary 9, we have
where we set γ p = 0 and L =δ|M|. We can further upper bound the first term of (250) as
This completes the proof. , D) . Let ε be given probability and let R be any quantity chosen such that
. Then, as n grows,
Note that the quantity j (x, D) has an alternative representation as the derivative of Q → R(Q, D) with respect to Q(x) evaluated at P X (x); cf. (134).
We also use the following lemma, which is a consequence of the argument right after [65, Th. 1].
Lemma 32: For a type q ∈ P n (X ), suppose that
and
where τ is a constant depending on C, |X |, |X |, and D max . Using Lemmas 31 and 32, we prove Theorem 20.
Proof: We construct a test channel PX n |X n as follows. For a fixed constantτ > 0, we set
Since we assumed that R(P X , D) is differentiable w.r.t. D at P X , the derivative is bounded over any small enough neighbourhood of P X . In particular, it is bounded by some constant C over n for sufficiently large n. For each q ∈ n , we choose test channel V q ∈ V n (Y; q) satisfying the statement of Lemma 32. Then, we define the test channel
for x n satisfying P x n ∈ n , and otherwise we define PX n |X n (x n |x n ) arbitrarily as long as the channel only outputŝ
Then, letP n q ∈ P(X n ) be the uniform distribution on T P q . Furthermore, let QX n ∈ P(X n ) be the distribution given by
We now use Corollary 30 for P X = P n X , PX |X = PX n |X n , and QX = QX n . Then, by noting that
never occurs for the test channel PX n |X n , we have
where we set γ c =γ n,δ = δ = 1 n , and ν = log n. Furthermore, by noting that
for any q ∈ n , we have
where (271) follows from [25, Lemma 2] and (272) follows from (268) and the fact that
Furthermore, we also have
Thus, for μ n = O log n n , we have
Thus, by settingγ = R(P X , D) + R,
and by using Lemma 31 (with g n = O log n √ n being the residual terms in (278)), we have
for sufficiently large n, which implies the statement of the theorem.
B. Proof Based on the D-Tilted Information
be the D-sphere, and let PX be the output distribution of the optimal test channel of
To prove Theorem 20 by the D-tilted information, we use the following lemma. Lemma 33 [26, Lemma 2] : Under some regularity conditions, which are explicitly given in [26, Lemma 2] and satisfied by discrete memoryless sources, there exists constants n 0 , c, K > 0 such that
for all n ≥ n 0 , where C > 0 is a constant given by [26, eq. (86) ]. Proof: We construct test channel PX n |X n as
We now use Corollary 30 for P X = P n X , PX |X = PX n |X n , QX = P n X , γ c =γ n,δ = δ = 1 n and ν = log n. Then, by noting that d n (x n ,x n ) > D never occur for the test channel PX n |X n , we have P e ( n ; D)
where (288) follows from Lemma 33. Thus, by setting γ = 1 n log |M n | − 2 log n n and by applying the Berry-Esséen theorem [64] , we have (279) for sufficiently large n, which implies the statement of the theorem.
APPENDIX M CARDINALITY BOUND FOR SECOND-ORDER CODING THEOREMS
The following three theorems allow us to restrict the cardinalities of auxiliary random variables in second-order coding theorems. 
that (i) S × X × Y-marginal of P U T S XY is P S XY , (ii) U − (X, S, T ) − Y forms a Markov chain, (iii) T is independent of S, and (iv) P U T S XY preserves J and V, i.e.,
J(P U T S XY ) = J(P U T S XY )
(293)
V(P U T S XY ) = V(P U T S XY ).
(294) We can prove all of the three theorems in the same manner. Because the proof for Wyner-Ziv problem is most complicated, we prove Theorem 35 in M-A, and then, give proof sketches for Theorems 34 and 36 in M-B.
A. Proof of Cardinality Bound for WZ Problem
To prove Theorem 35, we use variations of the support lemma. Note that we can identify P(X ) × P(X |Y) with a connected compact subset of |X ||X ||Y|-dimensional Euclidean space. Hence, as a consequence of the Fenchel-Eggleston-Carathéodory theorem (see [1, Appendix A]), we have the following lemma.
Lemma 37: Let f j ( j = 1, 2, . . . , k) be real-valued continuous functions on P(X ) × P(X |Y). Then, for any P U ∈ P(U) and any collection {(P X |U (·|u), PX |Y U (·|·, u)) : u ∈ U} ⊂ P(X ) × P(X |Y), there exist a distribution P U ∈ P(U ) with |U | ≤ k and a collection {(P X |U (·|u ), PX |Y U (·|·, u )) : u ∈ U } ⊂ P(X )×P(X |Y) such that for j = 1, 2, . . . , k, 
. , k) be real-valued continuous functions on P(U|X ) × P(X |U × Y).
Then, for any P T ∈ P(T ) and any collection {(P U |X T (·|·, t), PX |U Y T (·|·, ·, t)) : t ∈ T } ⊂ P(U|X ) × P(X |U × Y), there exist a distribution P T ∈ P(T ) with |T | ≤ k and a collection {(P U |X T (·|·, t ), PX |U Y T (·|·, ·, t )) : t ∈ T } ⊂ P(U|X ) × P(X |U × Y) such that for j = 1, 2, . . . , k, 
Fix t ∈ T . Then, Lemma 37 guarantees that there exist P U |T (·|t) ∈ P(U ) with |U | ≤ |X | + 8 and a collection {(P X |U T (·|u , t), PX |Y U T (·|·, u , t) ) : u ∈ U } ⊂ P(X ) × P(X |Y) such that for all j = 1, 2, . . . , |X | + 8, u∈U f j P X |U T (·|u, t), PX |Y U T (·|·, u, t) P U |T (u|t) = u ∈U f j P X |U T (·|u , t), PX |Y U T (·|·, u , t) P U |T (u |t).
(307) Now, we have P U |T , P X |U T , PX |Y U T satisfying (307) for each t ∈ T . Let U , T, X , Y ,X be random variables induced by P U |T , P X |U T , PX |Y U T , and P Y |X , P T , i.e., for each (u , t, x, y,x) ∈ U × T × X × Y ×X ,
P U T X Y X (u , t, x, y,x) := P T (t)P U |T (u |t)P X |U T (x|u , t)P Y |X (y|x) ×PX |Y U T (x|y, u , t).
Observe that U − (T , Y ) − X forms a Markov chain and that T is independent of (X , Y 
Cov log
·|u, t), PX |Y U T (·|·, u, t))P U |T (u|t)
Thus, equations (307) and (310)-(317) guarantee that a pair P U XYX |T =t preserves all components of J and V for each t ∈ T . By taking the average with respect to T , we can show that the pair (P U T XY , PX |U Y T ) satisfies the all conditions of the theorem except the cardinality of T .
2) Bound on |T |: Fix P U T XYX ∈P(P XY ) and PX |U Y T . By the first part of the proof, we can assume that U = U and |U| = |U | ≤ |X | + 8. Let us consider the following 9 functions on P(U × X × Y ×X ): 
and a function F : P(U|X ) × P(X |U × Y) → P(U × X × Y ×X ) such as P U XYX = F(P U |X , PX |U Y ) satisfies P U XYX (u, x, y,x) = P XY (x, y)P U |X (u|x)PX |Y U (x|y, u).
Then, by applying Lemma 38 to f j (·) := F j (F(·)) ( j = 1, 2, . . . , 9), we have P T ∈ P(T ) with |T | ≤ 9 and {(P U |X T (·|·, t ), PX |U Y T (·|·, ·, t )) : t ∈ T } ⊂ P(U|X ) × P(X |U × Y) satisfying (296). By P T , (P U |X T , PX |U Y T ) and P XY , let us define P U T X Y X = P U T XYX as P U T XYX (u , t , x, y,x ) = P XY (x, y)P T (t)P U |X T (u |x, t )PX |U Y T (x |u , y, t ).
We can verify that the pair (P U T XY , PX |U Y T ) derived from P U T XYX satisfies the conditions of the theorem.
B. Proof Sketches of Cardinality Bounds for WAK and GP Problems
Proof of Theorem 34: We fix t ∈ T and then consider the following |Y|+4 quantities: |Y| − 1 elements P Y (y) (y = 1, 2, . . . , |Y| − 1) of P Y , the conditional entropy H (X|U, T = t), the mutual information I (U ; Y |T = t), two variances on the diagonals of Cov(j(U, X, Y |t)), and the covariance in the upper part of Cov(j(U, X, Y |t)). Then, in the same manner as the first part of the proof for Wyner-Ziv problem, we can choose a random variable U ∼ P U |T =t ∈ P(U) with |U | ≤ |Y|+4 which preserves the marginal distribution P XY |T =t , E[j(U, X, Y |t)], and Cov(j(U, X, Y |t)). By taking the average with respect to T , we can show that U satisfies the conditions of the theorem. Further, in the same way as the second part of the proof for Wyner-Ziv problem, we can show that T with |T | ≤ 5 preserves the following five quantities: two elements of J, two variances along the diagonals of V, and the covariance in the upper part of V.
Proof of Theorem 36: We fix t ∈ T and then consider the following |S||X | + 6 quantities: |S||X | − 1 elements P S X (s, x) of P S X , two mutual informations I (U ; Y |t), I (U ; S|t), two variances Var(log P Y |U T (Y |U, t)/P Y |T (Y |t)), Var(− log P S|U T (S|U, t)/P S (S)), and three covariances in the strict upper triangular part of Cov(j(U, S, X, Y |t)). Note that, if the marginal distribution P S XY |T =t is preserved then the average E[g(X T )|T = t] and the variance Var(g(X T )|T = t) of g(X T ) with respect to the distribution P X |T =t is automatically preserved. Hence, in the same manner as the first part of the proof for Wyner-Ziv problem, we can choose a random variable U ∼ P U |T =t ∈ P(U) with |U | ≤ |S||X | + 6 which preserves the marginal distribution P S X|T =t , E[j(U, S, X, Y |t)], and Cov(j(U, S, X, Y |t)). By taking the average with respect to T , we can show that U satisfies the conditions of the theorem. Further, in the same way as the second part of the proof for Wyner-Ziv problem, we can show that T with |T | ≤ 5 preserves the following nine quantities: three elements of J, three variances along the diagonals of V, and three covariances in the strict upper triangular part of V.
