Abstract-GPUs are increasingly used to accelerate the performance of not only graphics workloads, but also data intensive applications. In this paper, we explore the feasibility of covert channels in General Purpose Graphics Processing Units (GPGPUs). We consider the possibility of two colluding malicious applications using the GPGPU as a covert channel to communicate, in the absence of a direct channel between them. Such a situation may arise in cloud environments, or in environments employing containment mechanisms such as dynamic information flow tracking. We reverse engineer the block placement algorithm to understand co-residency of blocks from different applications on the same Streaming Multiprocessor (SM) core, or on different SMs concurrently. In either mode, we identify the shared resources that may be used to create contention. We demonstrate the bandwidth of two example channels: one that uses the L1 constant memory cache to enable communication on the same SM, and another that uses the L2 constant memory caches to enable communication between different SMs. We also examine the possibility of increasing the bandwidth of the channel by using the available parallelism on the GPU, achieving a bandwidth of over 400 Kbps. This study demonstrates that GPGPUs are a feasible medium for covert communication.
INTRODUCTION
GENERAL Purpose Graphical Processing Units (GPGPUs) are employed to accelerate a range of applications including security, computer vision, computational finance, medical diagnostics, and bioinformatics [8] . Despite their improving performance and increasing range of applications, the security vulnerabilities of GPGPUs have not been well studied; only a few research papers have examined security vulnerabilities of GPGPUs [11] , [13] , [16] , [17] , [19] .
Due to their computational power, GPGPUs are used to accelerate security sensitive computations [1] , [4] , [14] . Any security vulnerabilities in these accelerators can leak critical information. Moreover, the possibility of side channels within the GPU or between the GPU and CPU can compromise sensitive data of regular applications, or enable covert channels to exfiltrate sensitive data when there is no direct communication channel available for that purpose. In particular, since the primary purpose of GPUs is often to manage the display, information leaked about the display (especially for smart devices where the display is also an input device), can expose the user activity and sensitive data input [2] . Thus, it is important to understand the vulnerabilities to enable future hardware designs and software defenses that mitigate them.
Covert channels are secret communication channels that exploit unintended side-channels for covert communication [3] . In the context of microarchitectural channels, the side-channels consist of shared microarchitectural resources. In a typical scenario, a trojan process communicates to a spy process either by creating contention on a shared resource or by affecting its state in a way that can be detected by the spy. For example, the spy may interpret contention on a shared resource (observed through longer latency of operations) as a communication of 1 and the absence of contention as the communication of a 0.
In this paper, we explore the feasibility of covert communication through the GPGPU. We review the general architecture of GPGPUs in Section 2. We investigate whether cooperative thread arrays (CTAs, also known as blocks) belonging to different programs can be colocated on the same streaming multiprocessor (SM) or across different SMs concurrently. For both cases, we explore what shared resources can be used as a covert channel using contention (in Section 3). We verify the usability of these channels in Section 4 by building a covert channel on a real GPGPU through constant memory at the L1 cache level when the CTAs are colocated on the same SM and at the L2 cache level when they are colocated on different SMs.
To best of our knowledge, this is the first work that considers covert channel vulnerability of GPGPUs. We review related work in Section 5, and present our concluding remarks in Section 6.
BACKGROUND AND THREAT MODEL
A GPGPU consists of some several streaming multiprocessors (SM, or SMX) that access a shared device memory. The device memory is off-chip memory and is partitioned into global memory, constant memory and texture memory. These memories are shared among all streaming multiprocessors. They are also used to transfer data between the CPU and GPU. There is also a shared L2 cache to provide faster access to memory. Each SM has its own on-chip shared memory, as well as several L1 caches for the instruction, global data, constant data and texture data. Fig. 1 presents an architecture overview of GPGPUs.
For example, one of our target devices, the Nvidia Tesla K40C, includes 15 SMs, each featuring 192 single-precision CUDA cores. Each SM uses four warp schedulers and eight instruction dispatch units [15] . The size of global memory, L2 cache, constant memory and shared memory are 12 GB, 1.5 MB, 64 KB and 48 KB respectively.
Our threat model consists of a standard covert communication scenario with a trojan and spy kernels from two different applications that co-exist on the same GPU. They wish to communicate covertly. We assume that no other applications share the GPU at the same time; this may be accomplished by scheduling sufficient blocks of each kernel to take up the full GPU resources. In the future, we will consider the impact of noise from co-located applications on the covert channel.
COLOCATING APPLICATIONS ON GPGPU
Our goal is to create covert channels through contention on shared hardware resources in the GPGPU. As a first step, we need to control the placement of concurrent applications (in our case, the trojan which sends sensitive information, and the spy which receives it) on the GPGPU. The placement defines what resources the applications share and therefore what covert channels they may use.
We note that in the current generation of GPGPUs, different CPU applications may not launch multiple GPU kernels at the same time. However, a single CPU application may use multiple streams to launch multiple GPU kernels. Thus, one may think of a single scheduler process on the CPU that receives GPU requests and issues them concurrently. Moreover, general multiprogramming for GPUs will likely arrive in the near future [21] , [23] .
There is no information in the NVidia documentation about thread block assignments to SMs and co-location of two concurrent kernels executing on the same GPU; thus, it is necessary to reverse engineer the placement algorithm. First, we explore whether blocks belonging to two kernels can be co-located on the same SM. We launch two kernels on different streams. In each kernel, we read register (smid) for each block to determine the SM ID. In addition, we use the clock() function to measure the start time and stop time of each block. By using this information, and repeating the experiment for different numbers and configurations of blocks, we reverse engineered the placement algorithm. We found that the block scheduler uses a leftover policy. In particular, the blocks for the first kernel are assigned to different SMs in a mostly round-robin manner. If there are SMs that are idle, or that have leftover capacity, they are used for blocks of the second kernel. Otherwise, the blocks of the second kernel are queued until at least one SM is released. Therefore, if each kernel is launched with a number of blocks more than number of SMs on the device, such that each block does not exhaust the resources of the SM, they achieve co-residency within an SM. In this case we can utilize shared resources on the same SM as a target of contention for covert channels.
We also consider a case where the two kernels cannot be colocated on the same SM, due to a small number of blocks leaving some SMs idle for the second kernel, or in cases where there is no leftover capacity on the SMs used by the first kernel. In this case, covert communication is still possible through contention on resources that are shared between all SMs such as the L2 cache.
COVERT CHANNELS ON GPGPUS
In this section, we demonstrate a covert channel through contention on constant memory in GPUs. Although we can utilize other shared resources such as shared memory, we selected constant memory because the size of both the L1 and L2 caches is small allowing us to create contention easily. The same attack applies to other parts of the memory hierarchy. In addition, we could also use contention on other shared structures such as the the processing cores and the register file.
The attack proceeds in two steps. First, an offline step uses the microbenchmarking approach introduced by Wong et al. [22] to deduce constant memory and cache characteristics at each level of the hierarchy. The second step is the communication step where we use contention to create the covert channel. We present results from experiments on a Kepler GPU (Tesla K40C). However, we implemented the experiment also on a Fermi (Tesla C2075) and a Maxwell (Quadro M4000) GPU with similar results.
Attack
Step I: Offline Characterization of Constant Memory Hierarchy
The parameters of the constant memory hierarchy and each level of the cache can be extracted from latency measurement of loading different size array from constant memory using a strided access pattern. The cache is first warmed by reading the array, then the array is read again while timing the accesses [22] . As long as the array fits in the cache, latency remains constant. As the size of the array is increased, we observe when the latency changes, due to capacity related cache line misses, which provides us with the information about the cache structure as described below.
Figs. 2 and 3 show the latency measurements for the L1 cache and L2 cache respectively. Each point on the figure represents an experiment with the array size shown on the x-axis. The number of steps in the figure is equal to the number of cache sets. The cache line size corresponds to the width of each step. From the cache size, number of cache sets and cache line size, we can calculate the cache associativity. The configuration of the Kepler GPU constant memory caches is derived to be: L1 cache size is 2 kB organized as eight-set four-way set associative cache, with each cache line size is 64 byte cache lines. L2 is a 32 kB cache organized as a 16 sets eight-way set associtative cache, with 256 byte line size.
Step II: Intra SM Covert Channel Through L1
We set up an experiment with two concurrent kernels using different streams on the GPU. On the Kepler K40C device, there are 15 SMs, so we consider 15 thread blocks (or more) for each kernel to be sure that they can have co-residency on the same SM.
The first kernel, which is the trojan, communicates by either creating contention or doing nothing to encode either 1 or 0 respectively. The second kernel, which is the spy, measures the latency of load operations from constant memory to distinguish what the trojan process is communicating: a high latency indicates 1, and a low latency indicates a 0.
More specifically, the covert channel communication operates as follows:
The trojan creates contention or does nothing to send 1 or 0 to the first process respectively. To create contention on one set of the L1 cache, the trojan loads an array with the size of L1 cache (2 KByte, accessed with a stride of 512 to make the accesses hash into the same set) from constant memory. On the receiving side, the spy also loads a 2 KByte array with the same stride as the trojan while timing the access. Due to the concurrent execution of both kernels on the same SM, the access from the trojan process evicts the spy data and leads to cache misses. The spy can then detect communication by measuring the difference of latency (cache hit for 0, versus cache miss/L2 access time for a 1). Note that we create contention over only a single set of the cache, rather than over the whole cache, reducing the memory traffic and accelerating the attack.
Our experiment results show that in the case of contention (i.e., sending 1), the measured latency by the spy is about 112 clock cycles, but without contention (i.e., sending 0), the latency is 49 clock cycles. This difference allows the spy to easily determine the bit being transmitted.
To communicate multiple bits, the trojan and the spy have to stay synchronized. To simplify this problem, we launch two kernels to communicate each bit of the message. Moreover, to ensure overlap between spy and trojan processes, we need to iterate sending each bit a sufficient number of times (20 times in our experiments). Clearly, this incurs some overhead to launch the kernels and to repeat the accesses, but it simplifies synchronization by leveraging the stream operations, resulting in error free communication with a bandwidth of around 30 Kbps. In the future, we intend to explore synchronization through covert communication (on different sets of the cache). We believe that this will allow us to significantly improve the channel bandwidth.
We can exploit the parallelism available on the GPU to further increase the bandwidth of the covert channel. In particular, if we manage to colocate the trojan and the spy on multiple SMs, each of these instances can communicate independently using the approach described above. With 15 SMs available in Tesla K40C device, the trojan is able to send 15 bits simultaneously and the bandwidth of communication is increased 15 times. The measured bandwidth is about 430 Kbps.
Alternative Attack
Step II: Inter SM Covert Channel Through L2
When two concurrent kernels cannot be co-located on the same SM, they can still communicate through L2 constant cache that is shared between all SMs. The process of creating a covert channel is the same as the L1 channel. However, the parameters of the L2 cache are different: we consider array size of 32 kB and stride value of 4,096 bytes (16 sets Â 256 bytes) to fill just one cache set. The measured latency with contention on L2 is 246 clock cycles, while it is 122 clock cycles in the case of no contention. The measured bandwidth in this scenario is about 23 Kbps. We can create contention in parallel, such that each thread block loads a part of the array (corresponding to just one way) to fill the L2 cache collaboratively. This increases bandwidth about 8 times. Another possible scenario to exploit parallelism is using each thread block to communicate through one particular L2 cache set, enabling trojan to send 16 bits (number of L2 cache sets) simultaneously. However, cache traffic and bank collisions, as limiting factors should be considered and overcome, since L2 is a shared cache between all SMs. Table 1 shows the covert channel communication bandwidth for different GPU architectures and the different scenarios of covert channel attacks that we described. To compare, we considered the same number of iterations for communicating each bit in different architectures. Clearly, high bandwidth covert channels are feasible on GPGPUs.
RELATED WORK
Lee et al. [11] utilize information leakage that occurs due to not clearing newly-allocated memory in the GPU to extract rearranged webpage textures of Chromium and Firefox web browsers from NVIDIA and AMD GPUs. When multiple users share the same GPU, there is information leakage between concurrently executing processes or from recently terminated processes. This vulnerability can be closed by clearing memory before it gets reallocated to a different application.
Mukherjee et al. [13] utilize a power-based side-channel attack on a GPU to gain secret information from an AES implementation being accelerated by the GPU. The derived information includes the plain text and encryption key which are obtained through correlation between intermediate results produced by a cryptographic algorithm and power consumption values. Jiang et al. [9] conduct a timing side-channel attack. Due to inherent SIMT and memory coalescing behavior present on GPUs, they identify correlation between execution time and unique cache line requests. Observing the encryption time, a small set of potential keys that result in this time are identified, allowing the correct key to be guessed by trying all the keys in this set. Although it is possible to use these side channels for covert communication, the bandwidth is likely to be significantly smaller than our attacks because in both, the leakage is measured outside of the chip.
Covert channels have been explored by many studies in the context of CPUs [6] . For an overview, an excellent recent study characterized the bandwidth of several CPU contention-based covert channels including cache based side channel attacks [7] . Chen et al. [3] proposed a framework to detect and mitigate timing covert channel on shared hardware resources on a CPU by monitoring conflicts; it is possible that similar techniques can be used to mitigate covert channels on the GPU. We believe that our paper is the first study to characterize GPU based covert channels.
Side-channel vulnerabilities are a dual of covert channel vulnerabilities where the leakage through the side channel is exploited by a spy to derive sensitive information from an executing victim; many CPU side channel attacks have been explored, including attacks on caches (e.g., [10] , [12] , [18] ). Several defenses and mitigations for these attacks have been proposed (e.g., [5] , [20] ). Side channel attacks are dangerous but are more challenging to carry out than covert channel communication because the spy and the victim do not collude. Rather, the spy seeks to exploit any leakage from a victim to discover its sensitive data such as cryptographic keys. Our future work will explore side-channel attacks on GPGPUs.
Olson et al. [16] developed a taxonomy of vulnerabilities and security threats for accelerator based on threat types (Confidentiality, Integrity and Availability) and risk categories (what part of accelerator they affect). In other work [17] , they propose sandboxing accelerators to protect against vulnerabilities when the CPU and the accelerators share the same address space (e.g., under a Heterogeneous System Architecture configuration).
CONCLUSION
This paper demonstrates the feasibility of covert channel communication on GPGPUs. We explored how the communicating kernels can leverage the block scheduler to achieve co-residency. If they are able to achieve co-residency on the same SM, the SM local resources can be used as a side channel. If co-residency is only possible across SMs, then the inter-SM shared resources can be used for contention. We demonstrated two attacks on the L1 and the L2 constant caches on three generations of NViDia GPUs and took advantage of the GPU parallelism to increase the channel bandwidth.
We explored how to increase the bandwidth using the available parallelism on the GPGPU. Our future work will explore other strategies to further improve bandwidth of covert channels by improving the synchronization between the trojan and the spy and also consider communication in the presence of noise from other applications. We believe that other shared resources, such as shared memory, register file and data caches, or shared function units, can be utilized as covert channel or side channel to communicate secretly or extract secret information from critical workloads running on GPGPUs. Our future works will also include exploring the possibility of side channel attacks on GPGPUs, as well as mitigation techniques against covert-and side-channels.
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