We reprove in an extremely simple way the classical theorem that time periodic dissipative systems imply the existence of harmonic periodic solutions, in the case of uniqueness. We will also show that, in the lack of uniqueness, the existence of harmonics is implied by uniform dissipativity. The localization of starting points and multiplicity of periodic solutions will be established, under suitable additional assumptions, as well. The arguments are based on the application of various asymptotic fixed point theorems of the Lefschetz and Nielsen type.
Introduction
Consider the system x = F(t,x), F(t,x) ≡ F(t + τ,x), τ > 0, (1.1) where F : [0,τ] × R n → R n is a Carathéodory function. We say that system (1.1) is dissipative (in the sense of Levinson [23] ) if there exists a common constant D > 0 such that
holds, for all solutions x(·) of (1.1).
Theorem 1.1 (classical). Assume the uniqueness of solutions of (1.1). If system (1.1) is dissipative, then it admits a τ-periodic solution x(·) ∈ AC([0,τ],R n ) (with |x(t)| < D, for all t ∈ R).
The standard proof of Theorem 1.1 (see, e.g., [30, pages 172-173] ) is based on the application of Browder's fixed point theorem [7] , jointly with the fact that, in the case of where D 2 > 0 is a common constant, for all D 1 > 0, and x(·) = x(·,t 0 ,x 0 ) is a solution of (1.1) such that x(t 0 ) = x(t 0 ,t 0 ,x 0 ) = x 0 ∈ R n , and that their solutions are uniformly bounded (see [26] ).
Let us note that the same idea of the proof was already present in [9] , but since that time Browder's theorem was not at our disposal, only subharmonic (i.e., kτ-periodic; k ∈ N) solutions were deduced by means of the Brouwer fixed point theorem (cf. also [27] ). So far, many extensions of Theorem 1.1 were obtained especially for abstract dissipative processes or in infinite dimensions (see, e.g., [1, 2, 4, 6, 8, 10, 14, [19] [20] [21] [22] 30] ).
The aim of this paper is first to reprove Theorem 1.1 in an extremely simple way by means of asymptotic fixed point theorems and to demonstrate that a very recent theorem of this type in [28] is only a very particular case of much older results, for example, in [11-13, 24, 25] (cf. also [2, 18] ). Furthermore, we will obtain more precise information about localization of the starting point of the implied τ-periodic solution of (1.1) by means of the asymptotic relative Lefschetz theorem [17] , and discuss possible multiplicity results by means of the asymptotic relative Nielsen theorem [5] . Finally, we will generalize Theorem 1.1, jointly with the relative and multiplicity results, in the lack of uniqueness.
Asymptotic fixed point theorems
All proofs of Theorem 1.1 are via the Poincaré translation operator T τ : R n → R n along the trajectories of (1.1), defined as follows:
Since uniqueness implies the continuous dependence of solutions of (1.1) on initial values (cf., e.g., [2] ), T τ is completely continuous such that
Moreover, dissipativity (cf. condition (1.2)) implies that
by which
where W := {x 0 ∈ R n | |x 0 | ≤ D} is a compact window (cf. below).
Because of an apparent one-to-one correspondence between τ-periodic solutions x(·) of (1.1) and fixed points x 0 of T τ , we need an (asymptotic) fixed point theorem such that a continuous self-map of R n with a compact window would guarantee a fixed point. This formulation exactly corresponds to the fixed point theorem in [28] .
Hence, let us start with this theorem and its generalizations in a more precise way. We will assume that all considered topological spaces are metric and all mappings between such spaces are continuous.
Let f : X → X be a continuous map and let x ∈ X. Then the set
is called the orbit of x under f . A (compact) set W ⊂ X is called a window for f if, for every x ∈ X, we have
In [28] , the following main theorem was proved.
continuous map which possesses a compact window, then
Hence, Theorem 1.1 is a direct consequence of Theorem 2.1 applied to T τ defined in (2.1). On the other hand, Theorem 2.1 is only a very special case of several asymptotic fixed point theorems published a long time before [28] . We will briefly recall some of these theorems with comments. ([24, 25] ; see also [2, 11-13, 15, 16, 18] ), we say that a (compact) set A ⊂ X is an attractor for f : X → X if, for every x ∈ X, we have
Mappings with compact attractors. Following Nussbaum
Remark 2.2. Every window for f : X → X is apparently an attractor for f . Moreover, let us observe that, for example, any contraction f : R n → R n (or, more generally, the contraction f : X → X, where X is a complete metric space) admits an attractor, but not necessarily a window.
We recall that a map f :
Remark 2.3. Obviously, if X is a locally compact space (in particular, if X = R n ), then any continuous map f : X → X is locally compact.
Let us still recall two notions introduced by Borsuk (see [2, 15] or [18] 
As an immediate consequence of Theorem 2.5, we obtain the following.
Corollary 2.6. If X is a locally compact ANR and f : X → X is a map with compact attractor, then
Since every AR-space is contractible, we infer that Λ( f ) = 1, for an arbitrary f : X → X, and so from Theorem 2.5 (or Corollary 2.6), we obtain the following corollary.
is a locally compact AR-space), then every locally compact map with compact attractor (every map with compact attractor)
Remark 2.8. Observe that Corollary 2.7 is a far generalization of Theorem 2.1 in the introduction. Let us also note that the idea of Corollary 2.7 is, in fact, already present in the mentioned Theorem 2.1 and in [7] published in 1959.
Compact absorbing contractions.
Theorem 2.5 is not the most general known result. We recall (see [2, 15, 18] ) that a continuous map f : X → X is called a compact absorbing contraction (written, f ∈ CAC(X)) if there exists an open subset U ⊂ X such that the following conditions are satisfied: It is well known (see [2, 16, 18] ) that
and that both of the above inclusions are proper.
Remark 2.9. We would like to point out that Theorem 2.5 and Corollaries 2.6, 2.7 can be reformulated for CAC-mappings (see again [2, 16, 18] 
we denote a measure of noncompactness (see [2, 15, 16] or [25] ). For the sake of simplicity, we can assume that α is the Kuratowski measure of noncompactness. Let X ⊂ E and f : X → X be a continuous map. We say that f is a condensing map if, for every bounded A ⊂ X with α(A) > 0, we have
Nussbaum [24, 25] proved the following theorem.
Theorem 2.11. Let X be an open subset of E and let f : X → X be a condensing map with compact attractor. Then
We say that a closed bounded subset X of E is a special ANR (see [16] or [2] ) if there exist an open U ⊂ E and a continuous map r : U → X such that:
In [16] , the following result was proved.
Theorem 2.12. Let X be a special ANR and let f : X → X be a condensing map. Then
Remark 2.13. Since, according to [29] , the Nielsen number N( f ) for a single valued con-
is well defined, the above conclusions can be completed by the cardinality #Fix( f ) ≥ N( f ).
Some further information
Although all theorems from the foregoing section generalize Theorem 2.1, none of them would bring new information when they are applied to prove Theorem 1.1. Thus, in order to obtain some further information like a more precise localization of the starting point 6 Dissipative systems of the implied τ-periodic solution of (1.1) or a lower estimate of the number of τ-periodic solutions of (1.1), we need more advanced relative fixed point theorems.
The following version of relative Lefschetz theorem is due to the second author and Granas [17] (cf. [2, 15] ).
Theorem 3.1. Let X and X 0 ⊂ X be ANR-spaces and let f : (X,X 0 ) → (X,X 0 ) be a CACmap, that is, let f | X : X → X and f | X0 : X 0 → X 0 be CAC-maps. Then the relative Lefschetz number Λ( f ) for f is well defined and satisfies the equality
where
In view of (2.10), we can get immediately the following. 
then there exists a fixed point
Now, assume that (1.1) is dissipative (i.e., (1.2) holds, for all solutions x(·) of (1.1)) and that a compact ENR-set A ⊂ R n exists such that 
1). Assume also that there exists a compact ENR-set
If system (1.1) is dissipative, then it admits a τ-periodic solution x 0 (·) with x 0 (t) ∈ Ᏸ, for all t ∈ R, and with x 0 (0) ∈ Ᏸ \ intA, where Ᏸ :
With respect to the multiplicity, we have at our disposal the following very recent theorem due to the first author and Wong [5] . [5] ). Moreover,
that is, N( f ;X,X 0 ) provides a lower estimate of the number of fixed points of f on the total space X and it is a CAC-homotopy invariant (jointly in
In view of (2.10), we can get immediately the following.
Corollary 3.5. Let X and X 0 ⊂ X be ANR-spaces and let f ∈ CA 0 ((X,X 0 )), that is, let f | X : X → X and f | X0 : X 0 → X 0 be locally compact maps with compact attractors. Then every map g : (X,X 0 ) → (X,X 0 ) which is CA 0 -homotopic (jointly in
] fixed points on the total space X. Now, assume again that (1.1) is dissipative (i.e., (1.2) holds, for all solutions x(·) of (1.1)) and that a compact ENR-set A ⊂ R n exists such that x(0) ∈ A implies x(t) ∈ A, for all t ∈ [0,τ]. Since T τ | R n ∈ CA 0 (R n ), T τ | A is a compact map and R n ∈ AR, the relative Nielsen number N(T τ ; R n ,A) is well defined satisfying 6) where
and subsequently
In view of (3.8), Corollary 3.5 can be applied via T τ : (R n ,A) → (R n ,A) as follows.
Corollary 3.6. Assume the uniqueness of solutions x(·) of (1.1). Assume also that there exists a compact ENR-set
A ⊂ R n such that x(0) ∈ A implies x(t) ∈ A, for all t ∈ [0,τ]. If system (1.1
) is dissipative (i.e., (1.2) holds), then it admits at least 1 + N(id| A ) τ-periodic solutions, provided there is no common essential Nielsen class of T τ | R n and T τ |
Remark 3.7. The nonrelative Nielsen number (cf. Remark 2.9) is equal to 1, and so, would not help here. Similarly, the relative Nielsen numbers on the complement and on the closure of the complement defined in [5] are trivially equal to 0 or 1.
Lack of uniqueness
In the lack of uniqueness, one usually applies the standard limiting argument, provided F : [0,τ] × R n → R n is continuous. F can be namely approximated with an arbitrary accuracy by a locally Lipschitz map which leads again to the uniqueness of solutions 8 Dissipative systems of approximating differential systems. If these systems are assumed to be dissipative, then they admit, according to Theorem 1.1, τ-periodic solutions. The desired τ-periodic solution of (1.1) can be so obtained, by the diagonalization argument, as a uniform limit of a selected sequence of τ-periodic solutions of approximating systems. In case of Carathéodory right-hand sides, one can regularize F(·,x) by an arbitrarily "close" continuous F(·,x) at first, and then apply the standard limiting argument to a selected sequence of τ-periodic solutions of approximating regularized systems, provided they are dissipative.
On the other hand, we can proceed more directly. First of all, we know that the (multivalued) Poincaré translation operator T τ : R n R n (i.e., T τ : R n → 2 R n \ {∅}) is admissible in the sense of the second author. More precisely, it is an upper semicontinuous composition of an R δ -mapping with a single-valued continuous mapping (for the definitions and more details, see [2, 15] ). Furthermore, if (1.1) is uniformly dissipative (i.e., (1.3) holds, for all solutions x(·) of (1.1)), then for every x 0 ∈ R n , there certainly exists
Thus, since an analogy of condition (2.10) holds for multivalued admissible maps, the following version of an asymptotic Lefschetz theorem can be applied to T τ for obtaining a τ-periodic solution of (1.1) (see [2, pages 98-99] ).
X is a locally compact admissible mapping with a compact attractor, in the above sense, then
If, in particular, X ∈ AR, then Λ(ϕ) = {1}, and so ϕ admits a fixed point.
Since R n ∈ AR and T τ ∈ CA 0 (R n ), we obtain as an immediate consequence of Theorem 4.1 that Fix(T τ ) = ∅, and subsequently that uniformly dissipative system (1.1) admits a τ-periodic solution.
Since we also have to our disposal (multivalued) CA 0 -versions of Corollaries 3.2 and 3.5 (see [3] and cf. also [2, Chapter II.5]), with the additional restriction imposed on A ⊂ R n in the Nielsen case, namely that A is still assumed there to be closed and connected, we can summarize our discussion as follows. 1.3) ) of (1.1), we can assume without any loss of generality uniform dissipativity, instead of dissipativity, of (1.1). Therefore, Theorem 4.2 is indeed a generalization of Theorem 1.1 and Corollaries 3.3, 3.6, provided A ⊂ R n in Corollary 3.6 is still connected. On the other hand, for a connected A in Theorem 4.2, N(id| A ) = 0 holds only.
Concluding remarks
Uniform dissipativity of (1.1) and positive flow-invariance of A can be expressed in terms of respective guiding and bounding (Liapunov) functions in the following way (for more details, see [2, 30] ). (1.1) , with x 0 (t) ∈ Ᏸ, for all t ∈ R, and with x 0 (0) ∈ Ᏸ \ intA, where Ᏸ :
In the case of uniqueness, the existence of guiding and bounding functions with the above properties implies also at least 1 + N(id| A ) τ-periodic solutions of (1.1), provided there is no common essential Nielsen class of T τ | R n and T τ | A .
Example 2. Taking in Theorem 5.3 the same A ⊂ R n as in Example 1, we obtain obviously again a τ-periodic solution x 0 (·) of (1.1) with x 0 (0) ∈ Ᏸ \ intA and, in the case of uniqueness, three τ-periodic solutions of (1.1).
If the sharp inequality still holds in condition (5.1), then at least three τ-periodic solutions x 1 (·), x 2 (·), x 3 (·) of (1.1) always (i.e., also in the absence of uniqueness) exist such that x 1 (t) ∈ A 1 , x 2 (t) ∈ A 2 , and x 3 (t) ∈ Ᏸ \ A, for all t ∈ R.
Remark 5.4. Observe that if a positively flow-invariant compact ENR-set A ⊂ R n satisfies χ(A) ∈ {0, 1} and its boundary ∂A is fixed point free (e.g., if the sharp inequality holds in (5.1)), then at least two τ-periodic solutions of the uniformly dissipative system (1.1) exist (one with values in intA and the second outside of A). If A is a compact ENR-set and a uniqueness condition holds for (1.1), then we can have at least 1 + N(id| A ) τ-periodic solutions, provided the assumptions of the last part of Theorem 4.2 or Theorem 5.3 are satisfied.
Remark 5.5. The situation for differential systems in infinite dimensions is still more delicate. Nevertheless, we have at our disposal fixed point theorems like Theorems 2.11 and 2.12 and their multivalued analogies (cf. [2] ).
Remark 5.6. All the above conclusions can be extended to the uniformly dissipative systems of inclusions with upper-Carathéodory right-hand sides whose values are convex and compact, because the regularity of the associated Poincaré translation operators is the same. They are namely admissible in the sense of the second author. For more details, see [2] .
Remark 5.7.
It is an open problem whether or not dissipativity of time periodic system (1.1) implies its uniform dissipativity, in the lack of uniqueness. More generally, it is a question, whether or not an analogy of Theorem 4.1 holds with a compact attractor in a weaker sense.
