alytic homomorphism whose tangent map at the origin Lie ψ : C → T G 2 (C) is nontrivial, where T G 2 (C) denotes the Lie algebra of G 2 , identified with the tangent space at the origin, and let exp G 2 : T G 2 (C) → G 2 (C) be its exponential map. We have ψ = exp G 2 • Lie ψ. Let χ 2 : G 2 (C) → P N (C) be the K-embedding of G 2 into projective N -space, as described by J.-P. Serre in [16] . Then χ 2 m , respectively. Then we define the Dirichlet exponent µ ♯ as in M. Waldschmidt [23] as follows:
where G ′ runs over all connected algebraic subgroups of G which are defined over K, with G ′ = G and δ > ν, and where
We also define
Let a 1 , . . . , a n denote a fixed basis of W over C such that all the components are in L, that is, a p = (a 1p , . . . , a dp ), a hp ∈ L (h = Let I be an ideal of K[X 1 , . . . , X t ] and α a point of C t . Recall the notions of the height and degree of I and of the absolute value of I at α, denoted by Ht(I), Deg(I) and I α , respectively, which were defined by P. Philippon in [12] ; we define the size of I by T (I) = log Ht(I) + Deg(I). For a polynomial P ∈ K[X 1 , . . . , X t ], we define the size of P by t(P ) = max(1 + deg P, h(P )), where h(P ) denotes the height of P (see [12, [13] to be the homogeneous polynomial equal to (dim V )! times the homogeneous part of (maximal) degree (= dim V ) of the Hilbert-Samuel polynomial of V evaluated at (D 0 , D 1 , D 2 ).
Then we know from §3 of [13] that
and for a connected algebraic subgroup G ′ of G with G ′ = G,
, and δ 2 = δ − δ 0 − δ 1 .
In what follows, we denote by c 0 , c 1 
As in [1] , we put
We see from (1) and (2) , and the definition of µ ♯ that
where G ′ runs over all connected algebraic subgroups of G with G ′ = G, and we also put B(S) = min{A(S), c −1 (log S) ((a−1)n+d 0 )/d }. We introduce the following parameters:
and we put
, where Z(I) ⊂ P denotes the set of common zeros of an ideal I of K[P] generated by polynomials of multi-degree
We put
where a is the same constant as above. Now we impose the following technical hypothesis which is similar to (H) of [1] :
There exist positive constants c ′ 0 and S 0 such that for all S ≥ S 0 and for all connected algebraic subgroups
, and for all y ∈ Y ± (S), we have
Let θ 1 , . . . , θ q , θ q+1 be complex numbers such that θ 1 , . . . , θ q are algebraic independent over Q, θ q+1 integral over Z[θ 1 , . . . , θ q ] and K(ω) = Q(θ 1 , . . . , θ q+1 ). Then the components of ω can be written in the following forms:
where A hp , B j , C ij , D sj and Q are polynomials with coefficients in Z.
q (θ, exp(−c̺(S))). By using the semi-resultant of Chudnovsky, there exists a simple zero θ q+1 of Put W := C a 1 + · · · + C a n , where a p = ( a 1p , . . . , a dp ) (p = 1, . . . , n). Now we shall impose the second hypothesis:
, the following inequality holds:
3. The main result and corollaries. We shall prove the following theorem.
Theorem. Suppose that hypotheses (H A ) and (H B ) are satisfied and that κ > 1, and if G is nonlinear , then also µ ♯ > 2. Let k be an integer ≥ 0 such that κ ≥ k + 1. Then there exists a real number
is a measure of algebraic independence of ω at dimension k.
Under the assumptions of the Theorem, we have
Remark. We shall compare our result with Ably's in the special case that the Dirichlet exponent µ ♯ attains its minimum when G ′ = {0}, where G ′ is a connected algebraic subgroup of G with G ′ = G, and furthermore we suppose ℓ = 0, since otherwise this is complicated. To avoid confusion, we shall denote the quantities µ ♯ and κ by µ ♯ (A) and κ(A) in Ably's case, and by µ ♯ (T ) and κ(T ) in our case. Then under the above assumption, we have 
t).
Then we shall need the following definition similar to that of Chen [4] .
Definition. Let α be a positive number and τ an irrational number. We say that a family {z 1 , . . . , z t } of complex numbers satisfies hypothesis H(L, Z; α) (resp. H(L, Z + τ Z; α)) if there exist positive constants c * and N * such that for all integers N ≥ N * , all integers k with 1 ≤ k ≤ s and 
m).
We consider the following technical hypothesis.
is a measure of algebraic independence of ω (σ) at dimension k.
Corollary 3 (see Chen [4] ). Under the assumptions of Corollary 2, we have
Corollary 4. Let α = 0, 1 and β be algebraic numbers with deg(β) = 5.
Algebraic independence of values of a Weierstrass elliptic function.
We shall deduce from our Theorem the elliptic analogue of the preceding results. Let ℘ be a Weierstrass elliptic function with algebraic invariants g 2 and g 3 , Ω the lattice of periods, and ω 1 , ω 2 a fixed basis for Ω. We put τ = ω 2 /ω 1 . Let F be the field of multiplications of ℘, and O(F) the ring of integers of F. Let x 1 , . . . , x d 1 (resp. y 1 , . . . , y m ) be F-linearly independent complex numbers. We suppose that 2m ≤ md 1 − 1 if ℘ has complex multiplications, and 2m ≤ md 1 
Let r (resp. r + 1) denote the number of elements among {x 1 , . . . ,
linearly independent over L, and let a hp be as in the exponential case. We put
is a measure of algebraic independence of ω (σ) at dimension k. 
Corollary 6. Under the assumptions of Corollary 5, we have
Remark. In Corollary 7, if ℘ has no complex multiplications and deg(β) = 4, we have deg tr
Propositions.
We shall use the notations of §2. For every j with 1
. For every j with 1 ≤ j ≤ m − ℓ, we let γ j be the point with multiprojective coordinates given by evaluating the coordinate polynomials of (3) 
We identify T G (C) with
, and for i = 0, 1, 2 we denote by p i the projection of
We use the following criterion for algebraic independence: (G N,1 , . . . , G N,m(N 
Then if v denotes the inverse function of u, there exists
k+1 is a measure of algebraic independence of α at dimension k.
The proof of our Theorem will be established by combining the following result with Proposition A. Recall that the constant c occurred in the definition of A(S, G ′ ).
Proposition B. Suppose that hypotheses (H A ) and (H B ) are satisfied and that κ > 1, and
5. Auxiliary lemmas. The proof of the following lemma is easy, and hence we shall omit it.
. . , X t ] and for any two points
where c ′ > 1 depends only on z and t. 
Proof. For the polynomials (U
β i ) β∈B h , 0≤i≤N in [1, lemme 2.2], put u β i (Y ) = U β i (Q(Y ), D 1,1 (Y ), . . . , D N,1 (Y ), . . . , Q(Y ), D 1,m−ℓ (Y ), . . . , D N,m−ℓ (Y )). Lemma 3 ([19, Proposition 1.2.3]). Suppose that T G (C) is identified with C d = {(z 1 , . . . , z d ); z i ∈ C}. Let Θ 0 , . . . , Θ N be as in §2. Then if Θ j = 0 (0 ≤ j ≤ N ), there exist polynomials Q is (1 ≤ i ≤ d, 0 ≤ s ≤ N, s = j), depending on j, with coefficients in K such that ∂ ∂z i Θ s Θ j = Q is Θ 0 Θ j , . . . , Θ s−1 Θ j , Θ s+1 Θ j , . . . , Θ N Θ j .
Proof of Proposition B.
In the preceding notation, recall a 1 = (a 11 , . . . , a d1 ) , . . . , a n = (a 1n , . . . , a dn ). Now we define n differential operators D a 1 , . . . , D a n by
For S ≥ S 1 , we consider a finite set B h and a family (u 
Since the proof of this case is as in Ably [1] , we shall omit it.
In a similar fashion to that of Ably [1] , we divide the argument into several steps. In the first step, we shall construct an auxiliary function with many zeros, by Siegel's lemma and the estimation of rank in [14, lemme 6.7] . In the second step, we use the idea due to G. Diaz [7] to construct an ideal I S which takes "small values" at θ by the extrapolation formula. In the third step, we appeal to P. Philippon's zero estimate [13] on algebraic groups to show that the variety of zeros of I S is locally empty.
Step 1: Construction of an auxiliary function. For S ≥ S 1 , we put 
.
We consider the following polynomial:
where
By Philippon [11] , there exist polynomials
, we obtain
where , a 1 , . . . , a n , e x 1 (h·y) , . . . , e
where U αβλ is a polynomial with algebraic coefficients in variables (X,V 01 , . . .
Here (u
where H αβ λ ht (X 1 , . . . , X q+1 ) is a polynomial with integer coefficients in K. Now we shall require that D 0 ∼ T . For this we shall choose a constant a (cf. §2) as follows:
where T ∧ D 0 means min{T, D 0 }. We put
The purpose of this first step is to find polynomials P αβλ not all 0 with rational integral coefficients with deg
and for all t ∈ N n , |t| < T . Now we consider the system
with unknowns the coefficients of the polynomials
and with coefficients the coefficients of the polynomials
. Then we shall show that (S 1 ) has a nontrivial solution. The system of linear equations
is of rank at most 8 [14, lemma 6.7] ). By (4), (S 2 ) is equivalent to the system of linear equations
On the other hand, we have
Since θ 1 , . . . , θ q are algebraic independent over K, we obtain a linear system such that the unknowns are the coefficients of P αβλ and the coefficients are the coefficients of H αβ λ htj , which is exactly the system (S 1 ).
. From the same arguments as in Ably [1] , we deduce
The number N of the unknowns of (S 1 ) is at least c 13 (
Recall the definition of A and B in §2.
since ν = n. On the other hand, it follows from our choices of parameters that
Recalling the definition of T and M and combining these results, we have 
.
Taking account of the homogeneity of H and noting A = B, we have
. Furthermore, using (1) and recalling the choice of M we have
, where c 14 = c 13 ( n i ), since c is sufficiently large. Finally, taking
Therefore in both cases, we have the same upper bound, and hence we can apply Siegel's lemma to find a nontrivial solution of the system (S 1 ) such that max(t(P αβλ )) ≤ c 15 
∆(S).
Step 2: Derivation of coefficients and extrapolation. The polynomials H ht constructed in the first step may vanish in a neighborhood of θ, and hence we need to modify them to get polynomials that satisfy the conditions of the proposition. For this we shall make use of the idea of Chudnovsky, developed by Diaz [7] . For i = (i 1 , . . . , i q ) ∈ N q we define the differential operator and the length of i by
respectively. Let θ ∈ B q (θ, exp(−c̺(S))), and let ( θ 1 , . . . , θ q+1 ) be the element of C q+1 associated to θ as in §2; we denote it by the same notation again. The set
is nonempty and finite. Put
|i|, I := {i( θ); θ ∈ B q (θ, exp(−c̺(S)))}.
For i ∈ I, we put
Lemma 4. For all h ∈ N m (S), all t ∈ N n with |t| < T /2, and all i ∈ I, we have
Proof. Following Ably [1] , we first prove this for h ∈ N m (M ), and then for h ∈ N m (S). We fix i ∈ I and θ such that i( θ) = i. We have
By the definition of i = i( θ) and the construction of H ht , we have
Using this and Lemma 1 in (6), we have
Extrapolation. We shall extend this upper bound to the pair (h, t) with h ∈ N m (S), t ∈ N n , |t| < T /2. For this we consider the following polynomial and an analytic function: 
for t = (t 1 , . . . , t n ) ∈ N n ; this is clearly an entire function. We define
By applying an extrapolation formula [15, lemme 4.5 ] to the function g t (z), we obtain
where g
t (h · y)|. We infer from Lemma 1 and t(H αβλ ht ) ≤ c 12 ∆(S) that (10)
for all h ∈ N m (M ) and all t ∈ N n with |t| < T . Then we have the following equality analogous to (4):
From the assumption in this case we have
Further, since Θ j h is of order ≤ 2, we obtain |Θ j h (Lie ψ(h ·y))| ≤ exp(c 20 S 2 ), and finally |Q(θ)| ≥ c 21 > 0. Hence from (10) and (11) we have
for all h ∈ N m (M ) and all t ∈ N n with |t| < T . We shall use the following identity:
Then (12) yields
for all h ∈ N m (M ) and all t ∈ N n with |t| < T . From our assumption, Lie ϕ(C) ⊂ W , we have Lie ϕ(z) = ℓ 1 (z)a 1 + · · · + ℓ n (z)a n for z ∈ C, where ℓ 1 (z) = ℓ 1 z, . . . , ℓ n (z) = ℓ n z for some complex numbers ℓ 1 , . . . , ℓ n . Note that
for an integer k ≥ 0. Hence
2 )), and taking into account (9) and (13), we have
for h ∈ N m (S). From the properties of the theta function (cf. [20, lemme 2.2]), we have max
2 ), and we also obtain max |u
we deduce from (8), (11) , and (14) that
for all h ∈ N m (S) and all t ∈ N n with |t| < T /2. Finally, Lemma 1 shows that
for all h ∈ N m (S) and all t ∈ N n with |t| < T /2. This completes the proof of Lemma 4.
Step 3: Philippon's zero estimate
Proof. The proof is by contradiction. Suppose that there exists a point
, and all i ∈ I.
Let a 1 , . . . , a n , and W be as in §2. We see that a 1 , . . . , a n are linearly independent over C. Denote by D a 1 , . . . , D a n the differential operators corresponding to a 1 , . . . , a n (cf. the beginning of this section). Let ( y 1 , . . . , y m−ℓ ) be the element of T G (C) m−ℓ defined as above. Then by the same arguments as in the previous section, we have (Q( θ))
By the previous arguments, we then have D
On the other hand, by our construction, P is not identically zero on G, and hence we see by Philippon's zero estimate [13, théorème 2.1] that there exists a connected algebraic subgroup
From our hypothesis (H B ), we have
As in Ably [1, p. 222], we deduce from hypothesis (H A ) that
By the homogeneity of H, we infer from (15) that
Recalling the definition of A(S, G ′ ) and T , and taking into account A ≤ A(S, G
′ ) and B ≤ A, we conclude from (16) that c ≤ 2
ν , which is impossible, since c is sufficiently large. This completes the proof of Lemma 5.
Proof of Proposition B (in Case 2).
For h ∈ N m (S), t ∈ N n with |t| < T /2, and i ∈ I, we put
where r( , ) denotes Chudnovsky's semi-resultant. We see from [3, p. 207] and Lemma 4 that
It follows from Lemma 5 that the family {H * ht i ; h ∈ N m (S), t ∈ N n , |t| < T /2, i ∈ I} has no common zeros in B q (θ, exp(−c̺(S))). If we denote by {P S,1 , . . . , P S,m(S) } the family of polynomials {H * ht i ; h ∈ N m (S), t ∈ N n , |t| < T /2, i ∈ I} for S ≥ S 0 , and if we put I S := (P S,j ) 1≤j≤m(S) , then the ideal I S satisfies the conditions of Proposition B. This concludes the proof of Proposition B.
Proof of the Theorem.
We shall show that the ω of our Theorem satisfies the assumption of Proposition A. We may assume without loss of generality that 
On the other hand, it follows from Lemma 1 that for j, 1 ≤ j ≤ q, 
For κ ≥ k + 1, the function u is strictly increasing. In fact, if κ > k + 1, this is obvious. 
Hence ω satisfies the assumption of Proposition A. Now we have u(N ) ≫≪ S
. Then Proposition A shows that there exists c 1 
This completes the proof of the Theorem.
Proofs of corollaries

Exponential case
Proof of Corollary 2. First, we note that L is an arbitrary subfield of C and a hp ∈ L (for all h, p).
For σ = 1 (resp. σ = 2), we take
Note that for both σ = 1 and σ = 2, we have ker ϕ = {0}; hence ℓ = rank Z (Y ∩ ker ϕ) = 0.
. For brevity, we put W = W (1) or W (2) . From (x 1 , . . . , 
Hypothesis (H A ) is a consequence of hypothesis (H 1 ) and the description of the connected algebraic subgroups of G
m ) (see [22] and also [4] ). We shall prove that (H B ) follows from hypothesis H(L, Z; (µ
Proof. Here we shall only give the proof in the case 
are linearly independent over C, which yields (H B ). The proof is by contradiction. Assume that a j 1 + T G ′ (C), . . . , a j ν + T G ′ (C) are linearly dependent over C, and hence there exist ν complex numbers e 1 , . . . , e ν not all zero such that e 1 a j 1 
Then by Bertrand's theorem [6, Annexe] , there exist
where 
where for simplicity, we put
Denote by p ̺s the linear forms p ̺s of a hj s replaced by a hj s ( 
First, we suppose that m = (m 1 , . . . , m δ ) = (0, . . . , 0). By the well known result of linear algebra, if rank P < ν, then the system of linear equations (18)
has a nontrivial solution. If rank P = ν, we shall consider two cases. 
effective Kolchin theorem (cf. [10] ). Since (H B ) is derived from hypothesis
− 2) by the arguments similar to those of the exponential case, we shall omit its proof. Finally, since K(ω) is algebraic over K(ω (σ) ) (σ = 3, 4), Corollary 5 is easily deduced from our Theorem and a remark in [1, p. 225] .
Proof of Corollary 7. We shall deduce this result from Corollary 6, in the case σ = 4. We take Since W ∩ T G ′ (C) = {0}, it is obvious that a 0 + T G ′ (C) and a 1 + T G ′ (C) are C-linearly independent in T G (C)/T G ′ (C). Then it suffices to prove that a 0 +T G ′ (C) and a 1 +T G ′ (C) are C-linearly independent. The proof is by contradiction. Suppose that there exist complex numbers e 1 , e 2 , not both zero, such that e 1 a 0 +e 2 a 1 ∈ T G ′ (C). This means that e 1 ( a 00 , a 10 , . . . , a δ0 ) + e 2 ( a 01 , a 11 , . . . , a δ1 
that is, (20) (e 1 a 00 + e 2 a 01 , e 1 a 10 + e 2 a 11 , . . . , e 1 a δ0 + e 2 a δ1 ) ∈ T G ′ (C).
In what follows, we denote by c i (δ) (i = 1, 2, 3) positive numbers depending only on δ. First, we note that a 0 + T G ′ (C) and a 1 + T G ′ (C) being linearly independent implies G ′ = {0} × G Denote by p ̺s the linear forms p ̺s of a hs replaced by a hs (1 ≤ ̺ ≤ δ 2 , 1 ≤ h ≤ δ, 0 ≤ s ≤ 1). Now we consider the system of linear equations analogous to (21), Since a 00 = 1, a 01 = 0, p 10 = 0, and p 11 = λ
1 ·1+λ
2 β +· · ·+λ (1) δ β δ−1 = 0, we have rank P = 2. only on ω 1 , ω 2 and δ (see [9, Theorem 1] 
This means rank P = rank(P, t ξ) = 2, and hence (23) has a nontrivial solution.
In the case of (ξ 1 , . . . , ξ δ 2 ) = (0, . . . , 0), we have rank P < 2; and we can also show that rank P < 2, which will be excluded.
Thus (23) always has a nontrivial solution (f 1 , f 2 ) = (0, 0) (say). Now by similar arguments to those in the exponential case, we have f 1 a 0 + f 2 a 1 ∈ T G ′ (C), which is a contradiction.
This completes the proof of Lemma 7.
End of proof of Corollary 7.
Since hypotheses (H A ) and (H B ) are satisfied, we can now apply Corollary 6. We put ω 
