Bayesian methods are actively used for parameter identification and uncertainty quantification when solving nonlinear inverse problems with random noise. However, there are only few theoretical results justifying the Bayesian approach. Recent papers, see e.g. Nickl (2017); Lu (2017) and references therein, illustrate the main difficulties and challenges in studying the properties of the posterior distribution in the nonparametric setup. This paper offers a new approach for study the frequentist properties of the nonparametric Bayes procedures. The idea of the approach is to introduce an auxiliary functional parameter and to replace the structural equation with a penalty. This leads to a new model with an extended parameter set but the corresponding stochastic term is linear w.r.t. the unknown parameter. This allows to state sharp bounds on posterior concentration and on the accuracy of Gaussian approximation of the posterior, and a number of further results. All the bounds are given in terms of effective dimension, and we show that the proposed calming device does not significantly affect this value.
Introduction
Bayesian inference for inverse problems attracted a lot of attention in the recent literature.
We mention only few relevant papers. Knapik et al. (2011) studied minimax contraction rate for linear inverse problems, Knapik et al. (2016) discussed adaptive Bayes procedures. Nickl (2017) studied the BvM for Schrödinger equation, Nickl and Söhl (2019) focused on statistical inverse problems for compound Poisson processes, Monard et al. (2017) discussed applications to X-Ray Tomography, Nickl and Söhl (2017) studied posterior contraction rates for discretely observed scalar diffusions, Gugushvili et al. (2018) considered Bayesian inverse problems with partial observations, Trabs (2018) discussed a linear inverse problem with an unknown operator, Lu (2017) established BvM results for a rather general elliptic inverse problem with an additive noise. Nonlinearity of the model makes the study very involved and the cited results heavily used the recent advances in the theory of partial differential equations, inverse problems, empirical processes. We mention Nickl (2017) and Nickl et al. (2018) as particular illustration of the major difficulties in the study of concentration of the penalized MLE and of posterior concentration.
This paper offers a novel approach for a unified study of a large class of nonlinear inverse problems. The approach is based on a special relaxation by introducing an auxiliary functional parameter and by replacing the structural equation with a penalty. This leads to a new model with an extended parameter set but the stochastic term is linear w.r.t. the unknown parameter. This fact helps to obtain sharp finite sample bounds for concentration of the penalized maximum likelihood estimator (pMLE) around its population counterpart and for posterior concentration around pMLE. Also we establish a finite sample result about Gaussian approximation of the posterior with an explicit error term in the total variation distance and for the class of centrally symmetric sets around pMLE.
All the bounds are given in term of effective dimension in place of the total parameter dimension. The approach is "coordinate free" and does not rely on any spectral decomposition and/or any basis representation for the target parameter and penalty term. We focus here on the problem of inverting an known nonlinear smooth operator from noisy discrete data Y = A(f ) + σε . A forthcoming paper explains how the proposed approach called "calming" can be extended to many other models including generalized regression, nonparametric diffusion, Bayesian deconvolution, dimension reduction etc.
Certain important practical questions are not addressed in this paper. In particular, we assume the noise level σ to be known, as well as regularity or smoothness of the source function f * and the operator A which result in a proper rate optimal choice of the prior covariance G −2 . Note however, that the established Gaussian approximation of the posterior can be combined with existing methods of Bayesian model selection for Gaussian setup such as empirical of full Bayes methods; see e.g. Knapik et al. (2016) ; Nickl and Szabó (2016) ; Sniekers and van der Vaart (2015) ; Belitser (2017) . Now we explain the idea of the method. Denote by g the image function, g = A(f ) .
The calming approach essentially means a kind of decoupling, the structural equation g = A(f ) is relaxed and replaced by a penalty λ g − A(f ) 2 and the image function g is modelled using a separate prior. This increases substantially the parameter space by the auxiliary functional parameter g . However, by a proper choice of a g -prior one can keep the effective dimension of the same order as for the original problem. This effectively reduces the nonlinear problem to a linear one with a special prior that includes the penalty term.
The paper is organized as follows. Section 2 explains the setup and the details of the proposed calming approach. We also discuss the relations between alternative optimiza- 
Non-linear Gaussian inverse problems
This section presents the proposed calming approach. We begin with some motivation and discussion of the standard approaches Bayesian inference in a non-linear inverse regression problems. Consider the model First we discuss a standard approach. For ease of notation, the error ε is assumed to be zero mean with unit covariance operator. A Gaussian log-likelihood in the model
We assume that f belongs to some discretized subspace X d , for instance, spanned by a given basis ψ j in X and p ≤ ∞ . This means that f ∈ X d can be expanded in the form
Here and below we use the notation
The posterior is obtained by normalizing the product exp L G (f ) . The nonlinear mapping A(f ) in the data fidelity term creates fundamental problems for studying the posterior behavior. Existing results utilise deep tools from empirical processes, PDE, inverse problem. For statistical inference, the main difficulty comes from nonlinear dependence of the value A(f ) on the target function f in the data fidelity term Y − A(f ) 2 . This requires to use powerful but rough tools of the theory of empirical processes; see e.g. Nickl et al. (2018) . A first naive idea to avoid these is to use a reparametrization. Assume that A is injective and denote by A its inverse: A def = A −1 : Y → X . Then one can use another parametrization g = A(f ) ∈ Y d . This yields the classical quadratic log-likelihood
Let now f be a Gaussian element in X with a mean f 0 and a self-adjoint covariance operator G −2 : X → X . It leads to a non-Gaussian prior A(g) on Y . The penalized log-likelihood L G (g) reads
Our aim is to describe the properties of the posterior including the contraction rate.
Quadratic structure of the fidelity term −(2σ 2 ) −1 Y −g 2 makes the stochastic analysis of the posterior much more simple. Further, it holds for the expected log-likelihood
. Contraction properties of the posterior can be effectively studied if the expected penalized log-likelihood is concave and smooth. In particular, we need that the inverse operator A is twice differentiable, a sufficient condition for concavity reads −∇ 2 IEL G (g) ≥ 0 . Note, however, that the inverse operator A and its second derivative are usually unbounded and non-smooth.
Decoupling and calming
Now we present a slightly different approach which allows to avoid any use of the inverse operator A . The basic idea is to introduce an auxiliary parameter g which means a "smooth" approximation of the data, and replace the structural equation g = A(f ) by a penalty term. More precisely, represent (2.1) by two identities Y = g + σε and g = A(f ) . Then the fidelity terms can be relaxed to
with a Lagrange multiplier λ . Now we proceed with a couple of parameters (f , g) .
Bayesian modeling assumes regular priors on both parameters g and f . In particular, one can use independent Gaussian priors f ∼ N (f 0 , G −2 ) and g ∼ N (g 0 , Γ −2 ) yielding the posterior
This expression is quadratic in g for a fixed f . A dependence on f is a bit more complicated due to the structural penalty term λ g − A(f ) 2 which penalizes for deviations from the forward non-linear structural relation g = A(f ) . It is important that this expression does not involve any inversion of the operator A . The original stochastic data only enters in the quadratic term Y − g 2 , this makes the stochastic analysis very straightforward.
The gradient and Hessian of L G (f , g) read as follow:
and, with the elasticity vector δ = A(f ) − g , one gets
For concavity of IEL G (f , g) it suffices to check that
In a special case when A is linear and ∇A(f ) = A , it holds ∇ 2 A = 0 and the matrix
With G 2 > 0 and Γ 2 > 0 , this matrix is also positive semidefinite. The f f -block of
With Γ 2 = 0 ,
This implies the following simple result.
Lemma 2.1. Let A(f ) = Af for a linear mapping A : X → Y . It holds
One can see that each of regularizations by G 2 and Γ 2 improves the conditioning
behaves as D −2 G , that is, the estimation of f in the extended (f , g) -model yields the same rate result as in the standard estimation in the original f -model.
In the case of a non-linear operator A , the only term in the matrix F G (f , g) involving the second derivative of A(·) appears in the f f -block with the multiplicative elasticity factor δ = A(f ) − g ; see (2.3). If the structural equation A(f ) = g is nearly fulfilled, then this factor vanishes and the impact of this nonlinearity disappears.
Alternating optimization versus iterated Bayes
This section discusses relations between alternating optimization for computing the pMLE f G and the Bayesian calculus with calming. First we explain how the penalized MLE
can be computed by an alternating procedure. Note that the partial penalized MLE in g given f can be computed explicitly. Indeed, the equation
Now we assume that f 0 is chosen properly and the operator A(f ) can be well approximated by its second order expansion around f 0 :
Moreover, if the guess f 0 and g 0 does a good job, then the related elasticity vector δ 1 = A(f 0 ) − g 0 is small and the corresponding term in (2.6) can be ignored leading to the update
The whole procedure starts from an initial guess f 0 and alternates the steps (2.5) and
(2.7). The technique from Andresen and Spokoiny (2016) can be used to guarantee the exponential convergence of this alternating procedure to the solution ( f G , g G ) from (2.4).
However, even after many simplifications, the alternating procedure (2.5)-(2.7) involves computing of a high-dimensional gradient and inverting a large matrix. This especially concerns the step (2.6) or (2.7). The described procedure can be viewed as a special case of the general Alternating Direction Method of Multipliers (ADMM) methods of large scale optimization; see e.g. Boyd et al. (2011) . Now we discuss the sequential Bayes procedure which mimics the same type of alternating. For this procedure, we only need to efficiently compute the forward operator A(f ) . Again, we start with a guess f 0 and compute g 0 = A(f 0 ) . Now we generate from the prior N (f 0 , G −2 ) and N (g 0 , Γ −2 ) and compute the corresponding posterior using the penalized log-likelihood L G (f , g) . Let also f 1 be the MAP or posterior mean after our Bayes simulations. This step replaces (2.7). For the next step we use the prior N ( f 1 , G −2 ) and N ( g 1 , Γ −2 ) with g 1 = A( f 1 ) . We formally need a new training set Y (1) . This allows to forget about the random nature and data-dependence of the posterior distribution when we use it as a prior. Now we repeat the Bayes procedure with L (1)
To accelerate Bayes computations and to improve the numerical performance, one can also update the prior covariance at each step using the posterior covariance from the previous step. For the theoretical study, it is important that a new sample Y (k) is used for each step k . It is worth mentioning that the Bayes procedure is gradient free and does not involve computing or inverting any matrix; cf. Nesterov and Spokoiny (2017) .
For a given sample f (m) from the prior N (f 0 , G −2 ) we have to compute the forward operator A(f (m) ) , this step computationally most expensive. Afterward, computing the penalized log-likelihood is straightforward. The procedure is scalable in dimension and sample size. Our theoretical result claim that the posterior mimics the second order optimization routine and hence, ensures a convergence after logarithmic number of steps.
Bernstein -von Mises Theorem
This section discusses general properties of the penalized MLE and the posterior of the proposed method. The calming approach extends the parameter space: the target source The related question is whether the posterior on f obtained as the marginal of the joint posterior of (f , g) possesses some contraction properties and can be approximated by a Gaussian measure. We show below that a proper choice of the prior on g allows to keep the effective dimension essentially the same as in the case of the original problem before calming. Effectively, this approach helps to avoid most of very complicated empirical process study at no additional costs. Our result are nearly sharp, stated for finite samples under mild and reasonable conditions.
Conditions
This section lists the conditions which appear to be sufficient for stating the concentration and BvM results. Consider linear discretized subspaces X d ⊂ X and similarly Y d ⊂ Y .
We will assume that the f -priors N (f 0 , G −2 ) is concentrated on X d while the g -prior
By p * we denote the total dimension of Υ . For notational simplicity we assume p * < ∞ , however, nothing changes essentially if p * = ∞ . Below we heavily use that the data Y only enter in the fidelity term σ −2 Y − g 2 /2 and therefore, the stochastic term linearly depends on g and free of f . Let a local subset Υ • of Υ d be fixed. Define g * = A(f * ) ,
Let also F G (υ) = −∇ 2 IEL G (υ) be its negative Hessian. It can be written in the block form:
Our conditions rely on the inverse of these matrices and, in particular, on f f and gg blocks of the F −1 G . We denote
Below we mainly discuss the so called "regular case" when the matrix F G is well posed.
Our conditions below make these relations more precise. By F(υ) we denote a similar matrix corresponding to the non-penalized log-likelihood L(υ) . It can be formally obtained by letting G = Γ = 0 . Also define the corresponding square root D = √ F and the blocks D 2 and H 2 . Now we are about to state our conditions.
A condition of a global concavity of IEL G (υ) on Υ d can be restrictive and difficult to check because of the squared norm of the nonlinear term g − A(f ) . That is why we state the condition for a local set Υ • and restrict the prior to this set.
We also require some exponential moment of σ −1 ε .
(EV ) There exist a positive q × q symmetric matrix V , and constants g > 0 , ν 0 ≥ 1
Under correct noise specification ε ∼ N (0, σ 2 I I p ) , one can take V 2 = σ −2 I I p . Condition (EV ) with g = ∞ means sub-Gaussian errors. In fact, we only need a deviation bound for the quadratic form H −1 G ∇ g ζ 2 ; see (3.6) below. Condition (EV ) is sufficient but not necessary.
The signal-to-noise condition relates the matrices V 2 and H 2
These constants enter in the definition of the upper quantile function z(B V |G , x) for
A proper choice of the priors on f and, especially, on g in the calming approach is crucial for our results. Namely, we assume that the prior N (g 0 , Γ −2 ) on the image
(G|Γ ) It holds g 0 = A(f 0 ) and there exists a constant C G|Γ such that
Apart the basic conditions (L) , (EV ) , (V |G) , (G|Γ ) we need some local properties of the expected log-likelihood IEL(υ) . Let Υ 0 be a local subset of Υ • . We only need that this set contains the concentration set A G (r G ) of the estimate υ G ; see Theorem 4.1 below. The next condition is closely related to (V |G) and it defines the
Condition (G|Γ ) means that the such defined effective dimension of the full problem is of the same order as the dimension of the original problem for the parameter f . To make this point more clear, we consider a special case of a linear operator A(f ) = Af . For simplicity also assume λ = σ −2 . Effective dimension for the original problem without calming is given by
cf. Spokoiny (2017) . Similarly define
Condition (G|Γ ) yields that
This particularly means that the effective dimension is not increased in order after calming. For a general nonlinear operator A , the bound applies with A replaced by its gradient at the point f * G provided that the impact of the nonlinear term δ ⊤ ∇ 2 A(f ) is not too strong.
Finally, we state a condition on the local smoothness properties of the expected loglikelihood IEL(υ) . In particular, we require that this function is three or four times 
Note that all the quadratic terms from the expression (3.2) of IEL(υ) cancel in δ m , only the structural term λ g − A(f ) 2 /2 matters. It obviously holds for υ = (α, β)
Therefore, the function F (υ) inherits the smoothness properties of the operator A(f ) .
We assume the following condition.
Checking this condition can be tricky in general situation. However, a number of results are available for particular cases; see e.g. in Yajima and Zhang (2004) , D'Ancona and Fanelli (2009) and references therein for the case of an elliptic operator A .
Main results
Without explicitly mentioned, we assume that the conditions (EV ) , (L) , (L 0 ) , (F|G) , (V |G) , and (G|Γ ) are fulfilled. We only specify the requirements on the local subset Υ 0 from condition (L 0 ) . By the deviation bound of Theorem A.13, under condition (EV ) , for any x > 0 there exists a random set Ω(x) with IP Ω(x) ≥ 1 − C e −x such that on this set
(3.7)
By Theorem 4.1, on the set Ω(x) , the pMLE υ G concentrates on the elliptic vicinity
. Our first result describes the concentration properties of the full posterior υ Y and of the marginal posterior f Y . Given some r 0 , introduce an elliptic set of the form
with D 2 = F( υ G ) . First we bound from above the random quantity
Our results rely on maximum of the third and fourth Fréchet derivatives of g − A(f ) 2 over the all υ ∈ Υ 0 and u ∈ U with D(υ)u bounded:
We suppress the argument Υ 0 and write simply δ m (r 0 ) . 
Then, on the random set Ω(x) from Theorem 4.1, the quantity ρ(r 0 ) from (3.9) fulfills
The concentration result can be restated in the form that the centered posterior υ G − υ G Y concentrates on the random set A(r 0 ) from (3.8). Now we aim to show that, after restricting to this set, the posterior can be well approximated by a Gaussian distribution N υ G , D −2 G . This allows to extend the results from the Gaussian case to more general non-Gaussian models. In what follows we use that υ G is random on the original probability space, however, it can be considered as fixed under the posterior measure. By IP ′ we denote a standard normal distribution of a random vector γ ∈ Υ d given D G = D G ( υ G ) . In our results we distinguish between the class B s (Υ d ) of centrally symmetric Borel sets and the class B(Υ d ) of all Borel sets in Υ d . 
For any measurable set A ∈ B(Υ d ) , similar bounds hold with δ 3 (r 0 ) in place of ♦(r 0 ) .
The first result of the theorem for can be represented in the form
The second statement of the theorem for any A ∈ B(Υ d ) allows to bound the distance in total variation between the posterior and its Gaussian approximation D −1 G γ . sup
Comparison of two bounds of Corollary 3.3 reveals that the use of symmetric credible sets improves the accuracy of Gaussian approximation from δ 3 (r 0 ) to ♦(r 0 ) ≍ δ 2 3 (r 0 ) + δ 4 (r 0 ) . In typical regular cases, δ 3 (r 0 ) ≍ r 3 0 /n while ♦(r 0 ) ≍ r 3 0 /n . The choice x = 2 log n and r 0 = C √ p G + √ log n yields ρ(r 0 ) ≤ 1/n , and the only leading term in the error of approximation is ♦(r 0 ) ≍ p 3 G /n , and this is the guaranteed approximation error in the BvM approximation under symmetricity. The bound in TV-distance ensures an error δ 3 (r 0 ) ≍ p 3 G /n . Finally we state the result about the marginal posterior f G Y . 
These results in combination with the concentration bounds of the pMLE υ G from Theorem 4.1 can be used to establish sharp contraction results for the posteriors υ G Y and f G Y .
Further results
This section presents more results about the properties of the penalized MLE υ G and of the posterior υ G .
Properties of the pMLE υ G
First we present a result about large deviation bound for the penalized MLE. Let
This value is finite under (L 0 ) provided that {υ :
Theorem 4.1. Let (3.6) hold on a random set Ω(x) with IP Ω(x) ≥ 1 − e −x . Let also
Then on Ω(x) , the estimate υ G belongs to the set A G (r G ) as well, that is,
This also implies
Due to the concentration result of Theorem 4.1, the estimate υ G lies with a dominating probability in a local vicinity of the point υ * G . Now one can use a quadratic approximation for the penalized log-likelihood process L G (υ) to establish an expansion for the penalized MLE υ G and for the excess L G ( υ G ) − L G (υ * G ) . 
2)
and also, for any υ ∈ A G (r G ) ,
Similarly to Theorem 4.1, the results of Theorem 4.2 are meaningful if p V |G is significantly smaller than n . Using the CLT for the standardized score V −1 ∇ g ζ and (4.1), one can easily prove asymptotic normality of υ G − υ * G .
Smoothness and bias
Now we discuss the bias induced by the double penalization f G + g Γ . Here for notational simplicity we put f 0 = 0 and g 0 = 0 . Define G 2 = block G 2 , Γ 2 and
The concentration set A G (r G ) becomes smaller when G 2 increases. In particular, if G 2 is large then υ G concentrates in a small vicinity of υ * G . At the same time, penalization υ G yields some estimation bias measured by IEL G (υ * G )−IEL G (υ * ) and υ * G −υ * . The bias is not critical if the underlying truth υ * = (f * , g * ) with g * = A(f * ) is "smooth", that is, υ * G is not too big. Smoothness properties of the source function f * is reflected by the prior covariance G 2 yielding the penalty f * . Similarly, smoothness of the image g * = A(f * ) has to be reflected by the prior choice in terms of Γ 2 . Effectively we require that Γ 2 is selected in a way that the roughness penalties f * − f 0 G and g * − g 0 Γ are of the same order; see (G|Γ ) . Define
First we show that (f * , g * ) is a reasonable value for minimizing the functional F (f , g) from (4.5). Indeed, the fidelity term σ −2 g * − g 2 as well as the structural term λ g − A(f ) 2 vanish wenn f = f * and g = g * , and only penalty terms f * G and g * Γ are still active in the value F (f * , g * ) . So, smoothness of f * and g * make the value
. This yields in particular
(4.6)
The calming approach suggests to use f * G as a proxi for f * . This could be possible if A(f * ) ≈ A(f * G ) . The next result justifies this relation. For simplicity we set λ = σ −2 .
Theorem 4.3. It holds with λ = σ −2 under (3.4)
Moreover, if υ * = (f * , g * ) ∈ Υ 0 , then
Proof. The result follows directly from (4.6) and (3.4) by the triangle inequality.
Theorem 4.4. It holds
Moreover, for any linear mapping Q in IR p with
(4.8)
Rate of convergence and nonparametric Bayes
In this section, we combine all the previous results together to bound the accuracy of estimation υ G − υ * and the posterior deviations υ G − υ * . Let us fix some linear mapping Q : Y d → IR m . One can apply Qυ = Df for prediction and Qυ = √ n f for estimation. We first aim at bounding the loss Q
The first bound can be viewed as analog of classical biasvariance decomposition of the loss Q( υ G − υ * ) 2 . The second one is asymptotic and it corresponds to the case of "small bias" or "undersmoothing". Below o(1) means a small asymptotically vanishing value. Define also the full dimensional matrix (operator) V 2 with the non-zero f f -block V 2 ; see (EV ) . Usually, V 2 = Var(∇ζ) .
where z(B, x) is given by (3.7).
(2) Let ∇ζ be nearly normal in the sense that
with γ ∈ IR p standard normal. Assume also the "small modeling bias" condition
Then it holds
In statistical literature, one usually aims at bounding the distance between the support of the posterior and the true value υ * . The difference υ G − υ * can be decomposed as
For any Q ≤ D G , the results of Section 4.1 allow to bound with high probability
Similarly, Corollary 3.3 of Section 3.2 yields with high probability for a proper constant C
As tr Q 2 D −2 G ≈ tr Q 2 D −2 G , we conclude: the posterior enjoys essentially the same concentration properties as the penalized MLE υ G .
For the bias υ * G − υ * , by Theorem 4.4, for any
The bias-variance trade-off corresponds to the relation
We conclude by the following result.
Theorem 4.6. Assume that Q D G ,
Then it holds on Ω(x) for some fixed C ,
A prior ensuring the bias-variance trade-off leads to the optimal contraction rate which corresponds to the optimal penalty choice in penalized maximum likelihood estimation.
One of the main questions of nonparametric Bayes approach is whether one can use
Bayesian credible sets as frequentist confidence sets. Corollary 3.3 suggests to consider credible sets of the form
where Q ≤ D and r = r α is fixed to ensure
with γ standard normal. Our results allow to reduce this question to reliability of pMLE-based confidence sets.
Theorem 4.7. Suppose that (EV ) holds with V 2 ≤ D 2 G and moreover, the score ∇ζ is nearly normal as in (4.10). Let also
Then on the set Ω(x) , it holds
Proof. Note first that by definition, it holds for the true parameter υ * :
By Gaussian comparison Theorem A.14, the impact of the bias υ * G − υ * is negligible under the undersmoothing condition Q(υ *
that is, the credible set A Q|G (r α ) is an asymptotically valid confidence set.
We conclude that the "small bias" condition (4.11) together with some regularity constraints ensures frequentist validity of the credible sets. The key observation is that the variance D −2 G Var(∇ζ)D −2 G of the pMLE υ G is not larger than the variance D −2 G of the posterior.
A linear operator A
Consider as an example a linear Gaussian inverse problem Y = Af * + σε for a standard Gaussian ε , small noise level σ , and a smooth linear operator A . Of course, there is no need to apply the calming approach in this setup, one can proceed directly with the log-likelihood − Y − Af * 2 /(2σ 2 ) . We, however, show that calming still applies and does not change essentially the results. This issue is important because in the general situation, we locally approximate the underlying model by a linear one. For the purpose of comparing with the existing rate results, we restrict ourselves to the sequence space model; see Knapik et al. (2011 Knapik et al. ( , 2016 . Consider ε ∼ N (0, σ 2 I I p ) yielding
Assume that f * belong to a Sobolev ball B s (1) = f : j f 2 j j 2s ≤ 1 for s > 1/2 . Let also A be a diagonal smooth operator: A = diag a 1 , . . . , a j , . . . with a j = Lj −α .
First we discuss the standard approach; cf. Knapik et al. (2016) . Consider the prior f ∼ N (0, G −2 ) with G 2 = N s,α diag 1, . . . j 2s , . . . , where N s,α is fixed by the relation N s,α j 2s ≤ σ −2 a 2 j for j ≤ N s,α yielding N s,α = (L/σ) 2/(2s+2α+1) . By definition
and one easily estimate under s > 1/2
implying the bias-variance trade-off p f ≍ Gf * 2 ≍ N s,α and the conraction rate
(4.12)
Now we repeat the calculus for the calming approach. Let g * = Af * . Define Γ by the equation A ⊤ Γ 2 A = G 2 yielding Γ g * 2 = Gf * 2 and
Condition (G|Γ ) is fulfilled with this choice of Γ and it yields p G ≍ N s,α and thus, the bound (4.12). Also, it holds on a dominating set Ω(x)
Proofs of the main results
This section collects the proofs of our results.
Proof of Theorem 4.1
The idea of the proof is to show that for each u with D G u = r G , the derivative of the function L G (υ * G + tu) in t is negative for |t| ≥ 1 . This yields that the point of maximum of L G (υ) cannot be outside of A G (r G ) . Let us fix any u with D G u ≤ r .
We use the decomposition
The bound (3.6) implies on Ω(x)
For t = 1 , we obtain
If 3δ 3,G (r G ) ≤ ρr 2 G for ρ < 1 , then f ′ (1) < 0 . Concavity of f (t) and f ′ (0) = 0 imply that f ′ (t) decreases in t for t > 1 . Further, on Ω(x) by (5.2) x) . As d dt L G (υ * G + tu) decreases with t ≥ 1 together with f ′ (t) due to (5.1), the same applies to all such t . This implies the assertion.
Proof of Theorem 4.2
To show (4.3), we use that υ G ∈ A G (r G ) and ∇L G ( υ G ) = 0 . Therefore,
Let us fix any υ ∈ A G (r G ) and u with D G u ≤ r , and consider
As the stochastic term of L(υ) and thus, of L G (υ) is linear in υ , it cancels in this expression, and it suffices to consider the deterministic part IEL G (υ) . Obviously
Taylor expansion of the third order implies
In particular, for any υ ∈ A G (r G )
We now use that by Theorem 4.1,
The result (4.3) follows. Further, as υ G ∈ A G (r G ) , it holds
. This two-sided bound yields as (4.1) as (4.2).
The last statement (4.4) of the theorem follows directly from Lemma A.6 with Q = D G and f (υ) = IEL G (υ) .
Equivalently, using again D 2
As D 2 ≤ D 2 G , this also implies
The statement (4.9) of Theorem 4.5 follows from the bound (4.8) on the bias Q(υ * G − υ * ) and the deviation bound QD −2 G ∇ζ ≤ z(V Q|G , x) on a set of probability at least 1 − e −x by the triangle inequality. The second statement of Theorem 4.5 is a simple corollary of the first one.
Proof of Theorem 3.1
Let υ G = argmax υ L G (υ) be the penalized MLE of the parameter υ . We aim at bounding from above the quantity
Step 1 The use of ∇L G ( υ G ) = 0 allows to represent
Now we study this expression for any possible value υ from the concentration set of υ G .
Consider f (υ) = IEL G (υ) . As the stochastic term of L(υ) and thus, of L G (υ) is linear in υ , it holds
Therefore, it suffices to bound the ratio 5.6) uniformly in υ from the set υ :
Step 2 First we present some bounds for the denominator of ρ(υ) . Lemma A.7 yields
and ♦(r 0 ) is given by (3.10). Moreover, after a proper normalization, the integral D(υ)u ≤r 0 exp − D G (υ)u 2 /2 du can be viewed as the probability of the Gaussian event. Namely
If the error term ♦(r 0 ) is small, we obtain a sharp bound for the integral in the denominator of ρ(r 0 , υ) from (5.6).
Step 3 Now we bound the integral on the exterior of U • = u : D(υ)u ≤ r 0 .
Linearity of stochastic term in L G (υ) = L(υ) − Gυ 2 /2 and quadraticity of the penalty term imply 
Now we apply Lemma
L G (υ + u) − L G (υ) − ∇L G (υ), u = f (υ + u) − f (υ) − ∇f (υ), u − Gu 2 /2 ≤ −C 0 ( D(υ)u r 0 − r 2 0 /2) − Gu 2 /2 = −C 0 ( D(υ)u r 0 − r 2 0 /2) − D G (υ)u 2 /2 + D(υ)u 2 /2. with C 0 = 1 − 3r −2 0 δ 3 (r 0 ) ≥ 1/2 and D 2 G (υ) = D 2 (υ) + G 2 .
Now we can use the result about Gaussian integrals from Section
Putting together of Step 1 through Step 3 yields the statement about ρ(r 0 ) .
Proof of Theorem 3.2 and Corollary 3.3
We proceed similarly to the proof of Theorem 3.1. Fix any centrally symmetric set
A . First we restrict the posterior probability to the set A(r 0 ) = {u : Du ≤ r 0 } .
Then we apply the quadratic approximation of the log-likelihood function L(υ) . Denote A(r 0 ) = A ∩ A(r 0 ) . Obviously, A(r 0 ) is centrally symmetric as well. Further,
Now we apply the bounds from the proof of Theorem 3.1 yielding
This implies the upper estimate for the posterior probability. Now we prove the lower bound. It holds in a similar way that
For the case of an arbitrary possibly non-symmetric A , the proof is similar with the use of (A.12) instead of (A.11).
A Tools
Below we present some technical results and useful external references. 
A.1 Concavity and tail bounds
Proof. The Taylor expansion of the third order for g(t) = f (x + tu) at t = 0 yields
Similarly one obtains
Concavity of g(·) implies
We summarize that
This implies the assertion in view of g ′′ (0) = ∇ 2 f (x)u, u . Now we specify the result of Lemma A.1 for the elliptic set U (r 0 ) defined by the condition − ∇ 2 f (x)u, u ≤ r 2 0 . We write δ 3 (r 0 ) in place of δ 3 (X, U (r 0 )) . We aim at bounding from above the value f (
Proof. Define t = r/r 0 and u • = ur 0 /r , so that − ∇ 2 f (x)u, u = r 2 0 and u • ∈ U (r 0 ) . Then it holds by (A.1)
and the result follows.
The result is meaningful if 3r −2 0 δ 3 (r 0 ) < 1 . Then with C 0 = 1 − 3r −2 0 δ 3 (r 0 ) , we obtain for any u with − ∇ 2 f (x)u, u = r 2 > r 2
A.2 Gaussian integrals
Let T be a linear operator in IR p , p ≤ ∞ , with T op ≤ 1 . By T ⊤ we denote the adjoint operator for T . Given positive r 0 and C 0 , consider the following ratio
Obviously, one can rewrite this value as ratio of two expectations
where γ ∼ N (0, I I p ) . Note that without the linear term −C 0 T γ in the exponent, the expectation in the numerator can be infinite. We aim at describing r 0 and C 0 -values which ensure that the probability in denominator is close to one while the expectation in the numerator is small.
Proof. Taylor expansions of the forth order imply
The function Then, for any w ∈ U
Proof. Let us fix any x • ∈ X and w • ∈ U and define the function
The Taylor expansion of the third order yields
We apply this bound for x • = x and x • = x + u and take the difference between them.
This implies
For given x, u, w , and
It is straightforward to see that g(0) = g ′ (0) = g ′′ (0) = 0 . Moreover, in view of u ∈ U and (u ± w)/2 ∈ U , it holds δ 3 (x, u/2) = δ 3 (x, u)/8 and for any |t| ≤ 1/2 1 6 g (3) (t) ≤ 5δ 3 2 .
By Taylor expansion of the third order we derive g(1/2) ≤ sup t∈[0,1] 1 6 g (3) (t) ≤ 5δ 3 2 .
Note that g(1/2) is exactly the expression in the right hand-side of (A.7) with w • = w/2 . Proof. For any w ∈ U , it holds by Lemma A.5
As this bound holds for all w ∈ U with Qw ≤ r , the result follows.
The result of Lemma A.4 can be extended to the integral of e f (x+u) over u ∈ U . The final bound for any A follows from (A.5).
The bound (A.13) can be specified to the case of a massive set U . We assume that f is concave and H 2 def = −∇ 2 f (x) ≥ 0 . 
A.6 Gaussian comparison
Let H be a Hilbert space and Σ ξ be a covariance operator of an arbitrary Gaussian random element in H . By {λ kξ } k≥1 we denote the set of its eigenvalues arranged in the non-increasing order, i.e. λ 1ξ ≥ λ 2ξ ≥ . . . , and let λ ξ def = diag(λ jξ ) ∞ j=1 . Note that ∞ j=1 λ jξ < ∞ . Introduce the following quantities Λ 2 kξ def = ∞ j=k λ 2 jξ , k = 1, 2, Theorem A.14 (Götze et al. (2019) ). Let ξ and η be Gaussian elements in H with zero mean and covariance operators Σ ξ and Σ η respectively. Then for any a ∈ H
Moreover, assume that 
