Any description of the emergence and evolution of different types of meaning processes (semiosis, sensu C.S.Peirce) in living systems must be supported by a theoretical framework which makes it possible to understand the nature and dynamics of such processes. Here we propose that the emergence of semiosis of different kinds can be understood as resulting from fundamental interactions in a triadically-organized hierarchical process. To grasp these interactions, we develop a model grounded on Stanley Salthe's hierarchical structuralism. This model can be applied to establish, in a general sense, a set of theoretical constraints for explaining the instantiation of different kinds of meaning processes (iconic, indexical, symbolic) in semiotic systems. We use it to model a semiotic process in the immune system, namely, B-cell activation, in order to offer insights into the heuristic role it can play in the development of explanations for specific semiotic processes.
INTRODUCTION
The emergence and evolution of new kinds of information interpretation systems in living beings (conceived here as semiotic systems) have received a great deal of attention recently (Jablonka, 1994; Jablonka and Szathmáry, 1995; Szathmáry, 1995, 1999; Jablonka et al., 1998) . It is even the case that the evolution of different ways of storing, transmitting, and interpreting 'information' can be treated as a major theme in the history of life (Jablonka, 2002) . Despite the growing number of works on the emergence of meaning processes in biological systems (e.g., Roederer, 2005; Adami, 2004; Nöth, 1994 Nöth, , 2004 Gregersen, 2003; Maynard Smith, 2000; Oyama, 2000; Banathy, 1998; Cariani, 1998; Hoffmeyer, 1 According to Nolfi (2002) , reactive systems "are systems in which sensors and motors are directly linked and which always react to the same sensory state with the same motor action. In these systems internal states, if any, play a comparatively limited role in determining the motor output of the system." By contrast, we can say that in semiotic systems internal states are crucial for the interpretation of outer states perceived through sensory apparatuses, and, as sign interpretation plays a fundamental role in the processes through which the system answers to environmental cues, different actions can result from the same sensory stimulus, depending on the relationships established within the system and between the system and its environment. Thus, the responses of semiotic systems to sensory stimuli are contingent, and, as Peter Cariani (personal communication) reminded us, the internal memory of the system and the degree of separation of sensory inputs and motor/behavioral outputs via successive layers of representation have to be taken in due account. The contingency of the system's responses upon its internal states is a fundamental feature of learning processes through which subsequent inputs are contextualized and some responses become more likely than others in the semiotic system. The distinction between reactive and semiotic systems can be extended to account for a distinction within a living system (notwithstanding its general semiotic nature) between reactive and semiotic processes. In our view, it is not the case that the qualification 'semiotic' should be added in an indiscriminate manner to all functional processes in organisms. It is not the case, for instance, that every enzymatic reaction in a biosynthetic pathway will be a semiotic process, even though that reaction can answer to regulation via signaling pathways. The enzymatic reaction can be simply a reactive process, in which, once an input is present (say, in the form of a substrate plus a regulatory molecule), the same product (output) will always follow. In this case, the regulation of the reaction will be semiotic (given the involvement of a signaling process), but the reaction in itself will not turn out to be equally semiotic for being regulated in such a manner. In our understanding, this would be an overextension of a characteristic of the signaling pathway to the event or pathway regulated by it. Bergman (2000a,b) , Deacon (1997) , Fetzer (1997 Fetzer ( , 1988 , Houser et al. (1997) ; Noble and Davidson (1996) , Emmeche (1991) , and Ransdell (1977) , that the semiotics of C. S. Peirce offers powerful tools for the investigation of meaning, language and communication.
We assume, first, that semiosis can be fruitfully treated as an emergent process. We follow Rescher in his definition of a "process" as ". . . a coordinated group of changes in the complexion of reality, an organized family of occurrences that are systematically linked to one another either causally or functionally" (Rescher, 1996, p. 38) . Rosenthal (1994, p. 27) argues that "meanings" should be understood as relational structures that emerge from behavioral patterns. A precise interpretation of this statement -with which we basically agree -demands a clear understanding about the characterization of structures as emergent systemic properties. Furthermore, it also depends on a good grasp of the relationship between emergent properties and processes, observed at a higher level in a system, and patterns of behavior observed at lower levels. In an effort to expand on Rosenthal's idea, it is very important to employ the concept of emergence in its technical, rather than in an ordinary, colloquial sense. It is a relevant problem how to properly connect discussions about emergence and meaning processes. A systematic approach to this topic seems to be particularly crucial in the domain of debates concerning the emergence of meaning in biological and artificial systems, particularly because there is a tendency to use the concept of emergence in a rather informal sense, without clearly explaining what it means (for critical commentaries, see Cariani, 1989; Bedau, 2002; El-Hani, 2002) .
We propose in this paper that the emergence of semiosis in semiotic systems can be understood as resulting from fundamental interactions in a triadically-organized hierarchical process. Following Salthe's (1985) basic triadic system, we describe those interactions in terms of the following model: (i) semiosis is described as a process at a focal level, where we actually observe a given kind of meaning process we intend to explain; (ii) a lower, micro-semiotic level, is described as establishing the potentialities or initiating conditions for semiosis as an emergent process at the focal level; and, finally, (iii) we consider a higher, macro-semiotic level, which establishes boundary conditions which coordinate or regulate the dynamics at the focal level. Initiating and boundary conditions are interpreted in this model as constraints. It is important also to emphasize that this is a synchronic picture of the process rather than a diachronic, developmental one.
We will begin by presenting some basic notions in Peircean semiotics, including Peirce's 'most fundamental division of signs'. Subsequently, we will move to a discussion about the technical meaning of 'emergence' and the application of emergentist thought to an understanding of semiosis. Finally, we will discuss in detail the model for the emergence of meaning processes (semiosis) sketched above and apply it to analyze a specific semiotic process in a living system.
SOME BASIC NOTIONS IN C. S. PEIRCE'S SEMIOTICS
According to Peirce, any description of semiosis, i.e., the action of a sign, should necessarily treat it as a relation constituted by three irreducibly connected terms (sign-object-interpretant, S-O-I) (Figure 1 ), which are its minimal constitutive elements (CP 5.484, EP 2:171).
2 "A sign is anything which determines something else (its interpretant) to refer to an object to which [it] itself refers (its object) in the same way, the interpretant becoming in turn a sign, and so on ad infinitum" (CP 2.303).
Semiosis entails the instantiation of chains of triads. As Savan (1986, p. 134) argues, an interpretant is both the third term of a given triadic relation and the first term (sign) of a subsequent triadic relation. This is the reason why semiosis cannot be defined as an isolated triad; it necessarily involves chains of triads (Figure 1) .
Peirce also defines a sign as a medium for the communication of a form or habit embodied in the object to the interpretant (De Tienne, 2003; Hulswit, 2001; Bergman, 2000a) , so as to constrain (in general) the interpretant as a sign or (in biological systems) the interpreter's behavior (Figure 2 ): ". . . a Sign may be defined as a Medium for the communication of a Form. [. . .] . As a medium, the Sign is essentially in a triadic relation, to its Object which determines it, and to its Interpretant which it determines. [. . .] . That which is communicated from the Object through the Sign to the Interpretant is a Form; that is to say, it is nothing like an existent, but is a power, is the fact that something would happen under certain conditions" (MS 793:1-3. See EP 2.544, n.22, for a slightly different version).
But, how should we understand the term "form" in this context? Peirce stresses that it is nothing like a "thing" (De Tienne, 2003) , but something that is embodied in the object as a habit, a "rule of action" (CP 5.397), a "disposition" (CP 2.170), a "real potential" (EP 2.388), or a "permanence ofsome relation" (CP 1.415). It is particularly important to notice that the form communicated from the object to the interpretant through the sign is not the particular shape of an object, or something alike, but a regularity, a habit which allows a given semiotic system to interpret that form as indicative of a particular class of entities, processes, phenomena, and, thus, to answer to it in a similarly regular, lawful way. Otherwise, the semiotic system would not be really capable of interpretation. It is possible to understand the idea of "interpretation" as basically meaning to subsume a given particular event on a general class of events, and, by thus subsuming it, to answer in a regular way, learnt by living systems through evolution and development (i.e., by evolutionary and somatic learning).
The communication of a form from the object to the interpretant constrains the behavior of an interpreter in the sense that it brings about a constrained set of effects of the object on the interpreter through the mediation of the sign. In short, the meaning of a sign is, for Peirce, an effect of the sign, as a medium for the communication of forms, on an interpreter by means of the triadic relation S-O-I. A meaning process can be thus defined as the action of a sign (semiosis).
SEMIOTIC SYSTEMS AND THE MOST FUNDAMENTAL DIVISION OF SIGNS
Systems that produce, communicate, receive, compute, and interpret signs of different kinds can be classified as semiotic systems. As Fetzer writes: "What makes a system 'semiotic' thus becomes that the behavior of the system is causally affected by the presence of a sign because that sign stands for something else iconically, indexically, or symbolically, for that system" (Fetzer, 1997, p. 358) . By interpreting signs, semiotic systems can show self-corrective behavior (Ransdell, 1977, p. 162) . Semiosis can be defined as a self-corrective process involving cooperative interaction between its three components. Such a self-corrective behavior depends on the capability of semiotic systems of using signs as media for the communication of forms from objects to interpretants so as to constrain their own behavior.
Peirce suggested that semiotic systems could be treated as the embodiment of semiotic processes (CP 5.314). Surely, this blurs a distinction between entities and processes which characterized Western thinking for most of its history. Peirce was, however, a process thinker, i.e., a representative of a philosophical tendency of treating processes as being more fundamental than entities as ontological categories (Rescher, 1996) . A process philosophy can address entities, as Peirce does, as relatively stable bunches of processes. A semiotic system can be understood in these terms as a relatively stable (both spatially and temporally) cluster of semiotic processes.
If we wish to understand how semiotic systems instantiate sign processes, we have to refine our understanding of the types of signs involved in particular semiotic processes. Particularly, we should explore in a more technical way the fundamental differences between iconic, indexical, and symbolic processes, and the Peircean framework is a proper place to pursue such an understanding (Fetzer, 1997 (Fetzer, , 1988 .
In his "most fundamental division of signs" (CP 2.275), Peirce characterized icons, indexes, and symbols as matching, respectively, relations of similarity, contiguity, and law between S and O (sign-object relation) in the triad S-O-I.
Icons
Icons are signs which stand for their objects through similarity or resemblance (CP 2.276), irrespective of any spatio-temporal physical correlation that S may have with an existent O (CP 2.299). If a determinative relation of the sign (S) by the object (O) is a relation of analogy, that is, if S is a sign of O in virtue of a certain quality that S and O share, then S is an icon of O. If S is an icon, then S communicates to I a quality of O:
"An Icon is a sign which refers to the Object that it denotes merely by virtue of characters of its own, and which it possesses, just the same, whether any such Object actually exists or not" (CP 2.247).
Among the examples of icons mentioned by Peirce, we find images, diagrams, metaphors, pictures, maps, ideographs, hieroglyphs. In terms of cognitive processes, icons are associated with sensory tasks. They are present in the sensorial recognition of external stimuli of any modality, and in the cognitive relation of analogy. According to Sebeok (1989, p. 121) , "iconic signs are found throughout the phylogenetic series, in all modalities as circumscribed by the sense organs by which members of a given species are able to inform themselves about their environment. Signal forgery, viz., the phenomenon of mimicry, in fact, all deceptive maneuvering by plants and animals, as well as humans, often crucially depends on iconicity". Figure 3 shows an example of an iconic sign, a structure in a thorn bug which mimics a real thorn. Figure 4 shows a semiotic interpretation of this case of mimicry. The interpretant is the effect of the thorn on a potential predator of the bug, namely, that the latter will not try to eat the bug. In this iconic sign process, the form which is communicated from the object to the interpretant through the sign is a general similarity between the thorn in the bug and the thorn in the plant. Generally speaking, an iconic sign communicates a habit embodied in an object to the interpretant, so as to constrain the interpreter's behavior, as a result of a certain quality that the sign and the object share.
Indexes
In contrast, if S is a sign of O by reason of "a direct physical connection" between them (CP 1.372), then S is said to be an index of O. In that case, S is really determined by O, and both must exist as events: "An Index is a sign which refers to the Object that it denotes by virtue of being really affected by that Object" (CP 2.248). The notion of spatio-temporal co-variation is the most characteristic property of indexical processes. The examples range from a pronoun demonstrative or relative, which "forces the attention to the particular object intended without describing it" (CP 1.369), to physical symptoms of diseases, photographs, weathercocks, thermometers.
In a Peircean analysis, small red spots in a child's skin, for instance, can be treated as a sign (S) which stands for a disease, say, measles, its object (O), so as to constrain its interpretant, the effect the red spots have on an interpreter, say, a doctor performing a diagnosis. The sign processes involved are indexical. The small red spots operate as signs because they are physically correlated with the disease, which is the primary constraining factor in the process, the form of which will end up producing an effect on the interpreter ( Figure 5 ).
In this indexical sign process, the form which is communicated from the object to the interpretant through the sign is a general physical correlation between measles and the small red spots in the skin. Generally speaking, an indexical sign communicates a habit embodied in an object to the interpretant as a result of a direct physical connection between sign and object.
Symbols
Finally, in a symbolic relation, the interpretant stands for 'the object through the sign' by a determinative relation of law, rule or convention (CP 2.276). According to Peirce (CP 2.307), a symbol is "a Sign (q.v.) which is constituted a sign merely or mainly by the fact that it is used and understood as such, whether the habit is natural or conventional, and without regard to the motives which originally governed its selection."
We have claimed elsewhere that the alarm-call system used by African vervet monkeys (Cercopithecus aethiops), a well-known case of vocal communication in non-human primates, logically satisfies the Peircean definition of symbol (Queiroz, 2004; Queiroz and Ribeiro, 2002) . These primates possess a sophisticated repertoire of vocal signs used for intra-specific alarm purposes regarding imminent predation on the group (Seyfarth et al., 1980) . Field studies have revealed three main kinds of alarm-calls, used to warn about the presence of (a) terrestrial stalking predators such as leopards, (b) aerial raptors such as eagles, and (c) ground predators such as snakes ( Figure 6 ). Adult vervets produce these calls only in reference to the presence of specific predators. Such calls motivate whole-group escape reactions that are specific to predator type. For instance, when a 'terrestrial predator' call is uttered, vervets escape to the top of nearby trees; 'aerial predator' calls cause vervets to hide under trees; and 'ground predator' calls elicit rearing on the hind paws and careful scrutiny of the surrounding terrain. These are the interpretants of the calls, as signs.
While adults share a code for predator reference, infant vervet monkeys babble these calls in response to a variety of animals (predators and non-predators), as well as to inanimate objects. Thus, adults pay little attention to infant calls (Cheney and Seyfarth, 1990) . The progressive specificity of alarm-call production as vervets grow older indicates that they should learn how to use the calls in the proper context. Field experiments in which predator-specific alarm-calls were played from loudspeakers to groups of wild vervet monkeys showed that adult individuals first responded to playbacks of alarm-calls by looking around in search of a referent (predator). Remarkably, even though this referent was always absent, adult animals consistently fled away to nearby refuges according to the specific type of alarm-call played. Infant monkeys, in turn, responded poorly to playbacks, and teenagers displayed intermediate behaviors.
According to the Peircean classification of signs, if the alarm-call operates in a specific way even in the absence of the external referent, it must be interpreted as a symbol of a predator class. The transition from a sensory scan behavior after the alarm auditory perception to an escape reaction motivated solely by the alarm-call corresponds to the transition from indexical semiosis (interpretation by spatio-temporal coincidence) to symbolic semiosis (interpretation mediated by law or convention) ( Figure 7 ). The object of the sign, in the latter case, is not an object-token but rather a class of objects, i.e., an object-type, and therefore does not need to exist as a singular event. To say that an alarm-call is a symbol of a type of predator is equivalent to say that this call evokes a brain representation (of any modality) that stands for the class of predators represented in a law-like and specific way.
In this symbolic sign process, the form which is communicated from the object to the interpretant through the sign is a lawful relationship between a given kind of alarm-call and a given type of predator. Generally speaking, a symbolic sign communicates a habit embodied in an object to the interpretant as a result of a regularity in the relationship between sign and object.
To advance in the discussion of the emergence of semiosis of different kinds, some theoretical constraints should be now put in place. In the following sections, we intend to advance in establishing some of these constraints through a systematic treatment of the concept of emergence in the context of semiotics and the development of the model for explaining the emergence of semiosis briefly described in the introduction. Queiroz and El-Hani (2006) stress the importance of ascribing a precise meaning to the concept of emergence and its derivatives whenever they are applied to any domain of phenomena or theories. For instance, in the context of the sciences of complexity, the concept of "emergence" has become very popular, and the very term "emergence" (and its derivatives) has been widely used in research fields such as artificial life and cognitive robotics. But, even though these fields are often described as dealing with emergent computation, little discussion is found in them regarding the precise meaning of the terms "emergence", "emergent", etc. (for critical commentaries, see Cariani, 1989 Cariani, , 1991 Emmeche, 1994 Emmeche, , 1997 Ronald et al., 1999; Bedau, 2002; El-Hani, 2002) . Given the debates and even confusions that have characterized the understanding of emergence throughout the 20th century (Blitz, 1992; Stephan, 1999) , it is crucial to keep it clear what this concept precisely means.
EMERGENCE AND SEMIOSIS
In a technical sense, "emergent properties" constitute a certain class of higher-level properties related in a certain way to the microstructure of a class of systems (adapted from Stephan, 1998, p. 639) . The reason why such a broad definition, with open clauses, seems at first more adequate than a definition with more content and precision has to do with the fact that the concept of emergence and its derivatives are employed in the most diverse fields, and, consequently, a more detailed definition is likely to apply to some fields but not to others.
It is true, however, that a more concrete and operational definition is needed when one is dealing with particular cases of emergence. Our claim here is not that one should rest content with the above definition, with such open clauses, but, rather, that attempts to made it more precise should be dealt with case by case, considering specific theoretical and empirical constraints on the meaning of 'emergence' in different research fields. It is part of the task of an emergence theory -applied to a particular research fieldto fill in the open clauses in this definition (shown in italics). An emergence theory should, among other things, provide an account of which properties (of a given class of systems) should be regarded as emergent, and offer an explanation of the relationship between these properties and the microstructure of the systems. Therefore, when we intend to build an emergentist account of semiotic processes, it is necessary to develop further the main ideas involved in treating those processes as 'emergent'. With this purpose, Queiroz and El-Hani (2006) used a set of central characteristics identified by Stephan (1998 Stephan ( , 1999 in the diversity of emergence theories to pose some fundamental questions that have to be answered in order to ascribe a precise meaning to the term "emergence" in the context of semiotics. They also advanced some tentative answers to them.
First, emergentists should, in a scientific spirit, be committed to naturalism, assuming that only natural factors play a causal role in the universe. Even though naturalism and physicalism philosophically do not coincide, 3 in the current scientific picture a naturalistically-minded emergentist typically sticks to the idea that all entities consist of physical parts, even though they may be organized in a complex manner and demand higher-level descriptions and explanations. This thesis can be labeled physical monism: there are, and will always be, only physically constituted entities in the universe, and any emergent property or process is instantiated by systems that are exclusively physically constituted.
Accordingly, to build a scientifically-compatible emergentist and semiotic account of sign processes, we should discuss whether semiotic systems and processes are physically constituted. Semiotic processes can only be realized through physical implementation or instantiation (see Ransdell, 1977) , and, thus, semiotic systems should be physically embodied. To put it differently, sign processes are relationally extended within the spatiotemporal dimension, so that something physical has to instantiate or realize them (Deacon, 1999; Emmeche, 2003) . In this connection, it is important to remember that Peirce considered the material qualities of the sign as the characters that belonged to the sign in itself: "Since a sign is not identical with the thing signified, but differs from the latter in some respects, it must plainly have some characters which belong to it in itself, and have nothing to do with its representative function. These I call the material qualities of the sign" (CP 5. 287).
Emergentist thinking is also characterized by a fundamental commitment to the notion of novelty, i.e., the idea that new systems, structures, entities, properties, processes, and dispositions arise (emerge) in the course of evolution. We should ask, then, whether semiotic systems constitute a new class of systems, instantiating new structures, processes, properties, etc.
We assume, for the sake of our arguments, that there was a period in which systems capable of using signs didn't exist, or, to put it differently, that semiotic systems arose at some point in the course of evolution. Notice that this doesn't mean we are taking any stance as regards the possibility that signs may have in some sense preceded such systems. What we are proposing is that, before the emergence of semiotic systems, only reactive systems existed, which were not capable of using signs. By referring to 'reactive systems', we mean that, surely, there were things in the world to which physically embodied natural systems reacted, but these systems were not yet able to use something as a sign for something else. Based on these arguments, we will say that semiotic systems constitute a new class of systems, with a new kind of structure, capable of producing and interpreting signs, and, thus, realizing semiosis, as an emergent process.
We also consider that, after the competence to handle signs and instantiate semiosis emerged, the evolution of semiotic systems obviously didn't cease, but different, new kinds of such systems emerged, operating with different classes of signs (iconic, indexical, symbolic) and evolving in different manners.
Another characteristic of emergence theories is the thesis of synchronic determination, a corollary of physical monism: A system's properties and behavioral dispositions depend on its microstructure, i.e., on its parts' properties and arrangement. From this dependence, synchronic determination follows, namely, the idea that there can be no difference in systemic properties and dispositions without there being some difference in the properties of the system's parts and/or in their arrangement. We should consider, thus, whether semiosis is synchronically determined by the properties and arrangement of the parts underlying such a process.
To deal with this issue, we should examine the relationship between chains of triads and individual triads. It is clear, from the Peircean framework, that all kinds of semiosis are synchronically determined by the microstructure of the individual triads composing a chain of triads, i.e., by relational properties and arrangement of the elements S, O, and I.
These ideas are sufficient for the proposal of a weak emergentist account of semiosis. By 'weak', we mean that it would be compatible with reductionism, i.e., a methodological and epistemological position committed to the idea that knowledge about the parts of a system and their properties is enough to understand the global behavior of the system as a whole. Emergentists, however, usually aim at non-reductionist accounts, which characterize strong emergence theories. A strong emergentist account demands at least one of two notions: irreducibility and unpredictability. 4 Stephan (1998, 1999) distinguishes between two kinds of irreducibility.
5 The first one is based on the behavioral unanalyzability of systemic properties:
(I 1 ) [Irreducibility as unanalyzability] Systemic properties which cannot be analyzed in terms of the behavior of a system's parts are necessarily irreducible.
This notion plays an important role in debates about phenomenal qualities of human subjective experience (qualia), often regarded to be irreducible because they are allegedly intrinsic properties, capable of being experienced only 'from within', and, thus, couldn't be adequately characterized in terms of the macroscopic or microscopic behavior of the nervous system's parts (e.g., Levine, 1983; Kim, 1998) .
A second notion of irreducibility is based on the non-deducibility of the behavior of the system's parts: (I 2 ) [Irreducibility of the behavior of the system's parts] a systemic property will be irreducible if it depends on the specific behavior the components show in a system of a given kind, and this behavior, in turn, does not follow from the components' behavior in isolation or in other (simpler) kinds of system. 6 El-Hani and offer an example which illustrates the basic ideas in this notion of irreducibility. Consider, first, that mitotic division (M), for instance, is a systemic property which is synchronically determined by a specific kind of microstructure, W (involving, among other structures, spindle fibers). It is, therefore, a property observed at the level of systems of the kind S, as a whole, and depends on the behavior shown by its components.
The second step, then, is to argue that this property cannot be inferred from how cell components behave in simpler kinds of systems. Let us consider a different kind of cell division, binary fission, B, synchronically determined by a different kind of microstructure, R, observed in systems of a different kind, S'. Consider, also, that S' is a class of simpler systems, as compared to systems classified in S. For the sake of our arguments, we will simply consider a putative measure of complexity based on (i) the number of elements composing a system, and (ii) the number of interactions between these elements.
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The distinction between modes of irreducibility entails that a claim that a given property, process etc. is reducible or irreducible needs more qualification, since it is plausible that, say, a property is 'reducible' in a particular sense, while it is 'irreducible' in another sense. In our example, we can say that M is reducible to W in the sense of its analyzability: if we know the properties and relations of the cell components within systems of the class S, instantiating structure W, the relevant laws of nature and the required composition principles, we will be able to infer that systems of kind S exhibit property M. Therefore, we will be able to inductively predict that, and deductively explain why, S exhibits M.
To examine, then, if M is irreducible in terms of its non-deducibility, we should ask whether the behavior of S's parts, which instantiate M when related as they are in structure W, can be inferred from their behaviors in simpler systems, say, included in class S' and instantiating R. What we know about the biological example we are addressing plausibly indicates that M is very likely to be irreducible in this sense. Therefore, even if we know everything there is to be known about the properties of the parts and the structure of systems of class S', we will be unable to infer how those parts would behave in systems of class S, in the absence of specific knowledge about micro-structure W. If we cannot infer how the parts behave in S, we will not be capable of predicting or explaining the emergent properties those parts will realize in S, including M.
According to this argument, mitosis is irreducible in the sense of non-deducibility, even though it is reducible in the sense of its analyzability. We believe that emergent properties of biological systems often show these characteristics. This is why the distinction between modes of irreducibility is rather consequential to discussions about reductionism in biology.
Let us now turn to the basic Peircean idea of the irreducibility of semiotic relations. These relations are regarded by Peirce as irreducible in the sense that they are not decomposable into any simpler relation (CP 5.484). Thus, the semiotic relation is not irreducible because the condition of analyzability is violated. Given synchronic determination, from the behavior of the elements of a triad it must follow the properties the triad possesses, including the very property of being a semiotic process. A semiotic relation is irreducible for its non-deducibility. The specific behavior of the elements of a triad is irreducible because it does not follow from the elements' behavior in simpler relations. According to Peirce, if we consider only a dyadic relation, S-I, S-O or I-O, or an element of a triad in itself, we will not be able to deduce how they would behave in a triadic relation, S-O-I (EP 2:391). We should also bear in mind that, even though Peirce classified signs on the basis of the sign-object relation, icons and indexes are not less triadically-dependent than symbols. After all, they all depend crucially on the communication of a form from O to I through S, as argued above.
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Strong emergence theories can also be based on the claim that emergent properties or structures are "in principle theoretically unpredictable". An idea of "genuine novelty" then enters the scene: a genuinely new property or structure cannot be theoretically predicted before its first appearance. A systemic property can be unpredictable in this sense for two different reasons (Stephan, 1998) : (i) because the microstructure of the system exemplifying the property for the first time is unpredictable; (ii) because it is irreducible, and, in this case, it doesn't matter if the system's microstructure is predictable or not. The second case offers no additional gains beyond those obtained in the treatment of irreducibility. For this reason, we will focus on the first condition. The structure of triads and chains of triads can be regarded as in principle theoretically unpredictable based on the Peircean view that an element of indeterminism, spontaneity, and absolute chance is present in the natural world. On the grounds of this basically metaphysical approach, the microstructure of semiotic systems can be regarded as unpredictable, and, consequently, the same can be said of semiosis, as an emergent process of these systems.
After this attempt to make it more precise the claim that semiosis is an emergent process, we will discuss in the next section a model to explain how semiotic processes emerge in semiotic systems. Salthe (1985) put forward an approach called "hierarchical structuralism" as a means for developing a coherent and heuristically powerful way of representing entities in nature. A fundamental element in this approach is his "basic triadic system", clearly influenced by Peirce. This system aims at discovering general rules and principles of constraint within which laws of nature must operate.
A GENERAL MODEL OF THE EMERGENCE OF SEMIOSIS
According to the basic triadic system, to describe the fundamental interactions of a given entity or process in a hierarchy, we need (i) to consider it at the level where we actually observe it (focal level); (ii) to investigate it in terms of its relations with the parts described at a lower level (usually, but not necessarily always, the next lower level); and (iii) to take into account entities or processes at a higher level (also usually but not always the next higher level), in which the entities or processes observed at the focal level are embedded. Both the lower and the higher level have constraining influences over the dynamics of the entities and/or processes at the focal level. These constraints allow us to explain the emergence of entities or processes (e.g., semiosis) at the focal level.
In a manner which is consistent with Peircean pragmatism, the choice of the focal, lower, and higher levels depends on the research goals. Therefore, it results from a decision made by a researcher on the grounds of the theoretical framework and methodological approach. The theoretical and methodological bases chosen by a researcher, in turn, are partly (and, often, strongly) determined by the epistemic practices accepted as scientifically adequate and, typically, also standardized by the scientific community.
At the lower level, the constraining conditions amount to the "potentialities" or "initiating conditions" for the emergent process, while constraints at the higher level are related to the role of a (selective) environment played by the entities at this level, establishing the boundary conditions that coordinate or regulate the dynamics at the focal level. The regulation of a focal-level process by higher-level boundary conditions is interpreted here as a kind of selective process.
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In this model, an emergent process at the focal level is explained as the product of an interaction between processes taking place at lower and higher levels. The phenomena observed at the focal level should be ". . . among the possibilities engendered by permutations of possible initiating conditions established at the next lower level" (Salthe, 1985, p. 101) . But processes at the focal level are embedded in a higher-level environment that plays a role as important as that of the lower level and its initiating conditions. Through the temporal evolution of systems at the focal level, this environment or context selects among the states potentially engendered by the components those that will be effectively actualized. As Salthe (id. ibid.) puts it, "what actually will emerge will be guided by combinations of boundary conditions imposed by the next higher level". Semiotic processes at the focal level are described here as chains of triads. We can address, then, the interaction between semiosis at the focal level, potential determinative relations between elements at the lower level (micro-semiotic level), and networks of semiotic processes at the higher level (macro-semiotic level).
The micro-semiotic level concerns relations of determination that may take place within each triad S-O-I. These relations provide the way the elements in a triad are arranged in semiosis. According to Peirce, the interpretant is determined by the object through the mediation of the sign (I is determined by O through S) (MS 318:81) . This is a result from two determinative relations: the determination of the sign by the object relatively to the interpretant (O determines S relatively to I), and the determination of the interpretant by the sign relatively to the object (S determines I relatively to O) (see Figure 2) .
We consider that, given the relative positions of S, O, and I, a triad t i = (S i , O i , I i ) can only be defined as such in the context of a chain of triads T = {. . ., t i−1 , t i , t i+1 , . . .} (see Gomes et al., 2003 Gomes et al., , 2005 . This is a consequence of an idea discussed above, namely, that semiosis entails the instantiation of chains of triads (See Figure 1) . At the macro-semiotic level, networks of chains of triads which embed the semiotic process at the focal level are described. Focal-level semiosis will emerge as a process through the interaction between micro-and macro-semiotic processes, i.e., between the relations of determination within each triad and the embedment of each individual chain in a whole network of sign processes.
To proceed with the argument, we should consider a distinction made by Peirce as regards the nature of the object: "We must distinguish between the Immediate Object -i.e., the Object as represented in the sign -and [. . .] the Dynamical Object, which, from the nature of things, the Sign cannot express, which it can only indicate and leave the interpreter to find out by collateral experience" (CP 8.314 . Emphasis in the original. See also EP 2.498).
The immediate object of a sign is the object as it is immediately given to the sign, the dynamical object in its semiotically available form. The dynamical object, in turn, is a real thing which the sign can only indicate, and the interpreter should find out by its experience.
Each chain of triads always indicates the same dynamical object, through a series of immediate objects, as represented in each triad. The potentialities of indicating a dynamical object are constrained by the relations of determination within each triad. That is, the way O determines S relatively to I, and S determines I relatively to O, and then how I is determined by O through S leads to a number of potential ways in which a dynamical object may be indicated in focal-level semiosis, i.e., to a set of potential triadic relations between immediate objects, signs, and interpretants.
When developing such a model, we should also consider a distinction between potentiality and actuality, introducing the definitions of potential signs, objects, and interpretants. A potential sign is something that may be a sign of an object to an interpretant, i.e., it may stand for that object to an interpretant. A potential object is, in turn, something that may be the object of a sign to an interpretant. And, finally, a potential interpretant is something that may be the interpretant of a sign, i.e., it may stand for that sign. The micro-semiotic level is the domain of potential signs, objects, and interpretants.
We should consider, then, a whole set W of potential determinative relations between these three elements, which can generate, in turn, a set of potential triads. These triads cannot be fixed, however, by the micro-semiotic level, which establishes only the initiating conditions for chains of triads at the focal level. To fix a chain of triads, and, consequently, the individual triads which are defined within its context, boundary conditions established by the macro-semiotic level should also play their selective role, which is required for the actualization of potential chains of triads. After all, according to this model, chains of triads are actualized at the focal level by a selection of those triads that will be effectively actualized amongst those potentially engendered at the microsemiotic level. As we saw above, a triad t i = (S i , O i , I i ) cannot be defined atomistically, in isolation, but only when embedded within higher-level structures and/or processes, including both chains of triads T = {. . ., t i−1 , t i , t i+1 , . . .} and networks of chains of
Considering the dynamics of semiotic processes at the focal level, we can say that their temporal evolution is determined by events of actualization of potential chains of triads and potential triads. Triads are actualized, realizing a specific chain at the focal level, through the operation of two constraints. First, potential determinative relations (initiating conditions) at the micro-semiotic level constrain the universe of potential chains of triads, given that the whole set W of possible determinative relations between potential signs, objects, and interpretants is always smaller than the universe U of all potentially existent triads. That is, given the initiating conditions established at the micro-semiotic level, a given chain of triads realized at time t will be among the elements of a set W = U − x of potential chains of triads that might be actualized at t.
11 Then, a second kind of constraint acts on the set W , namely, boundary conditions established by the macro-semiotic level, in the context of which a given chain of triads will be effectively realized. The boundary conditions will select, among all the potential chains of triads which could be realized from the set W of potential determinative relations S-O-I, a specific chain T i = {. . ., t i−1 , t i , t i+1 , . . .} to be actualized at t.
It is in this sense that the emergence of semiotic processes at the focal level, in which chains of triads are actualized, is explained in this model as resulting from an interaction between potentialities established by the micro-semiotic level and the selective, regulatory influence of the macro-semiotic level. This model can be applied to iconic, indexical, and symbolic semiotic processes. The crucial difference is that forms will be communicated from objects to interpretants through signs as patterns of similarity, spatiotemporal correlations, and law-like relationships, respectively. This model also shows that semiotic processes are irreducible because of its nondeducibility, since they depend both on the potential determinative relations between elements in a triad, which cannot be deduced from dyadic relations or from how an element of a triad behaves in itself, and on boundary conditions established by a network of semiotic processes.
In this section, our general model of the emergence of semiosis was presented in rather abstract terms. We will now move to a brief but concrete case study which aims at illustrating and further elucidating the basic tenets of the model.
APPLYING THE MODEL TO INTERPRET A SEMIOTIC PROCESS IN B-CELLS
We previously employed the model presented in the previous section to address some semiotic processes in the genetic information system, namely, transcription and translation (El-Hani et al., 2006, forthcoming) . Here, we will not refer to this previous study, but rather move on to a discussion of some basic ideas for applying this model to the investigation of another set of semiotic processes, related to signal-transduction in centrally important cellular processes in the immune system, as, for instance, B-cell activation.
B-cells possess a membrane receptor, the B-cell receptor (BCR), which has two functions in B-cell activation (Pierce, 2002) : it initiates signal cascades that result in changes in gene expression patterns in B-cells and other processes involved in activation; and it plays a role in the uptake and processing of antigens to be presented to other key class of cells in the immune system, T-helper cells (see Figure 8) .
The semiotic process we wish to briefly analyze here concerns the initiation of step (b) in Figure 8 , namely, the transcriptional activation of genes by a signal-transduction cascade triggered by BCR. This process is initiated by the binding of antigens to BCR. The antigen is a sign which stands for something else, say, a virus-infected cell. BCR acts as an interpreting system in the cell membrane, and triggers processes by means of which interpretants are produced inside the B-cell (Figure 9 ). The intepretant in this case is the phosphorylated state of BCR, which becomes, in turn, itself a sign standing for the virus-infected cell. This generates a new triad, linked to the previous one by the double role played by the phosphorylated state of BCR, which is both the interpretant of a first triad, and a sign of a second triad. The binding of a kinase called Syk (as a signal manager, see Reth & Wienands, 1997) to the phosphorylated BCR makes a specific interpretative process proceed. When Syk is activated, it leads to the activation of another enzyme, phospholipase Cγ , which converts the membrane component phosphatidylinositol 4,5-biphosphate into the two second messengers diacylglycerol (DAG) and inositol 1,4,5-triphosphate (IP3). DAG recruits and activates the cytosolic protein kinase C (PKC). IP3 binds to receptors on the endoplasmic reticulum, causing the release of CA 2+ ions ( Reth & Wienands, 1997) . The object is the same, but the interpretant of the second triad is DAG or IP3, depending on which signal-transduction cascade we are modeling. Now, DAG and IP3 stand for the virus-infected cell, and act as signs to a subsequent triad. In these terms, the signal-transduction cascades correspond to particular semiotic processes, interpreted in accordance with our model as chains of triads at the focal level which indicates the same dynamic object throughout.
This process can be analyzed in more detail, as sketched above, or seen from a global view. From this latter standpoint, we can analyze the overall result of the semiotic process at stake as a triad including the antigen as a sign, the virus-infected cell as an object, and the activation of a particular set of genes through a signal-transduction cascade as an interpretant. We regard this sign process as an indexical one, since the antigen (as a sign) and the virus-infected cell (as the object of that sign) are connected through a physical (indeed, causal) correlation. Therefore, the form which is communicated from the object to the interpretant through the sign in this semiotic process is a general physical (causal) correlation between a virus-infected cell and the presence of a given antigen in its surface. In resting B cells, BCR is excluded from membrane domains which concentrate an enzyme which catalyzes phosphorylation reactions, the Src-family kinase Lyn. In the absence of antigen, the BCR monomer has a weak affinity for the membrane domains, but antigen binding makes BCR molecules associate with each other, increasing affinity for the domains. Stable residency in the domains results in association with Lyn, which phosphorylates the BCR, recruiting another kinase, named Syk, and initiating the signaling cascade. (From Pierce, 2002 ).
The micro-semiotic level amounts to the potential relations between signs, objects, and interpretants in the B-cell and its environment. For instance, a given antigen is a potential sign for a virus-infected cell while it is not recognized and bound by BCR. When this binding takes place, an actualization process begins, by means of which that potential sign will become a sign in effective action, standing for a virus-infected cell to the immune system, which will use this sign as a mediating element in the interpretation of its environment, and this, in turn, may eventually lead to the protection of the organism from some virus disease. A particular gene expression pattern at the B-cell genome can be treated, in turn, as a potential interpretant, which will be actualized as a result of a signaling cascade initiated by the antigen, as a sign.
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The macro-semiotic level, in turn, corresponds to a network of signaling processes which are ultimately involved in B-cell activation. To explain it in a more precise way, we should consider two features. The first is shown in Figure 10 . As explained above, in our model the macro-semiotic level amounts to a network of chains of triads in which a particular chain (a particular semiotic process) is embedded. Notice, first, that initiation of signaling in the BCR pathway in B-cell activation is not triggered by one BCR molecule alone, but rather by several molecules in a quite organized manner (Figure 10 ). Therefore, it is not the case that only one chain of triads, i.e., one semiotic process, will lead to B-cell activation. Rather, several signal-transduction cascades will occur at the same time, each corresponding to a semiotic process, and ultimately leading to the actualization of a set of genes involved in B-cell activation. But we should go beyond this feature, since one might counter-argue by saying that it does not really correspond to a network of signaling processes, and could be rather described as a series of linear, unconnected chains of triads. Although it is beyond the scope of this paper to analyze the several steps in it, Figure 11 intends to show that there is indeed a network of signaling processes involved in the B-cell antigen receptor pathway, since several intracellular signal-transduction cascades are triggered by crosslinking of BCR by antigens. After the activated BCR complex is formed, a signaling scaffold forms around it with recruitment of adaptors and other signaling proteins. This will trigger the activation of several different cascades, including MAP kinase, PI3K and PLC-γ pathways, among others. These pathways will lead to changes in the gene expression pattern in the B-cell, B-cell survival and proliferation (Goodridge & Harnett, 2005) . What our model suggests is that a macro-semiotic environment selects among the potential signaling pathways that can be triggered by BCR, specific signaling pathways to be initiated by particular signal managers (Reth & Wienands, 1997) .
In accordance with the model developed here, the actualization of chains of triads corresponding to each signal-transduction cascade can be treated as an emergent process resulting from an interaction between initiating conditions at a micro-semiotic level containing potential signs (antigens), objects (non-self entities in an organism, to which its immune system can respond), and interpretants (particular gene expression patterns in the B-cell genome), and boundary conditions established by a network of signaling events at a macro-semiotic level, both within and between particular cells in the immune system.
Our intention here was just to offer some basic ideas for applying the model explained above to semiotic processes in the immune system. This is a biological system particularly suitable to semiotic analyses. After all, the immune system is a recognition apparatus, and, thus, has necessarily to play an interpretative role. This analysis will be extended in future works. For the moment being, we hope this section provided some insight into the heuristic role of the model developed here in the analysis of specific semiotic processes.
The general ideas involved in the model of the emergence of semiosis presented in this paper are shown in Figure 12 , using the analysis of signal-transduction in B-cell activation as an example.
CONCLUSION
In this paper, we examined some theoretical constraints one must consider to clearly describe the dynamics responsible for the emergence of semiosis in an evolutionary and developmental scenario. We drew on Salthe's hierarchical structuralism to propose a model to explain the emergence of semiosis in semiotic systems. According to this model, semiosis is conceived as a systemic process at a focal level, in which chains of triads are instantiated as a result of the interaction between potentialities established by a micro-semiotic level (initiating conditions) and the regulatory, selective influence of a macro-semiotic level (boundary conditions).
We believe this model can play a heuristic role in the development of explanations for specific semiotic processes, as we illustrated by advancing some ideas about a semiotic process in the immune system, namely, B-cell activation. Researchers in philosophy of biology and theoretical biology often face an important question when addressing empirical scientists: after all, what contribution do all these concepts, theories and models bring to our understanding of living systems? 13 The treatment of the B-cell activation process presented above has not generated new hypotheses yet (even though this is an important result to seek in the future). But we consider that there is another role for theoretical treatments, namely, to offer new explanations to biological concepts, a task which is particularly important when there are gaps in the conceptual structure of biology. This science has been swamped by information talk since the 1950s (see, e.g., Kay, 2000) , but there is no established theoretical framework to deal with concepts related to this talk, such as information itself, or code, or signaling, for that matter. We see the present paper as an attempt to contribute to a clearer understanding of what we can mean by treating mechanistic relations in a cell as signaling pathways and networks. To mean something clear and precise, we should embed these notions in a proper theoretical framework. Peircean semiotics is an important candidate to this framework, and we should strive for addressing it, as we attempted to do in this paper. corresponding to Salthe's initiating conditions. The downward arrow shows selective relations from networks of chains of triads to chains of triads, corresponding to Salthe's boundary conditions. In the right part of the figure, we offer an explanation of each level in the model and its role in the B-cell activation example.
