We introduce a Bayesian approach to learn from stream-valued data by using Gaussian processes with the recently introduced signature kernel [20, 10] as covariance function. To cope with the computational complexity in time and memory that arises with long streams that evolve in large state spaces, we develop a variational Bayes approach with sparse inducing tensors. We provide an implementation based on GPFlow [11] and benchmark this variational Gaussian process model on supervised classification tasks for time series and text (a stream of words).
Introduction
For a given set X, we call Streams (X) := {x : x = (t i , x i ) i=1,..., x , (t i , x i ) ∈ I × X, t 1 < · · · < t x , x ∈ N} the set of streams in the state space X with index set I ⊂ [0, ∞); we call x the length of the stream x = (t i , x i ) i=1,..., x ∈ Streams (X). Classical examples that also appear in our benchmarks are (multi-variate) time series I = [0, ∞), X = R d . The index set I represents time. Healthcare, economics, and engineering are a rich source of time series data. text I = N, X = {A, B, . . . , Z, a, b, . . . , z, 1, 2, . . . , 9, 0}. The index set I set represents the position in the text, that is t i = i denotes the ith character in the text x. Alternatively, X = {Aardvark, . . . , Zebra} are words and t i = i denotes the ith word in the text x.
Learning from streams has received much attention from a wide range of scientific communities. Already for time series, the following issues occur in real-world data sets and have to be dealt with:
asynchronuous sampling The observation grid (t i ) can change from instance to instance, i.e. for x = (t i , x i ) ∈ Streams (X) and x = (t i , x i ) ∈ Streams (X), in general (t i ) i = (t i ) i . multi-modal different modes of activity can occur within an instance x = (t i , x i ). Multi-modal in state means some coordinates evolve at different speed and scales; multi-modal in time means different time periods are governed by distinct regimes, parametrization (ir-)relevance Many functions of streams, f (x), are invariant to the parametrization, that is f (x) = f (x ρ ) where x ρ = (ρ(t i ), x i ) for an increasing function, the timechange, ρ : I ≡ [0, ∞) → [0, ∞); on the other hand, often parameterization is informative. scalability Given a data set X = {x 1 , . . . , x n X } ⊂ Streams (X) of n X streams of maximal length Contribution. In this paper, we provide a flexible and scalable Bayesian approach to learn from such streams by combining insights from stochastic analysis with Gaussian process models (GP, [31] ). We first introduce a centered GP f = (f x ) x∈Streams(X) with a covariance function given as the inner product of so-called signature features that describe a stream as a sequence of tensors [22] . This signature kernel was introduced in [20] and applied to frequentist kernel SVM classification of lowdimensional time series. We build on these results, but develop a sparse variational Bayes approach with tensors as inducing points. This yields a big speed up and ultimately allows us to learn from large data sets of long streams evolving in large state spaces, e.g. a time series in X = R 963 appears in our benchmarks. A methodological attractive property of this variational GP model (VGP) is that automatic relevance determination (ARD, [25, 29, 31] ) can be used to proxy parametrization relevance in complete analogy to how ARD is applied to lengthscales. We provide a full implementation, based on GPFlow [11] and Tensorflow, publically available at https://github.com/tgcsaba/GPSig. We benchmark this VGP on standard time-series classification tasks where it shows very strong performance and give a new application to text classification with word embeddings.
Gaussian priors for functions of streams
Functions of streams. The covariance function of a GP encodes the assumptions about the class of functions that we want to learn; in our setting this will be a large subset of R Streams(X) . The hyperparameters of the covariance function should be rich enough to impose further restrictions; e.g. we should be able to choose hyperparameters such that the Gaussian prior concentrates on the subset of functions that are invariant under reparametrization 1 . Another issue is that many streams arise by discrete-time sampling of objects that evolve in continuous time, x = (t i , x i ) i with x i := x(t i ) for an object (x(t)) t∈[0,T ] , x(t) ∈ X that evolves in continuous time and is observed at discrete times (t i ). Hence, our GP model should have a well-defined limit as max i |t i+1 − t i | ↓ 0.
Streams as Paths. We address both issues-a large and structured function class and consistency in the high-frequency limit-by studying the problem in continuous time: firstly, we lift streams in X to streams in a Hilbert space V by the mapping x = (t i , x i ) → (t i , ϕ θ (x i )), where ϕ θ : X → V is a map parametrized by θ. Intuitively, ϕ θ is a feature map for "static data" in X. Secondly, we linearly interpolate between the points (0, 0), (t 1 , ϕ(x 1 )), . . . , (t x , ϕ(x x )) to go from discrete to continuous time. Put together, this defines a parametrized lift from streams to paths, ϕ θ : Streams (X) → Paths (V ), as
where Paths (V ) denotes the space of continuous bounded variation paths of arbitrary length,
and x 1 := sup 0≤t1<···<tn≤T i |x(t i+1 ) − x(t i )| V denotes the bounded variation norm. This lift ϕ θ can be modified to include more non-linearities, e.g. adding lags is a classic time-series pre-processing technique and justified by Taken's theorem, [36] , that guarantees that attractors in a high-dimensional dynamical system can be reconstructed from low-dimensional observations. In general, adding non-linearities is beneficial, [10, 20] , but enlarges the state space V .
GPs for paths Any GP g = (g x ) x∈Paths(V ) induces a GP f = (f x ) x∈Streams(X) via the pullback with ϕ θ , that is, f x := g ϕ θ (x) . Constructing a GP for path-valued data looks more daunting since the space of paths is even larger than the space of streams. However, a big advantage of working in continuous time is that we can rely on well-studied techniques from (stochastic) analysis. Concretely, we rely on the so-called signature map to represent a path faithfully in a graded manner as a sequence of tensors and this will give us a structured description of a large function space of streams. Another advantage of this "top-down" approach from continuous time to discrete time, is that it ensures-by construction-consistency in the high-frequency limit as streams approach paths.
Functions of paths.
We first discuss the subset of functions of paths, F inv ⊂ R Paths(V ) that are invariant under reparametrization.
2 A natural candidate for F inv is the space {f ∈ R Paths(V ) : f continuous and invariant under reparametrization }.
(1) Unfortunately, it is hard to directly describe a useful and computationally tractable prior on this space. We therefore focus on a slightly smaller set of functions than (1), namely the set {f ∈ R Paths(V ) : f continuous and invariant under tree-like equivalence} (2) by using an equivalence relation between paths, namely tree-like equivalence 3 . From an analytical point of view, tree-like invariances are more natural than reparametrization invariances-loosely speaking, tree-like equivalence between paths is analogous to Lebesgue almost sure equivalence between sets, see [15] for a detailed discussion. From a practical point of view, the difference between invariance under tree-like equivalence and under reparametrization is negligible and we invite the reader to use them as synonyms for the remainder of this article.
Functions of paths as linear functionals. A folk theorem from stochastic analysis guarantees that on compacts K ⊂ Paths (V ), the elements of (2) can be uniformly approximated by linear functionals of the so-called signature, see [22] ,
The signature S(x) = (S m (x)) m≥0 ∈ m≥0 V ⊗m is a sequence 4 of tensors, recursively defined as
Further, the map x → S(x) is injective up to tree-like equivalence, that is S(x) = S(y) iff x and y are tree-like equivalent. This motivates our choice of function class
since by (3), every function f in (2) can be arbitrary well approximated by elements of F inv . The big advantage of F inv is that priors on this set are given by priors on w ∈ m≥0 V ⊗m . Hence, we define a centered GP g = (g x ) x∈Paths(V ) with covariance function
In general, evaluating this covariance function is infeasible or at least computationaly very costly. The existence of the covariance operator C : V → V such that (4) equals (x, y) → C S(x), S(y) follows from general principles. For priors with C trace-class and graded by σ 2 = (σ
If V is a RKHS, the "kernel trick" from [20] can be modified to compute (5) without evaluating the signature maps S(x) and S(y) directly. Alternatively, if V is low-dimensional, (5) can be evaluated directly by first computing S(x) and S(y) and taking their inner product [32] . Both approaches-the kernel trick or the direct computation-already allow to apply this GP to some real-world data sets. However, the computational cost is prohibitive for many benchmarks, both in terms of running time and memory cost. Addressing this simply with low-rank approximations to the covariance matrix does usually not lead to effective GP methods, see [16] for a detailed discussion. In Section 3, we show that a variational Bayes approach can be combined with elementary tensor algebra. This yields massive speeds ups and benefits from the usual advantages of a variational approach. 2 We call f ∈ R Paths(V ) invariant under reparametrization if f (x) = f (y) for x = (xt), y = (x ρ(t) ) for any smooth increasing function ρ : [0, ∞) → [0, ∞). 3 We call f ∈ R Paths(V ) invariant under tree-like equivalence if f (x) = f (y) if x is tree-like equiv. to y. 4 The direct product of vector spaces V1, V2, . . . is m≥0 Vm := {(am) m≥0 : am ∈ Vm}. The direct sum m≥0 Vm is the subset of sequences that have finitely many non-zero entries. 5 If V is Hilbert, ·, · V extends canonically to m≥0
vi, wi V and extend linearly to m≥0 V ⊗m . Thus every w ∈ m≥0 V ⊗m ⊂ m≥0 V ⊗m gives a linear functional w, S(x) of the signature S(x).
Parametrization ARD. We now consider the class of parameterization-variant functions of paths,
Therefore we simply make the parametrization part of the trajectory in state space by defining the augmented state pace W := R ⊕ V . We introduce a parameter τ ≥ 0 and the augmented signature map given as
Then for any τ > 0, S τ (x) = S τ (y) if and only if x = y. The same argument as above shows that
is dense, uniformly on compacts, in (6) . We again consider a centered GP, g = (g x ) x∈Paths(V ) , but now with covariance function (x, y) → because all the additional signature coordinates, i.e. iterated integrals against the additional coordinate t → τ · t, are equal to 0. Hence S 0 (x), S 0 (y) = S(x), S(y) , and for τ > 0, the centered GP on Paths (V ) with covariance S τ (x), S τ (y) has a prior supported on F ⊂ R Paths(V ) . As τ ↓ 0, the probability mass moves towards the subset F inv ⊂ F, and with τ = 0 all the mass lies in F inv .
A GP model for streams. Putting all the above together yields a centered GP (f x ) x∈Streams(X) ∼ GP(0, k) with covariance function
This GP has hyperparameters (θ, σ 2 , τ ): θ parametrizes the lift ϕ θ from streams to paths; the vector
m encodes the importance of the different tensor levels; finally τ ≥ 0 determines parametrization relevance. All these parameters can be determined by a model selection method from the data. This especially applies to the (non-)informativeness of parametrization by varying τ ; e.g. ARD can be used on τ , in the same way as for example ARD for length-scales in a RBF kernel. Prior knowledge is often available; e.g. for text the parametrization does not matter, thus τ ≡ 0. In the supplementary material, we show that (7) is a natural generalization of the classical polynomial kernel for vector-valued data to stream-valued data.
GP classification with sparse variational inducing tensors
Given data (X, Y ) consisting of inputs X = (x 1 , . . . , x n X ) with labels Y = (y 1 , . . . , y n X ), the task is to predict labels y of unseen points x . A GP can be used as nuiscance function to put a prior on the class membership probability by specifying p(y = 1|x) = σ(f (x)) where σ is for example a sigmoid. Unfortunately, the resulting posterior class membership probability p(y = 1|x , X, Y ) is non-tractable and classical approximations scale as O(n 3 X ), see [31, Section 3.3] . This first led to sparse models, [30] , that select a subset Z = {z 1 , . . . , z n Z } of X consisting of n Z n X points, and subsequently to pseudo-inputs, [35] , that selects points Z that are not necessarily in X. This was a big step towards complexity reduction, but pseudo-inputs are prone to overfitting, [26] . A different idea is to treat Z as parameters of a variational approximation [37] and not as model parameters; that is the points Z are choosen simultaneously with the hyperparameters of the GP by maximising a lower bound on the log-marginal likelhood log p(Y ), the so-called evidence lower bound (ELBO). Initially applied to regression, it was extended to classification [8, 18] . Among its advantages are that it gives a nonparametric approximation to the true posterior, adding inducing points only improves the approximation, and any optimization method can be used to maximize the ELBO; see [27, 1, 7] .
A canonical augmentation. Another idea is to go beyond the original index set and place inducing points Z in a different space X , that is, given a centered GP g = (g x ) x∈X one augments the original index set X by a finite set X to define a new GP (g x ) x∈X∪X and then locates pseudo-inputs in this bigger model. This was suggested in [21] in the context of integral transforms and studied in more generality in [27] . In general, it is not clear how to find a useful augmentation set X and define the new covariances. We make here the simple remark, that if the covariance is an inner product k(x, y) := Φ(x), Φ(y) with explicitly known 6 Φ, then a natural augmentation is the "feature space" X = span{Φ(x) : x ∈ X}. The covariance function k of g can be simply extended to X ∪ X by linearity, that is k(x, z) := k(z, x) := α k(x, x ) + β k(x, x ) for x ∈ X, z = αΦ(x ) + βΦ(x ) ∈ X , α, β ∈ R; analogous for k(z, z ) with z, z ∈ X . Augmenting our GP model. For our GP model, Φ = S •ϕ and X = span{Φ(x) : x ∈ Streams (X)} ⊂ m≥0 W ⊗m are known in explicit form. This allows us to use both: pseudoinputs by optimizing streams Z ⊂ Streams (X) and the augmenation by optimizing tensors Z ⊂ m≥0 W ⊗m . Since the augmented method performed much better in our experiments, we only detail this tensor augmentation but note that the pseudo-input case follows similarly. Overfitting is a potential issue for the augmentation method, but the intuition is that the model remains marginally the same so variational inference in the augmented model and the original model should be comparable. For brevity, we set Φ n (x) := S n •ϕ(x) ∈ W ⊗n . We use the inducing point locations
W ⊗n with z 0 ∈ R and z n = w n,1 ⊗ w n,2 ⊗ · · · ⊗ w n,n for n ≥ 1.
By the canonical extension of an inner product on W to an inner product on m≥0 W ⊗m , the covariance E[f z f z ] equals the inner product
The cross-covariance E[f x f z ] equals the sum over n from 0 to m of the inner product
again by linearity of integration and the inner product. Finally, ϕ maps streams to piecewise linear paths and for such paths the integrals reduce to sums, hence Φ n (x), z n equals
for an explicitly known function c(i 1 , . . . , i m ) ≤ 1. A direct calculation shows that replacing c(i 1 , . . . , i m ) with 1 if there are no repeating indices in (i 1 , . . . , i m ) and otherwise with 0 gives a good approximation 7 to (9) but makes the recursive algorithms simpler. Below we use this approximation to (9) but note that a simple modification exactly computes (9) for a marginal computational overhead.
Algorithms. We need to compute covariances between: (i) tensors and tensors, (ii) streams and tensors, (iii) streams and streams. We give vectorized algorithms for (i) and (ii) in Algorithms 1 and 2, respectively. In the supplementary material we give the algorithm for (iii), which is a modification of algorithm 3 from [20] . To start off with, assume that the required memory for v ∈ W is O(d), and that it takes O(c) time to compute the inner product v, v for v, v ∈ W . If n Z denotes the number of inducing points, the memory required to store the location tensors is O(n Z · m 2 · d), where m is the truncation degree for the signature map. In our experiments, m was learnt from the data to be m ≤ 5 in most cases, the order of a constant. Therefore, the memory contribution of these inducing tensors is considerably less compared to the learning inputs, which are stored in O(n X · l X · d) memory, denoting n X and l X the number and maximal length of streams. This is important because the inducing tensors are variational parameters, and not amenable to subsampling, while the learning inputs can be subsampled as noted by [18] . When memory is a bottleneck, as for GPUs, such memory savings are decisive. A backward pass through the algorithms to compute gradients requires to keep all intermediate values of the forward pass to be stored, therefore, computations on the fly do not further reduce the footprint. Algorithms 1 and 2 implement formulas (8) and (9) by vectorized computation using arrays. For an array, we define Σ as the slice-wise sum operator, as the (forward) cumulative sum operator, +1 as the shift operator, where elements outside the bounds of an array are treated as zeroes, as opposed to rolling around elements, and denotes the element-wise product of arrays. Since these are standard operations in computing, we refer for their formal definition to the supplementary material.
Algorithm 1: Evaluation of the tensor-tensor covariance matrix
. . , n Z } and n ∈ {1, . . . , m} 2: Initialize R an (n Z × n Z ) constant array of σ Algorithm 2: Evaluation of the stream-tensor covariance matrix
Cross-covariance matrix K XZ between the GP evaluations and the inducing points
with i ∈ {1, . . . , n X }, j ∈ {1, . . . , n Z }, l ∈ {1, . . . , l X − 1}, n ∈ {1, . . . , m} 2: Initialize an (n X × n Z ) array R with constants σ 
Since this is linear in the maximal length l X of streams, it can be evaluated efficiently. Algorithm 2 requires an additional O(n X · n Z · l X · m 2 ) memory. This is again linear in l X and can be further decreased by tuning n X , the batch size in the optimization procedure.
Benchmarks
For our VGP for streams we can use pseudo-inputs, augmentation, and low-rank approximations (that is, in every optimization step a low-rank approximation to K XX is computed in linear time in l X ) for variational inference. We implemented all three in Python [19] using GPFlow [11] and Tensorflow, see https://github.com/tgcsaba/GPSig; all data sets used are publically available. The experiments were run on a standard notebook connected to a single nVidia 1080 Ti GPU. To learn the variational parameters and the hyperparameters of the kernel, we use stochastic variational inference [17] with a Nadam optimizer [13] , that showed superior performance to other SGD variants in our experiments. The optimization procedure must be carefully fine-tuned to reduce the variance accross different runs. 8 We use two different RKHS V on R d : one given by an Euclidean (linear) kernel, the other by an RBF kernel. We call the resulting models GPSigLin and GPSigRBF.
Task 1: multi-variate time series classification. Time series are streams with X = R d and index set I = [0, ∞). We benchmark on the collection [2] of multivariate time series. As usual, we report as baseline 1-nearest neighbours with dynamic time warping distance computed as the sum of distances between the corresponding univariate time series and each dimension is z-normalized (DTW). We also report accuracies of two recent, state-of-the-art methods, SMTS [3] and mvARF [38] . The reported accuracies of STMS and mvARF are acquired from the respective publications to avoid bias in setting parameters, etc.; DTW accuracies are also taken from [3, 4] . Task 2: text classification. Texts are streams with X = Words = {Aardvark,...,Zebra} and index set I = N. We use the collection [24] of IMDB movie reviews labelled with positive or negative sentiment. We removed stop-words from 3000 randomly selected reviews of length 35-120 for training. As baseline, we tested different classifiers using bag-of-words features, namely an XGBoost classifier (BW+XGB), a VGP with an order agnostic linear kernel (BW+GPLin), and a VGP with an order agnostic RBF kernel (BW+GPRBF). For BW+XGB, we learned the parameters n estimators = [10, 100, 1000] and max depth = [3, 5, 10] via 3-fold CV on the training set, the parameters of the GPs were learnt by ARD. While this is not a state-of-the-art LSTM method, it is a competive baseline. Our GP model (f x ) x∈Streams(Words) , uses a pretrained word2vec model 9 as static feature map ϕ : Words → R 300 and we set τ = 0 since the information in text is invariant to reading speed. 8 Following [1] , we train with fixed hyperparameters for the first n iterations (typically n = 1000) to tighten the ELBO. Then, we unfix the kernel hyperparameters and use a learning rate schedule where we start small (typically 1 × 10 −3 ) and gradually increase it to a maximum value (typically 1 × 10 −2 ), train until the optimizer is finished exploring the space, and gradually decrease it again to drive the optimizer to settle at the closest local optima. Since hyperparameters of VGPs are sensitive to initialization, we jointly normalized all streams with the maximum absolute value of each feature dimension using a truncated distribution at the (5, 95) percentiles. We found it is beneficial to initialize the kernel constants to 0: σ = (σ0, σ1, . . . , σm) = (0, 1, . . . , 1).
9 See [28] and https://code.google.com/archive/p/word2vec/ Results. Table 2 shows the accuracies. For our VGP models (GPSigRBF, GPSigLin) we report the best of pseudo-input, augmentation, and low-rank method. In fact, the augmentation performed overall the best, except on two datasets where it was beaten by the low-rank method. Pseudo-inputs were not competitive. For time-series classification, our VGP performs very well and we note that it, like all GPs classifiers, also provides the posterior class membership probability with a variance of the estimate unlike some of the other state-of-the-art methods. Our algorithms conserve memory, which makes the use of GPUs possible; e.g. PEMS is often left out of benchmarks since the high dimension d = 963 is an issue for many methods; training our model on PEMS took less than 25 minutes, testing is a matter of seconds. A disadvantage of our VGP for streams is its sensitivity to initialization of the optimizer. This is a general drawback of VGPs [1] , but we note that the variance in our results is very low due to carefully tuned optimization settings.
Conclusion and Future work
Signatures are classical objects in stochastic analysis but their use in machine learning is more recent [22, 23, 39, 40, 10, 20, 32, 5] . Their use in Bayesian inference is unexplored. Our model relies on previous results on signature kernels [20] , but the variational approach with sparse tensors is essential to deal with large sets of long streams evolving in high-dimensional state spaces. Besides its strong performance on standard benchmarks, we believe that its most attractive property is that it puts a well-known insight from the engineering community about the importance of parametrizationinvariance into a principled probabilistic model selection approach. This paper is a small step towards a general Bayesian methodology and many follow up questions arise. On a theoretical level, our GP is indexed by a set that is not even locally compact which is in stark contrast to the usual case of vector-valued data. Consistency of Bayesian procedures [12, 14] is already a subtle topic for GPs indexed by vectors and the methods in [10, 34] might be useful to adress such questions. Further, the GP augmentation via the feature space proposed in Section 3 can be carried out for other GPs, as long as feature map and feature space are known expliclity. The approaches [27, 33] via stochastic process divergence provide an elegant framework to study this canonical augmentation further. On a more applied level, an important question is how to update the inference procedure online as streams get longer. This is a surprisingly little studied topic and we refer to [6] for recent progress. The text experiment indicates that signatures have potential in NLP: our text classifier only marginally beats BW, but it does this by capturing very different information, namely the order information in a sequence of words unlike word order agnostic BW. Our other benchmarks focus on time-series classification since this is a well-studied topic with very strong baselines that allow for a fair comparison. However, we emphasize that streams do not need to be indexed by a set that represents "time" as the text example shows, and we point to persistence paths of barcodes [9] in topological data analysis as another interesting source of such streams.
Supplementary material
In the supplementary material we give (a) more background and intuition about signatures, (b) formal definitions of the notation used in Algorithms 1 and 2, (c) an algorithm used for computing the covariance matrix between streams and streams, (d) a more detailed discussion of our benchmarks and the optimization procedure.
Signatures as generalized monomials
Signature might be unfamiliar to most people in machine learning, but we emphasize that the signature of the path is simply a sequence of tensors. To gain intution, we discuss the case of paths in a finite dimensional state space V = R d . Recall that the signature S(x) = (S m (x)) m≥0 is the sequence of tensors S m (x) that are defined as iterated integrals, that is
One can just spell this out in coordinates, that is, if we denote
Since the iterated integrals are defined in Riemann-Stieljes sense this equals
denotes the time derivative of x i (t) (which exists for bounded variation paths for almost every t). In general, these iterated integrals can be calculated by any numerical integration scheme but for the important case when the path x is piecewise linear-which arises when we lift streams to paths via ϕ θ -a direct calculation shows that these iterated integrals reduce to iterated sums of path increments. Much more is know about signatures and how they represent paths and we refer to [22] for further references.
It is instructive to regard the signature map
as a generalization of the moment map 
Notation for array computations.
We define notation based on [20] for concisely describing vectorized computations. Let A and B be k-fold arrays of size (n 1 × n 2 × · · · × n k ), indexed by i j ∈ {1, 2, . . . , n j } for j ∈ {1, 2, . . . , k}.
For semantic purposes, we equivalently denote the element of A at the index (i 1 , i 
(iv) The element-wise product of arrays A and B is defined as
Additionally, note that the use of the cumulative sum, , in conjunction with the shift by 1 operator, +1, along the same axis is equivalent to an exclusive cumulative sum, where in the new array the i j th index contains the sum of the original array's elements from 1 to i j − 1.
Computing the stream vs stream covariance matrix.
To compute GP predictions at unseen data points, one needs to compute the covariances between the input streams. As mentioned in Section 3 this follows by simple modification of Algorithm 3 in [20] but for convenience of the reader we give it in detail. We assume that we have n X streams, each of length l X , for streams of different length, just repeating observations as required, due to the parametrization invariance of signatures.
Algorithm 3:
Computing the stream-stream covariance matrix
with i, j ∈ {1, . . . , n X } and l, k ∈ {1, . . . , l X − 1} 2: Initialize an (n X × n X ) array R with constants σ Update R ← R + σ ) memory, which in practice is extensive and quickly becomes a bottleneck. In practice, it is usually not required to compute the inter-dependency structure between the streams, just the diagonals, which is a straightforward modification of the algorithm, and reduces the quadratic cost in n X .
Algorithm 4 is now computed in
, which is often feasible to compute even at training time due to being able to tune n X via the minibatch size in the stochastic variational inference procedure.
Algorithm 4:
Computing the variances of the GP evaluated at streams
. . , n X } and l, k ∈ {1, . . . , l X − 1} 2: Initialize an (n X ) vector R with constants σ In most benchmarks, we use similar optimization settings. As default, we set m ≤ 5, that is, we truncate the signature map at degree 5. For the first n = 1000 iterations, we fix the kernel hyperparameters and set the learning rate to α = 1 × 10 −3 . Then unfixing the kernel hyperparameters, we train for another n = 1000 iterations, and increase the learning rate to α = 1 × 10 −2 for n = 3000 iterations, and decreasing it again to α = 1 × 10 −3 , we finish up by taking n = 1000 steps. We tune the learning rate and the number of iterations based on the previous recipe. Particularly, some datasets require to optimize more carefully with fixed α = 1 × 10 −3 .
In most of our experiments, the sparse VGP with inducing tensors outperforms other VGP variants using signatures. On Figure 1 , we can see convergence plots of the ELBO and the testing set accuracy plotted against the time spent optimizing on Arabic Digits, AUSLAN, PenDigits and IMDB. The horizontal axis is the amount of time seconds spent on training the model, including the time spent evaluating the accuracy on test sets every 50 iterations. The test set predictions are computed approximately 100 times even for datasets with more than 1000 testing examples, yet the overall time is still very low. We note that by decreasing m to 3 on IMDB, the overall time reduces to ∼ 810 seconds = 13.5 minutes. The convergence is usually smooth, and test set errors closely follow the ELBO, but are apparently not affected by larger oscillations in the ELBO. Overfit does not happen for datasets that are large enough and contain uniform class distributions. We take care when optimizing CMU MOCAP, ECG and KickVsPunch, which are either very small or contain unbalanced classes. In these cases, we optimize carefully and keep the learning rate at α = 1 × 10 −3 . For two data sets, WalkvsRun and PEMS, our full VGP model without sparsifying the variational approximation but using using the low-rank signature kernel as in [20] , outperforms the augmented VGP model. On all the other data sets, the augmentation method worked best. On WalkvsRun, convergence to 100% accuracy on the testing set happens in as few as n = 100 iterations taking less than 10 seconds.
PEMS is a very high-dimensional dataset with d = 963 dimensions, which causes several local optimas and difficulty of optimization. We take two steps to deal with this. Firstly, we enrich streams by dynamically computing their lagged versions for varying lag values via linear interpolation between subsequent observations. This means that we are now dealing with d = 3852 dimensional streams per training example, but the same length-scale parameter is applied to all lagged versions of the same coordinate. Adding lags helps in extremely high-dimensional settings to recover length-scale parameters that generalize well, an observation motivated by Taken's theorem [36] . The lag values are parameters of the embedding from streams to paths, and jointly optimized with other parameters of the model. Additionally, the optimization procedure is highly dependent on initialization, particularly the length-scales. To find good starting values, we split the training set into a smaller set and a validation set, and perform optimization with early termination 10 initializing length-scales randomly on this reduced set, and monitoring the accuracy on the validation set. We repeat such partial trains k = 3 times, and choose the length-scales from the best model on the validation set as initial values for optimizing on the complete training set.
