In this paper, we give a sharp lower bound for the minimum deviation of the Chebyshev polynomial on a compact subset of the real line in terms of the corresponding logarithmic capacity. Especially if the set is the union of several real intervals, together with a lower bound for the logarithmic capacity derived recently by A.Yu. Solynin, one has a lower bound for the minimum deviation in terms of elementary functions of the endpoints of the intervals. In addition, analogous results for compact subsets of the unit circle are given.
Introduction
Let C ⊂ C be a compact infinite set in the complex plane and let P n be the set of all polynomials with complex coefficients of degree n. Then L n (C), defined by
is usually called the minimum deviation of degree n on C. The polynomial
for which the minimum is attained, is called the minimal polynomial (or Chebyshev polynomial) of degree n on C. Fekete [7] proved that the limit
exists and the quantity cap C is called the logarithmic capacity (or Chebyshev constant or transfinite diameter ). The logarithmic capacity is monotone, i.e.,
Concerning many other properties of the logarithmic capacity and the connection to potential theory, we refer to [8] and the references therein. For the logarithmic capacity cap C and the minimum deviation L n (C), the inequality
may be found in many textbooks and papers like [18, Appendix B] and goes back to Szegö [20] and Fekete [7] . Inequality (4) is sharp: If C is the unit circle then cap C = 1, M n (z) = z n and L n (C) = 1. In this paper, we prove that for all compact real infinite sets
where the constant 2 is best possible. In addition, a large class of compact sets C ⊂ R is given such that equality is attained in (5) . This is done in Section 2. Some analogous results concerning compact infinite sets on the unit circle, lying symmetrically with respect to the real line, are given in Section 3.
Compact Subsets of the Real Line
The first result gives an identity between the minimum deviation L n (A) and the logarithmic capacity cap A in the case that the set A is the inverse polynomial image of [−1, 1].
As usual, for a polynomial P n ∈ P n ,
denotes the inverse polynomial image of [−1, 1] for the polynomial mapping P n .
Theorem 1. Let P n ∈ P n and A := P −1
Proof. Let P n (z) = c n z n + . . . ∈ P n , c n ∈ C \ {0}, and let T k (z) = cos(k arccos(z)) be the classical Chebyshev polynomial. In [9] , Peherstorfer proved that
is a sequence of minimal polynomials of degree kn on A with minimum deviation
Example. (ii) For 0 < α < 1 and n even, the minimal polynomial on
and cap
thus, for the set E α , relation (7) holds if n is even.
(iii) Figure 1 shows a polynomial P n of degree n = 9, for which the inverse polynomial image A := P −1 n ([−1, 1]) consists of four real intervals. : Polynomial P n of degree n = 9, for which the inverse polynomial image consists of four real intervals Lemma 1. Let n ∈ N, let C ⊂ R be compact and infinite, let M n ∈ P n be the minimal polynomial of degree n on C with minimum deviation L n ≡ L n (C), and letM
is the union of ℓ ′ finite disjoint real intervals, where 1 ≤ ℓ ′ ≤ n, and
Moreover, M n is the minimal polynomial of degree n on every compact set C ′′ , for which
Proof. Since C is a real set, the minimal polynomial M n has only real coeffcients. By the alternation theorem, there are n + 1 alternation points x 0 , x 1 , . . . , x n ∈ C, x 0 < x 1 < . . . < x n , with M n (x j ) = (−1) n−j L n , j = 0, 1, . . . , n. Thus M n has n simple zeros ξ 1 < ξ 2 < . . . < ξ n and
Thus, in each interval (ξ j , ξ j+1 ), j = 1, 2, . . . , n−1, there is exactly one point
) is a subset of R and consists of a finite number (at most n) real intervals. The last assertion is an immediate consequence of the alternation theorem.
With the help of Theorem 1 and Lemma 1, we are able to establish the main result.
Theorem 2. Let C ⊂ R be compact and infinite, then, for each n ∈ N,
where equality is attained if there exists a polynomial P n ∈ P n such that
Proof. Let C ′ be defined as in Lemma 1, then
by Lemma 1 and Theorem 1
by (8) and (3) Remark 1. Note that for each n ∈ N, the constant 2 in inequality (9) is the best possible constant which is independent of the set C.
Of special interest is of course if C is the union of several real intervals. For this reason, let us consider the case of ℓ intervals, ℓ ∈ {2, 3, 4, . . .},
where a 1 , a 2 , . . . , a 2ℓ are fixed with − 1 =: a 2ℓ < a 2ℓ−1 < . . . < a 2 < a 1 := 1.
A.Yu. Solynin [19] derived a very accurate lower bound for the logarithmic capacity of E:
. Let E be given in (10) and let
and let γ j and δ j be characterised by
Then
Remark 2.
(i) Note that the γ j and δ j may be chosen arbitrarily subject to the inequalities (13) and (14) . In order to get the best lower bound, one has to maximize the right hand side of (15) over γ j , δ j , providing (13) and (14).
(ii) A possible choice for γ j and δ j is
for which equality is attained in (15) if E has a special form (see [19] ), and for which inequality (15) reads as
(iii) In the simplest case of ℓ = 2 intervals, the capacity cap E may be computed with the help of Jacobi's elliptic and theta functions, see [1] . Numerical computations show that the lower bound (15) (for optimal δ 2 ) is very accurate and even the lower bound (17) is very good. An upper bound in terms of elementary functions for the logarithmic capacity of two intervals is given by the author in [17] .
(iv) For the representation of the logarithmic capacity of three intervals with the help of theta functions, see [5] and [6] .
(v) In [12] and [13] , polynomials P n ∈ P n , for which P −1 n ([−1, 1]) is the union of several intervals, are characterised by a polynomial system for the extremal points of P n , see also [16] . With this polynomial system, we numerically computed inverse polynomial images A consisting of ℓ = 3, 4 and 5 intervals, the minimum deviation L n (A) and, by (7), the capacity cap A, and compared cap A with the lower bound (15) . All numerical computations gave a relative error of less than 2%, which emphasizes the quality of the lower bound (15) .
(vi) With inequality (9), together with (15) or (17), one has an excellent lower bound for the minimum deviation of degree n on E in terms of elementary functions of the endpoints a j .
(vii) A very good review of minimal polynomials on several intervals can be found in [10] .
(viii) Let us consider the set of all E consisting of ℓ intervals, which are the inverse polynomial image of [−1, 1], i.e., for which there exists a polynomial P n ∈ P n such that P −1 n ([−1, 1]) = E holds. Peherstorfer [11] , Totik [22] and Bogatyrëv [4] proved that this set is dense in the set of all E consisting of ℓ intervals.
(ix) Let us take a brief look at how the inequality of Theorem 2 corresponds to the results of Achieser [2] , [3] in the case of two intervals, i.e., ℓ = 2. For the sequence
he proved the following: (a) If there exists a polynomial P n ∈ P n , such that P −1 n ([−1, 1]) = E, then the sequence (18) has a finite number of accumulation points from which the smallest one is equal to 2.
(b) If there is no polynomial P n ∈ P n , such that P −1 n ([−1, 1]) = E, then the accumulation points of the sequence (18) fill out an entire interval of which the left bound is equal to 2.
Deriving an upper bound for L n (E) is more complicated and has been achieved recently by Totik in [23] . Since we give an analogous result for several arcs of the unit circle (see Theorem 7), we state here the result.
Theorem 4 (Totik [23] ). Let E be given in (10), then there exists a constant K depending only on E such that for each n ∈ N
Compact Subsets of the Unit Circle
In this section, we give analogous bounds for the minimum deviation of the minimal polynomial on a compact subset of the unit circle, lying symmetrically with respect to the real axis. Let C ⊆ [−1, 1] be a compact infinite set and let
i.e., the set C is the projection of Γ onto the real axis. Consider the mapping x =
holds for the classical Chebyshev polynomial T n . Obviously
First, let us give a result of Robinson [15] concerning an identity between the capacities of C and Γ.
Theorem 5 (Robinson [15] ). Let C and Γ as above, then
Theorem 6. Let C and Γ as above and let n ∈ N. Let b n := 1, let
be the minimal polynomial of degree n on Γ and let k * ∈ {0, 1, . . . , n} be defined by k * := min{k :
Proof. Since Γ is symmetric with respect to the real axis, the coefficients b k have to be real. Then the square modulus of P n (z) may be written in the form (z ∈ Γ, x ∈ C)
By the definition of k * ,
Theorem 7. Let E be given in (10) and define Λ := {z ∈ C : |z| = 1, Re z ∈ E}, i.e., the set E is the projection of Λ onto the real axis. Then there exists a constant B depending only on Λ such that for each n ∈ N
Proof. For the proof, we consider the cases n even and n odd. First let n be even, say n = 2m. Let Then, by the same procedure as in the case n even, we get
Since cap Γ ≤ 1, for the constant B, we take B = K cap Γ , and the theorem is proved. In conclusion, let us note that the connection of minimal polynomials on several intervals and on the corresponding arcs of the unit circle was investigated in [21] and [14] .
