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Cosmic background neutrinos have a large velocity dispersion, which causes the evolution of long-
wavelength density perturbations to depend on scale. This scale-dependent growth leads to the
well-known suppression in the linear theory matter power spectrum that is used to probe neutrino
mass. In this paper, we study the impact of long-wavelength density perturbations on small-scale
structure formation. By performing separate universe simulations where the long-wavelength mode
is absorbed into the local expansion, we measure the responses of the cold dark matter (CDM) power
spectrum and halo mass function, which correspond to the squeezed-limit bispectrum and halo bias.
We find that the scale-dependent evolution of the long-wavelength modes causes these quantities to
depend on scale and provide simple expressions to model them in terms of scale and the amount
of massive neutrinos. Importantly, this scale-dependent bias reduces the suppression in the linear
halo power spectrum due to massive neutrinos by 13 and 26% for objects of bias b¯ = 2 and b¯ 1,
respectively. We demonstrate with high statistical significance that the scale-dependent halo bias
cannot be modeled by the CDM and neutrino density transfer functions at the time when the halos
are identified. This reinforces the importance of the temporal nonlocality of structure formation,
especially when the growth is scale dependent.
I. INTRODUCTION
Neutrinos are one of the most abundant particles in the
universe, but are the least explored species in the Stan-
dard Model of particle physics. The solar [1–4] and at-
mospheric oscillation experiments [5–7] have revealed the
two mass-squared differences, but the individual masses
and their hierarchy are yet to be determined. Cosmo-
logical observables are primarily sensitive to the sum of
neutrino masses hence offer a complementary probe of
neutrinos. Thus, measuring the total neutrino mass is
one of the most important goals of future CMB [8–10]
and large-scale structure experiments [11–15].
The effect of massive neutrinos on cosmology is exten-
sively studied (see e.g. Refs. [16, 17] for reviews). At the
background level, the expansion history changes due to
the presence of neutrinos, and so the effect can, in prin-
ciple, be probed by measuring the Hubble rate at various
redshifts. At the growth level, due to the high veloc-
ity dispersion, massive neutrinos possess a free-streaming
scale that acts as a Jeans scale below which they no
longer cluster with the cold dark matter (CDM). As a re-
sult, the density perturbations become scale dependent,
and the feature is imprinted on the matter power spec-
trum [18, 19] as well as the halo bias in the spherical col-
lapse model [20]. While the effect at the linear order is
well understood, the nonlinear nature of large-scale struc-
ture requires treatment beyond the leading order effect.
In the mildly nonlinear regime one can tackle the prob-
lem using perturbative approaches [21–27], but N -body
simulations are still necessary to capture the fully non-
linear behavior, especially for accurately modeling the
unprecedentedly precise data from future observations.
Moreover, even in the linear regime, the biased tracers
of large-scale structure such as galaxies and dark matter
halos are themselves nonlinear objects.
The most straightforward way to include massive neu-
trinos in N -body simulations is to treat them as a dif-
ferent species of particles that have different mass than
CDM particles [28–35]. Due to the large thermal motion,
however, massive neutrinos occupy the six-dimensional
initial phase space (unlike CDM which occupy an ef-
fectively three dimensional initial subspace), one either
needs many more particles for neutrinos than CDM to
reduce the effect of Poisson shot noise or has to start
simulations at later times and approximate the neutri-
nos as cold dark matter. There are many approaches put
forward to bypass the difficulty. Refs. [36, 37] include the
effect of massive neutrinos in the background evolution
and initial conditions, but simulate only the dynamics of
CDM+baryons. In Refs. [38–40], neutrinos are treated
as a distinct species and injected into CDM simulations
at later redshift. Hybrid approaches solve the coupled
neutrino linear fluid equation [41] or Boltzmann equa-
tion [42] with the nonlinear CDM evolution in N -body
simulations. Recently, Ref. [43] combined the particle
and fluid descriptions to better estimate the properties
of the thermal species and reduce the effect of shot noise.
In this paper, we present a complementary approach to
modeling neutrinos in simulations, the separate universe
(SU) approach. In the SU approach, a long-wavelength
perturbation changes the expansion history locally, and
the local observer would measure a different set of cosmo-
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2logical parameters compared to the background universe
that does not have any long-wavelength perturbation.
As a result, the small-scale structure formation in the
SU would be influenced, or respond, accordingly. Apply-
ing this technique in N -body simulations, the response
can be measured deep into the nonlinear regime where
perturbation theory breaks down [44–48]. Specifically,
the SU simulations have enabled studies on the power
spectrum covariance [47, 49], the squeezed-limit n-point
function [50, 51], the halo bias [52–54], and the Lyman-α
forest [44, 55–57]. The only limitations for SU simula-
tions in ΛCDM are the usual ones for any simulation:
the resolution and the extent to which baryonic and as-
trophysical effects are modeled in the deeply nonlinear
regime.
In the universe with CDM and massive neutrinos, the
growth of density perturbations is scale dependent due
to the free-streaming length of massive neutrinos. Thus,
for SUs with scale-dependent density perturbations, the
expansion histories are affected differently depending on
the wavelengths, and so is the response of the small-
scale structure formation. While it is nontrivial to find
the corresponding densities and curvature of the Fried-
mann equation in the SUs with additional components
that have Jeans scales [58–60], it is easy to match the
local Hubble expansion. Ref. [61] uses quintessence SU
simulations to show that this approach provides excel-
lent agreement between the power spectrum response and
the position-dependent power spectrum (which is equiv-
alent to the squeezed-limit bispectrum [62, 63]) as well
as the response and clustering biases in the sub-Jeans
limit as long as the Jeans scale is much larger than the
scales of interest. The goal of this paper is to gener-
alize SU simulations for massive neutrinos to study the
scale-dependent responses for long modes with different
wavelengths where the free-streaming scale plays the role
of the Jeans scale.
The rest of the paper is organized as follows. In Sec. II
we construct SUs with massive neutrinos for different
long-wavelength density perturbations and compute the
responses of the linear growth. In Sec. III we imple-
ment the SU approach with massive neutrinos in N -
body simulations. We present the results of the neu-
trino SU simulations in Sec. IV and Sec. V for power
spectrum response and response bias, respectively. In
Sec. VI we show how the linear halo power spectrum
and the leading-order CDM squeezed-limit bispectrum
are changed by the scale-dependent response. We dis-
cuss the results in Sec. VII. In App. A we demonstrate
the choices of initial and horizon entry redshifts have
minimum effects on solving the small-scale growth re-
sponse. In App. B we derive the small-scale growths
using the second-order Lagrangian perturbation theory
with long-wavelength density perturbations in matter-
radiation dominated universe. In App. C we discuss the
two main caveats of neutrino SU simulations, that neu-
trino clustering is neglected within the simulations and
that a separation of scales is assumed between the SU
observables and the long-wavelength mode. In App. D
we layout the detailed setup for numerically evaluating
the spherical collapse in neutrino SU, which is compared
against simulations in Sec. V. In App. E, we compare our
predicted scale-dependent linear bias to N -body simula-
tions that contain massive neutrino particles.
Throughout the paper, unless otherwise stated, we
adopt a spatially flat νΛCDM cosmology with a Hubble
constant h = 0.7, baryon density Ωb = 0.05, CDM den-
sity Ωc = 0.25, the CMB temperature Tcmb = 2.725 K,
helium fraction YHe = 0.24, and initial curvature power
spectrum with the spectral index ns = 0.95 and ampli-
tude which sets σ8 = 0.83 today for the power spectrum
of CDM+baryons. We assume a degenerate neutrino
mass spectrum with each neutrino having mν = 0.05 eV.
This choice will produce a free-streaming scale consistent
with that in the minimal mass normal and inverted hi-
erarchies. For this scenario, the free-streaming scale is
also still in the linear regime and the neutrino nonlin-
ear clustering can be neglected (see App. C for detailed
discussion). Depending on the number of massive neu-
trinos, ΩΛ and the power spectrum normalization would
change accordingly. We choose to fix Ωbc = Ωb+Ωc since
the particle mass of the simulation is given by Ωbc (see
Sec. III for more details), and to fix σ8 since the non-
linear scale to the leading order is set by σ8. In order
to enhance the amplitude of the neutrinos effects so that
they can be measured with a small set of simulations we
shall study two cosmologies with Nν = 14 and 28 massive
neutrinos, which can be converted to fν by
fν =
Ων
Ωbc + Ων
=
Nν
mν
93 eV
Ωbch2 +Nν
mν
93 eV
, (1)
and the corresponding values are 0.049 and 0.093, re-
spectively. Finally, given our use of N -body techniques,
in the following we will often refer to CDM+baryons as
CDM.
II. NEUTRINO SEPARATE UNIVERSE
The construction of the SU with components other
than CDM that possess Jeans scales has been studied
extensively in Ref. [59]. Here we briefly summarize the
expansion history of the SU in Sec. II A, and focus on the
discussion of the small-scale growth in the neutrino SU
in Sec. II B.
A. Expansion History
In the separate universe (SU) picture, an observer sit-
ting in a long-wavelength density perturbation δc would
measure the local mean density ρ¯cW (a) as
ρ¯cW (a) = ρ¯c(a) [1 + δc(a)] , (2)
where ρ¯c is the global mean density, and the subscript
W denotes the windowed average across the scale much
3smaller than that of δc. Note that the subscript c denotes
CDM+baryons under the assumption that baryons trace
the CDM at large scales. While the SU picture does not
require this assumption to be valid on small scales, in our
N -body simulations we do combine them into a single
CDM-like component. We therefore refer to this compo-
nent as CDM in the following for simplicity. Since the
total amount of CDM is conserved, this observer would
find the local scale factor of the SU as
aW = a [1 + δc(a)]
−1/3 ≈ a
[
1− 1
3
δc(a)
]
, (3)
which leads to the local Hubble expansion of the SU
HW =
a˙W
aW
= H − 1
3
δ˙c = H
(
1− 1
3
δ′c
)
, (4)
with ′ ≡ d/d ln a. At early times
lim
a→0
δc(a)→ 0 , lim
a→0
aW → a , lim
a→0
HW → H , (5)
and the physical conditions in local and global cosmology
coincide. Notice that we implicitly assume that there is
a universal time coordinate between the local SU and
global universe, hence in the relativistic limit δc is the
synchronous-gauge density perturbation [59].
As we can see above, the construction of the SU only
requires δc(a). While other components affect the evo-
lution of δc(a), they do not enter explicitly into aW . If
these components influence the small-scale structure for-
mation only through the local expansion, then the effect
should be completely characterized by δc(a). The local
scale factor aW does not even have to follow a Friedmann
equation with the corresponding local densities and cur-
vature which is only guaranteed above the Jeans scale
[46, 59]. Using quintessence as an example, it has been
shown in Ref. [61] that the effect of the Jeans length on
the small-scale observables can indeed be modeled ac-
curately by N -body simulations with the SU expansion
even below the Jeans scale where the SU technique might
naively be supposed to fail.
In general δc(a) depends on wavelength, so δc(a) with
different wavelengths would correspond to different SUs.
Therefore, even if δc(a) of different wavelengths have the
same value at the final time, their evolutionary histo-
ries are still distinct. This indicates the importance of
the temporal nonlocality in structure formation. As a
result, the response of the small-scale observable will be-
come scale dependent, with the scale being the wave-
length of the long mode. We shall demonstrate these
scale-dependent responses in Sec. IV and Sec. V.
B. Small-scale linear growth
Massive neutrinos provide a perfect arena to explore
the scale dependence of the response of the small-scale
observables to the large-scale density perturbation. Due
to their high velocity dispersion, neutrinos do not cluster
with CDM on scales smaller than the free-streaming scale
[16]
kfs(z) = 0.0287
√
ΩΛ + Ωm(1 + z)3
(1 + z)2
Mpc−1 , (6)
for our choice of mν . Below this scale the fluctuations
are washed out by free-streaming. As a result, the evo-
lution of δc becomes scale dependent, and so does the
corresponding SU. We use CLASS [64, 65] to compute δc
(including both CDM and baryons) as a function of the
scale factor a and the large-scale wavenumber kL. Fig. 1
shows δc(a)/δc0 for different kL with Nν = 28, where
δc0 = δc(a = 1). Modes with smaller kL grow faster than
those of larger kL since neutrinos cluster with CDM on
scales larger than the free-streaming scale, and the free-
streaming scale decreases with time. With the evolution
of δc(a), we can straightforwardly construct the SU ex-
pansion using Eqs. (3)–(4) for various kL.
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FIG. 1. (Top) Evolution of δc(a), including both CDM and
baryons, normalized to δc0 = δc(a = 1) for different long-
wavelengths kL with Nν = 28. (Bottom) Ratios of δc(a) to
that of kL↓ = 5× 10−2 Mpc−1.
Since in the SU approximation only CDM clusters, the
small-scale linear growth in the SU, DW , is given by
d2DW
d ln a2W
+
(
2 +
d lnHW
d ln aW
)
dDW
d ln aW
=
3
2
H20W
H2W
ΩcW
a3W
DW ,
(7)
where ΩcWH
2
0W = ΩcH
2
0 is the background physical
CDM energy density. Rewriting in terms of the global
4scale factor, we have
D′′ +
(
2 +
H ′
H
)
D′ − 3
2
Ωc(a)D = 0 , (8)
′′ +
(
2 +
H ′
H
)
′ − 3
2
Ωc(a) =
2
3
δ′cD
′ +
3
2
Ωc(a)δcD ,
(9)
where D is the linear growth for sub-Jeans scale pertur-
bations in the global universe,  = DW − D is the per-
turbation on D due to δc, and Ωc(a) = (ΩcH
2
0 )/(H
2a3)
is the CDM energy density in units of the critical energy
density as a function of time. Note that the scale inde-
pendence of both D and DW is due to the SU approxi-
mation, since the full growth in cosmology with massive
neutrinos is scale dependent. In other words, we only
consider the growth with scale much smaller than the
neutrino free-streaming scale (k  kfs), and in this limit
it is scale independent. The challenge for solving Eq. (9)
is to set up the initial condition for . Specifically, as
we have fν & 0.05 (Nν = 14 and 28), at higher redshift
massive neutrinos have even larger contribution to the
total energy density compared to CDM, and so one can-
not assume the SU being matter dominated to set up the
initial condition of .
Instead, let us consider setting up the initial condition
at ai with aeq  ai, and so the universe was radiation
dominated and neutrinos were relativistic. During this
epoch, 2 +H ′/H ∝ ai/aeq → 0 and Ωc(a) ∝ ai/aeq → 0,
so the solution of the background growth is
D = C1 ln
a
aH
, (10)
where C1 and aH are integration constants. When solv-
ing the full perturbation equations from super to sub
horizon aH is fixed to be approximately the scale factor
at horizon-entry for the small-scale mode (see Ref. [66]
Eq. B12) and we have assumed ai  aH in order to
approximate these equations in Eq. (8) by dropping ra-
diation clustering. Plugging Eq. (10) into Eq. (9), we
require
′′ =
2
3
δ′cD
′ =
2
3
C1δ
′
c (11)
in the radiation-dominated universe. Assuming that the
long-wavelength mode is super-horizon during this time,
we also have δc ∝ a2, which leads to
 =
1
3
C1δc + C2 + C3 ln a , (12)
where C2 and C3 are integration constants. As δc grows
as a2, the C2 and C3 terms should be negligible for any
reasonable choice of parameters, and we only keep the
C1 term. Furthermore, C1 is equivalent to an overall
normalization which drops out once normalized to the fi-
nal conditions, hence it is sufficient to describe the initial
conditions as
Di = ln
ai
aH
, i =
1
3
δc(ai)D
′
i . (13)
In App. A, we show that the results are insensitive to
the choices of ai and aH , hence we fix ai = 10
−6 and
aH = 10
−10, which satisfies aeq  ai  aH .
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FIG. 2. Responses of the small-scale linear growth to the
long-wavelength δc for different kL as a function of global scale
factor for Nν = 28. The horizontal dashed line represents the
response in the matter-dominated SU, i.e. 13/21.
Fig. 2 shows the response of the linear growth for differ-
ent kL as a function of the global scale factor for Nν = 28.
The horizontal dashed line represents the response in the
matter-dominated SU, i.e. 13/21. As we can see, the
smaller the kL, the smaller the response. This is because
on large scales neutrinos cluster with CDM, hence the
SU is closer to the fiducial universe. We also find that
in no case is the matter-dominated response appropriate
since even at high redshift the radiation plays a role in
the response which cannot be neglected when considering
the effect of neutrinos.
III. SEPARATE UNIVERSE SIMULATIONS
To extend the treatment of the response of small-
scale structure to the long-wavelength density pertur-
bation into the nonlinear regime, we perform N -body
simulations in SUs with different long-wavelength modes.
Ref. [61] presented in detail the technique of running SU
simulations with components other than CDM. In short,
one first computes a table of (aW , HW ), passes it to the
N -body code, and interpolates HW (aW ) when necessary.
Note that HW contains the energy density of the rela-
tivistic components, i.e. photons and neutrino.
The rest of the setup follows the standard procedure of
SU simulations. Specifically, for constructing the initial
conditions, we choose the initial power spectrum in the
SU to be
PW (k, aWi) = P (k, a0)
[
DW (aWi)
D(a0)
]2
, (14)
5where we set aWi = 0.02 to be the initial scale factor
of the SU and a0 = 1 is the scale factor today in the
global universe. Since CDM+baryons is the only compo-
nent that clusters in SU approximation, we use the linear
CDM+baryon transfer function from CLASS to calculate
the linear power spectrum for the initial conditions, in
cosmology with the corresponding numbers of massive
neutrinos. To avoid confusion, in this paper we use units
of comoving [Mpc−1], and convert for code purposes as
necessary. We then generate the initial conditions using
realizations of Gaussian random fields for the primor-
dial fluctuations, and evolve to aWi using the second-
order Lagrangian perturbation theory (2LPT) [67]. In
App. B, we derive the second-order growth under 2LPT
with long-wavelength perturbations in matter-radiation
dominated SUs, and the results are used to set up the
initial conditions of SUs. The simulations are carried
out by Gadget-2 [68] from aWi to the final scale factor
aW0 = a0(1− δc0/3), corresponding to the same physical
time as a0.
We identify halos using the Amiga Halo Finder [69, 70],
and use its dark energy feature to input the table of
(aW , HW ,ΩcW ) in the corresponding SU. To account for
the fact that in overdense and underdense SUs the thresh-
olds for forming halos decrease and increase respectively,
we set the density threshold in the SU to be
∆W =
∆
1 + δc(a)
≈ ∆ [1− δc(a)] , (15)
with ∆ = 200. We set the minimum number of parti-
cles for halos to be 100 for our halo catalogs, but to be
conservative we only report the result with halos having
more than 400 particles.
We run two sets of cosmologies, Nν = 14 and 28 (cor-
responding to fν = 0.049 and 0.093), for the neutrino
SU simulations. For both cosmologies we fix the box size
L and the number of particles N3p . Since the particle
mass of the simulation is proportional to ΩbcL
3/N3p , fix-
ing Ωbc = 0.3 results in the identical mass resolution for
the two Nν . We choose L = 700 Mpc, which is large
enough so that the response in the linear regime can be
obtained at z = 0. Note that this box size is larger than
the free-streaming scale of massive neutrinos of 0.05 eV,
which is roughly Rfs = 200 Mpc today [16]. We set the
number of particles to be N3p = 640
3, hence the minimum
halo mass we report in this paper is 2× 1013 M.
For the long-wavelength perturbations, we set δc0 = 0
and ±0.01. In order to sample the scale dependence
of the response well, we run five different kL (0.05 −
0.0005 Mpc−1) for Nν = 28; for Nν = 14 we only run
two limiting kL to quantify the dependence of the re-
sponse on Nν , or equivalently fν . For each choice of
Nν and kL we have Ns = 40 sets of SU simulations for
δc0 = 0,±0.01. To better quantify the scale dependence
of the halo bias, which does not require simulations of
δc0 = 0 with our analysis method (see Sec. V A for de-
tail), we additionally run 40 sets of SU simulations for
Nν = 14 and 28 for δc0 = ±0.01. For each set of SU sim-
ulations (with or without δc0 = 0), we adopt the same
Gaussian realization so the cosmic variance largely can-
cels. The details of the neutrino SU simulations are sum-
marized in Tab. I. To simplify the notation, hereafter we
denote kL↑ = 0.0005 Mpc−1 and kL↓ = 0.05 Mpc−1.
Nν δc0 kL [Mpc
−1] L [Mpc] Np Ns
14 0 0.05, 0.0005 700 6403 40
28 0 0.05, 0.013, 0.005, 0.002, 0.0005 700 6403 40
14 ±0.01 0.05, 0.0005 700 6403 80
28 ±0.01 0.05, 0.013, 0.005, 0.002, 0.0005 700 6403 80
TABLE I. Summary of the neutrino SU simulations.
We point out that there are two main caveats in our
neutrino SU simulations. First, within the SU, only
CDM clusters, and the other components are smooth.
Our simulation box, however, is larger than the neutrino
free-streaming scale, so the neutrino clustering is missing
on scales larger than the free-streaming scale of Eq. (6).
Second, we assume that the wavelength of δc is much
larger than the simulation box size, hence the curvature
of δc is ignored. This is a good approximation when
kL  pi/L ≈ 0.0045 Mpc−1, but will be violated for
larger kL. In App. C, we discuss these two systemat-
ics in detail, and argue that neutrino clustering can be
ignored for k & 0.05 Mpc−1, while the corrections due
to ignoring the curvature of δc are O(k2LR2M ) for halo
bias with RM being the Lagrangian radius of halo with
mass M and O(k2L/k2) for power spectrum response with
k being the wavenumber of the small-scale power spec-
trum. For halo bias both systematics are negligible since
the Lagrangian radii of halos of interest are . 10 Mpc;
for power spectrum response to avoid the systematics we
only report results for k ≥ 0.05 Mpc−1.
IV. POWER SPECTRUM RESPONSE
We now calibrate the response of the power spectrum
to δc for different Nν and kL. In Sec. IV A, we show the
measurement of the power spectrum response in the neu-
trino SU simulations. In particular, we shall demonstrate
with high statistical significance that the larger the scale
of kL, the smaller the power spectrum response until it
is much larger than the neutrino free-streaming scale. In
Sec. IV B, we study the dependence of the growth re-
sponse on kL and Nν .
A. Growth response
In the presence of a long-wavelength δc, the locally
measured power spectrum differs from the global one. We
can quantify the fractional difference between the local
6and global power spectra by
∆P
P
≈ d lnP
dδc
δc ≡ Rtotδc , (16)
where we define Rtot as the “response” of the local power
spectrum to δc. Refs. [49, 51] provide a rigorous em-
bedding of power spectrum response into the perturba-
tive framework, and can be generalized to higher-oder
responses. At leading order Rtot is independent of the
amplitude of δc, hence we can use the SU simulations
with δc0 = 0,±0.01 to calibrate the response. This effect
can also be measured in big N -body simulations by the
bispectrum in the squeezed limit with the angle average
of the cosine between the long and short modes (see e.g.
Ref. [62])
lim
kL→0
B(k, k′, kL) ≡ Bsq(k, kL) = RtotP (kL)P (k) , (17)
where kL corresponds to the mode of δc and k ≈ k′
corresponds to the mode of P averaged over direc-
tion. Note that unless otherwise stated, we denote the
CDM+baryon power spectrum and bispectrum without
subscript for compactness.
In the ΛCDM cosmology, the evolution of δc is indepen-
dent of the wavenumber of the large-scale mode kL, and
so as Rtot. As a result, Rtot depends only on time and the
small-scale wavenumber k. If the universe, however, has
additional components that cluster and remain smooth
above and below Jeans scales, such as quintessence or
massive neutrinos, then both δc and Rtot would depend
on kL (see Ref. [61] for the scale-dependent response in
quintessence SU). Therefore, Rtot = Rtot(k, kL, a). This
also indicates that the reduced squeezed-limit bispectrum
would depend on kL.
Physically, the total response can be separated into
three pieces [47]:
Rtot = Rgrowth +Rdilation +Rρ¯ . (18)
Rgrowth specifies the change due to the growth of the
small-scale density fluctuation between the separate and
global universes at a fixed comoving k; Rdilation describes
the change of comoving k between separate and global
universes due to different expansion histories; Rρ¯ ac-
counts for the different mean densities in separate and
global universes used to define the small-scale density
fluctuation. Note that Rdilation and Rρ¯ are nondynamical
effects and can be computed without additional simula-
tions, as we shall discuss in detail in Sec. VI. On the other
hand, the growth response is dynamical and so requires
N -body simulations for an accurate estimate.
In order to measure the growth response from SU sim-
ulations, we distribute the dark matter particles onto a
6403 grid using the cloud-in-cell density assignment to
construct the density fluctuation, and Fourier transform
the fluctuation with FFTW [71] to estimate the power spec-
trum Pˆ (k, a). We then estimate the growth response by
Rˆgrowth(k, kL, a) ≡ Pˆ (k, a|δ
+
c0(kL))− Pˆ (k, a|δ−c0(kL))
2Pˆ (k, a|δ0c0)δc(kL, a)
,
(19)
where δ0,±c0 = 0, ±0.01.
The lines with shaded areas in Fig. 3 show the mean of
the growth response measured from neutrino SU simula-
tions as a function of small-scale k for different large-scale
kL (denoted by various colors), and the shaded areas rep-
resent the error on the mean. The top and bottom panels
show Nν = 14 and 28, and the left and right panels show
z = 3 and 1. We show the results at higher redshifts
and on larger scales (k ≤ 0.3 Mpc−1) because it is the
regime in which the 1-loop calculation has the predict-
ing power, which will be discussed in the following. We
find with high statistical significance that the growth re-
sponse indeed depends on the large-scale wavenumber
kL for all redshifts and small scales. Note especially
that for k & 0.1 Mpc−1, where the systematics due to
small-scale neutrino clustering and the curvature of the
long-wavelength mode can be ignored, the dependence of
Rgrowth on kL persists and is similar in amplitude.
To better understand the measurement from neutrino
SU simulations quantitatively, we compute the growth
response using perturbation theory. Specifically, in per-
turbation theory the growth response can be modeled as
Rgrowth(k, kL, a) =
d lnP (k, a)
d lnDW (a)
[
d lnDW
dδc
(kL, a)
]
, (20)
where the second term in the right-hand side is computed
in Fig. 2. Note that in Eq. (20) the dependencies on k
and kL are separated into the first and second terms in
the right-hand side. In the linear regime, P ≈ Plin is
proportional to D2W and so
d lnPlin(k, a)
d lnDW (a)
= 2 . (21)
In the mildly nonlinear regime, we utilize the 1-loop
power spectrum in the standard perturbation theory (see
e.g. Ref. [72]): P1−loop = Plin + P22 + 2P13, where P22
and P13 are the nonlinear correction and proportional to
D4W if ΩcW (aW )/f
2
W (aW ) ≈ 1. As a result,
d lnP1−loop(k, a)
d lnDW (a)
= 2
[
1 +
P22(k, a) + 2P13(k, a)
P1−loop(k, a)
]
.
(22)
The lines without shaded areas in Fig. 3 show the
growth response computed from the 1-loop power spec-
trum using Eq. (22) and Fig. 2. On large scale, the non-
linear correction becomes subdominant, and the 1-loop
calculation approaches to the linear prediction and be-
comes k independent. We find that the 1-loop calculation
is generally in good agreement with the measurement,
especially at z = 3, as would be expected and hence vali-
dates the SU simulations. On smaller scales and at lower
redshift, the nonlinearities are too large to be modeled by
the perturbation theory, hence we find a more significant
difference.
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FIG. 3. Growth response measured from 40 sets of neutrino separate universe simulations as a function of small-scale k for
different large-scale kL (denoted by various colors). The top and bottom panels show Nν = 14 and 28 (fν = 0.049 and 0.093),
and the left and right panels show z = 3 and 1. The lines with shaded areas show the measurement from simulations with
the error on the mean, whereas the lines without shaded areas show the analytic calculation with the 1-loop power spectrum
response (see the text for details).
B. Dependence on kL and Nν
We have shown in Fig. 3 that the small-scale growth
responds differently to δc with various kL. To better
study this feature, let us define the “growth response
step” as the ratio of the growth response with respect to
that of kL↑ = 0.0005 Mpc−1, i.e.
Rgrowth(k, kL, Nν , a)/Rgrowth(k, kL↑, Nν , a) . (23)
We first examine the dependence of the step on the
small-scale k by fixing Nν and kL, and we find that it is
fairly independent of k. More precisely, at z = 0 the step
between kL↑ and kL↓ = 0.05 Mpc−1 departs from a scale-
independent constant at the 10% level for k . 0.6 Mpc−1.
This is not surprising: in Fig. 3 Rgrowth of different kL
have similar scale dependence in k. Thus, in the follow-
ing we fix k = 0.252 Mpc−1 to avoid the systematics
from neutrino clustering as well as the curvature of δc,
and focus on the dependencies of kL and the number of
massive neutrinos Nν .
Fig. 4 shows the growth response step for Nν = 28
as a function of kL. The blue data points with error
bars show the measurement of the step from neutrino
SU simulations at z = 1 (left) and 0 (right). Note that
by definition the error bars of the step are zero at kL↑.
For the other kL, the small error bars are the outcome of
the highly correlated growth responses, since we use the
same random realizations for different kL. We find that
the dependence of the growth response step on kL is sta-
tistically significant, indicating that the growth response
is indeed affected by the temporal evolution of δc.
Given the independence of the step on the small-scale k
and the good agreement with perturbation theory for lin-
ear k demonstrated in the previous section, the response
of the linear growth function should provide an accurate
calibration of its shape and amplitude. We follow the pro-
cedures in Sec. II B to numerically compute d lnDW /dδc
with Nν = 28 for various kL, and normalize it at kL↑.
The result is shown as the red solid line in Fig. 4, and we
find it is in excellent agreement with the measurement.
Notice that the red line is slightly less than unity on large
scale, because we normalize the step at kL↑. Should we
normalize the step feature with a smaller kL, the red line
would approach to unity on large scale.
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FIG. 4. Growth response step at z = 1 (left) and 0 (right) for Nν = 28 as a function of the large-scale mode kL. The blue
data points show the measurement from SU simulations with the small-scale mode k = 0.252 Mpc−1, whereas the red solid
line shows the numerical calculation of d lnDW /dδc normalized at kL↑ = 0.0005 Mpc−1. The error bars show the error on the
mean.
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FIG. 5. Growth response step between kL↑ = 0.0005 Mpc−1 and kL↓ = 0.05 Mpc−1 at z = 1 (left) and 0 (right) as a function
of the number of massive neutrinos Nν , with the corresponding fν labeled on the top x-axis. The blue data points show
the measurement from SU simulations with the small-scale mode k = 0.252 Mpc−1; the red solid line shows the numerical
calculation of d lnDW /dδc normalized at kL↑; the green dashed line shows the linear relation of the two data points. The error
bars show the error on the mean.
We next examine the growth response step be-
tween kL↑ and kL↓ as a function of Nν , i.e.
Rgrowth(kL↓, Nν)/Rgrowth(kL↑, Nν). The blue data points
in Fig. 5 show the measurement from neutrino SU sim-
ulations at z = 1 (left) and 0 (right), with the corre-
sponding fν labeled on the top x-axis. It is evident that
the growth response step is non-zero, and the larger the
Nν the larger the step size. Assuming that the mea-
sured growth response step is linear in Nν , we can solve
the slope and the intercept, and the result is shown as
the green dashed line, with the values given in the leg-
end. To convert Nν to the commonly used fν , we use
Eq. (1) and take the limit that fν  1, which leads to
Nν ≈ 274fν .*1 We find that the slope of the measured
growth response step for artificially large Nν in terms of
fν is approximately 0.6. Interestingly the best fit does
not go to unity at Nν = 0 though this value is far from
the simulated values.
To avoid extrapolation from the simulated values of
Nν , we can also model the growth response step by nu-
merically evaluating d lnDW /dδc at kL↑ and kL↓ as a
function of Nν . Note that we only vary the number of
massive neutrinos, not their mass, and correspondingly
do not include massless neutrinos when Nν < 3. The
*1 Solving directly for a linear relation in fν leads to slightly differ-
ent results due to the nonlinearity in Eq. (1) at high fν .
9result is shown as the red solid line in Fig. 5, which is
in good agreement with the measurement. If we solve
the slope A in terms of fν and intercept (1 + B) for
the red solid line in the limit that fν  1, then we get
A = 0.68, 0.63 and B = 0.0048, 0.0030 for z = 1, 0.
In this model we can interpret the non-zero B inter-
cept of the step in the Nν = 0 limit as due to photons.
Photons possess a Jeans scale of the sound horizon be-
fore recombination and the horizon after and cause their
own growth response. If the calculation is done in the
universe without photons, then the growth response step
would go to unity at Nν = 0, since the growth of the
long-wavelength modes in ΛCDM cosmology is scale in-
dependent. Note also that these values are obtained as-
suming mν = 0.05 eV with the change in fν coming from
the number of massive neutrinos. For a different neu-
trino mass, we expect the growth response step between
the super- and sub-Jeans limits can still be approximated
by the same slope, but the scale of the transition in kL
would shift due to the a different free-streaming scale.
V. SCALE-DEPENDENT BIAS
Let us now turn to the response of the halo mass
function, which determines the relationship between the
number density of halos and the long-wavelength den-
sity fluctuation δc, i.e. the linear density bias of halos. In
Sec. V A, we discuss the analysis of the response bias from
SU simulations. In Sec. V B, we present the response bias
from the neutrino SU simulations, and study its depen-
dence on kL and Nν . As in the previous section, we shall
demonstrate with high statistical significance that the
response bias is scale dependent due to the presence of
the neutrino free-streaming scale. In Sec. V C, we com-
pare the response bias with different bias models and dis-
cuss the importance of temporal nonlocality in producing
scale-dependent bias.
A. Response bias
The linear bias of halos can be regarded as the linear
response of the halo abundance of mass M to the long-
wavelength density perturbation, i.e.
b(M) ≡ dδh(M)
dδc
=
d lnnlnM (M)
dδc
, (24)
where nlnM (M) = −dn(M)/d lnM is the differential
halo mass function and n(M) is the cumulative halo mass
function. We refer to this as “response bias”. Physically,
the enhanced growth in a SU with δc > 0 makes mas-
sive halos more abundant compared to their counterparts
with δc < 0, making their number density fluctuation a
biased tracer of δc. Therefore, by measuring how the
halo mass function is affected by δc in SU simulations,
we have a direct calibration of the halo bias without the
standard clustering measurement [52–54].
While we do not write it explicitly in Eq. (24), δc is a
function of the wavenumber of the long mode kL when
its growth depends on scale. For example, if there are
additional components that possess Jeans scales, such as
quintessence, then the growth becomes scale dependent
and so b(M) would depend on kL contrary to the expec-
tations of purely spatial and temporally local bias [61].
The SU simulations thus allow us to study the scale-
dependent bias due to the free-streaming length of mas-
sive neutrinos [20].
The most straightforward way of measuring the re-
sponse of the halo mass function is to bin the halo abun-
dance in halo mass and compare it for different δc. This,
however, is inefficient since we can only measure the ef-
fect if the change in halo mass moves it across the mass
bins. Instead, we adopt the abundance matching tech-
nique introduced in Ref. [52] to characterize the response
bias. Specifically, for each set of δc0 = ±0.01 SU simula-
tion we first bootstrap resample the total 80 realizations
and combine the halo catalogs sorted in mass. We then
measure the discrete threshold mass shift by
si(lnMi) =
lnM+i − lnM−i
2|δc| , (25)
where M±i are the masses of the i
th most massive halo
in the δc0 = ±0.01 SU sample and Mi = (M+i M−i )1/2.
Next we use a smoothing spline function with two knots
per dex in halo mass to estimate the continuous thresh-
old mass shift sˆ(lnM) as well as the cumulative halo
mass function nˆ(lnM) using all Mi entry by entry.
*2
The derivative of the smooth cumulative mass function fit
gives the differential mass function nˆlnM = −dnˆ/d lnM .
The cumulative Lagrangian bias of halos with mass
greater than threshold mass M , denoted with an over-
bar, can thus be estimated as
ˆ¯bL(M) =
nˆlnM (lnM)sˆ(lnM)
nˆ(lnM)
. (26)
Eq. (26) measures the Lagrangian bias since the SU sim-
ulations are performed with the same comoving instead
of physical volume, and we obtain the cumulative Eule-
rian bias by transforming from Lagrangian to Eulerian
coordinates:
ˆ¯b(M) = 1 + ˆ¯bL(M) . (27)
Finally, repeating the procedure with different resam-
plings for 8,000 times, we have an estimate of the error
on the mean.
*2 We also estimate the cumulative halo mass function by separately
estimating it in the δc0 = ±0.01 SUs and then taking the average.
The fractional difference of the Lagrangian bias is less then 0.02%
for the mass and redshift range of interest, which is much smaller
than the bootstrap uncertainty.
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B. Scale dependence
The response bias as measured from the SU simula-
tions shows a statistically significant scale dependence
where the bias increases with kL and Nν in a manner
nearly independent of halo mass. Fig. 6 shows the La-
grangian response bias measured from the 80 sets of neu-
trino SU simulations as a function of halo mass. The top
and bottom panels show Nν = 14 and 28, whereas the
left and right panels show z = 1 and 0. In each panel the
top and bottom plots show the response bias b¯L(M) and
the ratio b¯L(kL)/b¯
L(kL↑). The lines and shaded region
show the smoothed estimate and the bootstrap error. We
find that for a fixed Nν , the response bias systematically
increases with kL, apparent especially for Nν = 28 where
the five values of kL more fully map out a larger net
effect, indicating that b¯L is indeed scale dependent.
The scale dependence increases with Nν and does not
evolve much between z = 1 and 0 or with mass, although
the uncertainty increases at the high-mass end due to
rarity of such objects. Note that the mild oscillations
in the ratio for Nν = 14 at z = 0 are still statistically
consistent with being independent of halo mass due to
the correlations inherent in our estimation technique.
In order to quantify the scale dependence of bias fur-
ther, we first isolate the scale dependence by taking the
ratio with respect to the smallest wavenumber in the sim-
ulations kL↑ = 0.0005 Mpc−1, i.e.
b¯L(M,kL, Nν , a)/b¯
L(M,kL↑, Nν , a) , (28)
for various choices of M . The uncertainty in this ratio
becomes large for high-mass halos, again due to their
rarity, and for low-mass halos, likely due to the inability
of mass ordering to identifying the “same” halos in the
δc0 = ±0.01 SU halo catalogs due to mergers and accre-
tion. For these reasons we take M = 2×1013, 6.3×1013,
and 2× 1014 M at z = 1, and the same for z = 0 with
the addition of 6.3× 1014 M. Note that since we mea-
sure the cumulative bias, b¯L(M) of different masses are
correlated.
The colored symbols in Fig. 7 show the response bias
step for Nν = 28 as a function of the long mode kL
for halos with different masses. The uncertainty on the
response bias is larger than that of the growth response,
but a similar step-like feature is still evident. Note that
the error bar is for the ratio with respect to kL↑, so by
definition the uncertainly is zero at kL↑. This step feature
is at most weakly dependent on mass, but the dependence
can also be a consequence of the estimation technique,
i.e. the mild oscillations of the ratio of the response bias
shown in Fig. 6.
We next examine the Nν dependence of the full
amplitude of the step, as quantified by the bias ra-
tio between the largest and smallest wavenumbers i.e.
b¯L(kL↓, Nν)/b¯L(kL↑, Nν), and the result is shown in
Fig. 8. The results are consistent with a linear depen-
dence on Nν that is weakly dependent on mass. To guide
the eye, we fit all the data points in Fig. 8 to a linear re-
lation. Note that this is not strictly correct due to the
correlation of the cumulative biases of halos with differ-
ent mass cuts, but it suffices for a rough estimation. The
cyan dotted line in Fig. 8 shows the fit from all the col-
ored symbols, with the slope and intercept shown in the
legend. Note that as in the power spectrum response, the
intercept at Nν = 0 needs not vanish since the photons
can also produce scale-dependent bias. We shall discuss
the interpretation of these results next.
C. Bias models
The behavior of scale-dependent bias uncovered in the
SU simulations above both illuminate the assumptions
behind, and are illuminated by the predictions of, various
bias models. Here we consider how three types of mod-
els commonly found in the literature can be extended to
accommodate scale-dependent bias: spherical collapse,
universal mass function, and scale-free linear bias with
respect to multiple tracers. We call these b¯LS , b¯
L
D, and b¯T
respectively.
Scale-dependent spherical collapse bias is based on cal-
culating the effect of δc on the collapse of a spherical
tophat overdensity in the SU and we implement it here by
assuming that the collapse depends on the CDM alone.
Specifically, the Lagrangian bias with respect to CDM is
given by
b¯LS(M,kL) =
d lnn(M)
dδc
=
d lnn(M)
dδcrit
dδcrit
dδc
(kL) , (29)
where δcrit is the linearly extrapolated density thresh-
old for collapse and d lnn/dδcrit depends only on the
halo mass. In the presence of massive neutrinos, the re-
sponse of δcrit with respect to δc becomes scale dependent
[20, 73], and the scale dependence of the halo bias is en-
tirely characterized by dδcrit/dδc. In App. D we outline
in detail the setup for numerically evaluating dδcrit/dδc.
The resulting prediction for the step in the Lagrangian
bias
b¯LS(M,kL)
b¯LS(M,kL↑)
=
[dδcrit/dδc] (kL)
[dδcrit/dδc] (kL↑)
, (30)
is shown as the black dashed line in Fig. 7. Note that with
no free parameters, the spherical collapse model captures
the main trends of scale-dependent bias quite well. In
particular this model predicts that the scale dependence
of the bias is independent of halo mass and helps explain
the weak dependence seen in the SU simulations.
Another simple model of bias which we call the uni-
versal mass function bias, b¯LD, comes from assuming that
the mass function is a universal functional of the power
spectrum. In the SU picture, this should be the local
power spectrum PW so that
b¯LD(M,kL) =
d lnn(M ;PW )
dδc
(kL) ∝ d lnDW
dδc
(kL) , (31)
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FIG. 6. Lagrangian response bias measured from 80 sets of neutrino separate universe simulations as a function of halo mass.
The top and bottom panels show Nν = 14 and 28 (fν = 0.049 and 0.093); the left and right panels show z = 1 and 0. In
each panel, the top plot shows the response bias b¯L(M), and the bottom plot shows the ratios of the biases with respect to
kL↑ = 0.0005 Mpc−1, i.e. b¯L(kL)/b¯L(kL↑). The lines and shaded region show the smoothed estimate and the bootstrap error
on the mean.
where the mass-dependent proportionality approxi-
mately holds regardless of whether PW is considered to
be the linear or nonlinear power spectrum as shown in
Sec. IV. Like the spherical collapse model, the step of b¯LD
does not contain free parameters, i.e.
b¯LD(M,kL)
b¯LD(M,kL↑)
=
[d lnDW /dδc] (kL)
[d lnDW /dδc] (kL↑)
. (32)
In this model, the scale dependence of bias is directly
inherited from the scale dependence of the power spec-
trum response, which itself is a proxy for the response
of small-scale structure responsible for halo formation.
It therefore plays a role similar to δcrit in the spheri-
cal collapse model and indeed we find in Fig. 7 that the
growth response (magenta dot-dashed line) and spherical
collapse predictions are similar
d lnDW
dδc
(kL) ≈ dδcrit
dδc
(kL) , (33)
and describe the SU simulations results equally well.
The third type is based on the assumption that bias is
temporally and spatially local, and hence scale free, but
that halos can be biased with respect to multiple species
of matter separately, in this case CDM and neutrinos
δh = bcδc + bνδν . Therefore, the Eulerian bias with re-
spect to CDM, i.e. δh(M,kL) = b¯T (M,kL)δc(kL), can be
written as
b¯T (M,kL) = bc(M) + bν(M)
Tν(kL)
Tc(kL)
, (34)
where bc and bν are bias parameters depending on halo
mass, and the scale dependence is encoded in the neu-
trino and CDM+baryon transfer functions, which are
computed using CLASS. To compare with the step of the
Lagrangian bias, the transfer function bias can be written
as
b¯T (M,kL)− 1
b¯T (M,kL↑)− 1
=
b˜c + Tν(kL)/Tc(kL)
b˜c + Tν(kL↑)/Tc(kL↑)
, (35)
where b˜c = (bc−1)/bν . Therefore, the step of the transfer
function bias model has one fitting parameter b˜c which
controls the amplitude of the scale dependence but cru-
cially the shape cannot be adjusted. The b¯T model with
12
10-3 10-2
kL [Mpc
−1 ]
0.98
1.00
1.02
1.04
1.06
1.08
b¯L
(k
L
)/
b¯L
(k
L
↑)
Nν=28, mν=0.05 eV, fν =0.093, z=1
b¯
L
S (kL ) [not a fit]
b¯
L
D (kL ) [not a fit]
M=1.995×1013 M¯
M=6.310×1013 M¯
M=1.995×1014 M¯
10-3 10-2
kL [Mpc
−1 ]
0.98
1.00
1.02
1.04
1.06
1.08
b¯L
(k
L
)/
b¯L
(k
L
↑)
Nν=28, mν=0.05 eV, fν =0.093, z=0
b¯
L
S (kL ) [not a fit]
b¯
L
D (kL ) [not a fit]
M=1.995×1013 M¯
M=6.310×1013 M¯
M=1.995×1014 M¯
M=6.310×1014 M¯
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FIG. 8. Lagrangian response bias step between kL↑ = 0.0005 Mpc−1 and kL↓ = 0.05 Mpc−1 at z = 1 (left) and 0 (right) as a
function of the number of massive neutrinos Nν , with the corresponding fν labeled on the top x-axis. Different colored symbols
represent halo catalogs of different masses, and the error bars show the bootstrap error on the mean. The cyan dotted line is
a fit to all the colored symbols with the slope and the intercept shown in the legend, which provides a rough estimate of the
magnitude of the effect. The black dashed and magenta dot-dashed lines show the predictions from spherical collapse (b¯LS) and
universal mass function (b¯LD) bias models (see detailed discussion in Sec. V C).
the best-fit b˜c is shown in Fig. 9 and is a poor fit to the
simulations especially at z = 1. Note that despite having
an adjustable amplitude parameter the best fit systemat-
ically undershoots the step results because of their strong
constraint on the shape of the step. The large correla-
tion in the data points means that the slope of the step
is much better constrained than χ-by-eye would suggest.
To obtain a better visual representation of the prob-
lem, we take the the difference of the Lagrangian
response bias step between neighboring points, i.e.[
b¯L(kL,i)− b¯L(kL,i−1)
]
/b¯L(kL↑), where i = 0 · · · 4 cor-
responds to kL,i = 0.0005, 0.002, 0.005, 0.013, and
0.05 Mpc−1. This largely reduces the correlation between
data points (the typical absolute values of the correla-
tion drops from 0.6 to 0.2), while keeping the fitting un-
changed. The top panel in Fig. 10 shows the comparison
at z = 1 (left) and 0 (right) between the measurement
and the b¯T (kL) model, and the bottom panel shows the
comparison with the b¯LS(kL) and b¯
L
D(kL) models. We can
see that the problem with b¯T is that the slope monoton-
ically rises with kL whereas the data prefer a decline by
the highest point for most masses and redshifts. This
problem does not occur for b¯LS and b¯
L
D which have the
right shape for the scale dependence.
We can further quantify how well the models fit the
measurement including the covariance between points by
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FIG. 9. Comparison of the best-fit transfer function bias model (dashed lines; see the text for detailed description of the model)
at z = 1 (left) and 0 (right) to the measured Lagrangian response bias step from neutrino separate universe simulations as
in Fig. 6. Note that the data points of a given mass are highly correlated in kL due to the same random realizations used in
separate universe simulations which forbids the large change in slope that would be required to move the curves towards the
central points. See Fig. 10, which displays the same fitting result with less correlation by taking the difference of neighboring
data points, for a better visual representation.
computing
χ2 =
∑
ij
[
C−1
]
ij
[D(kL,i)−M(kL,i)]
× [D(kL,i)−M(kL,i)] , (36)
where i, j run over the five values of kL, D(kL,i) =
〈ˆ¯bL(kL,i)/ˆ¯bL(kL↑)〉 is the mean of the measured La-
grangian response bias step, C−1 is the inverse covari-
ance matrix of D, and M is the model of b¯LS , b¯
L
D, and b¯T .
Since we adopt the same Gaussian random realizations
for setting up the initial conditions of SU simulations
with different kL, D of different kL are highly correlated
and so it is necessary to use the full covariance matrix
to unbiasedly compute χ2. We estimate the covariance
matrix by bootstrap resampling the identical realizations
for all five kL and repeating the procedure 8,000 times.
By definition the first data point of the Lagrangian re-
sponse bias step has zero variance and no contribution
to χ2 (see Fig. 7), so we only consider the rest of the
four kL. For b¯T (kL), there is one fitting parameter so the
degrees of freedom (d.o.f.) is three; b¯LS(kL) and b¯
L
D(kL)
do not contain fitting parameters so d.o.f. is four.
Tab. II summarizes the reduced χ2 (χ2/d.o.f.) for the
three bias models. We find that even with one addi-
tional fitting parameter, b¯T (kL) is generally a very poor
fit, especially for halos with high bias, i.e. at high red-
shift and with high mass. It only works well for halos
with the lowest mass at z = 0. We can therefore rule out
transfer function bias as a model for the scale-dependent
bias of the SU simulations with high confidence. On the
other hand, b¯LS(kL) and b¯
L
D(kL) give reasonable values
of reduced χ2 except for halos with mass 2 × 1013 M
at z = 1. Note that the bootstrap construction of the
covariance is a noisy estimate so even this case is not
z M [M] b¯LS(k) b¯
L
D(k) b¯T (k)
1 2.0× 1013 2.17 1.89 9.92
6.3× 1013 0.74 0.61 12.6
2.0× 1014 0.86 0.81 14.7
0 2.0× 1013 1.37 1.28 0.77
6.3× 1013 0.78 0.65 2.64
2.0× 1014 0.85 0.75 7.19
6.3× 1014 0.64 0.66 9.80
TABLE II. Summary of the reduced χ2 (χ2/d.o.f.) for the
three bias models. Both b¯LS(k) and b¯
L
D(k) have d.o.f.=4,
whereas b¯T (k) has d.o.f.=3.
necessarily significant. In Fig. 8, we also show that b¯LS
and b¯LD predict fairly well the linear trend of the step
amplitude with Nν .
The transfer function model fails because it has a tran-
sition centered at higher kL than the data requires. The
transfer function ratio represents the ratio of CDM and
neutrino linear density fluctuations at the observed red-
shift. Since the free-streaming scale, above which the
two are the same, decreases with time this model under-
estimates the effect of scale-dependent growth at earlier
times. On the other hand, both the spherical collapse and
universal mass function models automatically incorpo-
rate the whole past growth history of the long-wavelength
mode. This distinction is even more dramatic at a  1
when the transfer functions coincide across the whole lin-
ear regime so that b¯T predicts no scale-dependent bias. In
the spherical collapse and universal mass function mod-
els, once the scale dependence is imprinted in the La-
grangian bias, it remains although in the Eulerian bias
it can only be measured for sufficiently rare, high-mass
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FIG. 10. Difference of the Lagrangian response bias step between neighboring points, i.e.
[
b¯L(kL,i)− b¯L(kL,i−1)
]
/b¯L(kL↑),
where i = 0, · · · , 4 corresponds to kL,i = 0.0005, 0.002, 0.005, 0.013, and 0.05 Mpc−1, at z = 1 (left) and 0 (right). The top
panel show the comparison between the measurement from the neutrino SU simulations and the best-fit transfer function bias
model (b¯T ); the bottom panel shows the comparison with the spherical collapse (b¯
L
S) and universal mass function bias models
(b¯LD). Taking the difference of the neighboring points largely reduces the correlation between data points and exposes, e.g. the
strong constraint at i = 4 and the cause of the poor b¯T fit in Fig. 9.
halos where the Lagrangian bias is large compared to
unity.
More generally, the failure of the transfer function
model indicates that halo bias is temporally nonlocal
[20, 73–76]. It is not sufficient to know the properties
of the long-wavelength perturbation at just the observa-
tion epoch. To make a precise prediction of the scale-
dependent bias, one needs to know the whole growth his-
tory of δc(a).
VI. EFFECTS ON OBSERVABLES
Because of the scale-dependent responses, the small-
scale observables are affected correspondingly. In this
section we study how the linear halo power spectrum and
squeezed-limit bispectrum are influenced.
Let us start with the linear halo power spectrum. In
Sec. V, we have shown that the Lagrangian bias follows
to good approximation the growth response d lnDW /dδc
as a function of kL which in turn takes the form of a step
across the neutrino free-streaming scale of amplitude
b¯L(kL↓)
b¯L(kL↑)
= 1 +Afν +B , (37)
with A ≈ 0.6 and B ≈ 0.003 calculated from d lnDW /dδc
at z = 0. This allows us to extrapolate the simulation
results which have an unrealistic Nν = 14 and 28 to
more relevant lower values. In this section we choose
mν = 0.05 eV, Nν = 3, Ωb = 0.05, and Ωc = 0.25,
which corresponds to fν = 0.011. Note that the crude
empirical fit to the response bias results give slightly dif-
ferent values of A ≈ 0.5 and B ≈ 0.0075, predicting
a larger effect in the untested but cosmologically rele-
vant region of Nν . 10. A finite B represents the scale-
dependent bias from the photons rather than neutrinos.
To be conservative, when displaying results in this sec-
tion we set A = 0.6 and B = 0 to focus on the neutrino
induced bias effects, though we leave our expressions gen-
eral. Also note that the scaling with fν in Eq. (37) is at
fixed mν and varying Nν . This should not be conflated
with fixed Nν and varying mν , which would change the
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free-streaming scale.
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The observed halo bias is in Eulerian space, so we con-
vert the step amplitude in the Lagrangian bias to equiv-
alent in the Eulerian bias
b¯(kL↓)
b¯(kL↑)
=
b¯L(kL↓) + 1
b¯L(kL↑) + 1
=
(
1− 1
b¯
)
b¯L(kL↓)
b¯L(kL↑)
+
1
b¯
=
(
1− 1
b¯
)
(1 +Afν +B) +
1
b¯
, (38)
where b¯ is the Eulerian bias evaluated as kL↑. Fig. 11
shows the Eulerian (red solid) and Lagrangian (blue
dashed) bias step as a function of b¯ for A = 0.6, B = 0,
and fν = 0.011. Unlike the Lagrangian bias step, the
Eulerian bias step shows a strong dependence on the
value of the bias and hence halo mass. For b¯ = 1, the
Lagrangian bias is zero, so the scale dependence van-
ishes; for b¯ 1, the Eulerian bias step approaches to the
Lagrangian bias step, meaning the impact of the scale-
dependent bias on the clustering of halos is most signif-
icant in high bias, high mass objects for b¯ ≥ 1. The
green circle and black star correspond to objects of b¯ = 2
(LRG/CMASS [77, 78]) and 3.5 (quasar [79]). While the
net effect for fν = 0.011 is quite small, we shall see next
that it has a significant effect on the linear halo power
spectrum relative to the also small step in the linear CDM
power spectrum.
Since our bias is defined with respect to the underly-
ing CDM(+baryon) field instead of total matter (includ-
ing massive neutrinos), the linear halo power spectrum
is given by Phh = b¯
2Pcc, where Pcc(k) is the linear CDM
power spectrum. Neutrinos suppress the growth of CDM
perturbations and produce a downward step in its power
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FIG. 12. Decrease of linear halo power spectrum suppression
due to neutrino scale-dependent bias at kL↓, i.e. Rhh, as a
function of b¯ for A = 0.6. The green circle and black star
correspond to b¯ = 2 (LRG/CMASS) and 3.5 (quasar).
spectrum with respect to the mν = 0 model with the
same total nonrelativistic matter. The amplitude of the
full step is approximately ∆Pcc/Pcc ≈ −6fν*3, but as we
have seen in Sec. V the step in the CDM transfer func-
tion is not fully complete by kL↓ where the step in bias is
essentially complete. For an accurate comparison, we use
CLASS to compute the linear power spectrum for Nν = 3
massless neutrinos with Ωc = 0.253, and find
Pcc(kL↓)
Pmν=0cc (kL↓)
≈ 1− 4.7fν . (39)
Using Eq. (38) and linearizing in fν , we find the suppres-
sion in linear halo power spectrum becomes
Phh(kL↓)
Pmν=0hh (kL↓)
≈ 1− 4.7Rhh(b¯)fν + 2
(
1− 1
b¯
)
B , (40)
where
Rhh(b¯) = 1− 2A
4.7
(
1− 1
b¯
)
. (41)
The decrease of the linear halo power spectrum sup-
pression relative to CDM due to neutrino induced scale-
dependent bias is captured by Rhh(b¯). Fig. 12 shows
Rhh(b¯) for A = 0.6. We find that for LRG/CMASS and
quasars the decrease of linear halo power spectrum sup-
pression is 13% and 18%, respectively. In the limit that
b¯ 1, the reduction is 26%. Of course the observed halo
*3 The commonly quoted empirical relation −8fν [80] is for the
total matter, i.e. ∆Pmm/Pmm. Since below the free-streaming
scale Pmm ≈ (1− 2fν)Pcc, we have ∆Pcc/Pcc ≈ −6fν .
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and mass power spectra also involve nonlinear corrections
with their own scale dependence. Nonetheless the scale-
dependent linear bias thus should be taken into account
whenever neutrino growth suppression is considered in
galaxy survey data for any fν if the free-streaming scale
is deep in the linear regime as it is for mν = 0.05 eV.
Let us now turn to the squeezed-limit bispectrum. Un-
like the linear halo power spectrum, the halo bispectrum
at the leading order contains the contribution from the
nonlinear bias, which can be regarded as the response of
the linear bias to δc (e.g. Ref. [81]). Accurate calibration
of higher-order responses requires SU simulations with
larger |δc0| [50, 53]. Lacking such simulations, we thus
consider only one piece of the halo bispectrum and set
Bsqhhh(k, kL) = b¯
2(k)b¯(kL)B
sq
ccc(k, kL) with Bccc being the
CDM bispectrum. Furthermore, to highlight the effect
from the scale-dependent growth response, we only show
the result for the CDM squeezed-limit bispectrum, i.e.
Bsqccc(k, kL) = 〈Pcc(k|δ˜c(kL))δ˜c(kL)〉
= Rtot(k, kL)Pcc(k)Pcc(kL) , (42)
where k and kL are the small- and large-scale modes,
Pcc(k|δ˜c(kL)) is the CDM power spectrum in the presence
of a single long-wavelength mode of Fourier amplitude δ˜c
and wavenumber kL.
*4 As pointed out in Sec. IV A, the
total power spectrum response Rtot contains the contri-
butions from the growth response Rgrowth, that can be
measured from the SU simulations, as well as dilation and
reference-density effects. To the leading order, Rdilation
and Rρ¯ are given by
Rdilation(k) = −1
3
d ln k3P (k)
d ln k
, Rρ¯ = 2 , (43)
which are independent of kL. Therefore, the step fea-
ture in the squeezed-limit bispectrum due to the scale-
dependent growth response is diluted by Rdilation and Rρ¯.
In Sec. IV B we have shown that the growth responses
measured from the SU simulations of Nν = 14 and 28
are in excellent agreement with the analytic calculation.
Thus, for fν = 0.011 cosmology we assume Rgrowth =
2(d lnDW /dδc), which depends only on kL. For Rdilation,
we use the spectral index of the CDM power spectrum,
which depends on k. Fig. 13 shows the power spectrum
response as a function of the long mode kL. The red solid,
green dashed, and blue dot-dashed lines show the step of
the total power spectrum response, equivalent to the re-
duced squeezed-limit bispectrum, with the short mode
k = 0.2, 0.3, and 0.4 Mpc−1, whereas the black dot-
ted line shows the growth response alone. As expected,
Rdilation and Rρ¯ dilute the dependence on kL, and com-
pared to Rgrowth the step size is reduced by 60%. Albeit
*4 Here we distinguish between δc, the dimensionless real-space av-
erage value of the mode, and δ˜c the dimensionful Fourier space
amplitude of the mode for clarity.
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FIG. 13. Step of CDM power spectrum response as a function
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dot-dashed lines show the step of the total power spectrum re-
sponse, equivalent to the reduced squeezed-limit bispectrum,
with the short mode k = 0.2, 0.3, and 0.4 Mpc, whereas the
black dotted line shows the growth response alone.
small, the scale dependence is a distinct feature due to
massive neutrinos, hence can serve as an independent
probe. On the other hand, we find that Rtot depends
only weakly on k. This is because for k & 0.2 Mpc−1 the
baryonic acoustic oscillation is less prominent, and so the
spectral index is closer to a constant.
Our discussion focuses on the galaxy squeezed-limit
bispectrum, but the derivation is similar for the galaxy-
galaxy-lensing bispectrum (see Ref. [57] for the cross-
correlation between Lyman-α power spectrum and lens-
ing convergence), where the lensing convergence provides
the long mode. Since lensing measures the total mat-
ter fluctuation along the line-of-sight, the bispectrum is
schematically given by Bsqhhm(k, kL) = b¯
2(k)Bsqccm(k, kL),
where the CDM-CDM-matter squeezed-limit bispectrum
is given by
Bsqccm(k, kL) ≡ 〈Pcc(k|δ˜m(kL))δ˜m(kL)〉
= Rtot(k, kL)Pcc(k)Pcm(kL) . (44)
Here we have assumed that since the perturbations are
adiabatic, there is a one-to-one relation between the long-
wavelength δ˜m and δ˜c given by the linear transfer func-
tions so that
d lnPcc(k)
dδm
(kL) = Rtot(k, kL)
Tc(kL)
Tm(kL)
,
Pcm(kL) =
Tc(kL)
Tm(kL)
Pmm(kL) . (45)
We find that the only difference between the Bsqccc and
Bsqccm is the large-scale power spectra, i.e. Pcc(kL) versus
Pcm(kL).
17
VII. DISCUSSION
Massive neutrinos provide an ideal arena to explore the
scale dependence of the response of small-scale structure
formation to the large-scale density environment. Due to
their large thermal velocities, massive neutrino fluctua-
tions track the CDM only on scales larger than the free-
streaming scale with smaller-scale fluctuations washed
out. As a result, the growth of CDM perturbations be-
comes scale dependent. The response of small-scale ob-
servables to these long-wavelength perturbations conse-
quently becomes scale dependent as well. These effects
can be captured in the separate universe (SU) technique
by absorbing the long-wavelength perturbations into the
local expansion.
Using the SU technique, we perform N -body simula-
tions in overdense and underdense SUs with different
wavelengths of the large-scale CDM density perturba-
tions in a universe with massive neutrinos. By differ-
encing pairs of overdense and underdense SU simulations
with the same Gaussian realizations of initial phases, we
measure how the power spectrum and halo mass function
respond to large-scale CDM density perturbations of dif-
ferent wavelengths, which give rise to the squeezed-limit
bispectrum and the halo bias, respectively. Due to the
cancellation of the cosmic variance, the SU simulations
yield a precise characterization of the scale dependence
of these responses.
Specifically, for the cosmology with mν = 0.05 eV
but an artificially high number of neutrinos totaling
a fraction fν = 0.093 of the matter, we perform SU
simulations for five long-wavelength perturbations (from
kL↑ = 0.0005 Mpc−1 to kL↓ = 0.05 Mpc−1) spanning the
free-streaming transition. Scale dependence in the re-
sponses for the power spectrum and Lagrangian bias are
detected with high significance (see Fig. 4 and Fig. 7).
Interestingly, we find that the scale dependence in both
cases can be described well with just the linear growth re-
sponse, which can be calculated without simulations and
with no free parameters. For Lagrangian bias, this re-
sult follows if the mass function is universal in the local
power spectrum but is also equally consistent with the
spherical collapse model. To further confirm this result,
we also perform SU simulations with fν = 0.049 for kL↑
and kL↓ (see Fig. 5 and Fig. 8) and show that they are
consistent with the linear growth response as well, imply-
ing a scaling of the steps across the free streaming scale
of ∼ 0.6fν . This scaling allows us to extrapolate our re-
sults to a more realistic case of three massive neutrinos
of 0.05 eV with fν = 0.011.
There are two important implications of our results.
First, the scale-dependent responses due to massive neu-
trinos produce new features in the halo power spectrum
and squeezed-limit bispectrum, and the effects are shown
in Figs. 12-13 with fν = 0.011. For the linear halo power
spectrum, we find that the scale-dependent bias reduces
the difference between linear power spectra of massive
and massless neutrinos by 13 and 26% for objects of b¯ = 2
and b¯  1, respectively independently of fν . The larger
the halo mass (hence the halo bias), the larger effect due
to the scale-dependent bias. This effect must be taken
into account for future surveys that use the halo power
spectrum to constrain neutrino mass [82]. For the CDM-
CDM-CDM reduced squeezed-limit bispectrum, we find
that the step size is around 4% with a weak dependence
on the small-scale mode k. The effect is small because the
dilation and reference-density responses dilute the scale
dependence from the growth response. Albeit small, the
scale dependence is a distinct characteristic due to mas-
sive neutrinos can be used as an independent probe.
Second, we find that halo bias is temporally nonlocal.
For the same value of the CDM density fluctuations at
two different wavenumbers, the bias differs due to the
evolutionary histories of the modes. A local model of
density bias, even one that allows for local bias with re-
spect to the different density components cannot describe
this effect. Specifically, we demonstrate in Figs. 9-10 that
the transfer function bias b¯T (k) = bc + bν [Tν(k)/Tc(k)],
where bc and bν are the CDM and neutrino bias parame-
ters and Tc and Tν are the CDM+baryon and neutrinos
transfer functions, is a poor fit to the scale-dependent
bias measured from our SU simulations for any bc and
bν . Therefore, the standard Lagrangian picture that the
halo statistics at any time are determined entirely by the
linear density field at a single epoch is falsified in this
case where the free-streaming or Jeans scale is deeply in
the linear regime.
Our SU simulations assume a fixed and low value of the
individual neutrino masses mν = 0.05 eV and should not
be naively extrapolated to higher values. Since the SU ig-
nores small-scale neutrino clustering, the free-streaming
scale must be much larger than the scale of the observ-
ables. For mν = 0.05 eV we argue in App. C that neu-
trino clustering can be neglected for k & 0.05 Mpc−1.
Furthermore, since we approximate the long-wavelength
mode as spatially constant, it must also be much larger
than the region that encompasses the small-scale observ-
ables. Specifically for halo bias, corrections will enter
at O(k2LR2M ) with RM being the Lagrangian radius of
halo with mass M and for the power spectrum response
O(k2L/k2) with kL and k being the wavenumbers of the
large- and small-scale modes respectively.
With too small a free-streaming scale, these limita-
tions would make it impossible to track responses across
the free-streaming scale with the SU technique. Even
for mν = 0.05 eV, we expect there to be some correc-
tion to our results from the clustering of slow neutrinos
in the tail of the neutrino distribution function (see dis-
cussion in Ref. [83]) and the scale dependence of power
spectra from nonlinearity. In App. E we compare our
prediction to one of the best suites of N -body simula-
tions with massive neutrino particles, and find that it
is equally consistent with the neutrino particle simula-
tions as the scale-independent linear bias. As discussed
in more detail there, to distinguish our novel scale depen-
dence it is necessary to run neutrino particle simulations
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of a few Gpc, to see the full scale dependence at large
scales, and with high enough fν or a large enough num-
ber of simulations to robustly constrain the O(fν) cor-
rections discussed here. Note that fν should be increased
while keeping mν ∼ 0.05 eV so that the free-streaming
scale and nonlinear clustering of neutrinos are not qual-
itatively changed. We leave the detailed comparison be-
tween our SU results with other techniques of simulating
massive neutrinos for future work.
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Appendix A: Robustness to initial conditions
In this appendix we test the choice of initial and
horizon-entry scale factors, ai and aH , for solving the dif-
ferential equation of the small-scale growth, i.e. Eqs. (8)–
(9). We shall particularly focus on the growth response
at a ≥ 0.02, as it corresponds to the quantity observable
and time of interest.
Following the discussion in Sec. II B, we have the con-
straint aeq  ai  aH . Let us start by fixing ai = 10−6
and varying aH = 10
−12, 10−10, and 10−8. Fig. 14 shows
the fractional difference of the growth response of vari-
ous aH to that with aH = 10
−10, for fixed ai = 10−6 and
two limiting kL. We find that for all cases the differences
are less than 0.05%, and the agreement is better for a
approaching to unity. This demonstrates that the differ-
ence due to aH can be safely neglected and justifies our
choice of aH = 10
−10 in the main text.
We next fix aH = 10
−10, and compute the growth re-
sponse with ai = 10
−4, 10−6, and 10−8. Note that unlike
the aH dependence, which corresponds to a true depen-
dence on the short-wavelength k that cannot be captured
in our SU implementation, this tests a purely computa-
tional error from assuming ai  aeq in the derivation.
Fig. 15 shows the fractional difference of the growth re-
sponse of various ai to that with ai = 10
−6, for fixed
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FIG. 14. Fractional difference of the growth response of vari-
ous aH to that with aH = 10
−10, for fixed ai = 10−6 and two
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aH = 10
−10 and two limiting kL. We first find that
the agreement is good between ai = 10
−6 and 10−8, in-
dicating the convergence for even earlier ai. Between
ai = 10
−6 and 10−4, the differences at a = 0.02 (ini-
tial redshift of the SU simulations) are apparent. This
justifies our choice of ai = 10
−6 used in the main text.
Appendix B: 2LPT in the separate universe
In this appendix, we derive the small-scale growth of
the displacement field under the framework of 2LPT, as-
suming that CDM is the only component that clusters
(e.g. below the Jeans scales of all other clustering com-
ponents), in order to set up the initial conditions of the
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SU simulations. Following the standard convention in
App. D of Ref. [85], we define D1 and D2 to be the
growths of the first and second order perturbations of the
displacement field. In the absence of the long-wavelength
perturbation δc, the evolution of D1 and D2 are given by
D′′1 +
(
2 +
H ′
H
)
D′1 −
3
2
Ωc(a)D1 = 0 , (B1)
D′′2 +
(
2 +
H ′
H
)
D′2 −
3
2
Ωc(a)D2 = −3
2
Ωc(a)D
2
1 . (B2)
Note that the equation of the first order growth is iden-
tical to Eq. (8). If we set the initial conditions of the
differential equations at ai during the matter-dominated
epoch, then H ′/H = −3/2 and if CDM dominates the
matter density then Ωc(a) = 1; hence we obtain the stan-
dard results (e.g. [67, 85, 86]):
D1(ai) = ai , D
′
1(ai) = ai ,
D2(ai) = −3
7
a2i , D
′
2(ai) = −
6
7
a2i . (B3)
On the other hand, if ai is in the radiation-dominated
epoch, then (2 + H ′/H) ∝ ai/aeq → 0 and Ωc(a) ∝
ai/aeq → 0, and the solutions to the small-scale growths
become
D1(ai) = ln
ai
aH
, D′1(ai) = 1 ,
D2(ai) = −3
2
Ωc(a)
[(
ln
ai
aH
)2
− 4 ln ai
aH
+ 6
]
,
D′2(ai) = −
3
2
Ωc(a)
[(
ln
ai
aH
)2
− 2 ln ai
aH
+ 2
]
. (B4)
Let us now turn to the universe with a long-wavelength
perturbation δc. Within the SUs the small-scale growths
of 2LPT follow
d2DW1
d ln a2W
+
(
2 +
d lnHW
d ln aW
)
dDW1
d ln aW
− 3
2
H20W
H2W
ΩcW
a3W
DW1 = 0 , (B5)
d2DW2
d ln a2W
+
(
2 +
d lnHW
d ln aW
)
dDW2
d ln aW
− 3
2
H20W
H2W
ΩcW
a3W
DW2 = −3
2
H20W
H2W
ΩcW
a3W
D2W1 . (B6)
Rewriting the differential equations in terms of the global
coordinate and linearizing in δc, we have the perturba-
tions to the growths 1 = DW1−D1 and 2 = DW2−D2
to be
′′1 +
(
2 +
H ′
H
)
′1 −
3
2
Ωc(a)1
=
2
3
δ′cD
′
1 +
3
2
Ωc(a)δcD1 , (B7)
′′2 +
(
2 +
H ′
H
)
′2 −
3
2
Ωc(a)2
=
2
3
δ′cD
′
2 +
3
2
Ωc(a)
[
δc(D2 −D21)− 2D11
]
. (B8)
To solve 1 and 2 in the matter-dominated universe, we
assume that δc is sub-horizon and so proportional to a,
which leads to
1(ai) =
13
21
δc(ai)D1(ai) , 
′
1(ai) =
26
21
δc(ai)D1(ai) ,
2(ai) =
32
27
δc(ai)D2(ai) , 
′
2(ai) =
32
9
δc(ai)D2(ai) .
(B9)
On the other hand, for the radiation-dominated universe
we assume that δc is super-horizon and so proportional
to a2. This then leads to
1(ai) =
1
3
δc(ai)D
′
1(ai) , 
′
1(ai) =
2
3
δc(ai)D
′
1(ai) ,
2(ai) = −3
2
Ωc(ai)δc(ai) [D
′
1(ai)]
2[
7
27
ln
(
ai
aH
)2
− 46
81
ln
ai
aH
+
50
81
]
,
′2(ai) = −
3
2
Ωc(ai)δc(ai) [D
′
1(ai)]
2[
7
9
ln
(
ai
aH
)2
− 32
27
ln
ai
aH
+
104
81
]
. (B10)
Note that the results of D1(ai) and 1(ai) are identical
to Eq. (13).
For our SU simulations, we first set the initial con-
ditions of the small-scale growths at ai = 10
−6, with
aH = 10
−10. We then evolve the differential equations to
the initial redshift of the simulations at aWi(δc0) = 0.02.
Since usually the code for setting up the initial conditions
of N -body simulations uses growth rate for the velocities
of particles, we rewrite
fW1 =
d lnDW1
d ln aW
=
(
1 +
1
3
δ′c
)
D′1 + 
′
1
D1 + 1
,
fW2 =
d lnDW2
d ln aW
=
(
1 +
1
3
δ′c
)
D′2 + 
′
2
D2 + 2
. (B11)
Appendix C: Separate universe systematics
1. Neutrino clustering
The separate universe approach used in this paper as-
sumes that the neutrino energy density is completely
20
10-2 10-1
k [Mpc−1 ]
0.0
0.1
0.2
0.3
0.4
0.5
0.6
√ 〈 δ
ρ
2 ν
〉 /〈 δ
ρ
2 m
〉 /f ν
=
√ P
νν
(k
,z
)/
P
m
m
(k
,z
)
z=0
z=1
z=3
z=9
z=49
FIG. 16. Ratio of the typical amplitude of (linear) neutrino
perturbations to total matter perturbations. This quantifies
the error (in units of fν) induced on the density field on scale
k from assuming that neutrinos are completely smooth in our
simulations. This plot uses Nν = 28 neutrinos (fν = 0.093)
but we find that the results are only weakly dependent on the
number of neutrinos.
smooth within the simulations box. For our choice of
box size L = 700 Mpc, neutrinos are clustered at late
times on the largest scales so our simulations are missing
some neutrino perturbations on the largest scales. These
scales are in the linear regime so we can straightforwardly
estimate the scale at which neutrino perturbations are
important from their fractional contribution to the total
gravitational potential as a function of k using the linear
power spectrum
∆Φν(k)
Φ
≈
√
〈δρν(k)2〉
〈δρm(k)2〉 = fν
√
Pνν(k)
Pmm(k)
. (C1)
This quantity is plotted in Fig. 16. We can see that
so long as we restrict our attention to k & 0.05 Mpc−1
the error due to neglecting neutrino clustering should be
. 0.1fν . Note that the “missing” neutrino perturbations
are absent in each of the SU simulations (δc0 = ±0.01, 0
for each kL) so the absolute error on the response quan-
tities determined from differences between simulations
should be even smaller. In this paper we only report
the power spectrum response with k ≥ 0.05 Mpc−1.
We have seen that the error from neglecting the large-
scale linear theory neutrino perturbations should be
small (O(0.1fν)). On smaller scales where the CDM per-
turbations have become nonlinear, however, one could
worry that the gravitational potentials are strong enough
to cause significant clustering of slow-moving neutrinos.
In Fig. 17, we show the mean velocity distribution of
neutrinos at several epochs in comparison with the escape
velocities of dark matter halos. We define the escape ve-
locities as vsec ≡
√
2[Φ(r =∞)− Φ(r = Rs)] where Φ
is the gravitational potential of a Navarro, Frenk, and
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FIG. 17. The velocity distribution of a single species of neu-
trinos with mass 0.05 eV at several redshifts. Vertical dashed
lines show the escape velocities of dark matter halos of several
masses.
White dark matter halo [87] and Rs is the scale ra-
dius of the halo. At the latest times, a significant frac-
tion of neutrinos can indeed become bound, or at least
significantly deflected, by nonlinear structure. On the
other hand, the relative contribution of these neutrinos
to the total gravitational potential remains small since
the CDM perturbations on the same scale are large. For
instance, for halos with virial massesM = 1013, 1014, and
1015M, the local overdensity of neutrino mass for each
mass state is approximately 108, 3 × 109, and 1011 M
respectively [88]. Hence, even for our simulations with
Nν = 28, the fractional correction to the gravitational
potential, and therefore the evolution the CDM parti-
cles is ∼ 0.003fν , 0.01fν , and 0.03fν for the halo masses
M = 1013, 1014, and 1015M. This estimate is consistent
with Ref. [73], which found that the effects of neutrino
clustering around CDM halos was negligible in spherical
collapse calculations so long as the individual neutrino
mass mν . 0.2 eV. We thus consider it a safe assump-
tion to ignore the effect of neutrino clustering on halo
response bias.
2. Large-scale averaging
In the SU approximation we take the wavelength of the
large-scale density perturbation to be sufficiently larger
than the scale of interest for small-scale observables that
its spatially varying amplitude can be replaced by its
locally averaged value. In other words we conflate δc
with δcW where
δcW (x0) =
∫
d3xWR(x0 − x)δc(x) , (C2)
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and WR is some spherically symmetric window with sup-
port on |x0 − x| . R which is normalized to integrate to
unity. In Fourier space
δ˜cW (k) = W˜R(k)δ˜c(k) , (C3)
and for wavelengths that are long compared to R
lim
kR→0
δ˜cW (k) =
[
1 +O(k2R2)] δ˜c(k) . (C4)
At a fixed k = kL, the SU approximation is limited to
observables that are sensitive to only a region R 1/kL.
For the halo mass function a rough indication of the re-
gion of influence is the Lagrangian radius of the halo RM .
For the power spectrum the typical scale is R ∼ 1/k. We
thus conclude that averaging errors on the response bias
scale as O(k2LR2M ), and those on the squeezed bispec-
trum as O(k2L/k2). Note that these scalings apply to
both neutrino and ΛCDM separate universe simulations
but for the former we take kL & kfs in order to measure
the scale dependence of the responses.
Appendix D: Spherical collapse bias
We follow the method of Ref. [20] to make spherical
collapse calculations of the Lagrangian response bias. A
region of size R containing a constant mass M of CDM
will evolve according to
R¨ = − GM(< R)
R2
(D1)
− 4piG
3
∑
x
[ρx(t) + δρx + 3Px(t) + 3δPx]R ,
where ˙ ≡ d/dt, ρx and Px are the energy density
and pressure of any non-CDM components of the uni-
verse and δρx, and δPx are long-wavelength perturba-
tions in the energy density and pressure of x. Using
M = 43piR
3ρc(1+δ), and factoring out a long-wavelength
CDM perturbation from δ allows this equation to be
rewritten in terms of the fluctuation from the local mean
δS , defined via (1 + δ) = [1 + δc(a)](1 + δS) as
d2δS
d ln a2W
+
(
2 +
d lnHW
d ln aW
)
dδS
d ln aW
− 4
3
(
dδS
d ln aW
)2
1 + δS
=
3
2
ΩcWH
2
0W
a3WH
2
W
δS(1 + δS) , (D2)
where aW = a[1 − δc(a)/3], as before. This equation is
equivalent to Eq. (D1) and can be viewed as a nonlinear
generalization of Eq. (7) (for spherical density pertur-
bations). Eq. (D2) is identical to the usual nonlinear
equation for a spherical density perturbation and the so-
lutions are independent of M . For given initial condi-
tions δSi = δS(aWi) and [d ln δS/d ln aW ] (aWi), it can be
solved to determine acoll,W , the SU scale factor at which
δS →∞.
Following our calculations for DW and App. A, we
start at ai = 10
−6 with initial velocity
d ln δS
d ln aW
(ai) =
d lnDW
d ln aW
(ai) . (D3)
We iteratively solve Eq. (D2) to determine the initial
density perturbation δSi that will “collapse” at global
scale factor acoll for each δc(a, kL). Our criteria for
collapse is that d ln δS/d ln aW = 100. The linearly
extrapolated threshold for collapse is given by δcrit ≡
[D(acoll)/D(ai)] δSi, where the initial value of δSi that
produces collapse at acoll is a function of the long-
wavelength mode δc(a). From this we compute
δδcrit
δδc
(acoll) =
δcrit(δc)− δcrit(−δc)
2δc(acoll)
, (D4)
and define the Lagrangian bias with respect to CDM as
b¯LS =
∂ lnn(M)
∂δcrit
δδcrit
δδc
(kL) . (D5)
Appendix E: Comparison of scale-dependent bias
with neutrino particle simulations
In this appendix we compare the scale-dependent bias
model based on the response of the halo mass function
in SU simulations to the clustering bias measured from
N -body simulations with massive neutrino particles in
Ref. [84]. This simulation suite is one of the largest to
date and contains 100 realizations of 1 h−1 Gpc boxes.
The cosmological parameters are h = 0.6711, Ωb = 0.049,
and Ωc = 0.2649, with three massive neutrinos of 0.05
eV, corresponding to fν = 0.011. The halos are identi-
fied with the Friends-of-Friends algorithm [89], and to be
conservative we only consider halos with more than 100
dark matter particles, corresponding to a minimum halo
mass of 9.673×1013 M. The clustering bias is measured
with respect to CDM, i.e. q¯(k) = Pch(k)/Pcc(k). We use
a Fourier bin of 0.002 h Mpc−1 so that the data point
are dense enough while we still have enough realizations
to estimate the covariance matrix.
We fit the mean of the measured clustering bias to two
linear bias models. The first one is that the linear bias is
scale independent, hence the total bias is given by
b¯(k) = b¯1 + b¯k2k
2 , (E1)
where the k2 term absorbs the loop corrections in the
large-scale limit [90]. We also explore the inclusion of
additional b¯k4k
4 but find no significant difference, so we
present the simpler model. The second one is our pre-
dicted scale dependence, and the model is given by
b¯(k) = 1 + b¯L1 f(k) + b¯k2k
2 , (E2)
where we set f(k) = [d lnDW /dδc](k)/[d lnDW /dδc](k↑).
To compute f(k) we use the same cosmology as in
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Ref. [84]. Note that this model is identical to b¯LD de-
fined in Eq. (31) with an additional b¯k2 accounting for
the nonlinear correction. Both models contain two free
parameters, and we find the parameters by minimizing
χ2 =
∑
ij
[q¯(ki)− b¯(ki)][q¯(kj)− b¯(kj)][C−1(q¯)]ij , (E3)
where C(q¯) is the covariance of q¯ estimated from 100
realizations. We set kmax = 0.05 h Mpc
−1, and confirm
that the conclusion is insensitive to the choice of fitting
range.
Fig. 18 shows the results at z = 1 (left) and 0 (right).
The data point show the mean of the measurement from
100 realizations with the error on the mean, and the red
solid and blue dashed lines show the two models corre-
spondingly. There are 35 data points with two fitting
parameters, so the number of degrees of freedom (d.o.f.)
is 33. The χ2 values from fitting the mean of the clus-
tering bias to the models are shown in the legend. First
we find that the reduced χ2 is close to unity, indicat-
ing that the models describe simulations results well.
More importantly, we find that the χ2 values between
the two models are close, implying that the simulations
do not have enough statistical power to distinguish one
from another. Namely, both scale-independent and scale-
dependent linear bias models are equally consistent with
the simulations.
There are two main reasons that the simulations can-
not distinguish the two models. First, the scale depen-
dence we predict is on large scale, and even the funda-
mental mode of the simulation box of 1 h−1 Gpc can-
not probe the full effect. This can clearly be seen in
Fig. 18: at k & 0.01 Mpc−1 the two models are almost
identical. Note that the large-scale difference between
the two bias models will approach to a constant because
the response becomes scale independent when k  kfs.
Therefore, to probe this effect we need simulations with
box size of a few Gpc. Second, people usually increase
fν by increasing the neutrino mass instead of number.
For larger neutrino mass, the free-streaming length ap-
proach to nonlinear scale, so it is challenging to sepa-
rate the scale-dependent linear bias and nonlinear bias.
Moreover, the neutrino clustering becomes important for
larger neutrino mass, hence the approximation breaks
down and our prediction is invalid. Therefore, an ideal
set of simulations to detect this effect is to have a few
Gpc box size and 0.05 eV of massive neutrinos mass with
fν = 5− 10%. This study is beyond the scope of this pa-
per and is work in progress.
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